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QOS IN HOME NETWORKS

Home networks are becoming ever more hetero-
geneous. This means that a single network con-
sists of many different physical- and link-layer
technologies and topologies, interconnecting
many different devices with each other and the
Internet, enabling many different services (e.g.,
[1, references therein]). The Internet Protocol
(IP) suite is the main enabler for the required
interoperability. Correspondingly, a growing
amount of consumer electronics devices contain
an IP stack. Unfortunately, IP has only limited
support for quality of service (QoS), necessary to
support many different services concurrently in a
single shared home network. It mainly concerns
reducing or avoiding jitter that occurs when mul-
tiple traffic streams contend for bandwidth. Fur-
thermore, noticeable packet loss will happen
when User Datagram Protocol (UDP) based ser-
vices such as high-quality telephony and HDTV
need to be supported. This is especially an issue
for broadband service providers (e.g., [2, 3]).

Many additional QoS solutions for IP net-

works are available, but most of them operate on
the principle of traffic classification, where each
data packet is placed into a limited number of
traffic classes, and each router on the network is
configured to differentiate the traffic based on its
class. These solutions have not gained large pop-
ularity in the home networking marketplace,
because they need to be supported by every
device in the end-to-end (e2e) path to be effec-
tive. This makes them relatively expensive for
consumers with many non-depreciated devices: to
enjoy QoS they have to buy new devices. Besides,
current solutions are different for different layer
2 technologies. Intermediate translators would
then be needed to guarantee e2e QoS in a het-
erogeneous path. Though implementations for
this exist (e.g., [4]), they are deemed to be too
expensive for mass-scale application today. Final-
ly, prioritization of flows is still no guarantee that
enough bandwidth (here synonymously used for
application-level data throughput) will be avail-
able between a server and a client.

Before admitting a new flow to the home net-
work, or rather any small-scale IP network (best
effort or QoS-enabled), we therefore propose to
diagnose the network in real time. The information
can be used for admission control, have the content
service pragmatically adapt its properties to the
actual condition of the network, or report intermit-
tent issues to the user and/or the service provider’s
remote service management server. A crucial part
of a diagnosing tool is the real-time assessment of
e2e available bandwidth between the relevant client
and server in the network. Although many e2e
speed test applications exist for the Internet [5],
none of them fulfills all of the requirements for use
in today’s home networks. Among these require-
ments are the following. The tool must:
1 Be easy to implement. It should work with

as many as possible existing devices in the
home without firmware upgrades. Prefer-
ably the tool should only require a simple
software module added on the server side
of the e2e path of a flow. For most use
cases we can therefore assume the diagnos-
ing application to be a service running on
the home gateway, serving various clients in
the home network, which only need to have
a regular IP stack.
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ABSTRACT

Prioritization of flows in a home network
based on traffic classification is still no guaran-
tee that enough bandwidth will be available
between a content server and a client. Besides,
such QoS technologies need to be supported by
every device in the end-to-end path to be effec-
tive, which is relatively expensive for the owners
of home networks. In any small-scale IP net-
work, best effort or QoS-enabled, at home or
anywhere else, it is therefore preferable to diag-
nose the network in real time before admitting a
new flow. In this article we analyze existing
probing techniques, and demonstrate a new
method to probe the available bandwidth
between a server and a client in a heterogeneous
IP-based home network. The tool works with
existing end-user devices, is non-intrusive, has a
short measurement time, does not require pre-
knowledge of the link layer network topology,
and is accurate enough to make decisions about
the admission of high-throughput high-quality
streams such as for IPTV services.
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2 Be non-intrusive. It should not disrupt other
traffic in the home noticeably.

3 Have a short measurement time. It should
have a low convergence time from an end-
user perspective, and it should be fast
enough to react to major changes in the
home network traffic pattern. We assume
this to be on the order of a few seconds;
fluctuations within this time frame may be
dealt with by application-layer buffering,
for instance.

4 Not require pre-knowledge of the link-layer
network topology. Home networks may
contain link-layer technologies that are not
standardized or widely known.

5 Be accurate enough to make informed deci-
sions about the admission of delay- and jit-
ter-critical applications. In the case of IPTV
and IP telephony, that means an accuracy
of ~1 Mb/s and ~50 kb/s, respectively.
In this article we propose a new tool, the

Available Bandwidth Estimator (Allbest), which
fulfills all the above requirements to the extent
that it is a software upgrade of only the probe
server, it injects less than ~ 1 Mb/s of probe
traffic, produces results with an accuracy better
than ~ 1 Mb/s within less than 10 s, and can be
applied on any Ethernet-WiFi combined topolo-
gy. This is the first diagnosing application that
successfully applies probe round-trip time (RTT)
measurement to wireless LANs and does not
assume any home network topology a priori. The
tool is based on a new probing method we devel-
oped, which is described in the following section.
In the second half of the article we detail our
testbed, followed by our test results. We finish
with a conclusion and a few words on our cur-
rent and future experiments.

PROBING HOME NETWORKS

BOTTLENECK CAPACITY AND
AVAILABLE BANDWIDTH

We follow [6] for defining capacity of a hop as
the bit rate, measured at the IP layer, at which
the hop can transfer maximum transmission unit
(MTU)-sized IP packets. Therefore, the capacity
of an e2e path is the maximum IP-layer rate the
path can transfer from source to sink. In our
work, we assume the MTU size to be 1500 bytes
of Ethernet v2 (RFC 1191). As a path may con-
sist of several links, the minimum link capacity
in the path determines the path capacity. This
link is called the narrow link. In contrast, the
tight link is the link in the path with the maxi-
mum capacity utilization. This is the link with
the least available bandwidth due to crossing
traffic (i.e., other traffic in the path considered
for admission of a new stream). In many cases,
the tight link is in the narrow link, and the link
is then referred to as the bottleneck.

For measuring bottleneck bandwidths in
Internet paths, two types of tools can be distin-
guished: packet-pair dispersion tools (also called
probe gap model, or PGM) and self-loading
techniques. The latter probe the network with
trains of packets [7] at an increasing rate, and
thus rely on flooding the network. They there-
fore do not fulfill requirement 2. PGM tech-

niques were first explored in [8], and send only a
few packets at the rate C of the bottleneck
capacity or somewhat slower. This allows cross-
ing traffic to get in between the probe packets
and disperse them (i.e., increase the difference
in arrival time).

An issue with PGM techniques is that C
needs to be known a priori. From requirement 4
follows that the tool must be able to estimate
the available bandwidth A without such pre-
knowledge of the path. This means that C needs
to be determined first, and the estimation of A
becomes a two-step process. In [9] we proposed
and validated a new method for determining C
in heterogeneous home networks based on RTT
measurements of probe packets, and fulfilling all
requirements listed in the previous section.
However, we also learned that probing a wireless
LAN with rate C may yield the correct average
dispersion rate at the receiver when measuring
in one direction, but will not if it needs to be
derived from RTTs. This is easiest understood
by looking at the details of our capacity estima-
tion method first.

CAPACITY ESTIMATION
Our capacity estimation method is based on the
packet-pair dispersion technique, which is usual-
ly implemented by sending two packets back-to-
back on the network, thus minimizing the chance
that crossing traffic will disperse the packets. It
is then the bottleneck that will delay the second
packet with respect to the first. C can subse-
quently be calculated simply from the minimum
dispersion D and the packet size L as C = L/D.
One then should minimize the chance that cross-
ing traffic increases or decreases the bottleneck
dispersion of the packets further down the path.
To do so, we perform a series of n packet-pair
probes, assume the crossing traffic stochastic,
and then calculate D from the minimum RTT of
the first packet (RTT1) of a probe pair and the
minimum RTT of the second packet (RTT2) of a
probe pair. C is then given by 

(1)

RTTs can be measured without adaptation of
the client side by using MTU-sized Internet Con-
trol Message Protocol (ICMP) Ping probe pack-
ets, or by sending MTU-sized UDP packets to a
non-activated port. The client then automatically
generates reply packets: ICMP Echo packets or
ICMP Error packets (i.e., code 3 or “Destination
port unreachable”), respectively. ICMP Error
packets are much smaller than ICMP Echo pack-
ets and therefore experience hardly any delay on
the way back to the probing sender/receiver,
assuming that the return one-way capacity
between the client and the server, Creverse, is not
much smaller than the sought-after one-way
capacity Cforward between server and client. The
final result is then a good measure for Cforward.
For symmetric media we may also use ICMP
Ping probing packets, and assume that the delay
and dispersion is the same for both directions of
travel. Equation 1 then yields C/2 rather than C.

Equation 1 allows us to avoid unwanted con-
tention of probe packets in the wireless medium.
Existing packet-pair dispersion techniques will not

C L RTT i RTT i
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work in wireless media round-trip, because the
reply packet of the first probe packet contends
with the second probe packet on the air interface
(Fig. 1). Irrespective of which packet wins, the
reply packet of the second probe packet will
eventually arrive at the probing sender/receiver
too late. PK2 is acting as crossing traffic to the
reply packets; the method is basically self-disturb-
ing. As a result, C will be underestimated.

To avoid this contention, we need to prevent
the first reply packet from being put on the net-
work. We achieved this (Fig. 2) by sending a sin-
gle packet with size 2 × MTU instead of two
packets back-to-back. On the network, this pack-
et will automatically be fragmented (and behave
like two individual packets back-to-back), and
only after defragmentation will a single reply be
sent back by the client. This will provide us the
correct RTT2, that is, the RTT2 only delayed by
bottleneck dispersion, not by additional con-
tention. Because we are not directly measuring
D, but separate RTTs (Eq. 1), we can find the
correct RTT1 by sending a different series of sin-
gle probe packets, well separated from each
other and with size MTU.

Contention of probe and reply packets is the
main reason why conventional packet-pair prob-
ing is not suitable for determining A. We can
neither probe back-to-back nor with rate C with-
out creating extra delay caused by contention.
Unfortunately, we cannot solve the latter by
using fragmentation, because that can only
mimic back-to-back probing.

AVAILABLE BANDWIDTH ESTIMATION
A deep analysis of the various delays that consti-
tute the RTTs observed during capacity estima-
tion allowed us to make a good estimation of A
also. In Fig. 3 a typical histogram is shown of
RTT1 that we measured in an IEEE 802.11b net-

work with 1.5 Mb/s crossing traffic. Besides a
clear minimum value, the RTT undergoes two
random effects: the random back-off mechanism
of IEEE 802.11 (mostly at short additional
delays) and the delay caused by queuing due to
crossing traffic. 

We assume that, for UDP probing, most of
the random delay is experienced in the forward
direction. This is justified by the fact that the
reply packet is very small, and we assume that
the queuing mechanism of the system is fair. The
reply packet is therefore hindered relatively little
by the crossing traffic. We further assume that
any systemic delay in the network (for instance
processing delay) is either negligible or canceled
when subtracting RTT1 from RTT2 [10], and that
the delay caused by random effects is mainly
happening in the bottleneck. A is then given by

(2)

with L/C the delay in the bottleneck without
crossing traffic following from Eq. 1, and the
average delay caused by random effects in the
bottleneck. The latter can be derived from RTT1
as 

(3)

ALLBEST TESTBED
The setup of our testbed is schematically drawn
in Fig. 4. The Allbest server runs on the
“prober/receiver” computer, and probes the
“mirror” via any heterogeneous topology of
interest. The results presented in this article
were obtained by configuring a WLAN IEEE
802.11b or 802.11g with a Linksys WRT54GL v.
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Figure 1. Conventional back-to-back packet-pair probing in heterogeneous home networks. PK1 and PK2
are the probe packets sent back-to-back on the path. REP1 and REP2 are the respective reply packets. a)
PK2 has to wait until REP1 is off the wireless medium; b) REP2 has to wait until REP1 is off the wireless
medium. 
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1.1 access point as a bottleneck link. We
switched off the automatic rate adaptation and
clear to send (CTS) protection mode, and run
both networks on their maximum physical rates
of 11 Mb/s and 54 Mb/s, respectively. The mea-
surements were carried out in a Faraday cage to
avoid uncontrolled interference.

We benchmarked Allbest against the well-
known testing tool Iperf and Wbest [11]. Wbest is
the only other real-time probing tool we know
that is applicable to wireless networks. It requires
the wireless hop to be in the last link, because it
needs to be sure that the probing packets arrive
at the bottleneck with rate C. For the estimation
of C it uses standard PGM and packet-pair dis-
persion. Both Wbest and Iperf need to be
installed on both the prober/receiver (which for
Wbest and Iperf just acts as a prober) and the
mirror (which for Wbest and Iperf acts as a receiv-
er). The prober/receiver and mirror are laptop
computers with a 2.0 GHz processor. Allbest and
Iperf run on Windows XP Service Pack 3, and
Wbest runs on Linux Ubuntu 10.04. To maximize
the performance of the software, other processes
running in the computers’ background memory
were switched off whenever possible.

Allbest basically consists of a home-built con-
figurable UDP packet generator and a home-
built configurable ICMP Ping packet generator,
combined with Wireshark to measure high-preci-
sion RTTs. Any RTT > 2 × min[RTT(i)] is dis-
carded, and we have verified that most of those
long RTTs are caused by uncontrollable process-
ing delay in the laptops due to other tasks of the
operating system. A measurement takes 90 probe
pairs and is repeated 6 times.

With Iperf we measured at which UDP injec-
tion rate which packet loss occurs with 1472-byte
payload per packet. The result is fitted linearly,
and the point where the fitted line crosses the
transmission rate axes is interpreted as being the
available bandwidth. Each Iperf measurement is
set for 10 s with 1 s interval. The UDP packet

loss is averaged over 8–10 similar measurements,
leading to 1 percent standard deviation. Also,
Wbest was configured to use 1472-byte UDP
payload. Each measurement of 90 packet pairs
was repeated 30 times. Like Allbest, Wbest fil-
ters and discards unreliable results.

Random UDP crossing traffic is generated with
the Distributed Internet Traffic Generator (D-
ITG), available from the Universita degli Studi di
Napoli ‘’Federico II.” The UDP packets have uni-
formly distributed packet sizes (40–1472 bytes) and
are sent at Poisson-distributed exponential time
intervals. We distinguished crossing traffic and con-
tending traffic, and follow [11] for their definitions.

AVAILABLE BANDWIDTH IN
ETHERNET-WIFI NETWORKS

We have obtained the available bandwidth for
three different topologies with Iperf, Wbest as
well as Allbest (in its UDP probing variety):
1 Prober/receiver→100BASE-TX→IEEE

802.11b→mirror

Figure 2. Allbest’s method of active probing in heterogeneous home networks. Probe packets PK1 and PK
are sent far apart from each other. PK has size 2 × MTU and is automatically fragmented on the network.
The fragments FRG are dispersed. A reply REP is sent only after defragmentation; thus, no contention has
occurred.
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2 Prober/receiver→100BASE-TX→IEEE
802.11g→mirror

3 Prober/receiver→IEEE 802.11g→100BASE-
TX→mirror

For every topology we generated three different
amounts of crossing traffic (X), at about 0, 25,
and 50 percent of the capacity, and 25 percent of
contending traffic.

For topology 1, the results are summarized in
Fig. 5a. For this topology, with IEEE 802.11b, all
tools yield similar results at first sight and within
the error margins. Allbest estimates the capacity
C of 802.11b on 7.6 ± 0.2 Mb/s, which is equal
to the theoretical value [9]. For all tools, the
available bandwidth A is lower than C for X = 0.
This is caused by the random backoff mecha-
nism of WLAN. If the random backoff algorithm
were to be active for all packets, we would expect
A = 6.4 Mb/s [9]. Since all tools estimate avail-
able bandwidths somewhat higher than that, we
suspect there are still many packets that do not
undergo random backoff. 

On the whole, Allbest seems to find larger
available bandwidths than Iperf, and Wbest finds
even larger ones. Even though Iperf is a well-
known benchmarking tool, it is probably underes-
timating A in our experiments. Because the
crossing traffic is stochastic, some packet loss will
already be recorded at relatively low Iperf injec-
tion rates. For both Allbest and Wbest, the values
for A at X > 0 are also closer than Iperf to the
expected value of A (obtained by simply subtract-
ing the crossing traffic rate X from the available
bandwidths A at X = 0 Mb/s). The error margins
of the Allbest results are remarkably lower than
the ones for Wbest, although we tried to have the
results based on the same number of probes. We
do not have an explanation for this yet.

For Allbest, the value for A at X = 3 Mb/s
was calculated by discarding any RTT > 3 ×
min[RTT(i)], rather than using the default cutoff
time of 2 × min[RTT(i)], as stated in the previ-
ous section. We found that with the latter, too
many packets had been discarded that were
clearly delayed by crossing traffic, and A was

grossly overestimated (5.1 ± 0.2 Mb/s). Many
PGM techniques use a default cutoff time of 2 ×
min [RTT(i)]. This follows from their assump-
tion of fair queueing congestion management in
the router. This means that bottleneck delays
can never be larger than 2L/C, even if the uti-
lization by crossing traffic is larger than 50 per-
cent (which then just results in larger packet
loss). Crossing traffic of 3 Mb/s with randomly
distributed time intervals will utilize the bottle-
neck more than 50 percent for at least part of
the time. Fortunately, the actual congestion
management mechanism of the router (most
probably store and forward) still allowed us to
capture relevant packets with larger RTTs and
compute a realistic value for A.

For topology 2, the results are summarized in
Fig. 5b. For this topology, with IEEE 802.11g,
Allbest shows clear supremacy. Allbest estimates
the capacity C of 802.11g on 38 ± 2 Mb/s, which
is equal to the theoretical value [9]. The value of
A at X = 0 Mb/s is then expected to be 26 Mb/s if
the random backoff algorithm is active for all
packets [9]. Iperf and Allbest estimate somewhat
higher again, but Wbest significantly underesti-
mates A, also for larger X. The inventors of Wbest
warn of underestimation when the probe packets
arrive at the bottleneck at a rate larger than C
[11]. Surprisingly, Wbest’s capacity estimation for
topology 2 is quite good, 38 Mb/s. The fact that
Wbest arrived at plausible answers for A with
topology 1 can be explained by it grossly overesti-
mating the C of topology 1 (8.8 Mb/s). The results
for Allbest are very close to the ones for Iperf,
and have the lowest error margins of all. But as in
Fig. 5a, it is not clear whether Iperf yields the cor-
rect values. More than Iperf, Allbest yields values
for A at X > 0 close to what one obtains by sub-
tracting X from A(X = 0).

For topology 3, the results are much the same
as for topology 2 (Fig. 5c). This shows that Allbest
can function in either order of physical- and link-
layer technologies. Unfortunately, we could not
get any UDP results from Iperf, because it cannot
inject faster than about 10 Mb/s when directly
connected to an 802.11g network.

CONCLUSIONS AND FUTURE WORK
We achieved a breakthrough in available band-
width probing of heterogeneous home networks
by understanding and then solving the con-
tention issues that PGMs traditionally had with
wireless links in the e2e path. This allowed us to
design a new probing method based on round-
trip time measurements, with low intrusiveness
and short convergence time, and without the
need to know the home network topology a pri-
ori. Our tool, Allbest, is accurate enough to
make informed decisions about the admission of
IPTV streams and the like, and gives the service
provider no more information than strictly need-
ed. We have built a prototype and a testbed, and
our performance measurements indicate that
Allbest works well and outperforms Iperf and
Wbest for various topologies based on 100BASE-
TX, IEEE 802.11b, and 802.11g, for up to 50
percent crossing traffic.

Our work is opening up a whole field of
research related to diagnostics of heterogeneous

Figure 4. Schematic view of our heterogeneous wired/wireless LAN probing
testbed. Allbest runs on the prober/receiver. The traffic generator generates
crossing or contending traffic.
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home networks. Many different configurations
and network parameters need to be investigated.
New network technologies supporting IP are
currently entering the home, such as HomePlug,
MoCa, IEEE 1901, IEEE 802.11n, and G.hn.
Some of them (e.g., HomePlug) are exhibiting

very different physical- and link-layer properties
(e.g., fast rate adaptation) from the networks
studied in this article. Our method needs to be
improved to include these novel techniques.
Also different queuing mechanisms than fair
queuing should be studied. To increase the accu-

Figure 5. Part 1. Available bandwidth measured with different tools and different amounts of crossing and contending (cont) traffic. a)
topology 1; b) topology 2.
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racy of our method up to a level at which it can
be used for voice-over-IP services, network
tomography techniques may be applied.

Another matter is how the obtained values
should lead to intelligent decisions on the ser-
vice level, which probably needs some form of
cross-layer optimization. One of the questions
following from this is how frequent a measure-
ment should be repeated. It will certainly depend
on the dynamics of the traffic in the home net-
work. It can be safely assumed that crossing traf-
fic in homes cannot be modeled with the
stochastic properties of Internet traffic. We are
currently performing a series of experiments in
Dutch homes in order to understand the in-
home traffic dynamics.

Finally, the applicability of our method to
other consumer networks should be studied. In-
car networks, personal area networks, hotel net-
works, and others exhibit similar properties and
management issues as home networks. At the
IEEE CCNC 2011 conference, operators also
showed interest in using Allbest for mobile
access networks.
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