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Summary

Control of Reluctance Actuators for
High-Precision Positioning

To achieve high throughput and accuracy specifications of future high-precision,
short-stroke industrial motion systems, actuators which deliver high forces with
high efficiency have to be developed. Actuators based on the Lorentz force, which
are currently the industry standard, have reached their physical limits with re-
spect to these properties, so new concepts have to be considered. Actuators based
on the reluctance force are investigated as a promising new candidate. They offer
more force density and less dissipations, but introduce various nonlinearities and
design issues which have to be addressed before they can be used for nanometer
accuracy positioning applications.

From the control perspective, the main issues include: the intrinsic quadratic
nonlinearity between the current and the force, multi-valued rate-dependent hys-
teretic magnetization of the ferromagnetic core and large negative stiffness, i.e.
position dependency of the force. Therefore, although being more efficient than
Lorentz actuators, reluctance actuators are harder to control predictably and ac-
curately. The goal of the research presented in this thesis is to address these issues
using advanced modeling and smart control so the accuracy of Lorentz actuators
can be reached.

Various control techniques and models based on voltage, current, or flux feed-
back are investigated in detail. A new control oriented hysteresis modeling and
compensation tool is developed and used for inverse model feedforward control
and air gap observer design. Furthermore, an idealized voltage control and sensing
coil voltage feedback control scheme is motivated and implemented. For that pur-
pose, an analog circuitry was designed, implemented and tested on the available
test rigs. Moreover, the performance of reluctance actuators in a high-bandwidth
position feedback scheme with the stroke of 1 mm is investigated and compared to
the performance obtainable with Lorentz actuators. Generally, it is shown that the
closed-loop performance of Lorentz actuators can be matched and even surpassed
by reluctance actuators with properly designed and calibrated control schemes
based on the developed tools. This way, no tradeoffs in the performance have to be
done when switching from Lorentz to more efficient reluctance actuators.
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1Introduction
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Research objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Thesis layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1 Background

To stay competitive in the market, most industries are constantly forced to im-
prove their manufacturing processes. This includes increasing the throughput of
the production, decreasing the production costs and increasing the quality of the
products. One of the fastest growing industries in the past decades was the semi-
conductor industry, which has managed to improve their processes at an exponen-
tial pace. This trend is popularly calledMoore’s law, described in [59], which states
that the number of transistors in integrated circuits doubles approximately every
one and a half to two years. The exponential trend is directly transferred into the
increasing demands on the photolithography sub-process, which is the key part
of the integrated-circuit manufacturing process. During that sub-process, an in-
tegrated circuit design pattern is optically transferred onto a photoresistive layer
deposited on a silicon wafer, which is later used as a matrix to create physical cir-
cuits during other sub-processes. The most bulky and expensive part of the pho-
tolithography machine are the lenses which are used to focus the image. To limit
the size of the lenses, modern photolithography machines include a scanning pro-
cess where a silicon wafer is scanned through a narrow illuminated slit [13] and
are therefore called wafer scanners. Since the feature size of modern integrated cir-
cuits is very small, e.g. tens of nanometers, wafer positioning errors in the range
of only a few nanometers are tolerated during the scan. Furthermore, due to the
demand for low cost and high throughput production, this process has to be as
fast as possible with minimal time without exposure. It means that the nanometer
accuracy requirements are coupled with high requirements on the scanning speed
and accelerations during transitions. Any improvements in this field will therefore
yield noticeable results in the future integrated circuit costs and performance. This
motivates a constant research effort in the field of positioning devices.
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1. Introduction

1.2 Research objectives

1.2.1 Xtreme motion project

The Xtreme motion project funded by Senter Novem, an agency of the Dutch min-
istry of economic affairs, is a project whose goal is to define specifications for
the next generation positioning devices and develop technology that will achieve
them. It includes collaboration between high-tech industry partners in the Eind-
hoven region such as: ASML, Bosch-Rexroth, Heidenhain, Magnetic Innovations,
MI-Partners, Phillips Innovation Services, Prodrive, and the universities TU Eind-
hoven and TU Delft. The project sub-targets are:

1. Dynamic optimization of actuator and sensor locations for over-actuation
and over-sensing of nonrigid body structures.

2. Development of control strategies for dynamic effects in non-rigid body struc-
tures.

3. Development of an actuator concept with optimal force distribution and pre-
dictability despite nonlinearities with regard to current and position.

4. Development of control strategies for electromagnetic effects with spatial
distribution in non-rigid body structures.

5. Development of transient thermal models for frequency-dependent thermal
sensitivity and realtime compensation strategies.

The research described in this thesis forms a part of this project and covers the
area of the new actuator concept design from a control perspective. It is a part of
sub-targets 3 and 4.

1.2.2 Scope of the thesis and problem formulation

Inmechatronics, actuators can be defined as controllable sources of force or torque.
Under the influence of a force, a body will undergo a change which includes its
movement or shape. If deformations are disregarded, the position of a rigid body
with respect to some predefined reference can be expressed by 6 independent vari-
ables. These variables are usually called degrees of freedom (DoFs). In case a
Cartesian coordinate system is fixed to a body and to a predefined reference, then
the spatial coordinates of the body with respect the the reference include 3 coordi-
nates that define the position and 3 additional coordinates that define the rotation
around the axes. In a practical motion system, these degrees of freedom have to
be either physically fixed using passive means, or actively controlled using actua-
tors. Consider a simple positioning system depicted in Fig. 1.1 (a). It consists of a
base frame, a reference which is constrained to the base in all 6 DoFs and a mass
which is constrained with respect to the base in 5 DoFs using bearings. The only
free DoF is the translation in y direction. An actuator is mounted in between the
mass and the base and acts as a controllable force source in the y direction. The
spring and the damper represent the parasitic stiffness and damping between the

2
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Figure 1.1: (a) Single stroke 1 DoF positioning system; (b) Dual stoke 1 DoF po-
sitioning system. yss is the single-stroke positioning error, ym is the short-stroke
positioning error, while yM is the long-stroke positioning error.

base and the mass due to various cables and non-idealities in the bearings and the
actuator. The parameter of interest is the position of the mass in the y direction
with respect to the reference which is denoted as yss and is usually measured. The
goal is to generate an input to the actuator so that the body follows a predefined
position profile in the presence of all the parasitic effects. In lithography, this in-
cludes reaching position errors in the order of several nanometers for strokes of
up to 0.5 m. In the digital domain, this resolution corresponds to 30 bits. As it is
argued in [13], [47], [63], power amplifiers and control circuitry with output noise
low enough to enable such resolutions are not feasible with the current technol-
ogy, so a dual stage design as depicted in Fig. 1.1 (b) is proposed. It separates the
movement into two strokes: long-stroke and short-stroke. The long stroke stage
usually achieves strokes in the meter range while producing tracking errors in the
micrometer range, while the short-stroke stage built on top of the long-stroke stage
further reduces the error to the nanometer range. This way, the required resolu-
tion of each stage is significantly reduced, but the complexity of the overall system
increases. In such a layout, the following main properties are required from short-
stroke actuators:

• High force predictability which corresponds to a low error between the ref-
erence force and the actual force produced by the actuator.

• Low sensitivity to vibrations coming from the long-stroke stage, i.e. their
influence to the force predictability of the short-stroke stage has to be lim-
ited. This can be quantified using terms such as stiffness and damping of the
actuator.

• The mass of the short-stroke actuators has to be minimized since they are
mounted on the long-stroke stage andwill require extra force and causemore
energy losses in the long-stroke.

3



1. Introduction

• Heat dissipations of the short-stroke actuators have to be limited since the
temperature differences will yield considerable deformations in the stage
and the cooling possibilities are limited since the stage is isolated from the
environment.

Because the maximal force specifications are constantly rising, current state-of-
the-art Lorentz force based actuators [30] are becoming inefficient with respect to
the maximal force and minimal heat dissipations that can be achieved for an ac-
tuator of a given size and mass. Hence different technologies have to be pursued
[84]. In this thesis, reluctance actuators are pursued as a more efficient and lighter
alternative for Lorentz actuators in short-stroke high-precision positioning appli-
cations. The efficiency benefits of reluctance actuators come at the cost of large
non-linearities and position dependency which are the major obstacles that have
to be overcome before they can be successfully used in high-precision applica-
tions. In the past, their application was mostly limited to the applications such as
active magnetic bearings where larger errors can be tolerated and simple control
algorithms can achieve acceptable performance [70].

The main motivation of this thesis can thus be summarized as follows.

Use advanced modeling and smart control of reluctance actuators such
that they, in spite of intrinsic nonlinearities and parasitic effects, can
achieve the performance of Lorentz actuators in high-precision short-
stroke applications and offer a more efficient alternative that will meet
the specifications of the next generation positioning devices in lithogra-
phy machines.

These models and control algorithms together with their implementation and
experimental verification are investigated throughout the thesis.

1.3 Thesis layout

The thesis is organized as follows:

• Chapter 2 presents fundamentals of the electromagnetic force together with
two actuator topologies. One is based on the Lorentz force while the other
is based on the reluctance force. These actuator topologies are qualitatively
compared with respect to several properties that include linearity and effi-
ciency. Desirable and undesirable properties of both topologies for short-
stroke actuation are explained and the route towards high-performance re-
luctance force control is set.

• Chapter 3 presents an overview of control techniques that can be used for
force control of electromagnetic actuators. The main idea is to control the
force without the force sensor by linking it to other signals in the system
which can be easily measured. These include primary coil current and volt-
age, and magnetic field measurements obtained using well placed sensing

4



1.3. Thesis layout

coils and Hall elements. Each option requires models of different complex-
ity and has different properties.

• Chapter 4 introduces a generic hysteresis operator that is used to model and
synthesize feedforward control algorithms and displacement observers for
reluctance actuators. Hysteresis models are required since the reluctance
force is created through a rapid magnetization and demagnetization of the
ferromagnetic core that follows a hysteretic law. Although the developed op-
erator is mainly used for reluctance force control design, the application area
is not limited to the reluctance actuators. It is a part of a general framework
for control oriented hysteresis modeling and controller design.

• Chapter 5 describes experimental research where two different current-driven
reluctance actuators are linearized using the parametric hysteresis operator
derived in chapter 4, and a 2D look-up table that models the remaining non-
linearity. Since the hysteresis is modeled and compensated, it achieves im-
proved predictability when compared to similar approaches found in the
literature.

• Chapter 6 describes the reluctance actuator linearization method based on
the air gap flux measurements using a well placed sensing coil and Hall
element. This method combines flux feedforward, a high-bandwidth sens-
ing coil-based analog feedback, and a low-bandwidth, drift-stabilizing Hall
probe based digital feedback. Special control circuitry was designed and
manufactured for that purpose. To reduce the stiffness of the reluctance ac-
tuator, an air gap observer based on available current and Hall probe mea-
surements and the hysteretic actuator model is derived and implemented. A
gain scheduling scheme based on the air gap estimate is implemented on the
available control circuitry and the experimental results are presented.

• Chapter 7 describes experiments where a bi-directional reluctance actuator
based on two opposing C-cores and a shared I-beam is linearized using a
control scheme described in chapter 6. Separate linearization schemes are
implemented for each C-core. After linearization, the bi-directional actua-
tor is used for 1 DoF position control with a stroke of 0.7 mm. Steady-state
position noise and tracking errors while following a 4th order position ref-
erence are investigated. Its performance is compared with the performance
obtained with Lorentz actuators.

• Chapter 8 summarizes the research presented in the thesis and points out
the main contributions together with a discussion about problems that are
still open and require further investigations.

∗ ∗ ∗
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2.2 Electromagnetic force . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.1 Introduction

This chapter introduces two different actuator topologies and describes their phys-
ical behavior using simplified, lumped and analytical first-principle models. A
qualitative comparison of their properties for different characteristics is presented
and, based on the conclusions, the application of reluctance actuators in short-
stroke positioning applications is motivated. Reluctance actuators are presented
as a more efficient alternative to current state-of-the-art Lorentz force based short-
stroke actuators. The given analysis is control oriented. Therefore, detailed and
complicated physical models of all the phenomena present in the actuators are
avoided. Simple models which explain the nominal behavior and can easily be
used for control synthesis are used instead. Furthermore, as it will be shown in
the later chapters, simpler models do not necessary yield larger control errors and
worse performance.

2.2 Electromagnetic force

Force is one of the fundamental variables in physics. Generally, it can be defined as
a gradient of the mechanical energy of a system [79]. This means that the existence
of force is associated with a certain change of the state of a system. If this change is
limited only to the motion of macroscopic rigid bodies, a classical second Newton’s
law of motion:

~F =m~a, (2.1)

where m is the mass of a body, can be used to accurately describe the force and
the motion caused by it. Mechanical energy can be created from and turned into
various different forms. These include magnetic and electrical energy. The force
due to the interaction between the electromagnetic and the mechanical domain is
called the electromagnetic force. While (2.1) still holds for the electromagnetic
force, more insight and a different perspective can be obtained by studying the

7



2. Electromagnetic actuators

electromagnetic domain. Interactions in the electromagnetic domain are classi-
cally described by a set of equations called Maxwell’s equations. If a system with

no free charge is assumed, i.e. Qf = 0 and ~D = 0, the integral form of these equa-
tions is:

{

∂Ω
~D ·d~S = 0, (2.2a)

{

∂Ω
~B ·d~S = 0, (2.2b)

z

∂Σ
~E ·d~l = − ∂

∂t

x

Σ

~B ·d~S, (2.2c)
z

∂Σ
~H ·d~l = If , (2.2d)

where ~D is the electric displacement current, ~B is the magnetic flux density, ~H is

the magnetic field, ~E is the electric field, and If is the current encircled by ∂Σ. Each
of the four laws described by (2.2) was derived separately. Maxwell formulated
them later as a complete classical electromagnetic theory. Separate laws have their
own names according to the people who discovered them. Equation (2.2a) is the
Gauss’s law, (2.2b) is the Gauss’s law for magnetism, (2.2c) is the Faraday’s law of
induction and (2.2d) is the Ampere’s circular law.

In their basic form,Maxwell’s equations describe only the interaction of electric
and magnetic fields and have to be extended to describe the interaction between
the electromagnetic domain and the mechanical domain. The Lorentz force is in-
troduced for that purpose:

~FL = q
(

~E + ~v × ~B
)

, (2.3)

where q is the total charge of a moving particle on which the Lorentz force acts.
Under the broad assumption that the left hand side in (2.2c) is equal to the EMF,
which is defined as the energy gain of charges traveling through an electric circuit,

(2.3) can be derived from Maxwell’s equations (2.2) [31]. The term q~E represents

the electric force, while the term q~v × ~B represents the magnetic force. Since the
amount of free charge in macroscopic systems is usually negligible, i.e. (2.2a)
holds, the electrical force in (2.3) can be disregarded. Furthermore, since current

is a flow of charge, i.e. i = dq
dt , (2.3) can be rewritten as:

FL = i ·d~l × ~B = ~Jf × ~B ·dV ,

fL = ~Jf × ~B, (2.4)

where ~Jf is the current density, dV is an infinitesimally small volume of the con-

ductor carrying the charge, FL is the Lorentz force, and ~fL = lim
δV→0

~FL
δV is the Lorentz

force density. A magnetic force also occurs in the presence of inhomogeneities of
magnetic properties of materials. In [87], differential forms of Maxwell’s equations
(2.2) and Lorentz force (2.3) are used to obtain the expression:

~fR = −1
2
~H · ~H∇µ, (2.5)

8
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where ~fR = lim
δV→0

~FR
δV is the magnetic force density, µ denotes permeability, and ∇µ

the gradient of permeability in the specific point of space. This force is especially
dominant at border surfaces of ferromagnetic materials and non-magnetic mate-
rials such as air and is called the reluctance force. There is also a third component
of the magnetic force which is present in the magnetic materials that change its
mass density, but will be disregarded in these studies since all materials will be
assumed non-deformable. It is called the magnetostrictive force and more details
can be found in [87].

Under the given assumptions, the total magnetic force density ~fmag is the sum
of the Lorentz force (2.4) and the reluctance force (2.5) and can be written as:

~fmag = ~Jf × µ ~H −
1

2
~H · ~H∇µ. (2.6)

2.3 Electromagnetic actuators

Electromagnetic actuators are devices in which the energy exchange between the
electromagnetic domain and the mechanical domain occurs in a controllable and
predictable manner. If free charge and mechanical deformations are disregarded,
the behavior of the actuator can be explained by Maxwell’s equations (2.2) and the
magnetic force (2.6). It can be seen that the total force will depend on the spatial
distribution of currents, magnetic and electric fields, and electric and magnetic
properties of materials, so different topologies with different characteristics can be
created.

2.3.1 Lorentz actuator

An electromagnetic device can be constructed in such a way that the interaction
between the magnetic and the mechanic domain is described predominantly by
the Lorentz force (2.4). A topology which is similar to the current state-of-the art
Lorentz designs, e.g. [30], is depicted in Fig. 2.1. It consists of a magnetic circuit
with permanent magnets and back iron which create an almost homogenous mag-
netic field in the air gap, and a non-magnetic conducting coil placed inside the air
gap. If permanent magnets are placed in such a way that the magnetic flux den-

sity ~B and the current i are created in the direction as depicted in Fig. 2.1, then
the force on the coils will be in the positive x direction, while the reaction force
on the magnets assembly will be in the opposite direction. Force directions are
depicted in Fig. 2.1. Assume that the coil edge length is ly in the y direction and
lz in the z direction. Furthermore, the number of coil turns is denoted as N , the
total coil resistance as R, and the air gap magnetic field B is assumed homogenous
and orthogonal to the coil. If (2.2c) is evaluated along the coil wire, the following
is obtained:

R · i − u = −N dΦ

dt
, (2.7)

where Φ =
s
Σ
~B ·d~S is the magnetic flux and S is the coil cross-section area.

9



2. Electromagnetic actuators
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F
 

Figure 2.1: A Lorentz actuator topology where a coil is ”sandwiched” in between
two magnet assembles. A smaller coil is depicted for clarity. In practice, the coil
volume inside the air gaps will be maximized to achieve larger forces.

The magnetic field from the permanent magnets is summed together with the
field induced by the coil itself, so the total magnetic flux encircled by the coil is
given as:

Φ =
µ0NA

lz
· i +2lyB · x, (2.8)

where x is the coil displacement in the x direction with respect to the central coil
position, A = ly · lx is the coil cross-section area, and lz is the total coil height in the
z direction as depicted in Fig. 2.1. The expression for the field generated by the
current i in (2.8) is a standard approximation for the magnetic field inside a coil
found in many text books on electromagnetics, e.g. [26]. Inserting (2.8) into (2.7)
yields the electric circuit equation:

u = R · i + µ0AN
2

lz
︸   ︷︷   ︸

L

·di
dt

+2NlyB
︸ ︷︷ ︸

KL

·dx
dt

. (2.9)

Furthermore, if (2.4) is calculated for the given actuator, the following is obtained:

F = 2lyNB
︸ ︷︷ ︸

KL

·i. (2.10)

The first principle behavior of the Lorentz force based actuator depicted in Fig. 2.1
is described by (2.7) and (2.10).

2.3.2 Reluctance actuator

An electromagnetic device can also be designed in such a way that the reluctance
force (2.5) is a dominant part of the interaction between the magnetic and the
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Figure 2.2: An actuator topology where a reluctance force is created in between
two detached ferromagnetic pieces.

mechanic domain. A simple design that achieves that is depicted in Fig. 2.2 (a).
It consists of a ferromagnetic core that is split into two pieces and coils which are
wound around one of those pieces. If there is an electric current flow through
the coil, a magnetic field is created inside the ferromagnetic material and the air
gap in between the pieces. Since the µ gradient is large at the border between the
air and the ferromagnetic material, a large reluctance force (2.5) will be created
on that surface. For the topology depicted in Fig. 2.2 (a), the force will be in the
marked direction, i.e. it will attract the two pieces. If (2.2c) is evaluated along the
excitation coil, an identical equation to (2.7) is obtained. However, the expression
for the total magnetic flux Φ encircled by the coil is different. If the magnetic field
inside the ferromagnetic material and the air gaps is assumed homogenous, then
(2.2d) can be evaluated along the lm line depicted in Fig. 2.2 (a) to obtain:

Hc · lm +2Hg · g =N · i, (2.11)

where Hc is the magnetic field in the ferromagnetic material, lm is the lumped
magnetic circuit length, Hg is the magnetic field in the air gaps and g is the air gap
length, which is assumed to be identical on both teeth. If all the magnetic flux is
assumed confined inside the ferromagnetic core and the air gaps, i.e. no fringing
occurs, then (2.2b) yields: Bcore = Bg = B, i.e. all the field lines that pass through
the core must pass through the air gap as well. Furthermore, the magnetization in
the air gap is very accurately modeled by a linear relationship Bg = µ0Hg , while the
magnetization in the ferromagnetic core is assumed as Bcore ≈ µ0µrHcore , where µr
is the relative permeability of the core material. Hysteresis is disregarded in this
simplified analysis. Then, (2.11) can be rewritten as:

B =
µ0Ni
lm
µr

+2g
. (2.12)
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From (2.7) and (2.11), the following relation is obtained:

u = R · i + µ0AN
2

lm
µr

+2g
︸   ︷︷   ︸

L

di

dt
− 2µ0AN

2i
(
lm
µr

+2g
)2

︸      ︷︷      ︸

ER

dg

dt
. (2.13)

It describes the first principle behavior of the electric circuit in the reluctance ac-
tuator depicted in Fig. 2.2 (a). It is important to note that, if the air gap g is as-
sumed constant, (2.13) becomes a linear differential equation. Furthermore, to cal-
culate the reluctance force, consider the volume around one of the actuator teeth
as shown in Fig. 2.2 (b). If (2.5) is evaluated in the volume Sf and the positive force
direction is in the positive x direction, the following is obtained:

F =
1

2

y

Sf

B2

µ2
∇µ ·dxdydz, (2.14)

=
1

2

w µ0

µrµ0

1

µ2
∂µ

∂x
·dµ

x

A
B2 ·dA,

=
1

2µ0

x

A
B2 ·dA, (2.15)

where A is the total cross-sectional area of the actuator teeth. Since B is assumed
homogenous throughout the circuit, (2.15) yields:

F =
A

2µ0
B2. (2.16)

The reluctance force can also be written as a function of coil current and the air
gap by inserting (2.12) into (2.16) and by assuming lm

µr
≪ g which yields:

F =
µ0AN

2i2

4g2
. (2.17)

Equations (2.12), (2.13) and (2.16) describe the basic first-principle behavior of
the reluctance actuator Fig.2.2 (a). It is a lumped model which, among other
non-modeled effects, disregards non-homogenous spatial distribution of magnetic
fields together with hysteresis, leakage, fringing and saturation.

2.4 Qualitative actuator comparison

The described actuators introduce two controllable ways to convert electrical en-
ergy into mechanical energy and vice versa. These two domains are in both cases
coupled through the magnetic domain, but the principle of interaction is differ-
ent, i.e. one concept exploits the Lorentz force (2.4), while the other exploits the
reluctance force (2.5). Because of that, they will behave differently and different
challenges and limitations are encountered while designing them for specific ap-
plications. Consider the two topologies depicted in Fig.2.3. They will be used for
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Figure 2.3: Short-stroke (a) Lorentz and (b) reluctance actuator topologies used
for the qualitative comparison. All actuator dimensions are linked to the parame-
ter α such that the actuator size can be easily parameterized and compared.

a qualitative comparison of short-stroke Lorentz and reluctance actuators. The de-
picted reluctance actuator consists of two magnetic circuits since the reluctance
force is exclusively attractive and a bi-directional force is required to control the
translation in the x direction. The depth of both actuators, i.e. coils, magnets and
iron, in the z direction is denoted as α. Furthermore, the size of all the elements
in x and y directions is also directly connected to the size parameter α. That way,
the size and the mass of the actuators can be expressed in terms of that parameter.
This restriction enables easier comparison of both topologies, but limits the design
freedom. The magnetic flux density distribution is assumed homogenous through-
out the magnetic circuits, the relative permeability of air, copper and permanent
magnets is assumed µr = 1 and the relative permeability of iron is assumed infi-
nite. Furthermore, the total length of the permanent magnets in Fig. 2.3 (a) is 2α,
and the nominal air gap size in Fig. 2.3 (b) is denoted as g . Then, (2.2c) can be used
to calculate the expressions for the magnetic flux densities in the air gaps of both
actuators, which yields:

BgL =
1

2
µ0Hc , (2.18)

BgR =
1

2
µ0N ·

i

g
, (2.19)

where Hc is the coercive field of the permanent magnet material, N = α2

d2w
is the

total number of coil turns in the reluctance actuator and dw is the coil wire diame-
ter. Since the analyzed reluctance actuator in Fig. 2.3 (b) consists of two magnetic
circuits, the current i in (2.19) can either be i1 or i2 depending on the direction of
the force and the magnetic circuit that is analyzed. Expressions (2.10) and (2.16)
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together with (2.18) and (2.19) can be used to compute the relationships:

FL =
µ0Hc

d2w
·α3 · i (2.20)

FR =
µ0
4d4w
·α6 · i

2

g2
(2.21)

The following conclusions can be made from (2.20) and (2.21):

• The Lorentz force increases linearly with i, while the reluctance force in-
creases quadratically with i. This means that dFL/di will be larger for smaller
values of i, while dFR/di will be larger for larger values of i. Furthermore
since FR ∼ i2, the reluctance force can only attract, so two magnetic circuits
as depicted in Fig. 2.3 are required to produce a force in both directions.

• The reluctance force increases more rapidly with the size parameter α, i.e. an
increased actuator size will yield more additional force for the same current
levels.

• The reluctance force varies with the moving iron displacement included in
the air gap size g . This dependency cannot be observed in the Lorentz topol-
ogy where the position of the moving coil has no direct influence on the force
as long as it is located in the homogenous field BgL.

2.4.1 Force, copper losses and mass

One of the important general properties of actuators is the total heat dissipations
during operation. If hysteresis, eddy current and other losses induced by varying
magnetic fields are disregarded, all the heat is dissipated in the coil windings as
copper losses:

Pdiss = R · i2, (2.22)

where Pdiss is the energy per second or power converted from electrical to thermal
energy, R is the total coil resistance which can be calculated using the expression

R = ρ Lw
Aw

in which ρ represents the specific resistance of the conductive material,

and Lw and Aw represent the total wire length and cross-sectional area. For both
topologies given in Fig.2.3, the total copper losses can be calculated as:

Pdiss = ρ
16α3

d4wπ
· i2. (2.23)

Another important property of an actuator is its mass. For the simplified
topologies depicted in Fig. 2.3, the mass of the whole actuator can be easily re-
lated to the size parameter α. The following is obtained:

mL = α3 (2ρCu +2ρm +3ρFe) = α3 · ρL, (2.24)

mR = α3 (4ρCu +13ρFe) = α3 · ρR, (2.25)
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where ρCu , ρm and ρFe are copper, permanent magnet and iron mass densities.
The expressions for the total dissipated power, which is a function of total ac-

tuator mass and force, can be calculated for both topologies using (2.20), (2.21),
(2.23), (2.24) and (2.25) as:

PdissL =
16ρρL
µ20H

2
c π
· F

2

m
, (2.26)

PdissR =
64ρρR
µ0π

g2 · F
m
. (2.27)

It can be observed from (2.26) and (2.27) that the total copper losses of the given
Lorentz actuator increase more rapidly with the desired force value, while the de-
pendence on the total mass is similar in both topologies. In general, for small force
levels, the Lorentz actuator will dissipate less compared to the reluctance actuator
and vice-versa. The limit force at which the considered reluctance actuator be-
comes more efficient than the Lorentz actuator can be easily computed from (2.26)
and (2.27) as:

Flimit = 4µ0H
2
c
ρR
ρL
· g2. (2.28)

To increase this limit, a permanent magnet with higher coercive field Hc should be
used in the Lorentz actuator. Furthermore, it is visible from (2.27) and (2.28) that
the efficiency of the reluctance actuator will improve for smaller air gaps. This
means that the nominal air gap should be chosen as small as possible during the
reluctance actuator design phase.

Assume the following parameters. A NdFeB permanent magnet with Hc =
1000 kA/m. Mass density of steel and permanent magnets ρm = ρFe = 8000 kg/m3

and of copper ρCu = 9000 kg/m3. Copper resistivity ρ = 16.8 · 10−9 Ωm. Circular
copper wire diameter dw = 0.8 mm, which yields the fill factor π/4. Nominal re-
luctance actuator air gap g = 1.5 mm. Furthermore, assume that the input current
is i is limited to ilimit = 20 A and the maximal core magnetic flux density is B is
limited to Blimit = 1.2 T. The following constraint can be calculated from (2.20)
and (2.24) for the Lorentz actuator:

mLlimit =
d2WρL
µ0Hc

FL
ilimit

, (2.29)

where mlimit is the minimal Lorentz actuator mass that satisfies the current con-
straint ilimit at the given force FL.

For the reluctance actuator, (2.19), (2.21), and (2.25) can be used to obtain:

m1
Rlimit =

2d2wρR

µ
1
2
0

g · F
1
2
R

ilimit
, (2.30)

m2
Rlimit = µ

3
2
0 ρR

F
3
2
R

B3
limit

, (2.31)

15



2. Electromagnetic actuators

T
o

ta
l 

a
ct

u
a

to
r 

m
a

ss
 [

k
g

]

Force [N]

0.5

0.4

0.3

0.2

0.1

0

0 20010050 150

Flimit (2.28)

gg

Lor. act. mass limit due to ilimit (2.29)

Rel. act. mass limit due to Blimit (2.31)

Rel. act. mass limit due to ilimit (2.29)

g

g

Figure 2.4: A Comparison of the dissipations of actuator topologies given in
Fig. 2.3 is given. It shows areas where one actuator is more efficient than the
other. The bottom right area is infeasible due to the input current and the maxi-
mal core magnetic flux density constraints.

where m1
Rlimit is the minimal reluctance actuator mass that satisfies the maximal

current constraint ilimit , and m2
Rlimit is the minimal reluctance actuator mass that

satisfies the maximal core magnetic flux density Blimit constraint. Thus eq. (2.24),
(2.25), (2.26), (2.27), (2.28), (2.29), (2.30), and (2.31) can be used to obtain Fig. 2.4.

It shows regions where one actuator is more efficient, i.e. dissipates less heat
than the other. It can be seen that, for the same actuator mass, the reluctance
actuator behaves more efficiently for forces higher than Flimit = 30 N. The infea-
sible area cannot be reached due to the constraints on the maximal magnetic flux
density in the ferromagnetic core and the maximal current limit. Furthermore, in-
creasing the air gap will shift the threshold Flimit and the mass constraint (2.30) to
larger values as depicted in Fig. 2.4. This means that the reluctance actuator topol-
ogy as depicted in Fig. 2.3 will become comparably less and less efficient and will
not be suitable for long-stroke applications. For example, if we assume g = 3 mm
instead of 1.5 mm, then the force threshold (2.28) becomes Flimit = 120 N and the
dotted line in Fig. 2.4 described by (2.30) is two times higher.

Plots that show a more detailed comparison of the copper losses for fixed ac-
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Figure 2.5: A comparison of copper losses of the Lorentz and reluctance actu-
ators from Fig. 2.3 for fixed mass or force. These graphs are calculated using
simplified models and do not accurately match the behavior of the real actuators.
However, similar behavior is expected.

tuator mass or force are given in Fig. 2.5. They agree with the graph in Fig. 2.4,
but reveal the fact that the copper losses in the Lorentz topology increase with the
square of the force, while the copper losses in the reluctance topology increase lin-
early with the force. Furthermore, a hyperbolic dependence of the copper losses
on the actuator mass is observed for both topologies. These conclusions are in ac-
cordance with (2.26) and (2.27). Actuator topologies which are different than the
ones depicted in Fig. 2.3 will yield different and possibly more complex expres-
sions than the ones obtained in this section. However, the basic behavior between
forces, actuator mass and total dissipated power should stay the same, i.e. the
conclusions based on the qualitative analysis presented in this chapter can be gen-
eralized. Furthermore, permanent magnets in the Lorentz actuator Fig. 2.3 (a) can
be replaced by a second set of coils. This way the field (2.18) can be created by
other means. The apparent drawback of this approach is a need to connect coils
to both the mover and the stator together with the increase of total dissipations
without noticeable increase in the total force. Because of that, this option is not
pursued in practice. On the other hand, introducing permanent magnets in reluc-
tance actuators can be beneficial for some applications, but will not be pursued in
this thesis.

2.4.2 Non-linear magnetization of the actuator core

During normal operation, the core of the reluctance actuator is rapidly magnetized
and demagnetized. It is known that the magnetization of ferromagnetic materials
follows complex multi-valued behavior called hysteresis [56]. It depends on the
material properties and the geometry, but generally looks like a loop depicted in
Fig. 2.6. This figure depicts only the major loop which is obtained for inputs that
cause the magnetization to change from the negative to the positive saturation and
vice-versa. For different inputs, the value of the magnetization will be somewhere
inside the given loop and it will not only depend on the current value of the excita-
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Figure 2.6: Hysteresis loop in a Cobalt-Iron toroid for slow and large excitations.

tion, but also on its history. The influence of the hysteresis in the magnetic core on
the force of the reluctance actuator will be calculated under the assumption that
the magnetic field is homogenously distributed throughout the core and that the
eddy currents can be disregarded. Assume the magnetic field in the ferromagnetic
core of the reluctance actuator can be written as:

Hc =
B

µ0µr
+Hhyst , (2.32)

i.e. it is split into a linear part and a hysteretic part Hhyst which is added to it. A
similar field separation principle is applied in [5].

Then, (2.11) and (2.32) yield:

Bsum = µ0
Ni −Hhystlm

lm
µr

+2g
. (2.33)

It is visible from (2.33) that the effects due to the core magnetization are scaled
with 1

lm
µr

+2g
, i.e. the effects will be less apparent at larger air gaps. Furthermore,

since Ni is the magnetomotive force of the reluctance actuator magnetic circuit,
Hhyst lm can be viewed as a parasitic, input dependent magnetomotive force. The
amount of force error due to this disturbance will vary with the air gap size, ac-
tuator size and the total force. By assuming Hhyst = Hc, i.e. the maximal possible

deviation and by disregarding the term H2
c l

2
m, the total error in the force due to
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Table 2.1: Comparison of short-stroke Lorentz and reluctance actuators in Fig. 2.3
based on simple, lumped, first-principle models.

Lorentz Reluctance Comment

Dissipations

The efficiency of reluctance

actuators can further be improved 

by operating at the smallest air gap 

possible.

Force vs. mass

For a constant current and air gap, 

the force of the reluctance actuator 

will increase with the square of the 

mass.

Force vs. current

Quadratic relationship between the 

coil current and the force is the 

main difference between the 

Lorentz and reluctance actuators.

Force vs. 

displacement

First principle models indicate no 

displacement dependency of the 

Lorentz force, while reluctance 

actuators show significant  

displacement dependency since 

the air gap size coincides with the 

displacement.

Hysteresis in the 

force

Ferromagnetic core in the 

reluctance actuators is rapidly 

magnetized and demagnetized and 

the hysteresis in the ferromagnetic 

core is translated into the force.

Force direction Bi-directional Only attractive

A double circuit design as depicted 

in Fig. 2.3 (b) is necessary to 

create a bi-directional reluctance 

actuator.
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hysteresis can be calculated from (2.16) and (2.33) as:

∆Fhyst ≈ −
αHc lm
lm
µr

+2g

√

µ0F. (2.34)

By comparing (2.27) and (2.34), it can be concluded that the change in actuator
mass or size and the air gap size will result in an opposite change of the hysteresis
error and the amount of dissipation. On the other hand, increasing the force will
increase both.

The presented effects due to nonlinear magnetization are not visible in case
of the Lorentz topology since no considerable variation in the magnetization of
ferromagnetic materials occurs during normal operation.

2.4.3 Discussion

Consider the analyzed actuator topologies depicted in Fig. 2.3. Based on (2.26)
and (2.27), it can be concluded that the reluctance actuator can generally obtain
higher forces for the same amount of energy losses. Furthermore, sincem ∼ α3, the
reluctance actuator can achieve more maximal force for the same actuator mass,

19



2. Electromagnetic actuators

Linearity

Lorentz

Reluctance

E
ff

ic
ie

n
cy

Low
 

perform
ance

H
igh 

perform
ance

Modeling

Smart control

Better 

materials not 

available

Figure 2.7: Route to high performance short-stroke force control.

i.e. the maximal force density is larger and it increases with size. This is visible
from (2.20) and (2.21). On the other hand, (2.21) shows that the reluctance force is
inherently non-linear and it varies quadratically with the excitation coil current,
while the Lorentz force (2.3) is linear. Additionally, there is a large force depen-
dency on the moving iron displacement g which is not present if the Lorentz topol-

ogy. From (2.21) it can be calculated that ∂FR
∂g ∼ −

1
g3
, i.e. the position dependency

will increase for smaller air gaps. The same holds for the parasitic non-linear mag-
netization effects in reluctance actuators as visible in (2.34). Generally, smaller air
gaps will yield better efficiency, while larger air gaps will yield less parasitic ef-
fects. A summary of the comparison is given in Table. 2.1. Actuator properties are
split into three categories: efficiency, linearity and design. The efficiency includes
the amount of dissipations and the maximal force density, while the linearity in-
cludes properties that are important for accurate force control. The issues due
to the only attractive nature of the reluctance force can be solved by using two
opposing magnetic circuits as depicted in Fig. 2.3 (b).

Amore detailed comparison of specific Lorentz and reluctance actuator topolo-
gies with respect to efficiency, linearity and cross-talk can be found in [84].

2.5 Conclusions

A qualitative comparison of a short-stroke Lorentz and and a short-stroke reluc-
tance actuator topology is done using simple, lumped, first-principle models with
disregarded spatial effects. They are compared with respect to linearity, which in-
cludes force predictability at constant air gaps and stiffness, and efficiency, which
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includes copper losses andmass. It was shown that, if the air gap is assumed small,
e.g. in the milliliter range, the reluctance actuators are generally more efficient,
while the Lorentz actuators are more linear. This determines their initial place-
ment in the Linearity-Efficiency coordinate system shown in Fig. 2.7. To reach
high performance, i.e. high efficiency and high linearity, these limitations have
to be addressed. However, to achieve more efficiency, Lorentz actuators would
have to be built using stronger permanent magnets or less resistive coil materi-
als. Commercially available improvements in these areas, such as superconduct-
ing wires, are not expected in near future. It can therefore be concluded that the
Lorentz topology reached physical constraints that cannot be easily overcome. On
the other hand, linearity issues of the reluctance actuators can be greatly reduced
using advanced modeling of the parasitic phenomena together with control strate-
gies that combine power electronics and actuator control design. This sets a route
depicted in Fig. 2.7 which will be be pursued throughout this thesis. The main
goal is to reach or surpass linearity properties of Lorentz actuator while keeping
all the efficiency benefits inherent to the reluctance topology.

∗ ∗ ∗
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3.1 Introduction

As described in chapter 2, the force between the C-core and the I-beam of the re-
luctance actuator is created without physical contact. To control that force, it has
to be measured or estimated from other measurable signals. In terms of Newton’s
laws of motion, force is defined as the change of the momentum of a particle [79].
Theoretically, by measuring the position, speed or acceleration of a particle one
could reconstruct the total force acting on a rigid body using the knowledge of its
mass. However, only the total net force on a particular body can be measured this
way. Since a single actuator is rarely the only force source acting on any particular
body in mechanical systems, it is difficult to isolate the force of a single actuator
from these measurements. The force can also be defined as the gradient of the
total mechanical energy of a system [79] using the virtual work method. This ap-
proach will yield similar problems, since the energy exchange between a single
actuator and the actuated body cannot be isolated from the whole mechanical sys-
tem which also includes other interactions. However, if the losses are disregarded,
the force in the electromagnetic actuators can be defined as a gradient of the total
magnetic energy in the system as well [24]. Furthermore, the magnetic domains
of different actuators, as opposed to mechanical domains, are often isolated from
each other. This means that, if the magnetic field distribution of an electromag-
netic actuator can be estimated frommeasurable signals, the actuator force can be
estimated and controlled. In this chapter, models between four different measur-
able signals and the reluctance actuator force are calculated using simple, lumped,
first-principle models. Force control schemes based on these models are discussed
as well. It is shown that each scheme has its advantages and drawbacks and that
the performance can be improved by combining two or more approaches in a sin-
gle force control scheme. The main performance indicators for the analysis are
the force predictability at a constant air gap and the dependency of the force on
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Figure 3.1: A sketch of a C-core reluctance actuator together with 4 different
signals that can be used to predict the force.

the unknown air gap variations which can be expressed in terms of stiffness and
damping. Lorentz actuators are used as a reference.

3.2 Reluctance force estimation

Four different measurable signals which can be used to predict the reluctance force
are isolated. The relationship between these signals with the reluctance force is
investigated using simple, lumped, first-principle models. Consider a C-core re-
luctance actuator depicted in Fig. 3.1. It consists of a magnetic core with a C-part
and a detached I-part, a primary coil wound around the C-part which is connected
to a voltage source, i.e. a power amplifier, a sensing coil which is mounted around
one of the actuator poles, and a Hall element which is also placed on one of the
actuator poles. The particular signals of interest in the analysis are:

1. voltage on the inductor element of the driving coil up ,

2. current flowing through the primary coil i,

3. voltage induced on the sensing coil us, and

4. voltage of the Hall element uH .

It was shown in section 2.3, and expressions (2.14) and (2.16) in particular, that the
attractive reluctance force is highly dependent on the magnetic field distribution
in the air gap between two C-core teeth and the I-beam [7], [49]. This field can
be measured using devices such as sensing coils and Hall probes which can be
inserted into the air gap [66]. The force can also be estimated from the excitation
coil voltage or current which can be directly measured and manipulated in the
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3.2. Reluctance force estimation

power source, so no additional sensors and connections are required. However,
since the electric circuit and the mechanical force are coupled through spatially
distributed magnetic fields, more complex and inaccurate models are expected
[50], [49].

For the purpose of linear control design, a notion of the generalized flux ΦG is
introduced and defined as:

ΦG =
√
F, (3.1)

where F is the net attractive force in the actuating direction. The physical dimen-

sion of the generalized flux ΦG is N
1
2 rather than Weber W and the first-principle

relationship with the air gap magnetic flux is given as:

ΦG =
1

√

2µ0A
Φ. (3.2)

3.2.1 Sensing coil voltage

Consider a sensing coil placed in the air gap of the actuator as depicted in Fig. 3.1.
If there is no current in the sensing coil, the voltage on its terminals us is given as:

us =NS
dΦS

dt
=NS

d

dt

x

AS

~B · n̂ ·dA =NSAS
d

dt
B̄, (3.3)

where NS is the number of coil turns, ΦS is the magnetic flux flowing through the
coil, AS is the coil area, n̂ is an unit vector normal to the surface dA, and B̄ is the
mean magnetic flux density passing through the coil surface. Assume the field
distribution in the air gap cross-section area does not depend on the magnitude of
the field, i.e.:

B(x,y) = ks(x,y) · B̄, (3.4)

where B̄ is the mean magnetic field, and x and y are the spatial coordinates on the
coil cross-sectional area.

Then we can write:
x

A
B2 ·dA =

w

x

w

y
ks(x,y)

2B̄2dxdy = k̄2s B̄
2, (3.5)

where k̄s =
r
x

r
y ks(x,y)

2dxdy.

The magnetic field distribution will however change with the air gap size,
which means that the factor k̄s has to be air gap dependent, i.e. k̄s = f (g). If the
sensing coil area matches the actuator tooth area, i.e. AS = A, then (2.15), (3.5) and
(3.3) yield:

us =
√

2µ0ANS
d

dt

{

ks(g)ΦG

}

= kS (g)Φ̇G + k̇S(g)ΦG , (3.6)

where kS (g) =
1√

2µ0ANS
ks(g).

The relationship between the sensing coil voltage us and the generalized flux
ΦG is in (3.6) parameterized by a gain kS (g) which is constant for a constant air
gap. Since the variations of kS with the air gap are expected to be small, the term
k̇S (g)ΦG in (3.6) can be disregarded. The model (3.6) can be used for reluctance
force control based on the sensing coil voltage as in [43].
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3. Control of electromagnetic actuators

3.2.2 Primary coil voltage

Consider the voltage on the inductor element of the primary coil marked as up in
Fig. 3.1. Ideally, the magnetic flux encircled by the primary coil Φp would be the
same as the magnetic flux encircled by the sensing coil ΦS . In reality a significant
portion of the flux Φp will find its way through paths outside the ferromagnetic
core and the corresponding air gap in between the detached pieces [44]. Since
(2.15) shows that only the magnetic flux passing through the actuator teeth con-
tributes to the total attractive force, the portion of the flux which leaks outside the
circuit and is therefore called the leakage flux ΦL, does not contribute to the force.
The amount of leakage flux will mostly depend on the air gap size [44], so we write
ΦG = kp(g)Φp , and since up =NP Φ̇p , we obtain:

up = kP(g)Φ̇G + k̇P(g)ΦG . (3.7)

The primary coil is a non-optimally placed sensing coil with finite resistance, so
the nominal behavior will be the same with the difference of more sensitivity to
the air gap change due to leakage flux effects [51]. To control the voltage on the
inductor element of the primary coil and the magnetic flux encircled by it, its
resistance has to be estimated and compensated.

3.2.3 Hall probe

Consider the Hall probe voltage marked as uH in Fig. 3.1. This voltage is propor-
tional to the magnetic flux density at the location of the probe, i.e. uH ∼ BH [7],
[66]. The connection between the flux density BH and the mean flux density B̄
introduced in (3.5) will change with the distribution of the magnetic field in the
air gap. Since it is air gap dependent, we write uH = kh(g)B̄. Then (2.15) and (3.5)
yield:

uH = kh(g)ks(g)ΦG = kH (g)ΦG, (3.8)

where kH (g) is the proportionality factor which models gap dependency.

3.2.4 Primary coil current

The first-principle relationship between the primary coil current and the general-
ized flux (3.1) can be derived from (2.12) and (3.2) as:

i = 2

lm
µr

+2g
√

2µ0AN
·ΦG . (3.9)

Similar models are used in [80] and include substantial first-principle air gap
dependency which is not seen in the previous three signals. Furthermore, (2.12)
assumes linear magnetization of the actuator core. This is only an approximation
of the complex spatially distributed hysteretic behavior present in the core. All of
these factors have to be taken into account while designing control schemes based
on the current signal [58]. A more detailed discussion regarding the reluctance
force control based on the primary coil current control will be given in chapter 5.
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3.3. Linearized actuator models

Force estimation techniques for Lorentz actuators will not be investigated, since
they achieve acceptable performance using current control and are only used as a
reference for reluctance actuator performance evaluation.

3.3 Linearized actuator models

Consider the dual stroke positioning system in Fig. 1.1 (b). The short-stroke po-
sitioning error ym is usually measured with high precision, while the long-stroke
positioning error yM is not necessarily measured or known precisely. Since the
actuator is mounted in between the short-stroke mass and the long-stroke mass,
both mentioned errors influence the actuator air gap error which can be written
as:

y = ym − yM . (3.10)

Furthermore, the rate of change of the positioning errors, i.e. speeds, are written
as:

vm = ẏm, vM = ẏM and vy = ẏ.

3.3.1 Lorentz actuator

Assume a Lorentz actuator depicted in Fig. 2.1 is mounted in between m and M
in Fig. 1.1 (b). When the equations explaining its behavior (2.7) and (2.10) are
transferred into the Laplace domain, the following is obtained:

FL(s) =
KL

R+ sL
(U(s)− sKLY (s)) , (3.11)

where FL(s) = L {FL(t)}, U(s) = L {u(t)}, KL is the motor constant, R is the coil
resistance, L is the coil inductance, and L is the Laplace transform operator. Fur-
thermore, from (3.10) it follows that:

Y (s) = Ym(s)−YM(s), (3.12)

where Ym(s) = L {ym(t)}, YM (s) = L {yM (t)} and Y (s) = L {y(t)}. Furthermore, the
following symbols are used:

Vm(s) = sYm(s), VM (s) = sYM (s) and VY (s) = sY (s).

A block scheme describing the analyzed Lorentz linear motor can be drawn from
(3.11) and is depicted in Fig.3.2 (a).

3.3.2 Reluctance actuator

On the other hand, consider a C-core reluctance actuator depicted in Fig. 2.2 (a). A
nonlinear first-principle model of that actuator can be obtained from (2.7), (2.12)
and (2.16) and is depicted in Fig. 3.3. If the actuator is operated around a working
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in Fig. 1.1 (b). Parameters in the linearized reluctance actuator model: KR, Ky
and L are all air gap dependent as indicated in (3.15). Furthermore, the actua-
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Figure 3.3: Block scheme of the nonlinear first-principle reluctance actuator

model obtained from (2.7), (2.12) and (2.16) under the assumption lm
µr
≪ g . It is

assumed that the actuator is mounted in between the masses in the dual-stroke
positioning system depicted in Fig. 1.1.
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point i = i0 and g ≡ y = y0, then the equations (2.13) and (2.17) can be linearized
to obtain:

u = Ri + L
di

dt
−KR

dy

dt
, (3.13)

ΦG = KΦ (Li −KRy) , (3.14)

F = KRi −Kyy, (3.15)

where L =
µ0AN

2

2y0
, KR = i0

y0
L, Ky = i0

y0
KR, and KΦ = 1√

µ0AN
. A linear model of the

reluctance actuator in the Laplace domain is then obtained from (3.13) and (3.15),
as:

ΦG(s) = KΦ

[ L

R+ sL
(U(s) + sKRY (s))−KRY (s)

]

, (3.16)

FR(s) =
KR

R+ Ls
(U(s) + sKRY (s))−KyY (s), (3.17)

where ΦG(s) = L {ΦG(t)}, U(s) = L {u(t)}, Y (s) = L {y(t)} = L {ym(t)− yM (t)}, and
FR(s) = L {FR(t)}.

Furthermore, since K2
R = Ky · L, (3.17) can be rewritten as:

FR(s) =
KR

R+ Ls

(

U(s)−
Ky

KR
RY (s)

)

. (3.18)

A block scheme of the model (3.18) is depicted in Fig. 3.2 (b).
When the block schemes depicted in Fig. 3.2 are compared, the main difference

is in the back EMF term. In case of the Lorentz actuator, the back EMF component
depends on the rate of change of the actuator displacement, while in case of the re-
luctance actuator, it depends directly on the actuator displacement. Furthermore,
since y = ym − yM and yM denotes the long-stroke positioning error, the actuator
behavior with respect to y will determine the amount of vibration isolation from
long-stroke to short-stroke. Ideally, the vibration isolation should be perfect, i.e.
the influence of y on the actuator force should be zero. As visible in Fig. 3.2, this
is not the case for the analyzed actuators if they are controlled in open loop.

3.4 Power amplifiers and actuator behavior

An important part of the actuator system is the power amplifier. It is a controllable
source of the electrical power required to drive an actuator. There are two types
of ideal electric power sources [74]. One is an ideal voltage source in which the
voltage on the output terminals depends only on the reference, while the current
is free to change depending on the load. This is possible only if the voltage source
has zero internal impedance. The other type is an ideal current source where the
current flowing out of the output terminal depends only on the reference and is
completely independent of the load. Then the voltage on the output terminals is
free to change to a value determined by the load. This behavior is theoretically
only possible if the internal impedance of the source is assumed to be infinite.
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plot (b).

Neither type of the ideal source can be realized in practice, so a mixture of
ideal voltage and ideal current source behavior will be present [74]. However, a
behavior similar to the ideal behavior can be achieved using active control. Con-
sider a simple electric circuit with a voltage source and an inductive load depicted
in Fig. 3.4. A sketch of the amplitude Bode plot of the first-principle behavior be-
tween the reference and the current is depicted in Fig. 3.4 (b). It shows that the
circuit will switch between two modes of operation which include current control
at low frequencies and voltage control on high frequencies. The threshold between
these two modes depends on the total resistance and inductance in the circuit. By
artificially reducing the resistance, the voltage mode can be extended to the lower
frequencies. This can be done with active resistance compensation where the cur-
rent measurements are multiplied with a resistance estimate and fed back into the
input. The accuracy of the current measurements and resistance estimation will
determine the amount of frequency range extension.

On the other hand, by artificially increasing the resistance, the current mode
can be extended to higher frequencies. This can be done by current feedback con-
trol. The maximal obtainable current control frequency range will depend on the
delays in the system and current measurement noise, but bandwidths of several
kilohertz can easily be reached.

3.4.1 Primary coil voltage and current control schemes

As discussed in 3.4, idealized voltage or current control can be achieved with active
resistance compensation or current feedback. Fig. 3.5 depicts such control schemes
applied to the reluctance actuator. The plant in this case has one input u and two
outputs: ΦG and i. The available current measurements can be used to:

• estimate the voltage drop on the resistive part of the electric circuit or

• track iref using high-bandwidth feedback control.
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with resistance compensation and (b) primary coil current feedback control. Be-
cause of (3.7), primary coil voltage based flux control requires a differentiated flux
reference.

In the first case, the outputΦG can be controlled by the input voltage uin according
to (3.7). In the second case, the output ΦG can be controlled using the model
between the primary coil current i and the generalized flux ΦG, which is given
by (3.14) in case a first principle linear model is acceptable. However, if high
predictability on an extended working range is required, a more complex non-
linear model is required. Such a model varies greatly with the air gap size and
is dependent on the hysteretic magnetization of the magnetic core as derived in
(2.33). In Fig. 3.5 (b) this relationship is depicted as iref = f (g,Φref ) and it will
be studied in more detail later in the thesis. In case of Lorentz actuators, the
relationship between the primary coil current and the output force will be linear,
so the function f becomes a constant.

3.4.2 Vibration isolation and hysteresis disturbance

Current or voltage mode operation will have a different influence on the air gap
dependency of Lorentz and reluctance actuators.

Lorentz actuator

Consider a Lorentz actuator described by (3.11). R models the total resistance in
the electric circuit which includes the internal resistance of the power amplifier
and the resistance of the actuator coil. The transfer function between the force
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and the long-stroke displacement is:

FL(s)

YM (s)
= −

sK2
L

R+ sL
. (3.19)

A sketch of the amplitude Bode plot of (3.19) is depicted in Fig. 3.6 (a). If the
amplitude of (3.19) is small, then the vibration isolation from long-stroke to short
stroke in Fig. 1.1 (b) will be good. It can be seen that the behavior with respect
to displacement will vary with frequency, but also with the total amount of resis-
tance. Generally, the actuator will behave as a damper on low frequencies and as a
spring on higher frequencies. The transition from one kind of behavior to another
will occur around the frequency f = 2π R

L , so the total amount of the resistance
will have a direct influence on the behavior. Lower resistance will result in higher
damping in a smaller frequency range, and the spring-like behavior will be ex-
tended to lower frequencies. Higher resistance will result in smaller damping, but
on a larger frequency range. If zero total resistance would be achieved, the actua-
tor would behave as a spring on the complete frequency range. On the other hand,
a large resistance will result in low damping on a wide frequency range, while an
infinite resistance would yield no stiffness or damping. Asymptotic values can be

computed from (3.11) as: lim
R→0

FL(s)
YM (s) = −

K2
L
L and lim

R→∞
FL(s)
YM (s) = 0. It means that the

force dependency on the displacement will be largely suppressed in case of an
idealized current source. This can also be seen in Fig.3.2 (a) where the back EMF
enters the electric circuit as a disturbance and will be suppressed by a feedback
control of the signal i. This fact together with (2.10) yields a conclusion that an
idealized current source together with a Lorentz actuator yields a linear force ac-
tuator with a very small dependency on the displacement. This is a strong positive
property of Lorentz actuators and it is one of the main reasons why these actua-
tors are extensively used in the state-of-the-art precision positioning devices. The
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following can be obtained from (3.18):

FR(s)

YM (s)
= −

KyR

R+ Ls
. (3.20)

A sketch of the Bode magnitude plot of (3.20) is depicted in Fig. 3.6 (b). It can
be seen that the actuator behaves as a spring on low frequencies with the stiff-
ness value that drops at high frequencies. The amount of resistance present in the
electric circuit directly determines the overall behavior. Less resistance will shift
spring-like behavior to lower frequencies and reduce the stiffness, while more re-
sistance will extend the spring like behavior to higher frequencies and increase the

stiffness. The asymptotic values of (3.20) can be computed as: lim
R→0

FR(s)
YM (s) = 0 and

lim
R→∞

FR(s)
YM (s) = −Ky . The best performance with respect to the displacement distur-

bance will be achieved in the case of an idealized voltage control which requires
active resistance compensation. In that case, the transfer function of the plant with
respect to the reference voltage is given as:

FR(s)

U(s)
=
KR

L

1

s
. (3.21)

It shows that the actuator will behave as an integrator. This is an unwanted prop-
erty of voltage control, since the force should ideally be proportional to the ref-
erence. Such a behavior is not present in the case of current control as visible in
(3.15) where FR ∼ KRi. Generally, voltage-based techniques will yield less depen-
dency of the force on the displacement, but will introduce additional 90◦ phase
shift with respect to the reference. Current based techniques will yield no con-
siderable phase shift within the current control bandwidth, but will introduce
significant stiffness within that frequency range. A summary of the comparison
between the fist-principle behavior of linearized Lorentz and reluctance actuators
with idealized voltage control or idealized current control is given in Table. 3.1. It
can be seen that, if only the power source is considered, either 0 phase delay or low
stiffness can be achieved with reluctance actuators. Achieving low stiffness and no
open-loop phase delay will require additional sensors.

Behavior with respect to hysteresis

Consider a reluctance actuator in Fig. 2.2 (a). Under the assumption of constant air
gap and homogenous magnetic field distribution, expressions (2.32), (2.33), (2.7)
and (3.1) yield:

u =
2RkΦG

g

µ0AN
ΦG +NkΦG

dΦG

dt
+
lmR

N
Hhyst(ΦG), (3.22)

where Hhyst represents the magnetic field contributions due to the hysteresis pre-
sent in the ferromagnetic core. Assume that the signal ΦG in (3.22) is controlled
using an inverse model based on (3.22), but without considering the hysteresis,
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Table 3.1: A comparison of the first-principle behavior of Lorentz and reluctance
actuators with: idealized voltage control, idealized current control, or flux control.

Behavior w.r.t.

reference

Behavior w.r.t.

displacement

(stiffness)

Comment

Idealized voltage control

The stiffness is small, and 

the open-loop phase 

delay is 90°.

Idealized current control

The stiffness is large, and 

the open-loop phase 

delay is 0.

Idealized flux control

The stiffness is small, and 

the open-loop phase 

delay is 0.

Idealized voltage control

The stiffness is large, and 

the open-loop phase 

delay is 90°.

Idealized current control

The stiffness is small, and 

the open-loop phase 

delay is 0.
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(*) Under the assumption that there is no leakage flux.

i.e. Hhyst is assumed to be 0. Such an inverse model u =
2RkΦg
µ0AN

ΦG,ref +NkΦ
dΦG,ref

dt ,

where ΦG,ref is the flux reference, is inserted into (3.22) to obtain:

∆ΦG = − lmL

kΦN2

1

1+ L
R s
·Hhyst(ΦG), (3.23)

where ∆ΦG = ΦG −ΦG,ref is the flux control error due to the disregarded hysteretic
field Hhyst .

It can be seen that the error due to hysteresis will be attenuated through the
first order filter whose pole depends on the value of R. The same phenomenon
was identified for the air gap disturbance as depicted in Fig. 3.6 (b). The idealized
voltage control, where R is significantly reduced, will yield reduced hysteresis dis-
turbance on a larger frequency band, while the idealized current control, where
R is significantly increased, will yield full disturbance on a wide frequency range.
This means that the reluctance force control based on the idealized voltage control
is less sensitive to the hysteresis than the idealized current control. The frequency
content of the hysteresis disturbance will be similar to the frequency content of the
magnetic flux signal, so the level of attenuation will be dependent of the frequency
of the flux reference signal.

3.5 Air gap flux feedback

Lorentz actuators together with a current controlled power amplifier can achieve
excellent performance with respect to both the reference and the displacement,
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3.5. Air gap flux feedback

i.e. excellent linearity and low stiffness which translates to excellent vibration
isolation can be achieved [30]. To achieve comparable or even better performance
with the reluctance actuators, additional sensors have to be introduced. If the
generalized flux could be measured, then according to (3.1), the reluctance force
could be directly controlled. Table 3.1 shows that such a flux control scheme would
achieve low stiffness and no open-loop phase delay, which is similar to the behavior
of a current-controlled Lorentz actuator. It is visible in (2.14) that the attractive
force of the reluctance actuator is correlated with the distribution of the magnetic
flux density on the actuator tooth surface [24]. To accurately evaluate this integral,
the magnetic field would have to be measured in many points on the actuator
tooth. Fortunately, if the magnetic core is made out of thin laminations, and the
air gap is not too large, it can be assumed that the magnetic field distribution is
homogenous. In that case a simple sensing coil or a Hall element, which is placed
on the surface of the actuator tooth as depicted in Fig. 3.1, can be used. Their
output can be correlated to the force as discussed in section 3.2. The relationship
between the coil voltage and the force is given by (3.6), while the relationship
between a Hall element voltage and the force is given by (3.8). These results are
directly linked to the force by (3.1). Generally, Hall probes will measure local
values of the magnetic flux density, while sensing coils will measure the rate of
change of the total flux encircled by the coil, i.e. the average value of the magnetic
flux density.

3.5.1 Sensing coil and Hall probe based feedback control

If the air gap variations are disregarded, the following is obtained from (3.16):

G(s) =
ΦG(s)

up(s)
=
KΦL

R

s

1+ L
R s

1

s
= Ḡ(s)

1

s
, (3.24)

where ΦG is the generalized flux given by (3.1).
The disregarded air gap variations will be added to the control scheme as an

unknown disturbance dg . If a sensing coil or a Hall element as depicted in Fig. 3.1
is used, then (3.6) and (3.8) give the link between the generalized flux ΦG and the
voltage obtained on the sensor. Control schemes based on (3.24), (3.6) and (3.8)
are depicted in Fig. 3.7. Since the sensor transfer functions differ, each scheme will
require a different controller to obtain comparable closed-loop behavior.

Bandwidth

Assume that identical closed-loop sensitivity functions are to be designed for both
control schemes in Fig. 3.7. Then the open-loop transfer functions have to match,
i.e.:

sCSGkS = CHGkH . (3.25)

Since kS and kH are gains, it is clear that the sensing coil feedback open-loop trans-
fer function includes additional 90◦ phase lead when compared to the Hall probe
feedback open-loop transfer function. Furthermore, since G in (3.24) behaves as a
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Figure 3.7: Flux feedback scheme based on (a) the sensing coil and (b) the Hall
probe. It is assumed that k̇S(g) ≈ 0. Furthermore, since the sensing coil based
feedback controls Φ̇G , the referenceΦG,ref has to be differentiated.

fist order low pass filter, phase delay of the plant at high frequencies is 90◦. There-
fore, the Hall probe feedback loop has to implement differentiation artificially to
achieve no phase delay in the closed-loop transfer function. Artificial differentia-
tors have to be band-limited and will introduce a small phase difference between
the two open-loop transfer functions (3.25) at high frequencies [71]. The phase
lead available in the case of the sensing coil feedback is beneficial if a PWM volt-
age sources is used, since such a source requires additional filters to reduce the
switching ripple. It can be seen from Fig. 3.7 that, if the DC gains of CS and CH
are adjusted to compensate for the difference in kS and kH , matching closed-loop
sensitivity functions should yield similar behavior fromΦG,ref toΦG. The rejection
of the disturbance dg will also be the same.

Noise

If similar closed-loop behavior of the sensing coil based andHall probe based feed-
back is achieved, the behavior with respect to sensor noise will differ. It can be

seen from Fig. 3.7 that:
ΦG(s)
nS (s)

= CSGS and
ΦG(s)
nH (s) = CHGS, where S is the sensitivity

function that is the same for both schemes. Then CS = 1
s
kH (g)
kS (g)

CH and:

ΦG(s)

nS (s)
=
ΦG(s)

nH (s)

kH (g)

kS (g)

1

s
. (3.26)

The transfer function
ΦG(s)
nH (s) is expected to behave as a gain within the closed-loop

bandwidth, which means that
ΦG(s)
nS (s)

will behave as an integrator. This will yield de-
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3.6. Combining different control strategies

Table 3.2: Qualitative comparison of four different reluctance force control
strategies

Primary coil 

voltage
Primary coil current Sensing coil Hall probe

Frequency range:

From  R/L to the 

bandwidth of the voltage 

source, where  R is the 

residual resistance after 

compensation.

From DC to the bandwidth 

of the current feedback 

control loop.

Both LF and HF limit 

depend on the feedback 

controller. LF behavior will 

mostly be limited by the 

sensor noise.

From DC to the 

bandwidth of the Hall 

probe feedback control 

loop.

Gap dependency 

due to:

- leakage flux.

- magnetic field 

distribution change.

- gap dependent first

principle model.

- leakage flux.

- magnetic field

distribution change.

- magnetic field

distribution change.

- magnetic field

distribution change.

Required

sensors:

- Primary coil current

senor.

- Primary coil current

sensor.

- Sensing coil in the air

gap.

- Hall Probe in the air

gap.

Complexity:

Requires accurate 

primary coil resistance 

compensation and 

differentiation of the set-

point.

Requires high-bandwidth 

current feedback control 

and a non-linear 

linearization algorithm with 

air gap measurements.

Requires high-bandwidth

sensing coil feedback 

control and differentiation 

of the set-point.

Requires high-

bandwidth Hall probe 

feedback control.

Noise:

- amplifier noise

- current senor noise

from resistance

compensation.

(since d!/dt is controlled,

the noise is integrated)

- amplifier noise

- current sensor noise

- amplifier noise

- sensing coil noise

(since d!/dt is controlled,

the noise is integrated)

- amplifier noise

- Hall probe noise

sirable noise attenuation at high frequencies, but large low-frequency disturbance,
i.e. drift.

Generally, a sensing coil based feedback will yield better high-frequency per-
formance with respect to the reference tracking, noise suppression and distur-
bance rejection when compared to the Hall based feedback schemes, but the low
frequency behavior will be worse and tracking of DC references and suppression
of DC noise is not possible. This is why it has to be combined with additional
feedback schemes.

3.6 Combining different control strategies

Four different reluctance force control strategies have been presented. They are
based on the primary coil voltage, primary coil current, sensing coil voltage, or
Hall probe voltage control. Control schemes which implement these strategies
were given in Fig. 3.5 and Fig. 3.7. From the first principle analysis given in this
chapter, qualitative properties of each scheme given in Table 3.2 can be pointed
out. Control strategies based on the primary or sensing coil voltage do not work

for flux references of low frequency, because u ∼ dΦG
dt becomes very small and is

comparable to the noise. By contrast, strategies based on the primary coil current
or the Hall probe measurements do not show the same issue because both current
and Hall probe signals are linked to the flux and the force through static rela-
tionships (2.12) and (3.8). High frequencies beyond the reach of feedback control
are present only in the primary coil voltage control since a controllable voltage
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Figure 3.8: Generalized flux control based on the cascaded sensing coil and Hall
probe feedback together with the primary coil voltage based feedforward.

source is directly connected to that coil as visible in Fig. 3.1. Furthermore, the
relationship between the primary coil current and the force is significantly air gap
dependent as visible in the first-principle models (2.12) and (2.17), and includes
hysteretic effects as discussed in chapter 2, section 2.4.2. On the other hand, gap
dependency of the primary coil inductor voltage, sensing coil voltage and Hall
probe voltage based control strategies is due to second order effects such as leak-
age flux and changes in the spatial distribution of magnetic fields. The magnitude
of this gap dependency will depend on the sensor size and placement, but also on
the actuator geometry and materials. It can be expected that the primary coil volt-
age based control will be more gap dependent than the sensing coil based feedback
since the sensing coil is intentionally placed in a spot where the effects of leakage
flux are minimized and the gap dependency is minimal. The same holds for the
Hall probe placement. However, the drawback of the sensing coil or Hall probe
based control strategies is that they require additional sensors in the air gap, while
the primary coil voltage or current based control strategies require only a current
sensor which can be placed inside the power electronics.

Once the positive and negative properties of all the control schemes are known
and quantified for the specific actuator, they can be combined to achieve better
overall performance. Primary coil, sensing coil and Hall probe control can be
combined to get the benefits of all three strategies. This way high frequency ben-
efits of the primary coil and sensing coil control are combined with Hall feedback
which enables low-frequency reference tracking and stabilizes the low-frequency
noise, i.e. drift from the sensing coil voltage control circuitry. The combined con-
trol scheme is depicted in Fig. 3.8. Depending on the controllers CS and CH , a
different control strategy will be operational on a different frequency range. This
also means that different gap dependencies kP(g), kS (g) and kH (g) will determine
the overall gap dependency of the scheme at different frequencies. The influence
of sensor noise on the output ΦG can be written as:

ΦG(s) = TS (s)SH (s)nS (s) +TH (s)nH (s), (3.27)
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where TS is the complementary sensitivity of the sensing coil feedback loop, while
SH and TH are the sensitivity and the complementary sensitivity of the Hall probe
feedback control loop. If the Hall feedback controller CH contains an integrator,
the sensitivity function TH (s) will have a zero at zero frequency which will cancel
out the integrating action in TS . Furthermore, the gain of the controller CH has to
be chosen such that the low-frequency noise coming from the sensing coil control
is attenuated, but no significant additional noise is generated by the additional
feedback loop. Choosing a low enough gain is especially important since Hall
probes generally contain more noise than sensing coils [43].

Depending on the desired performance and the accuracy of the available mod-
els, primary coil voltage or secondary coil voltage control can be removed from the
scheme in Fig. 3.8 with limited performance degradation. Current feedback can be
used instead of Hall probe voltage feedback to stabilize the low frequent drift and
enable tracking of low frequent reference signals. Generally, the selected combi-
nation will depend on the desired performance, available sensors, availability of
gap information and the accuracy of the actuator model.

3.7 Conclusions

Four different control strategies for reluctance force control are studied and com-
pared using simple, lumped, first-principle models. The analysis presents basic
relationships between different measurable signals and the force in the reluctance
actuator and gives a solid basis for the more in-depth studies that will follow. They
require specific implementations of the actuator, sensors, power electronics, mea-
surement system and control systems and will reveal more about the attainable
performance and possible limitations of different control and sensing schemes.

∗ ∗ ∗
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4.1 Introduction

It was shown in chapters 2 and 3 that the hysteresis in the ferromagnetic core is
a relevant phenomenon of the reluctance actuator behavior. In this chapter, the
hysteresis is studied more in depth from a control perspective. A novel hysteresis
operator is introduced for the purpose of hysteresis modeling and compensation.

4.1.1 Introduction to hysteresis

Hysteresis is a phenomenon arising in many physical systems, such as electro-
magnetic actuators, mechanical transmissions, chemical processes, and financial
markets. In the control society the word hysteresis generally refers to a persistent
history-dependent nontrivial closed curve in the input-output map of a system
that does not collapse into a single-valued function for quasi-static periodic in-
puts [62]. This means that there is a certain lag between inputs and outputs of
the system which is still present for infinitely slow periodic inputs. On the other
hand, linear systems do not show such behavior, which means that the hysteresis
is inherently a nonlinear phenomenon. Throughout the literature [6], [61], [62],
hysteretic systems are generally split into rate-dependant and rate-independent hys-
teretic systems. The input-output map of the rate-dependent hysteretic systems
changes with the frequency content of the input signal, meaning these systems
are dynamical. On the other hand, systems with rate-independent hysteresis are
completely described by their quasi-static behavior, thus making them effectively
static although with memory. It is often argued, as in [33], [58], [76], that the
overall rate-dependent hysteretic behavior is due to some rate-independent hys-
teretic behavior present in a system coupled with non-hysteretic dynamical parts.
Sometimes this separation is directly visible in the system architecture, as in the
case of mechanical transmission, and sometimes this distinction is not very clear,
as in the case of electromagnetic actuators with ferromagnetic cores. In this chap-
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4. Parametric hysteresis operator for control

ter, separation is used to distinguish between hysteretic and non-hysteretic parts
of the system. Moreover, it allows for the usage of conventional control schemes
together with the proposed hysteresis compensation techniques. The term hystere-
sis will be used to refer to the rate-independent hysteresis and the term hysteretic
system will be used to refer to dynamical systems with hysteretic parts.

A large number of mathematical models of hysteresis have been developed in
the previous decades of which the biggest number fall into the categories of in-
tegral models and Duhem class models. Integral models of hysteresis include,
among others, the popular Preisach model [6] and the Prandtl-Ishilinskii model
[77]. They are usually of high or infinite order and can be modified to accurately
capture many phenomena present in ferromagnetic hysteresis. Their drawback is
that they are hard to identify, are computationally complex and are usually not
explicitly invertible, but regardless of that, due to fast digital processors, they are
currently extensively used in control of systems with input hysteresis. On the
other hand, the group of Duhem class models includes the Coleman-Hodgdon
model [17], and the Bouc-Wen model [32] which are ordinary differential equa-
tions linking together input and output variables. Due to their elegant mathe-
matical definition, these models are often used to model and study mathematical
properties of hysteretic systems, but are not intended for direct implementation
in control schemes because of the numerical problems and, sometimes, instability.
Generally, it can be stated that the modeling of hysteresis was extensively studied
in the past century, but there is a certain gap between modeling theory and control
theory of hysteretic systems. Either a complex and accurate model is used to solve
a specific problem [33], [58], [75], or the hysteresis was treated as bounded dis-
turbance [36], [76]. A hysteresis model suitable for control oriented analysis and
design should, among others, have the following properties:

• simple structure that is intuitively clear, but powerful enough to model var-
ious hysteretic systems encountered in practice,

• parameters which can be directly linked to the geometrical properties of the
model,

• the existence of the analytical inverse that can be easily computed,

• straightforward implementation of the hysteresis model and its inverse in
digital controllers,

• existence of an identification scheme which can be used to identify the pa-
rameters of the model, also when the input and the output of the model
cannot be directly measured,

• a possibility to add complexity to the model and extend the basic behavior
using external functions,

• mathematical properties such as homogeneity, the existence of the deriva-
tives, boundedness of the output and its derivatives, and linear approxima-
tions for small signals which are necessary to use the model in the combina-
tion with various generic control strategies available in the literature.
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4.2. Parametric hysteresis operator

Since model simplicity is pursued, the potential hysteresis model has to isolate
the most essential properties of the hysteresis. The ferromagnetic [22] and the
piezoelectric hysteresis [1] are used as a reference and the following properties
can be isolated:

• the difference between the output and the input of the model is bounded, i.e.
the width of the reproduced hysteresis loop is bounded and the functions
representing the bounds are smooth and can be calculated,

• the input-output map does not depend on the rate of change of the input, i.e.
it is input time scaling invariant,

• it has memory which depends on the history of the input signal,

• it is multi-valued and the output at any time instant depends on the cur-
rent input value, but also on the memory and can take any value within the
predefined bounds,

• for monotone inputs, the output monotonically converges towards the pre-
defined bounds.

With these requirements in mind, a generic direct and inverse parametric hystere-
sis operator pair is constructed and various properties are derived and studied.
This chapter focuses on the theoretical properties of the proposed mathematical
operators, while the succeeding chapters will illustrate their applicability in the
control of reluctance actuators.

4.2 Parametric hysteresis operator

Consider a simple Duhem class model [4] with u as the input and v as the output:

dv

du
= k2 sgn(u̇) (k1u − v) + k3, v(t0) = v0. (4.1)

Equation (4.1) is a linear differential equation for monotonically increasing or de-
creasing inputs. For a monotonous input in the interval [u0,u], the output in the
interval [v0,v] is given by [4]:

v = k1u − sgn(u̇)
k1 − k3
k2

(

1− e−sgn(u̇)k2(u−u0)
)

+ (v0 − k1u0)e−sgn(u̇)k2(u−u0). (4.2)

The solution (4.2) shows that (4.1) reproduces smooth exponential convergence

with rate k2 towards asymptotes vlim = k1u ± k1−k3
k2

. The direction of the input de-

termines the asymptote which is being approached. The parameter k3 determines
the slope of the hysteresis curve, while the parameter k1 indirectly determines
the offset of the asymptotes vlim. Since the slope of the hysteresis curve can be
added externally by multiplying the output of the model with a constant, k3 is set
to 1, i.e. the slope of the hysteresis curve is dropped from the model. Further-
more, the curve is simplified so that the parameter k1 alone determines the offset
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Figure 4.1: Lambert W functionW (x) for x > 0 compared to ln(x) for x > 1.

of the asymptotes, i.e. vlim = u±k1. Moreover, since most of the practical hysteresis
compensation schemes include the implementation of the inverse hysteresis model
and not the direct model [33], it is assumed that the exponential convergence func-
tions are the solution curves for the inverse operator, while the solution curves of
the direct model will be expressed using the non-elementary Lambert W function,
which can be used to construct the inverse of (4.2) [57]. With such assumptions,
the following solution curves are obtained for a monotonically increasing input u:

v = u − u0 + v0 + (k1 + v0 − u0)(1− e−k2(u−u0)). (4.3)

The analytical inverse of (4.3) with v∗ ≡ u and u∗ ≡ v is:

v∗ = u∗ − k1 +
1

k2
W

(

(k1 + u∗0 − v∗0)k2ek2(k1−v
∗
0+u

∗
0−u∗)

)

, (4.4)

whereW is the principal branch of the Lambert W function [18] defined implicitly
as:

W (xex) = x, or (4.5)

W (x)eW (x) = x. (4.6)

A graph of this function for positive arguments is depicted in Fig. 4.1. Sample
curves (4.3) and (4.4) with v0 = v∗0 = u0 = u∗0 = 0 are depicted in Fig. 4.2 (a) using
solid lines. Dashed lines show curves which would be obtained for a monoton-
ically decreasing input u or u∗ and are effectively solid lines mirrored over the
(0,0) point. For the Duhem model (4.2), u̇ > 0 will cause the output to convergence

towards the asymptote vlim = u− k1−k3
k2

, while u̇ < 0 will cause the output to conver-

gence towards vlim = u + k1−k3
k2

. For the pursued model, these asymptotes are given

as vlim = u ± k1. Since the function that describes the output of the model changes
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at the time instant when the derivative of the input signal u changes sign, that
time instant will be defined. For the purpose of the construction of the parametric
hysteresis operators from (4.3) and (4.4), the following time instant is defined:

Definition 4.2.1 (last extremum time instant) Let α : R+→ R belong to class C0.
Define the time instant τ : C0,R+→R

+ as:

τ(α,t) ≡ τα,t = supT ∗

where:

T ∗ =

{

0∪ t∗
∣
∣
∣
∣
∣

lim
τ∗→t∗−

α̇(τ∗) · lim
τ∗→t∗+

α̇(τ∗) < 0 OR (4.7)

(

lim
τ∗→t∗−

α̇(τ∗) = 0 AND lim
τ∗→t∗+

α̇(τ∗) , 0
)

AND

t∗ < t

}

.

The variable τα,t defines the last time instant before t when α̇ changed sign, i.e. an
extremum occurred.

Definition 4.2.2 Let α : R+ → R belong to class C0. Define the indicator s :
C0,R→ {−1,1} as:

s(α,t) ≡ sα,t = sgn+
(

α(t)−α(τα,t )
)

where sgn+ is the right-continuous sign function. The indicator s determines
whether the continuous signal α(t) is increasing or decreasing since the last ex-
tremum indicated by τα,t .

Once the solution curves for the inverse and the direct hysteresis operator given
by (4.3) and (4.4) are defined together with the time instant τ and the indicator s,
the direct and the inverse parametric hysteresis operators can be defined.

Definition 4.2.3 (parametric hysteresis operators) Let v,v∗,u,u∗ ∈ C0, k1,k2,M ∈
R
+ and let W be the principal branch of the Lambert W function [18]. Then the

direct parametric hysteresis operatorH
k1
k2

and the inverse parametric hysteresis operator

IHk1
k2

are defined as:

v =Hk1
k2
[u] = u − su,tk1 +

su,t
k2

W
(

k2mek2(m−|u−u0|)
)

, (4.8)

v∗ = IHk1
k2
[u∗] = u∗ + su∗,tk1 − su∗,tm∗e−k2|u

∗−u∗0|, (4.9)

where:

m = k1 + su,t (v0 − u0) , (4.10)

m∗ = k1 + su∗,t (u
∗
0 − v∗0) , (4.11)
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Figure 4.2: (a) Solution curves (4.3) and (4.4) with u0 = v0 = u∗0 = v∗0 = 0, and
u̇, u̇∗ > 0 (solid) and u̇, u̇∗ < 0 (dashed); (b) Sample input-output map of a direct
parametric hysteresis operator (4.8); (b) Sample input-output map of the inverse
parametric hysteresis operator. It can be observed that the direct and inverse
parametric hysteresis operators are built with curves depicted in (a), but with u0,
v0, u

∗
0, and v∗0 dependent on the history of the input.

and the memory variables are defined as:

u0 = u(τu,t ), (4.12)

v0 = v(τu,t), (4.13)

u∗0 = u∗(τu∗,t), (4.14)

v∗0 = v∗(τu∗ ,t). (4.15)

A sample input-output map of the direct parametric hysteresis operator is de-
picted in Fig. 4.2 (b), while a sample input-output map of the inverse parametric
hysteresis operator is depicted in Fig. 4.2 (c). It can be seen that the parameter k1
directly defines the asymptotes of both operators. The parameter k2 determines
the rate of convergence, i.e. smoothness of the parametric hysteresis operators and
its influence on the input-output map is as depicted in Fig. 4.3.

Remark 4.2.4 Direct (4.8) and inverse (4.9) parametric hysteresis operators can be
split into a linear part u or u∗ and a hysteretic partM orM∗ as follows:

Hk1
k2
[u] = u +Mk1

k2

[

u
]

, (4.16)

IHk1
k2
[u∗] = u∗ +M∗k1k2

[

u∗
]

. (4.17)

In this case,M andM∗ represent the added hysteretic behavior to the linear signal,
while u or u∗ represent the linear anhysteretic curve which can be shaped using
external functions as shown later in this chapter. Since (4.8) and (4.9) are bounded
by v = u ± k1, it follows from (4.16) and (4.17) thatM,M∗ ∈ (−k1,k1).
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v

uk1

k1

k2,3

k2,2

k2,1

k2,1 < k2,2

k2,3

Figure 4.3: Graphical interpretation of the parameter k2. The value of k2 will de-
termine the rate of convergence of the operator towards the asymptotes. k2→∞
will yield a backlash type of hysteretic behavior.

4.3 Operator properties

This section outlines several properties of the direct and the inverse hysteresis
operator important for the control oriented modeling and controller design.

4.3.1 Inverse compensation

The main purpose of tracking control schemes encountered in practice is to effec-
tively invert the system behavior, so the output of the controlled system will track
the given reference. If the system contains parts which are modeled by the direct
hysteresis operator (4.8), it is natural to conclude that the inverse of that behavior
will be given by the inverse operator (4.9). The behavior of the series connection
of the direct and inverse hysteresis operator is further studied.

Proposition 4.3.1 If k1 = k∗1, k2 = k∗2, u0 = v∗0 and v0 = u∗0, then H
k∗1
k∗2

[

IH
k1
k2
[u]

]

= u

and IH
k∗1
k∗2

[

Hk1
k2
[u]

]

= u, i.e. if the parameters and the memory variables of the direct

H and inverse IH parametric hysteresis operator match, then IH is an analytical
inverse of H and vice-versa. Block schemes of such interconnections are depicted
in Fig. 4.4.

Proof: After connecting (4.9) and (4.8) by setting u = v∗ as depicted in Fig. 4.4 (a)
and using the equalities su,t = su∗,t and m = k1 + su,t(v0 − u0), we obtain:

v = u∗ − su,tm∗e−k2su,t (u
∗−u∗0) +

su,t
k2

W
(

k2me−k2(su,tu
∗−su,tv0)ek2m

∗e−k2su,t (u
∗−u∗0)

)

.
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Figure 4.4: Operator interconnections as described in Prop. 4.3.1. Time domain
signals are denoted above the arrows, while the corresponding memory variables
are denoted below the arrows. The assumption in Prop. 4.3.1 is that u∗0 = v0 in
(a), and u0 = v∗0 in (b). The result is that u∗ = v in (a) and u = v∗ in (b), i.e. the
interconnection behaves as a gain 1.

 !1

2

k

kIH  

! "
1

2

k

kIH  
*u

*

0u

*u

*

0u

*v

*

0v
*v

*

0v

 !1

2

k

kH  

! "
1

2

k

kH  
u

0u

u

0u

v

0v

v

0v
(a) (b)

Figure 4.5: Two direct (a) or inverse (b) parametric hysteresis operators with the
same input, same parameters k1 = k̄1 and k2 = k̄2, but different initial output mem-
ory variables v and v̄ in (a), and v∗ and v̄∗0 in (b). The result in Prop. 4.3.2 proves
that the error between the outputs v − v̄ in (a), and v∗ − v̄∗ in (b) will monotonically
decrease with time under the persistent excitation condition.

Since v0 = u∗0 and m =m∗, by using (4.5) we obtain: v = u∗ − sum∗e−k2su,t (u
∗−u∗0)+

sum
∗e−k2su,t (u

∗−u∗0) = u∗.
If the operators are connected the other way around as depicted in Fig. 4.4 (b),

then (4.8) can be inserted into (4.9) to obtain:

v∗ = u +
su,t
k2

W (x)− su,tm∗e−k2su,tu+k1k2+k2su,tu
∗
0−W (x),

where x = k2mek2(m−su,t (u−u0)).
Since m = m∗ we obtain: v∗ = u +

su,t
k2

W (x) − su,t
k2

xe−W (x). After using (4.6), we

obtain: v∗ = u. 2

Proposition 4.3.2 If k1 = k̄1, k2 = k̄2 , but v0 , v̄0 and v∗0 , v̄
∗
0, then lim

t→∞

{

Hk1
k2
[u(t)]−

H̄ k̄1
k̄2
[u(t)]

}

= 0, and lim
t→∞

{

IHk1
k2
[u∗(t)]− ¯IH k̄1

k̄2
[u∗(t)]

}

= 0, under the persistent exci-
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tation condition: ¬∃t
∣
∣
∣u̇(t∗) = 0,∀t∗ > t, e.g. a sinusoidal or ramp excitation.

In other words, the mismatch in the outputs v and v̄ of two direct parametric
hysteresis operators with the same input and different initial output memory vari-
ables v0 and v̄∗0 as depicted in Fig. 4.5 (a) will monotonically decrease with time
if the persistent excitation criterion is satisfied. The same holds for two inverse
parametric hysteresis operators as depicted in Fig. 4.5 (b).

Proof: Assume two inverse parametric hysteresis operators with outputs denoted
as v∗ and v̄∗ and different initial values of v∗0 denoted as v∗0 and v̄∗0. From (4.9) and

since su∗,tsu∗,t = 1, ∀u∗, we get v∗ − v̄∗ =
(

v∗0 − v̄∗0
)

e−k2|u
∗−u∗0| and

|v∗ − v̄∗| =
∣
∣
∣v∗0 − v̄∗0

∣
∣
∣e−k2|u

∗−u∗0|. Then d|v∗−v̄∗|
d|u∗−u0| = −k2

∣
∣
∣v∗0 − v̄∗0

∣
∣
∣e−k2|u

∗−u∗0| < 0, for u∗ > u∗0.
This means that |v∗ − v̄∗| will constantly decrease under the persistent excitation
condition. Furthermore, assume two direct parametric hysteresis operators with
outputs denoted as v and v̄ and different initial values of v0 denoted as v0 and v̄0.

From (4.8), we get: v − v̄ =
su,t
k2

[

W
(

k2mek2me−k2|u−u0 |
)

−W
(

k2m̄ek2m̄e−k2|u−u0|
)
]

.

Then
d(su,t (v−v̄))

du =
W (k2m̄ek2m̄e−k2 |u−u0 |)−W (k2mek2me−k2 |u−u0 |)

[1+W (k2mek2me−k2 |u−u0 |)][1+W (k2m̄ek2m̄e−k2 |u−u0 |)]
. Since the denomina-

tor of the right hand side is always positive, it is only necessary to analyse the sign

of the nominator, i.e. sgn
{

W
(

k2m̄ek2m̄e−k2|u−u0|
)

−
−W

(

k2mek2me−k2|u−u0|
) }

= sgn(m̄ −m). The used equality can be derived from the

fact that bothW and the arguments ofW are strictly monotone functions for posi-
tive k2,m and m̄. From the definition ofm in (4.8), it follows that su,t(v0−v̄0) =m−m̄.
Since sgn(v0 − v̄0) = sgn(v − v̄), it follows that sgn(su,t(v − v̄)) = −sgn(m̄ −m), i.e.

sgn
d(su,t (v−v̄))

du = −sgn(su,t (v − v̄)), ∀u > u0. This means that |v − v̄| will decrease
under the persistent excitation condition.

2

Lemma 4.3.3 (inverse compensation) If k1 = k∗1, k2 = k∗2, but u0 , v
∗
0 and v0 , u

∗
0 at

t = 0, the following holds: lim
t→∞

H
k∗1
k∗2

[

IHk1
k2
[u]

]

= u and lim
t→∞

IH
k∗1
k∗2

[

Hk1
k2
[u]

]

= u, under

the persistent excitation condition: ¬∃t
∣
∣
∣u̇(t∗) = 0,∀t∗ > t.

Proof: This result follows directly from Prop. 4.3.1 and Prop. 4.3.2. Let H̄k1
k2

and

ĪHk1
k2

be the hysteresis operators as in Prop. 4.3.1, with u0 = v∗0 and v0 = u∗0, and

Hk1
k2

and IHk1
k2

be the operators as defined in this lemma. According to Prop. 4.3.2,

if v = IHk1
k2
[u] and v̄ = ¯IHk1

k2
[u] are excited with the same signal u, the difference

in the memory variables and the output will eventually perish. Then it follows

that the outputs of Hk1
k2
[v] and H̄k1

k2
[v̄] will converge to the same value as stated in

Prop 4.3.2, since v = v̄. The same reasoning can be applied when the sequence of
H and IH is reversed.

2
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4. Parametric hysteresis operator for control

4.3.2 Limit cycle

It will be shown, that for a certain class of input signals, the outputs of the di-
rect and the inverse parametric hysteresis operator converge towards a limit cy-
cle. This section defines this input signal class and geometrical descriptions of the
limit cycles. The limit cycle behavior is important for the identification procedures
introduced in the later sections.

Definition 4.3.4 Define a signal that is a continuous function Pa,b : R+ → [a,b]
with the property Pa,b(τP,t) ∈ {a,b}, ∀t > 0 and b > a, where τ is defined in Def. 4.2.1.

The extrema in the signal Pa,b occur only at the points a and b, i.e. it oscillates be-
tween a and b, but is not necessary a periodic signal.

Examples of Pa,b include sine, triangular and square waves of all frequencies larger
than 0 oscillating between a and b.

Lemma 4.3.5 (inverse operator limit cycle) If the input to the inverse parametric
hysteresis operator (4.9) is Pa,b as in definition 4.3.4 then the output will accommo-
date, i.e. successive output loops will drift towards a limit cycle. The input-output
loop in the limit cycle will be anti-symmetric over the line v = u which is called
the anhysteretic curve of the operator. The limit cycle is described by (4.9) with:
u∗0 = a, v∗0 = c = a−DIH if u̇∗ ≥ 0, and u∗0 = b, v∗0 = d = b +DIH if u̇∗ < 0, where:

DIH (β) = k1
1− e−k2β
1+ e−k2β

, (4.18)

and β = b − a.

Proof: Consider the output of the inverse hysteresis operator (4.9) during an in-
terval where the input signal u∗ = Pa,b changes monotonically from the minimum
u∗ = a to the maximum u∗ = b, and back to u∗ = a. From the definition of Pa,b,
this describes a cycle of the input signal that will repeat indefinitely. Assume
the initial output at u∗ = a to be v∗ = v∗0. Then the output at the maximum

u∗ = b can be calculated from (4.9) as: v∗1 = b − a + v∗0 + m∗1
(

1− e−k2(b−a)
)

, with

m1 = k1 + a − v∗0. The output value when the input returns back to u∗ = a is then:

v∗2 = a − b + v∗1 −m∗2
(

1− e−k2(b−a)
)

, with m2 = k1 − b + v∗1. From these two curves,

we obtain: v∗2 − v∗0 = (m∗1 −m∗2)
(

1− e−k2(b−a)
)

. It directly follows that the condition

m∗1 =m∗2 is satisfied when v∗0 = v∗L = a−k1 1−e−k2(b−a)
1+e−k2(b−a)

. Then the previous equation can

be written as v∗2 − v∗0 = (v∗L − v∗0)
(

1− e−2k2(b−a)
)

. Since v2 is the new initial condition

for the next cycle, we call it v∗0[k +1]. By calling the current cycle initial condition

v∗0[k], we obtain: v∗0(k + 1) = (1 −α)v∗0[k] + αv∗L, where α =
(

1− e−2k2(b−a)
)

< 1. This

difference equation can be written in the z domain as: V ∗0 [z] =
zαv∗L

(z−1)(z+α−1) . The

final value theorem can then be used to obtain: v∗0[∞] = lim
z→1

(z−1)V ∗0 [z], which yields

v∗0[∞] = vL, i.e. the output of the inverse operator will converge towards the limit
cycle with v∗0 = v∗L. 2
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4.3. Operator properties

Lemma 4.3.6 (direct operator limit cycle) If the direct hysteresis operator (4.8)
is exited with an input signal u = Pc,d , the limit cycle is described with: u0 = c,
v0 = c +DH if u̇ ≥ 0, and u0 = d, v0 = d −DH if u̇ < 0, where:

DH =
d − c−γ

2
, (4.19)

and γ is the solution to:

d − c −γ +2k1
1− e−k2·γ
1+ e−k2·γ

= 0. (4.20)

Parameter γ is defined implicitly by (4.20), because no explicit solution could be
found. This means (4.20) has to be solved for γ using numerical methods.

Proof: It was shown in Prop. 4.3.5 that, in the limit cycle, IHk1
k2

[

Pa,b
]

= Pc,d , where

c = a − DIH , d = b + DIH and DIH is given by (4.18). Since H is an analytical

inverse of IH , it follows that H
k1
k2

[

Pc,d
]

= Pa,b. Observe that b−a is such that d − c =
b−a+2DIH(b−a), which yields (4.20). Finally, d−c = b−a−2DH , which immediately
yields (4.19). 2

Remark 4.3.7 The limit cycle of the inverse hysteresis operator for the input u∗ ∈
Pa
b and with the origin of the coordinate system shifted to (a,c) is defined by the
following two curves:

v∗a(u,k1,k2) = u∗ +Mk1
k2

[

u∗
]

, (4.21)

v∗d(u,k1,k2) = u∗ −Mk1
k2

[

b − u∗
]

, (4.22)

whereMk1
k2

[

u
]

= k1− (k1+DIH)e
−k2u∗ and u∗ ∈ [0,b−a]. On Fig. 4.6, v∗a(u

∗) yields the
upper solid curve, while v∗d(u

∗) yields the lower solid curve. The obtained result
stems from the fact that the limit cycle of the inverse hysteresis operator is anti-
symmetric around the v∗ = u∗ line.

Remark 4.3.8 The same equations (4.21) and (4.22) hold for the limit cycle of the

direct hysteresis operator with: Mk1
k2

[

u
]

= −k1 + 1
k2
W

(

k2(k1 +DH )e
k2(k1+DH−u)

)

. In

that case, va(u) yields the lower dashed curve, while vd(u) yields the upper dashed
curve in Fig. 4.6, and c ≡ a and d ≡ b.

4.3.3 Additional properties

Remark 4.3.9 For the purpose of control synthesis, the time derivative of the in-
verse hysteresis operator (4.9) can be constructed and implemented. The first
derivative is given by:

v̇∗ = ˙IH
k1
k2
[u∗, u̇∗] =

(

1+ k2m
∗e−k2|u

∗−u0|
)

u̇∗, (4.23)
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a

b

c

d

c

d

a

b

v=
u

DIH

DIH
DH

DH

Direct hyst. operator
Inverse hyst. operator

v,v*

u,u*

Figure 4.6: A sample input-output map of the direct and the inverse hysteresis
operator in a limit cycle. Please note that, although DH = DIH in the figure, DIH
cannot be computed from (4.18) because b and a are unknown in the case of the
direct hysteresis operator where c and d define the input.

where m∗ = k1 + su∗,t
(

u∗0 − v∗0
)

, u∗0 = u∗(τu,t ) and v∗0 = v∗(τu∗ ,t). Eq. (4.23) assumes

ṡ(u(t) = u0, t) = 0. Time derivatives of (4.9) can be used to compensate for hystere-
sis through a dynamical system.

Proposition 4.3.10 (hysteresis compensation through dynamics)Consider a sys-
tem with rate-independent hysteresis modeled by the direct parametric hysteresis
operator preceded by some stable first-order dynamics, i.e.

ẋ1 = f (x1) + g(u), (4.24)

v =Hk1
k2
(x1),

. . .

where f < 0 and g are smooth, monotone and invertible functions. Then the com-
pensation law:

u(t) = g−1
{

˙IH
k1
k2
[u∗(t), u̇∗(t)]− f

(

IHk1
k2)

[u∗(t)]
)
}

, (4.25)
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Figure 4.7: Causal hysteresis compensation over the stable linear 1st order dy-
namics as described in Prop. 4.3.10.

with u̇∗(t) = vref (t) renders the system into:

v̇ = vref (t),

. . .

The hysteresis is effectively removed and the remaining dynamics is replaced by
an integrator using a causal compensator as depicted in Fig. 4.7. Some other first-
order dynamics can also be chosen instead of the integrator.

Proof: By algebraic manipulations, we obtain that for x1 to follow some desired

trajectory x1ref , the following input is necessary: u = g−1
[

ẋ1ref − f
(

x1ref
)]

. Since

x1 = IHk1
k2
(v), to make v follow a desired trajectory u∗, the following control signal

is required: u(t) = g−1
{

˙IH
k1
k2
(u∗, u̇∗)− f

(

IHk1
k2
(u∗)

)
}

.

Furthermore, since u̇∗ cannot be obtained in a causal way, a substitution vref =
u̇∗ is used to obtain the final expression (4.25). 2

Remark 4.3.11 Higher order derivatives of the inverse hysteresis operator can eas-
ily be constructed by further differentiating (4.23). For a smooth input, 1st or-
der derivatives will be continuous, but non-smooth, 2nd order derivatives will be
bounded, but discontinuous, and 3rd order and higher derivatives would have to
be un-bounded, but are limited by the assumption ṡ(u = u0) = 0. This means that
the exact implementations of the 3rd order derivative are not feasible and the hys-
teresis proceeded by 3rd order or higher dynamics cannot be exactly compensated.

Proposition 4.3.12 (monotonicity) The derivative of the parametric hysteresis op-

erators is confined to the intervals:
dH

k1
k2

[u]

du ∈ ( 1
1+2k1k2

,1) and
dIH

k1
k2

[u]

du ∈ (1+2k1k2,1)
under the condition that t , τu,t . If t = τu,t , then the derivative is not defined. It
directly follows that sgn v̇ = sgn u̇ and sgn v̇∗ = sgn u̇∗, i.e. the parametric hysteresis
operators (4.8) and (4.9) are monotone.
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4. Parametric hysteresis operator for control

Proof: If t , τu,t , then u , u0, u
∗
, u∗0 and

dsu,t
du =

dsu∗ ,t
du = 0. From (4.8) we obtain:

dv
du = 1− W (k2mek2me−k2su,t (u−u0 ))

1+W (k2mek2me−k2su,t (u−u0))
. Then using (4.5) we get, lim

u→u0

dv
du →

1
1+mk2

> 1
1+2k1k2

,

and lim
u→±∞

dv
du = 1. For different u, dv

du will be in between the specified limits.

Furthermore, from (4.9) we get dv∗
du∗ = 1 + k2m

∗e−k2su∗ ,t(u
∗−u∗0). Then: lim

u∗→u∗0

dv∗
du∗ →

1 +m∗k2 ≤ 1 + 2k1k2 and lim
u∗→±∞

dv∗
du∗ → 1. For different u∗, the derivative will be in

between the specified limit since ex is a monotone function. If t = τu,t , then u = u0
and

dsu,t
du is not defined. The same holds for u∗. 2

Remark 4.3.13 For u0 = v0 = u∗0 = v∗0 = 0, lim
u→u0

dv
du →

1
1+k1k2

and lim
u∗→u∗0

dv∗
du → 1 +

k1k2. It therefore follows that the direct and the inverse hysteresis operators be-
have as a gain 1

1+k1k2
or 1 + k1k2 respectively for sufficiently small signals around

the working point u = u∗ = 0.

Remark 4.3.14 For k1,k2 > 0 the direct hysteresis operator (4.8) generates only
counter-clockwise loops in the input-output map and is therefore passive, while
the inverse (4.9) generates only clockwise loops and is therefore active. For the

inverse operator, this follows directly from (4.23) where
(

1+ k2m
∗e−k2|u

∗−u0|
)

> 1,

i.e. for u̇∗ > 0→ (v∗ − v∗0) > (u∗ − u∗0) and for u̇∗ < 0→ (v∗ − v∗0) < (u∗ − u∗0). Since the
inverse operator always yield clock-wise loops, the direct operator has to always
yield counter-clockwise loops in the input-output map. Counter-clockwise loops
directly imply passivity [2].

Proposition 4.3.15 (homogeneity) The following holds: IHk1
k2
[a·u(t)] = a· ¯IH

k1
a
a·k2[u(t)]

and Hk1
k2
[a ·u(t)] = a · H̄

k1
a

a·k2 [u(t)], ∀a ∈R
+. In other words, if the input of the inverse

or the direct hysteresis operator is multiplied by a positive constant, that constant
can be pulled in front of the operator. The reverse also holds.

Proof: Consider the equation (4.9) with u∗ = a · ū∗. Then we get v∗ = a · u∗ − a · u∗0 +
v̄∗0 + sa·u∗m

∗
(

1− e−k2|a·u∗−a·u∗0|
)

. Furthermore, assume v̄∗0 = a · v∗0.
Then: v̄∗ = a · u∗ − a · u∗0 + a · v∗0 + sa·u∗(a

k1
a + sa·u∗(a · u∗0 − a · v∗0))

(

1− e−a·k2|u∗−u∗0|
)

=

a
{

u∗ − u∗0 + v∗0 + su∗,t(
k1
a + su∗,t(u

∗
0 − v∗0))

(

1− e−a·k2|u∗−u∗0|
)}

= a · v∗. Moreover, if the in-

put to the direct hysteresis operator (4.8) is ū = a · u, we obtain: v̄ = a · u − a ·
u0 + v̄0 + sau

[
a

a·k2W
(

k2m̄ek2(m̄−|a·u−a·u0|)
)

− m̄
]

. By assuming v̄0 = a · v0, we obtain

m̄ = a ak1
a + sau (a · v0 − a · u0) = a ·m, and v̄ = a · v. 2

4.3.4 Shaping

The parametric hysteresis operator (4.8) models a basic multi-valued smooth hys-
teresis behavior bounded by two parallel affine asymptotes. Since the operators
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Figure 4.8: Smooth,monotone and invertible (a) input shaping function; (b) output
shaping function.

in the basic form are parameterised by only two variables, the modeling power of
such an operator is limited, i.e. it is not able to accurately model hysteresis loops
encountered in practice, e.g. ferromagnetic hysteresis. For that purpose, shaping
functions are introduced. These are either smooth, monotone and bijective maps
evaluated on the input or the output signal which shape the affine boundaries of
the reproduced hysteresis loop, or external signal dependent operator parameters
k1 = f (·) and k2 = f (·).

Input and output shaping

A smooth, monotone and invertible function L can be applied to the input or the
output signal of the parametric hysteresis operator as depicted in Fig. 4.8. It will be
called an input or output shaping function since it shapes the initially affine bound-
aries of the proposed hysteresis operator to match potentially curved boundaries
of the measured hysteresis. Good examples of shaping function are the Langevin
function L(v) = coth(v)− 1

v , which is often used as an approximation of the anhys-
teretic curve of magnetic materials, and the hyperbolic tangent, i.e. L(v) = tanh(v).
An example of the parametric hysteresis operators curve shaped with the Langevin
function at the output is depicted in Fig. 4.9. Input and output shaping functions
are external to the operator and, if invertible, can be inverted together with the
hysteresis operator to obtain the inverse of the full hysteresis behavior, i.e.:

v =
{

L
(

Hk1
k2
[u]

)}−1
⇒ u = IHk1

k2

[

L−1(v)
]

. (4.26)

The same holds for the input shaping function. However, the main difference be-
tween the input and the output shaping functions is that the input shaping func-
tions shape only the anhysteretic curve, while the output shaping functions shape
the hysteretic partM as well, i.e.:

H
k1
k2
[L(u)]− L(u) =Mk1

k2
[L(u)] ∈ (−k1,k1),

L
(

H
k1
k2
[u]

)

− L(u) = L
(

u +Mk1
k2
[u]

)

− L(u),

≈ ∂L

∂u
(u)Mk1

k2
[u] ,

whereM is the hysteretic part of the operator as defined in (4.16) and (4.17).
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Figure 4.9: Input-output map of: a direct hysteresis operator v = H0.1
3 [u∗], scaled

Langevin function L(u) = coth(10u)− 1
10u , and the interconnection L

(

H0.1
3 [u]

)

. The
input in all cases is a triangular signal varying from −1 to 1 and back to −1.

Parameter shaping

It is visible from the definitions of the parametric hysteresis operators (4.8), (4.9),
(4.16) and (4.17) that a varying k1 will introduce a varying width of added hys-
teretic behaviorM, while a varying k2 will introduce a varying rate of exponential
convergence. The anhysteretic curve in both cases will not be affected as opposed
to the use of input or output shaping functions. This enables fine shaping of the
reproduced hysteresis loop. Good examples of parameter shaping functions are
linear functions α + βu or reciprocal linear functions 1

α+βu .

Remark 4.3.16 As it was shown in lemma 4.3.5 and lemma 4.3.6, parametric hys-
teresis operators accommodate i.e. drift towards the anhysteretic curve v = u. If

k2 is set to k̃2
m or k̃2

m∗ , where k̃2 is a constant, m is given by (4.10) and m∗ is given
by (4.11), then the parametric hysteresis operators will accommodate slower as
demonstrated in Fig. 4.10. Similar rate of accommodation is reported with the
simple Duhem class model (4.1).

Accommodation towards the anhysteretic curve is not a property of the classical
Preisach model [6] or ferromagnetic hysteresis in general [21]. However, similar
behavior can be archived with the parametric hysteresis operators as well.
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Figure 4.10: Different rate of convergence towards the limit cycle for a constant
and m dependent parameter k2. Parameter k1 is set to 0.5. The left image shows
the input signal, while the right image shows the input-output map of hysteresis
operators with different k2 excited with the given input.

Proposition 4.3.17 (congruency property) If the parameter k2 is chosen as:

k2 = −
1

ṽ
ln

(

1+
ṽ − ũ
m

)

in case of the direct parametric hysteresis operator or

k2 = −
1

ũ∗
ln

(

1− ṽ∗ − ũ∗
m∗

)

in case of the inverse parametric hysteresis operator,

then the parametric hysteresis operators will enter a non-unique limit cycle for
inputs of class Pa

b which depend on the initial value of v0 or v∗0. This means that
no accommodation occurs and that the parametric hysteresis operators show the
congruency property found in Preisach type models [6].

The newly introduced variables are defined as follows: ũ = |u0 − u00|, ṽ =
|v0 − v00|, ũ∗ = |u∗0 − u∗00| and ṽ∗ = |v∗0 − v∗00|. Variables u0,v0,u

∗
0 and v∗0 are de-

fined in Def. 4.2.3 and represent the memory of the operators, while u00, v00,
u∗00 and v∗00 are newly introduced variables which represent the memory values
before the time instant τu,t or τu∗,t . They can be defined as u00 = u (τ(u,τ(u,t))),
v00 = v (τ(u,τ(u,t))), u∗00 = u∗ (τ(u∗,τ(u∗, t))) and v∗00 = v∗ (τ(u∗,τ(u∗, t))).

Proof: For an input signal that monotonically changes from a to b and then back
to a, the congruency property holds if the output will end up at the same level
regardless of the initial value of the output, i.e. a complete loop will be closed in
the input-output map. Consider the time instant when u = a and denote the input
of the operator in that moment as u00 or u∗00 and the output as v00 or v∗00. When
the input reaches the value u = b = u0, the value of the output is denoted as v0
or v∗0. For the congruency to hold, it is important to guarantee that, when u = a
back again, the output of the operator is v00 or v

∗
00, i.e. the complete loop is closed.

From (4.8) we obtain that |v00 − v0| = −k1 + 1
k2
W

(

k2mek2(m−|u0−u00|)
)

has to hold in

case the direct hysteresis is used. Furthermore, from (4.9) we obtain that |v∗00 −
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Figure 4.11: Direct parametric hysteresis operator with a constant k2 = 3 con-
verges, i.e. accommodates, towards a unique limit cycle antisymmetric around
the anhysteretic curve as derived in Lemma 4.3.6. The operator with k2 as derived
in Prop. 4.3.17 immediately enters a non-unique limit cycle. k1 is set to 0.5.

v∗0| = −k1+m∗e−k2|u
∗
0−u∗00| has to hold in case the inverse hysteresis operator is used.

Solving both equations for k2 yields the expressions given in Proposition 4.3.17.
To compute the value of the given k2, not only the input and output values of the
operator when the previous input signal direction changes have to be stored, but
also the values of the input and the output from the instant before that one, i.e.
the memory of the operator has to be extended. Furthermore, since new ũ, ṽ, ũ∗,
ṽ∗, m and m∗ are computed each time instant an extrema occurs in the input, no
significant numerical errors are expected. 2

A comparison of the direct hysteresis operator with k2 as in Prop. 4.3.17 and
the operator with a constant k2 is given in Fig. 4.11. It can be seen that the direct
hysteresis operator with k2 as defined in Prop. 4.3.17 shows no accommodation
towards the anhysteretic curve and exhibits a congruency property. This property
is valid for the hysteresis operators with constant k2 only for a certain class of in-
puts and in the limit cycle as described in Lemmas 4.3.5 and 4.3.6. Three different
examples of the parameter k2 shaping discussed in this section are summarized in
Table 4.1.

Remark 4.3.18 Parameter k2 in Prop. 4.3.17 was made a function of m and m∗,
which are directly linked to k1. Now the hysteresis operators are parameterized
by only one parameter k1 which determines the affine asymptotes of the oper-
ators. The rate of convergence cannot be directly manipulated. Furthermore,
since there is no unique limit cycle and no accommodation, results in Prop. 4.3.2
and Prop. 4.3.3 are not valid. However, if the initial conditions match, as in
Prop. 4.3.1, the direct and the inverse hysteresis operators are still analytical in-
verses of each other. With the altered, non-accommodating operators, initial con-
ditions can only be reset if the affine asymptotes are closely approached. Moreover,
the rate of convergence can be altered indirectly using the result in Prop. 4.3.15,
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Table 4.1: Different examples of k2 shaping functions given in subsection 4.3.4.

Discussed in: Accommodation rate: Similar to:

Definition 4.2.3

High per definition. -

2 .k const 

Remark 4.3.16

Reduced since m depends

on the vertical distance of 

the output from the 

anhysteretic curve v = u.

Simple Duhem

model.
2

.const
k

m
 

Proposition 4.3.17

k2 is specifically calculated 

to remove 

accommodation.

Classical

Preisach class 2

1
ln 1

v u
k

v m

 ! "
#  $% &

' (

  

 

Remark: Parameter k2 in Table 4.1 is a function ofm, ũ and ṽ which are functions
of u and v, i.e. the input and the output of the direct parametric hysteresis oper-
ator. Consequently, a feedback loop is closed within the operator and instability
might occur for some functions. Therefore, each calculated or selected shaping
function has to be checked for stability before it can be used.

i.e. 1
a ·H

ak1
k2 [au] = Hk1

ak2
[u]. Limit cycle behavior together with other properties of

the non-accommodating operators can be studied, but that is not within the scope
of this thesis.

Remark 4.3.19 Shaping functions given in this section are only examples of how
the basic hysteretic behavior defined in Def.4.2.3 can be adjusted using external
functions. Potential future users of the parametric hysteresis operators are free to
calculate shaping functions which will fit the hysteresis loop at hand and achieve
their desired properties.

4.4 Identification

Assumption 4.4.1 (model class) Consider a class of systems which can be mod-
eled as a series connection of three elements: direct parametric hysteresis operator,
bijective mapping L(x) and a stable LTI dynamics G(s) with no zeros in the origin.
The order of these three elements in the sequence is arbitrary. Fig. 4.12 (a).

Remark 4.4.2 A quasi-static input to a linear time invariant stable system G(s) is
a signal that is slow enough so G(s) can be sufficiently accurately approximated by
its DC gain, i.e. w t

0−
hG(t − τ)u(τ)dτ − kDC · u(t) < ρ, (4.27)

where hG(t) is the impulse response of G, kDC = lim
s→0

G(s) is the DC gain of the

system, and ρ is the desired accuracy of the approximation.
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Figure 4.12: (a) A class of systems with LTI dynamics, rate-independent hysteresis
and non-linear shaping in series. As indicated by the arrows, any sequence of
these three elements is included in the class.; (b) Simplified model structure for
quasi-static inputs. The DC gain of the dynamics kDC can be considered as a part
of L.

There is no general way to define quasi-static signals because the selection of the
threshold ρ and time instant t in (4.27) depends on the dynamical system G(s) and
the input signal class.

Proposition 4.4.3 If a system consisting of a direct hysteresis operatorH , bijective
mapping L and dynamics G(s) in Assumption 4.4.1 is excited with a quasi-static
signal, then it can be approximated by a series connection of the direct hysteresis
operator and the bijective mapping as depicted in Fig. 4.12 (b). The order of L and
H in Fig. 4.12 (b) will depend on the order of these elements in the initial model
in Fig. 4.12 (a).

Proof: If G(s) becomes kDC as in (4.27), then it can be assumed as a part of L(· · · ).
If Hk1

k2
[· · · ] separates L and G(s), then Prop. 4.3.15 can be used to shift kDC from

the input of the hysteresis operator to the output or vice-versa and considered as a
part of L. 2

Remark 4.4.4 If Hk1
k2

and L can be identified from the input-output data in the

quasi-static regime, then the corresponding inverse models can be constructed us-
ing the the inverse hysteresis operator and the inverse of the mapping L denoted
as L−1. Once the hysteresis and L are compensated, G(s) can be identified using
conventional techniques for LTI systems [52].

Assumption 4.4.5 Assume a system modeled as:

x =H
k∗1
k∗2
[u] or x = IH

k∗1
k∗2
[u] (4.28)

v = L(x), (4.29)

where H is the direct and IH is the inverse parametric hysteresis operator, while L
is a bijective output shaping function.
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d d

a a

da da

a

b

Figure 4.13: An illustration depicting one period of signals from the system de-
scribed in Assumption 4.4.5. (a) depicts the input signal u(t) ∈ Pa

b which is of a
triangular shape; (b) depicts the intermediate signal x(t); (c) depicts the output
v(t); (d) depicts the input output map x vs. u; (e) depicts the input-output map v
vs. u. These signals are further described in Remark 4.4.6.

The system is excited with a signal u ∈ Pa
b and the parametric hysteresis opera-

tor enters a limit cycle as described in Prop. 4.3.6.

Remark 4.4.6 Consider a single period of signals u, x and v in the limit cycle of
the system described in Assumption 4.4.5. A sketch of these signals for a trian-
gular u ∈ Pa

b and some arbitrary H and L is depicted in Fig. 4.13 (a), (b) and (c).
These graphical examples are given for the direct parametric hysteresis operator
only. All three signals can be split into the ascending part when u̇, ẋ, v̇ > 0 and
the descending part when u̇, ẋ, ẋ < 0. Signals x and v are denoted as xa and va in
the ascending interval, and xd and vd in the descending interval. Furthermore, as
depicted in Fig. 4.13 (d) and (e), x and v can be considered to be functions of u.
Then the separated intervals of signals x and v can be defined as:

xa(u
∗) = x(t)

∣
∣
∣u(t) = u∗ and u̇(t) > 0, (4.30)

xd (u
∗) = x(t)

∣
∣
∣u(t) = u∗ and u̇(t) < 0, (4.31)

va(u
∗) = v(t)

∣
∣
∣u(t) = u∗ and u̇(t) > 0, (4.32)

vd(u
∗) = v(t)

∣
∣
∣u(t) = u∗ and u̇(t) < 0. (4.33)

The domain of the functions xa, xd , va, and vd is (a,b).

Hypothesis 4.4.7 (identification procedure) Consider a system described in As-
sumption 4.4.5 with unknown k∗1, k

∗
2 and L and only the input u and the output

v measurable. Then k∗1, k
∗
2 and L can be identified by solving the optimization

problem:

argmin
k̄1,k̄2

J(k̄1, k̄2), (4.34)

k̄1 ≥ 0, k̄2 > 0,
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which has an unique minimum:

k̄1 = k∗1, k̄2 = k∗2, (4.35)

J(k̄1, k̄
∗
2) = 0. (4.36)

The cost function is defined as:

J(k̄1, k̄2) =
w b

a
e2(u)du, (4.37)

e(u) = x̄d(u)− L̄−1
(

vd(u)
)

, (4.38)

where L̄−1 is defined as a bijective mapping between va(u) and x̄a as:

L̄−1
(

va(u)
)

= x̄a(u). (4.39)

Signals va, vd are the ascending and the descending part of v computed directly
from (4.32) and (4.33) since u(t) and v(t) are measured and known. Signals x̄a and
x̄d are the ascending and the descending part of the assumed intermediate signal x
which are computed from (4.30) and (4.31) where the assumed intermediate signal
x(t) ≡ x̄(t) is computed as:

x̄(t) =H k̄1
k̄2
[u(t)] or x̄(t) = IH k̄1

k̄2
[u(t)], (4.40)

depending on the operator used in (4.28). k̄1 and k̄2 are search parameters, i.e.
arguments of the cost function (4.37). Specific equations in the limit cycle given
in Remark 4.3.7 and 4.3.8 can be used to calculate the intermediate signal as well.
The bijective mapping L−1 for the final identified model is calculated from (4.39)
with the arguments that achieve the minimum of the cost function, i.e. as J(k̄1 =
k∗1, k̄2 = k∗2).

Remark 4.4.8 Both system structures depicted in Fig. 4.12 (b) can be identified
using the Assumption 4.4.5, Remark 4.4.6 and Hypothesis 4.4.7.

The structure L
(

H
k∗1
k∗2
[u]

)

can be directly identified since it fits the model class

in the Assumption 4.4.5. The second structure H
k∗1
k∗2
[L(u)] is first transformed to

L−1
(

IH
k∗1
k∗2
[u]

)

and then identified. For that purpose, the roles of the input and the

output have to be reversed. Furthermore, according to Prop. 4.4.3, Remark 4.4.4
and Remark 4.4.8, all elements of the model class depicted in Fig. 4.12 (a) without
restrictions on the order of the sequence can be identified using Hypothesis 4.4.7
and conventional identification techniques for LTI systems [52].

The system class considered in this section and depicted in Fig. 4.12 (a) is a
subset of the Hammerstein-Wiener model class [20] and a wide range of hysteretic
systems encountered in practice can be modeled by it. By following the separation
of phenomena philosophy introduced in section 4.1.1, three separate parts of the
model class in Fig. 4.12 (a) reproduce different isolated phenomena that shape the
overall system behavior. These are:
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• simple smooth multi-valued hysteretic behavior reproduced with the para-
metric hysteresis operator H ,

• shape of the hysteresis loop together with other system non-linearities mod-
eled by the bijective mapping L, and

• classical dynamics modeled by the LTI block G(s).

Remark 4.4.9 Once H , L, and G are identified, the system class discussed in As-
sumption 4.4.1 and depicted in Fig. 4.12 can be linearized using the inverse hys-
teresis operator IH and the inverse of the bijective mapping L−1. In case the hys-
teresis is preceded by the linear dynamics G(s) and it is of a first order, the hys-
teresis can be compensated using the technique described in Prop. 4.3.10. The
results from Prop. 4.3.10 can be extended to systems with higher-order dynamics
once the higher-order derivatives of the inverse hysteresis operator are computed.
These derivatives are bounded since it is assumed that ṡ(u(t) = u0, t) = 0 as dis-
cussed in Remark 4.3.11.

The examples that follow demonstrate practical systems where parametric hys-
teresis operators can be used to model and linearize the plant.

4.5 Examples

The optimization problem (4.34) is implemented inMATLAB as a stand-alone rou-
tine where fmincon is used to find the minimum, and interp1 is used for defining
the bijective mappings L and L−1, which are implemented as look-up tables. The
algorithm has been applied, without retuning, on measurements obtained from
different real physical processes.

4.5.1 Current to force relationship of a reluctance actuator

A C-core reluctance actuator with a fixed air gap is connected to a controllable
current source and the bulk output attractive force is measured. The input, which
was a triangular wave in the range of 0 − 8.35 A, and the measured output force
were used in the optimization problem (4.34). The initial conditions were set to
k∗10 = 0.1 and k∗20 = 2 and the parameters converged to k∗1 = 0.0078 and k∗2 = 1.61
after approximately 100 iterations. The input-output map of the direct hystere-
sis operator with identified parameters and the identified bijective output shaping
function is shown in Fig.4.14. The complete model compared to the measurements
is show in Fig. 4.14 as well. Parts of the curve were magnified to make the hystere-
sis visible, since it is small when compared to the maximal force. The modeling
error e is smaller than 0.04 N, which is around 5% of the hysteresis loop width.
Zero error cannot be obtained since the parametric hysteresis operator is only an
approximation of the real hysteretic behavior present in the physical system. The

identified model F = L
(

Hk1
k2
[i]

)

can be inverted using the inverse hysteresis opera-

tor (4.9) to obtain: i = IHk1
k2

[

L−1(F)
]

. Inverse model feedforward controllers of such
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Figure 4.14: Input-output maps of the: (a) identified direct hysteresis operator, (b)
bijective mapping L, and (c) the complete plant model of the reluctance actuator
compared to the measurements. F is expressed in Newtons, while I and x are
expressed in Amperes.

a structure can be used for accurate control of current-driven reluctance actuators,
as will be shown in more detail in the next chapter.

4.5.2 Hysteresis compensation with voltage control

Consider the case that the reluctance actuator identified in the previous section
is controlled using a voltage source instead of a current source. In that case, the
identified model between the current and the force has to be extended with the
electric circuit model which yields:

di

dt
= −R

L
i +

1

u
,

F = L
(

Hk1
k2
[i]

)

,

where R is the primary circuit resistance, and L is the primary circuit inductance.
They are assumed constant. The hysteresis is no longer present at the input of the
system since 1st order dynamics precedes it. If R and L are known, the result in

Proposition 4.3.10 can be used to obtain a control law: u = L
{

˙IH
k1
k2

[

L−1(F)
]
dL−1
df Ḟ −

R
L IH

k1
k2

[

L−1 (F)
] }

, which can be used to render the system into an integrator. This
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Figure 4.15: Input-output maps of the: (a) identified direct hysteresis operator,
(b) bijective mapping L, and (c) the complete plant model of the piezo actuator
compared to the measurements. Signals d, x and u are expressed in Volts since
the output of all the sensors was voltage.

example was given to demonstrate the process of hysteresis compensation through
known stable dynamics. More in-depth studies of ferromagnetic hysteresis present
in the reluctance actuators together with experimental results will be the topic of
the following chapters.

4.5.3 Piezoelectric actuator elongation

A piezoelectric actuator is connected to a controllable voltage source and its rel-
ative elongation is measured with a capacitive displacement sensor. The input,
which was a triangular wave in the range of ±10 V, and the measured output elon-
gation were used in the optimization problem (4.34). The initial conditions were
set to k∗10 = 0 and k̄∗20 = 4 and the parameters converged to k∗1 = 1.52 and k̄∗2 = 0.32
after approximately 100 iterations. The identified bijective output shaping func-
tion implemented as a look-up table is shown in Fig.4.15. The input-output map
of the complete model, i.e. a series connection of the two elements, is also shown
in Fig.4.15 and compared to the measured map. The modeling error e is smaller
than 0.03 V, which is less then 5% of the hysteresis loop width.
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Figure 4.16: (a) A simple transmission system with mechanical clearance (back-
lash); (b) Simulation results of the transmission system with and without hystere-
sis compensation used to generate the upper gear reference.

4.5.4 Simple mechanical clearance

Consider a mechanical system shown in Fig. 4.16 (a). It is a simple transmission
system with mechanical clearance, i.e. a backlash in between the gear teeth. The
goal is to rotate the lower gear using a reference for the upper gear rotation. If the
width of the backlash is defined as 6◦, then a sinusoidal rotation reference of the
upper gear as depicted in Fig. 4.16 (b) will yield a rotation in the bottom gear as
depicted in the same figure. However, if the reference for the upper gear is gener-
ated with the inverse parametric hysteresis operator as φ1 = IH3

8 [φref ], the error
between the reference and rotation of the bottom gear is greatly reduced as seen
in the Fig. 4.16 (b) as well. The parameter k1 of the inverse parametric hysteresis
operator is chosen as 3, so the width of the hysteresis loop matches the width of
the backlash, while the parameter k2 is tunable. An infinite k2 would theoretically
yield zero error, but such a reference could not be reproduced in practice since
it would include discontinuities and non-feasible expectations from the actuators
that rotate the upper gear. Therefore a finite value k2 = 8 is chosen for the example
and the error due to the backlash is still greatly reduced. Setting a higher k2 will
put more load on the actuators that rotate the upper gear, while a smaller k2 will
generate a larger error. The proper selection will depend on the particular prac-
tical problem. This example presents the inverse parametric hysteresis operator
as an implementable and tunable solution for mechanical clearance in practical
systems.

4.6 Conclusions

Control oriented modeling of a general class of hysteretic systems has been studied
under the assumption that the hysteretic behavior can be isolated into an operator
that can be studied separately from the remaining non-hysteretic part. For that
purpose, the direct and the inverse parametric hysteresis operators have been de-

66



4.6. Conclusions

rived by simplifying the already simple Duhem class model (4.1). This operator
reproduces the basic behavior characteristic of the ferromagnetic hysteresis and is
straightforward and simple enough to enable easy identification, control design,
and integration with other parts of the system. The basic invertible behavior is
determined by two parameters directly linked to the geometrical properties of the
input-output map, while more complex behavior can be achieved using external
shaping functions applied on the input, output or the parameters of the operators.
Examples of shaping functions that add saturation and various rates of accom-
modation were given as examples. Furthermore, various other properties such as
homogeneity, existence of the analytical inverse, time derivatives, congruence, and
the limit cycle behavior were derived. They were shown beneficial for the identi-
fication and inverse model linearization of systems with complex hysteresis, also
when the hysteresis is not present directly at the input of the system. Examples
given in this chapter, but also concrete implementations in the reluctance actu-
ator control schemes that follow in the next chapters demonstrate the practical
applicability of the operators.

∗ ∗ ∗
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5.1 Introduction

The efficiency benefits of reluctance actuators are to a large extent achieved by
the use of ferromagnetic materials present in the actuator which significantly en-
hance the magnetic flux in the air gap and the net output force. The mentioned
advantages come at a price of parasitic effects such as eddy currents and hysteresis,
which deteriorate the force predictability and add additional non-linear dynam-
ics to the actuator. These effects can be significantly reduced by using magnetic
cores made of thin laminations of soft ferromagnetic materials. Consequently,
the current-air gap-force relation of the reluctance actuator is commonly approx-
imated with static single-valued functions as in [44]. However, when the force
predictability specifications become very strict, the approximation with single-
valued functions is no longer valid, i.e. hysteresis in soft ferromagnetic materials
becomes evident and has to be modeled and compensated to obtain a predictable
force. Many systems can be modeled with a hysteresis element at the input, since
the hysteresis is very often present in the actuators and the classical approach
is to construct a hysteresis inverse and use it as a feedforward compensator [33]
together with feedback control. This way, the disturbance caused by the hystere-
sis is reduced and better closed-loop performance can be achieved [16]. In [1],
[33], [57] and [68] similar approaches were used to successfully compensate for
the hysteresis and boost performance of systems with smart actuators. In [58] a
reluctance actuator was modeled and inverted using the classical Preisach model.
Their approach showed improved linearity, but was computationally complex and
was tested only for periodic inputs. The feedforward compensator proposed in
this chapter consists of a hysteretic part, which is implemented using the para-
metric hysteresis operator [37], and a look-up table that is used to model the re-
maining static nonlinearities. They include the shape of the hysteresis loop and
the inherent quadratic non-linearity of the reluctance actuator together with flux
leakage effects. In other words, the polynomial inverse model approach in [44] is
extended to a look-up table with a hysteresis operator that adds additional 2 pa-
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5. Current-based linearization of the reluctance actuator

Table 5.1: Relevant actuator parameters.

Symbol Name E-core C-core

a Tooth width 13.5 mm 16 mm

b Core depth 27 mm 16 mm

A Side-tooth cross-section (A = a b) 338 mm2 256 mm2

lm Mean magnetic circuit length (one side) 108 mm 150 mm

Nc Number of coil turns in each coil 152 210

rameters and reduces the linearization error without adding too much complexity
and implementation issues. The structure of the model is derived from first prin-
ciple models, making it a grey box approach. It is identified using current and
force measurements. An E-core and a C-core actuator were linearized to demon-
strate the applicability for different kinds of reluctance actuators. The pursued
linearization error is 0.05% of the maximum force. For the E-core the maximum
force is 400 N, which means the maximum allowed linearization error is 0.2 N.
For the C-core, the maximum force is 240 N, which gives the maximum allowed
linearization error of 0.12 N. The considered air gap range is 1.2− 1.75 mm.

The chapter is organized as follows. Section 5.2 states the relevant informa-
tion about the actuators and the test rig used to set the desired air gap working
points and to measure the force. Section 5.3 includes a discussion about available
linearization methods, a demonstration of the hysteresis present in the actuator,
and an introduction to the updated actuator model that includes hysteresis. An
identification procedure for such a model is also presented. The final sections 5.4
and 5.5 include the linearization results, the applicability discussion, and some
concluding remarks.

5.2 Material and methods

5.2.1 The actuators

Two reluctance actuators are linearized in this chapter. One has a laminated Cobalt-
Iron E-core and 3 excitation coils and is capable of producing attractive forces of
more then 1000 N, but is operated up to 400 N to avoid ferromagnetic core satu-
ration. The other has a laminated Cobalt-Iron C-core and 2 excitation coils and is
capable of producing attractive forces of more then 300 N before saturating. Both
actuators are depicted in Fig. 5.1 and Fig.5.2, and the basic parameters of the ac-
tuators are given in Table 5.1. Both cores and the corresponding I-beams are made
of thin 0.1 mm laminations so the rate-dependent effects are significantly reduced
and the field distribution is more homogenous. Coils C1, C2 and C3 in the E-core
actuator are connected in series to maximize the magnetic flux flowing through the
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Figure 5.1: Sketches of the E-core (a) and the C-core (b) actuator. S is a closed
surface around the I-beam, lm is the mean magnetic circuit path, and g is the air
gap size.

(a) (b)

Figure 5.2: Images of the E-core (a) and the C-core (b) used in the experiments.
Sensing coils seen on the C-core are not used for the experiments in this chapter.
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Figure 5.3: A sketch of the test rig used for 1 DoF force measurements of reluc-
tance actuators.

Optical encoders

Voice coil 1 Voice coil 2

Mass 2Mass 1

Figure 5.4: An image of the test rig before a reluctance actuator is mounted. Two
voice coil actuators aremounted between each mass and the base. The actuating
direction of all the actuators is in the horizontal direction.

magnetic circuit. The same holds for coils C1 and C2 in the C-core actuator. Actu-
ators are powered by a Prodrive Four Axes High Linearity Power Amplifierwhich is a
6 kHz bandwidth PWM current source. It is connected to a 164V/23A DC power
supply.

A Speedgoat xPC target real-time digital computer is used to implement all the
control algorithms and interfaces.

5.2.2 The actuator test rig

Reluctance actuators are mounted in between the masses of a test rig depicted in
Fig. 5.3 and 5.4. The test rig contains two masses that are 5 DoF constrained with
air bearings. Each mass is 4.5 kg. The remaining translational degree of freedom,
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5.3. Theory and calculation

i.e. the horizontal translational DoF in Fig. 5.3 and 5.4, is controllable by two voice
coil actuators mounted in between the masses and the base, and the reluctance
actuator mounted in between two masses. Once the body and the I-beam of the
reluctance actuator are fixed to the masses, they are centered as depicted in Fig. 5.1
and are free to move only in the horizontal direction without any rotations. This
way the cross-talk to other degrees of freedom is minimized and the force in the
actuating direction is maximized. The body of the actuator is mounted on theMass
1, while the I-beam is mounted to Mass 2. After mounting, Mass 1 equals 5.05 kg
and Mass 2 equals 4.7 kg in case of E-core, or 4.85 kg and 4.61 kg in case of C-core.
Voice coil actuators are connected to the remaining axes of the power amplifier
and are calibrated using inverse model linearization to achieve 99.95% linearity
within the control bandwidth, so that the force reference signal can be used as an
accurate measure of the output force. The horizontal position of both masses with
respect to the base frame is measured using 1 nm resolution optical encoders. The
reading heads of the encoders are mounted above the masses as seen in Fig. 5.4.
A 200 Hz bandwidth position control loop is implemented for each mass using
voice coil actuators and encoder measurements as sketched in Fig 5.3. Digital
PI controllers with lead-lag filters are used and tuned using classical frequency
domain loop shaping techniques. The sampling frequency is 5 kHz.

If the masses are standing still, which is visible in the position measurements,
then the the sum of all forces acting on both masses is equal to 0 according to
Newton’s second law of dynamics. This means that the force of the reluctance
actuator is equal to the force of both voice coil actuators and that the control signal
of the voice coil actuators is an accurate measure of the reluctance force. This
principle is used to measure the force in the experiments that follow. Furthermore,
a learning feedforward is implemented for the voice coil actuators to, if required,
boost the force measurement bandwidth. All the actuators are water cooled and
no experiment is performed before the actuators enter thermal equilibrium. This
way, the temperature dependent effects such as thermal expansion are minimized
and the hysteresis measurements are made more consistent.

5.3 Theory and calculation

5.3.1 Hysteresis in the reluctance force

Two first-principle laws explain the basic behavior of the current-driven reluctance

force actuator. These are the static Ampere’s circuital law
(u

H · dl = N · i
)

and

the Maxwell’s stress tensor F = 1
2µ0

u
S B

2 · dS calculated on the I-beam surface S

depicted in Fig.5.1.
Calculating Ampere’s circular law around the magnetic circle along the line lm

in Fig. 5.1 yields:

N · i = Φ

µ0A
· 2g +Hcore · lm, (5.1)

where N is the total number coil turns, i is the current in the coils, Φ is the mean
magnetic flux in the magnetic circuit, A is the actuator tooth cross-section, g is
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Figure 5.5: (a) Modeling error of the first principle model for different air gaps;
(b) Modeling error of the polynomial model for different air gaps. The error is with
respect to the measured force.

the displacement between the actuator body and the I-beam called air gap, and
lm is the mean magnetic circuit length. All variables are assumed to be lumped,
i.e. spacial distributions are disregarded. The parameter Hcore can be assumed
constant or approximated by the initial magnetization curve, as in most of the
literature covering first-principle models of reluctance actuators [84], [24], [80].
It can also be described by a hysteretic law, which is a better approximation of
the reality, but will add complexity. In this chapter, the later approach is chosen,
motivated and implemented.

It was calculated in (2.13) that the electric circuit model of the reluctance ac-
tuator is highly air gap dependent. That means that the current amplifier that
is connected to the coils has to drive a variable load. This variation can be ex-
pressed by the air gap dependent inductance and the back EMF which depends on
the speed of the air gap change. Since the used Prodrive Four Axes High Linearity
Power Amplifier implements a PI current feedback controller with fixed parame-
ters, robust stability and performance have to be checked before it can be used.
FRF measurements for different air gaps in the interval g ∈ [1.2 − 1.75] mm were
performed using multi-sine inputs and it was concluded that the stability and the
performance of the 6 kHz bandwidth current feedback control loop was not signif-
icantly affected by the air gap variations. The concrete results from this study are
out of scope of this thesis and it will be assumed, from now on, that the current
reference given to the amplifier matches the current flowing through the coils at
any time.

If the magnetic flux density in the air gap of the actuator is assumed homoge-
neous, Maxwell’s stress tensor yields a quadratic dependency between the total air

gap magnetic flux and the force: F = 2Φ2

µ0A
[24]. If the actuator is modeled using

(5.1) and a linear magnetization law Hcore = Bcore /µ0µr as in [80], the modeling
error depicted in Fig. 5.5 (a) is obtained for the E-core. It shows the error between
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the measured force and the force predicted by the model for the same input. It can
be observed that, although acceptable for some applications, the modeling error
for the given actuator is considerably out of the specified 0.2 N threshold. Be-
sides the hysteresis error, there are additional errors coming from phenomena not
considered in the first-principle models such as leakage flux, non-linear magne-
tization curve and changes in the field distribution. In [44], a similar conclusion
was given, so the actuator was linearized using black-box polynomial models in
which the input current was a function of the reference force and the air gap mea-
surements. The linearity was much improved and shown satisfactory for robust
position feedback control. Polynomial models can capture many higher-order ef-
fects not considered in first-principle modeling, hence a smaller modeling and lin-
earization error. Such an approach with 4th order polynomials was used to model
the available E-core and the errors depicted in Fig. 5.5 (b) were obtained. It can be
observed that the modeling error is significantly reduced when compared to first
principle model error shown in Fig. 5.5 (a), but an error of more than 1 N, which is
above the desired margin of 0.2 N, is still present in the model. The error is differ-
ent for ascending and descending desired force profiles, i.e. it is multi-valued, and
is larger for smaller air gaps. It is mainly caused by the hysteresis present in the
magnetic core and it was disregarded in previous considerations since it cannot be
modeled using standard polynomials or look-up tables.

To reduce the observed compensation error, hysteresis in the core material has
to be modeled with a real-time model and incorporated into the linearization law.
The parametric hysteresis operator and its inverse [chapter 4], [37] are used for
that purpose.

5.3.2 Eddy currents and rate dependency

The E-core reluctance actuator will be tested to determine the phase lag and rate
dependency of the hysteresis due to the eddy currents. Small signal frequency
response from the reference force to the position of Mass 2 is measured using
multi-sine identification for both the right voice coil actuator and the E-core re-
luctance actuator with 4th order polynomial linearization. The reluctance actuator
is pre-stressed with 20 N and the nominal air gap is set to 1.7 mm. The compari-
son is shown in Fig. 5.6. The open-loop frequency response includes a polynomial
inverse model, communication delays, power amplifier dynamics and sensor dy-
namics.

It can be observed that the responses of the voice coil and the E-core reluc-
tance actuator match in the frequency range between 5 Hz and 2.5 kHz. This
demonstrates that hysteresis and eddy currents do not noticeably effect small sig-
nal frequency response of the actuator or limit a potential feedback design with
reluctance actuators up to the Nyquist frequency of the digital computer. The
difference at low frequencies is due to the difference in stiffness of the actuators,
while the phase delay at higher frequencies for both actuators is caused by the
communication delay.

Furthermore, the output force of the E-core actuator is measured for large sig-
nals. A 4th order polynomial inverse model instead of a look-up table is used as
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5. Current-based linearization of the reluctance actuator

Figure 5.6: FRF from reference force to mass 2 position. Voice coil and pre-biased
E-core reluctance actuator are compared. The phase shift visible at higher fre-
quencies is due to communication and other delays present in the system.

a feedforward compensator in these tests. 2nd order reference force profiles with
amplitude 325 N and different maximal force rates depicted in Fig. 5.7 (a). are
used. Measured errors are shown in Fig. 5.7 (b). It can be observed that the width
of the hysteresis loop does not significantly change for faster profiles, i.e. rate-
dependent effects because of the eddy currents are not visible for given profiles.
Very thin 0.1 mm laminations in which eddy currents do not become apparent be-
low the kHz range [6] have been used. From the frequency response Fig. 5.6 and
since 64000 N/s is close to the maximal obtainable force rate change of the power
electronics and the actuator, it can be concluded that the rate-dependent effects
can be disregarded in further investigations.

5.3.3 Discrete parametric hysteresis operator

The parametric hysteresis operator derived in chapter 4 is used for the purpose of
hysteresis modeling and inverse model synthesis.

However, the definitions of the operators are rewritten in the discrete domain
and in a recursive form, so the implementation is more straightforward.

Definition 5.3.1 Let the indicator τd : Rn,N→N
n be defined as:

τd
(

u,k
)

≡












k − 1
if [u(k)− u(k − 1)] [u(k − 1)− u(k − 2)] < 0

or
(

[u(k)− u(k − 1)] = 0 and [u(k − 1)− u(k − 2)] , 0
)

τd (u,k − 1) otherwise
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Figure 5.7: Hysteresis error measurements with a polynomial linearization law.
Reference set-points with different maximal rate of change are shown in (a), while
(b) shows the linearization errors obtained with such inputs. It can be observed
that the rate of change of the input does not have a significant influence on the
hysteretic linearization error. The measurements are obtained with an air gap of
1.75 mm.

where k > 2, u :N→ R
n is a discrete-time signal. Initial values of τd are predefined

as τd(u,1) = τd(u,2) = 1. The indicator can also be written as τdu,k .

The indicator τd
(

u,k
)

outputs the last time instant before k when the discrete

derivative of u changed sign, i.e. an extremum occurred. In order to compute
τd(u,k), only u(k), u(k − 1), u(k − 2) and τd(u,k − 1) have to be known.

Definition 5.3.2 Define the indicator sd : Rn,N→ {−1,1} as:

sd(u,k) ≡ sdu,k = sgn+
(

u(k)− u(τdu,k )
)

The indicator sd has the same form as the continuous one in definition 4.2.2, except
that is uses the discrete τd instead of the continuous version τ.

Discrete versions of the parametric hysteresis operators (4.8) and (4.9) can now
be defined as:

Definition 5.3.3 Let v,v∗,u,u∗ ∈ R
n, p1,p2,M ∈ R

+ and let W be the principal
branch of the LambertW function [18]. Then the discrete direct parametric hysteresis

operator Hk1
k2

and the inverse discrete parametric hysteresis operator IHk1
k2

are defined
as:

v(k) =H
k1
k2
[u(k)] = u(k)− sdu,kp1 +

sdu,k
p2

W
(

p2mep2(m−|u(k)−u0|)
)

, (5.2)

v∗(k) = IHk1
k2
[u∗(k)] = u∗(k) + sdu∗,kp1 − s

d
u∗,km

∗e−p2|u
∗(k)−u∗0|, (5.3)
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where m = p1 + sdu,k (v0 − u0), m∗ = p1 + sdu∗,k
(

u∗0 − v∗0
)

, u0 = u(τdu,k ), v0 = v(τdu,k ),

u∗0 = u∗(τdu∗,k ) and v∗0 = v∗(τdu∗ ,k).

The solutions are identical to (4.8) and (4.9) except for the use of discrete τd and
sd .

Remark 5.3.4 The discrete inverse parametric hysteresis operator (5.3) can be split
into a linear part and a hysteretic part as in Remark 4.2.4:

IH
p1
p2 [u

∗(k)] = u∗(k) +M∗p1p2
[

u∗(k)
]

, (5.4)

where the hysteretic partM∗p1p2
[

u∗(k)
]

is defined as:

v∗(k) = v∗0 + sdu∗,km
∗ (1− e−p2|u∗(k)−u∗0|

)

, (5.5)

with m∗ = p1 − sdu∗,kv
∗
0, u

∗
0 = u∗

(

τd (u∗,k)
)

and v∗0 = v∗
(

τd(u∗,k)
)

.

For the purpose of inverse law calculation in the next section, the result in Propo-
sition 4.3.15 is modified to relate to the hysteretic partM∗ of the inverse operator
as defined in (5.4) rather than the whole operator IH .

Proposition 5.3.5 For the hysteretic part M∗ of the inverse discrete parametric
hysteresis operator IH as defined in (5.4), the following holds:

lim
u→∞

{

a ·Mp1
p2 [b · u(k)]−M

a·p1
b·p2 [u(k)]

}

→ 0, ∀a,b > 0, (5.6)

under the persistent excitation criterion that u(k) − u(k − 1) = 0 only at a finite
number of time instants k, i.e. the input u(k) is non-constant.

Proof: Using (5.5), we get v∗1 = a · Mp1
p2 [b · u(k)] = a · v∗0 + sdu,k (a · p1 − s

d
u,ka · v

∗
0)
(

1 −
e−p2|b·u(k)−b·u0|

)

. On the other hand, v∗2 = Ma·p1
b·p2 [(k)] = v∗0 + sdu,k (a · p1 − s

d
u,kv

∗
0)
(

1 −
e−p2|b·u(k)−b·u0|

)

. It is clear that these represent the same operator with different

initial memory variables v∗0 and a · v∗0. Now, let us analyse v∗1 − v∗2 = a · v∗0 − v∗0 +[

sdu,k(a · p1 − s
d
u,ka · v

∗
0)− sdu,k (a · p1 − s

d
u,kv

∗
0)
](

1− e−b·p2|u(k)−u0|
)

. Since sdu,k · s
d
u,k = 1, ∀u,

we get: v∗1 − v∗2 = (a − 1)v∗0e−b·p2|u(k)−u0|. This means that, for a non-constant u(k),
v∗1 − v∗2 will exponentially converge towards 0. 2

Remark 5.3.6 Parametric hysteresis operators (5.2) and (5.3) are phenomenologi-
cal models. This means that the input variable u and the output variable v or v∗ do
not have a preassigned physical dimension. If a physical dimension is assigned, it
has to be the same for u, v or v∗, m and p1, while p2 has the reciprocal dimension.
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5.3.4 Actuator model with the parametric hysteresis operator

The assumption in this chapter is that the hysteretic B-H curve of the core material
can be modeled with the direct hysteresis operator (5.2) in the considered working
range. Then we can also assume that the H-B curve of the material can be modeled
with the inverse parametric hysteresis operator (5.3). Furthermore, since the input
and the output of the hysteresis operators have to be in the same physical units as
mentioned in Remark 5.3.6, the B-field will be scaled with 1/µ0µr .

Equation (5.1) can then be rewritten as:

Ni =
Φ

µ0A
2 · g + lm · IH

p1
p2

[

B

µ0µr

]

. (5.7)

Splitting the hysteresis operator as in (5.4) and using the equality Φ = B ·A yields:

i =
Φ

µ0NA

(

2 · g + lm
µr

)

+
lm
N
·Mp1

p2

[

Φ

µ0µrA

]

. (5.8)

After using Prop. 5.3.5, (5.8) becomes:

i =
Φ

µ0AN

(

2 · g + lm
µr

)

+Mp∗1
p∗2

[

Φ

µ0AN

(

2 · g + lm
µr

)]

· lm,

= IH
p∗1
p∗2

[

Φ

µ0AN

(

2 · g + lm
µr

)]

, (5.9)

where p∗1 = lm
N p1 and p∗2 = 1

2µr ·g+lm p2. The parameter p∗1 is expressed in Amperes,

while the parameter p∗2 is expressed in 1/A.
The result derived in (5.9) shows that, in the model, the hysteresis in the mag-

netic core can be translated into the hysteresis in the current. This means that a
single inverse hysteresis operator can be used to model the hysteresis in the force,
regardless of the observed air gap dependent scaling observed in Fig. 5.5 (b). To
obtain a better fit to the measurements, i.e. to incorporate effects like leakage flux
and non-homogenous field distribution into the model, the argument of the in-
verse hysteresis operator in (5.9) was replaced with a look-up table. Higher order
polynomials as in [44] can also be used for that purpose. Furthermore, the parame-
ter p∗2 in (5.9) is made air gap dependent and will be modeled as p∗2(g) =

1
2µrg

= 1
g p2.

This structure is motivated by the result obtained in (5.9) and by disregarding the
term lm in p∗2 =

1
2µr ·g+lm p2, because lm≪ 2µr · g .

The final actuator model has the following structure:

i = IH
p∗1
p∗2(g)

[

Lut(F, g)

]

, (5.10a)

F = Lut−1
(

H
p∗1
p∗2(g)

[i], g

)

, (5.10b)

p∗2(g) =
1

g
p2. (5.10c)
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Figure 5.8: The shape of the input current and the corresponding output force
signals during identification. The ascending and the descending interval in both
signals is clearly marked.

The inverse model (5.10a) gives the structure of the compensator that will be im-
plemented in a feedforward controller, while the direct model (5.10b) will be used
for identification. Because (5.10a) and (5.10b) are analytical inverses of each other,
the inverse model can be computed once the direct model is identified. This in-
cludes identifying the hysteresis model parameters p∗1 and p2 together with the
look-up table Lut or Lut−1 in the specified working range. Apart from air gap de-
pendency of p∗2, the obtained model (5.10b) matches the model class described in
assumption 4.4.1 and Fig. 4.12, so the results derived in chapter 4 apply.

5.3.5 Model identification

The direct actuator model (5.10b) is identified using force measurements on the
test rig Fig. 5.3 and an identification routine which is a slightly modified version
of the one described in Hypothesis 4.4.7. The modification includes the parameter
p2 which is a function of an external variable. The E-core actuator is identified
in the force working range between 0 and 400 N, and the air gap range between
1.2 mm and 1.75 mm, while the C-core actuator is identified in the force range
between 0 and 240 N and the same air gap range. This way, only the major, i.e.
the biggest, reversal curve of the hysteresis is measured. Current inputs during
identification will monotonically increase from 0 to the maximal value, and then
monotonically decrease back to 0. The maximal value is determined using the
available 4th order polynomial model and the maximal desired force of 400 N
or 240 N. Because of the monotonicity property of the ferromagnetic hysteresis
[6], the output will be monotonically increasing or decreasing in these intervals
as well. The shapes of the input current and corresponding output force signals
are depicted in Fig. 5.8. The interval in which the current signal monotonically
increases is labeled as ia(k) = i(k), k ∈ [0,T /2], while the corresponding measured
output force during that interval is labeled as Fa(k) = F(k), k ∈ [0,T /2]. The interval
in which the current signal monotonically decreases is labeled as id(k) = i(T−k), k ∈
[0,T /2], while the corresponding output force is labeled as Fd (k) = F(T − k), k ∈
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[0,T /2]. Since the force depends on the hysteretic core magnetization, Fa and Fd
will differ from each other, while ia and id will be identical.

The intermediate signal X(k) = H
p1
p2

[

i(k)
]

in the plant model (5.10b) cannot be

measured, so the hysteresis operator and the look-up table will have to be iden-
tified simultaneously. The intermediate signal X(k) is also split into the interval
in which the current monotonically increases Xa(k) = X(k), k ∈ [0,T /2] and the in-
terval in which the current monotonically decreases Xd(k) = X(T − k), k ∈ [0,T /2].
Define the following cost function:

J(p1,p2,g) =
T /2∑

k=0

e(k,p1,p2,g)
2, (5.11a)

e(k,p1,p2,g) = Xd(k)− Lut(Fd(k),g), (5.11b)

where:

X(k) =H
p∗1
p2/g

[

i(k)
]

, k ∈ [0,T ],
Xa(k) = X(k), k ∈ [0,T /2],
Xd(k) = X(T − k), k ∈ [0,T /2],

and Lut is a look-up table with linear interpolation defined by signals Fa(k) and
Xa(k), k ∈ [0,T /2] for the given air gap g . The specific equation used for linear
interpolation is:

Lut(Fd (k),g) = Xa(l) +
Xa(l +1)−Xa(l)

Fa(l +1)− Fa(l)
(Fd(k)− Fd(l)) , (5.13)

where l is such that Fa(l) ≤ Fd (k) < Fa(l + 1). The look-up table (5.13) is defined
on the signals Fa and Xa, but is evaluated for Fd and yields a second estimate
of Xd which is then compared to the first estimate in (5.11b) to obtain the error.
Furthermore, since Lut is identified on the ascending interval of the signals X
and F, the model will always match the force measurements on that interval. The
minimum of the cost function (5.11a) will be reached when the error between
the model and the measurements is also minimal in the descending interval, but
with the same look-up table. This is achieved by minimizing Xd(k)− Lut(Fd (k),g)
in (5.11b) for all points in the descending interval. Moreover, the cost function
(5.11a) is defined for a constant air gap g and, to identify the model on a wider
air gap range, cost functions for different air gaps in the desired range have to be
summed together. The following cost function is then obtained:

JF(p1,p2) =
∑

G

J(p1,p2,g), (5.14)

where G is the set of considered air gaps. The model is then identified by solving
the non-linear optimization problem:

min
p1 ,p2

JF(p1,p2), (5.15)

p1,p2 > 0.
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5. Current-based linearization of the reluctance actuator

Table 5.2: Identified discrete hysteresis operator parameters

Parameter

E-core 0.0071 0.0014

C-core 0.0076 0.0025

*

1 [ ]p A 1 1

2 [ ]p A m  

Inverse discrete parametric 

hysteresis operatorLook-up table

Plant
power amplifier

+

reluctance actuator

Digital computer

refF X refi
F
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Figure 5.9: Reluctance actuator force linearization block scheme.

It is solved using tools available in MATLAB, i.e. the Nelder-Mead simplex method.
The hysteresis model parameters obtained after optimization are shown in Table
5.2.

The complete 2D look-up table for the whole air gap range is obtained by col-
lecting final 1D look-up tables Lut (5.13). These look-up tables are computed each
time the cost function (5.14) is evaluated by the minimum search algorithm, so
they are readily available.

5.4 Results

5.4.1 Linearization error

The inverse model (5.10a) with the parameters identified in section 5.3.5 is im-
plemented in a digital computer and used as the linearizing law. The layout of
the control scheme is depicted in Fig. 5.9 where it is visible that the proposed lin-
earizing law requires information about the air gap g . The E-core linearization
scheme was tested with force reference profiles that monotonically increase from
0 to 400 N and then monotonically decrease back to 0 in 8 s for several air gaps
within the operating range of 1.2 mm to 1.75 mm and the results are depicted in
Fig. 5.10. Similar profiles with the maximal force of 240 N were used to test the
C-core linearization scheme and the results are depicted in Fig. 5.11. It can be
observed that the linearization error is reduced to an interval |∆F | ≤ 0.1 N which
is a tenfold improvement over the error obtained by polynomial models depicted
in Fig. 5.5 (b).
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5.4. Results

Figure 5.10: E-core linearization error for different air gaps.

Figure 5.11: C-core linearization error for different air gaps.

The compensation error in Fig. 5.10 is slightly increased for smaller air gaps,
since the total amount of hysteresis increases for smaller air gaps. This effect was
also observed in Fig. 5.5. A detailed discussion about the variation of the hysteresis
in gapped magnetic cores is given in [56].

Furthermore, the error of the E-core compensator is tested with a non-trivial
desired force profile depicted in Fig. 5.12 (a). This profile is used to test the behav-
ior of the proposed hysteretic compensator with respect to higher order reversal
curves. More information about higher order reversal curves can be found in [6].
The linearization error for such a profile is depicted in Fig. 5.12 (b) where the
linearization with the parametric hysteresis inverse is compared to the polyno-
mial linearization. The linearization error with only the polynomial linearization
shows the shape of these higher order reversal curves, while the linearization with
the hysteresis inverse successfully reduces them to the levels comparable to the
errors in Fig. 5.10. These results demonstrate that the inverse discrete paramet-
ric hysteresis operator, regardless of being identified on limited data, i.e. only the
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Figure 5.12: Linearization error of the proposed hysteretic compensator for non-
trivial inputs. g = 1.75 mm. The error with no hysteresis compensation is given as
a reference.

major hysteresis reversal curve, can be used to successfully compensate for higher-
order effects of ferromagnetic hysteresis. It is because the parametric hysteresis
operator was motivated by the Coleman-Hodgdon [17] model which was shown to
be a good match for ferromagnetic hysteresis.

On the other hand, the memory of the operator is limited to the last rever-
sal point, i.e. local memory property, and the accommodation effects are more
pronounced than in typical soft magnetic materials [37]. These limitations are a
byproduct of the model’s simplicity.

5.4.2 Applicability of the proposed scheme

To achieve nanometer precision positioning performance, high-bandwidth posi-
tion feedback control has to be combined with very accurate model based feed-
forward control [19]. Hysteresis modeling and compensation improves the latter,
while not having noticeable influence to the small-signal transfer function. This is
visible from Fig. 5.6. Furthermore, the linearization results presented in Fig. 5.10,
5.11 and 5.12 were obtained while the measured air gap was kept constant and
known up to 10 nm precision. The actuators were constantly water cooled and
thermal equilibrium was reached before each measurement, which minimized air
gap variations due to thermal expansion of the core. Air gap dependency of the
reluctance force can be approximated as ∆F/∆g ≈ −2F/g using first principle mod-
els. This means that, at the force of 200 N and the nominal air gap of 1 mm, the
unknown air gap variation has to be less then 0.25 µm to keep the error below
0.1 N. The thermal expansion coefficient of Cobalt-Iron is α = 9.5 µm/K, which
means that the core temperature, if uniform, has to be known up to approximately
30 mK. These effects have to be taken into consideration while designing inverse
models of current-driven reluctance actuators and deciding whether or not the
hysteresis compensation will yield visible improvements to the feedforward force
predictability. Reluctance actuator linearization techniques based on air gap mag-
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netic field measurements yield similar or better linearization errors with much
reduced sensitivity to the unknown air gap variations, since the magnetic field
distribution in the air gap can be directly linked to the force [43]. This approach
will be investigated in the following chapters. Furthermore, the proposed inverse
model was shown to work for two reluctance actuators of different geometry with
the same core material, but it should work for actuators made out of different ma-
terials as long as the lamination thickness is low enough such that the eddy cur-
rents are negligible. Actually, commonly used Silicon-Iron materials show more
hysteresis effects than Cobalt-Iron materials [56], so the hysteresis compensation
should be even more beneficial. Moreover, the actuator material properties and
geometry changes due to wear and time decay are not considered in this chapter
and should be modeled if the actuator is to be used for prolonged time without
calibration. Magnetic properties of the core including the hysteresis loop shape
can permanently change due to the temperature variation and other environmen-
tal causes [22]. They have to be modeled if such conditions occur during operation.
The hysteresis model parameters p1 and p2 can bemade dependent on external sig-
nals, so effects like temperature dependence of the hysteresis loop can be modeled
and compensated. If the time change of the hysteresis loop shape is significantly
slower than the reproduced force, adaptive schemes which correct the parameters
of the hysteresis operator based on the output error as in [78] can be implemented
as well. In general, apart from performance specifications, operating conditions
will also determine the required complexity of the linearizing scheme.

5.5 Conclusions

In this chapter a standard linearization law of a current-driven reluctance actu-
ator based on a static model between the input current, the air gap size and the
output force was extended using hysteresis modeling. The layout of the extended
linearization law was derived using physical insight and exploiting the discrete
parametric hysteresis operator. The compensation error was reduced by an order
of magnitude when compared to the static compensators.

Furthermore, when compared to the available solutions which use Preisach
models, e.g [58], this approach offers more physical insight, simpler identification,
and straightforward implementation. Because of the fast execution time of the
proposed hysteresis inverse, it can be run at 5 or more kHz inside standard digital
controllers, making a combined high-bandwidth digital feedback possible.

Moreover, the amount of error due to hysteresis increases for smaller air gaps,
so the hysteresis compensation becomes even more important and, when imple-
mented, allows the reluctance actuators to be operated at smaller air gaps with
comparable accuracy. This leads to less copper losses and less cooling problems.
The main application area of the proposed compensator is in high-precision, high-
bandwidth positioning systems where magnetic air gaps can be accurately mea-
sured or estimated.

∗ ∗ ∗
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6.1 Introduction

For applications which require a limited force and position operating range, e.g.
magnetic bearings, linearized models of the reluctance actuators in combination
with position feedback show satisfactory performance as shown in [11]. When the
air gap and force operating range becomes larger, more advanced control tech-
niques have to be used. An inverse model of the actuator can be identified and
used for feedback linearization of a current-driven or voltage-driven reluctance
actuator as demonstrated in [44] and [51] respectively. This way, the linearity of
the actuator is greatly improved over an extended air gap and force range. The
linearization accuracy can be further improved by considering the actuator hys-
teresis as described in chapter 5. The main disadvantage of current-driven actu-
ators and methods is that the linearization scheme is very sensitive to unknown
air gap variations, i.e. the linearized actuator is very stiff [39]. On the other hand,
voltage-driven reluctance actuators are less stiff, but the nominal plant model in-
cludes additional phase delay and is too uncertain to be used for high-precision
feedforward force control as argued [51]. Combining high model predictability
and low stiffness in a linearization scheme represents a big challenge. In [43] a
well-positioned sensing coil with a lag network is used to implement implicit flux
feedback and improve dynamical performance of a current-driven reluctance ac-
tuator. The open-loop input-output behavior was not investigated, nor quantified,
but it was shown that the sensing coil signal can be accurately correlated to the
force. This chapter motivates and describes a reluctance actuator linearization
scheme based on the sensing coil voltage that achieves high force predictability
and low stiffness. At the heart of the strategy is an analog high-bandwidth sensing
coil voltage tracking circuitry. This circuitry makes the actuator behave as an ide-
alized transformer between the driving coil and the sensing coil voltage. In [43] it
was shown that the magnetic flux encircled by the sensing coil is highly correlated
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Sensing
coils

Hall probe
position

Figure 6.1: Coil and Hall probe placement in the C-core reluctance actuator used
in the experiments.

to the force, so the proposed scheme should yield a highly predictable input volt-
age to output force behavior over a wide frequency range. This is demonstrated
with the inverse model feedforward control implemented in a digital computer.
Since only the voltage on the primary and the sensing coil is controlled, the cur-
rent and the magnetic field can slowly drift without being observed. To stabilize
this drift, a Hall probe based feedback is implemented on top of the sensing coil
feedback. A low 1.6 Hz bandwidth controller is shown to be fast enough to stabi-
lize the drift and, in a combination with the sensing coil control, high bandwidth
and high predictability force control can be achieved together with low stiffness
associated with voltage-based control strategies. To cope with the remaining stiff-
ness caused by the air gap dependency of the magnetic field measurements, an air
gap observer based on the primary coil current and the Hall probe voltage mea-
surements is synthesized and used in a gain-scheduling scheme to further reduce
the actuator stiffness. Low stiffness translates to small air gap size dependency of
the force and good vibration isolation.

This chapter is organized as follows. Section 6.2 briefly presents the hardware
used in the experiments including the C-core actuator with flux sensors, ana-
log sensing coil control circuitry, and the real-time target computer. Section 6.3
presents the plant and the disturbance models together with the control scheme
synthesis. Section 6.4 presents experimental verification of the proposed control
schemes on 2nd order force profiles with known and unknown air gaps. Section 6.5
introduces the air gap observer together with an identification procedure to iden-
tify a model for the observer. Section 6.6 presents a control scheme from section
6.3 updated with a gain-scheduling scheme based on the air gap estimates which
lowers the overall gap dependency. Section 6.7 contains some concluding remarks.
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Figure 6.2: Image of the analog sensing coil voltage control circuitry (SCVCC)

6.2 Hardware

A C-core reluctance actuator which was used in chapter 5 and is depicted in
Fig. 5.1 with relevant actuator properties given in Table 5.1 is used. There are two
additional 100 turn sensing coils placed around the stator poles. Furthermore,
one GaAs Hall element is placed in the middle of each sensing coil. The location
of these sensors is shown in Fig. 6.1. Since the C-part and the I-beam of the actua-
tor are centered as depicted in Fig. 5.1, the actuator and the magnetic field should
theoretically be vertically symmetrical and the signals picked up by each sensing
coil and Hall element should be the same. Therefore, only one sensing coil and
one Hall element are used for the control schemes described in this chapter. When
different rotations of the actuator elements are allowed, the information from both
sensors should be beneficial.

The actuator is connected to the circuitry depicted in Fig.6.2. It contains an
APEX PA12A power operational amplifier together with analog control circuitry
which consists of an active driving coil resistance compensation, a feedforward
voltage injection, and a PI controller. The reference signals for the circuitry are
obtained from the digital computer and are generated using a D/A converter with
5 kHz sampling rate.

The reluctance actuator is mounted in a 1 DoF (degree of freedom) force mea-
surement rig described in chapter 5, section 5.2.2. It can measure forces with a
resolution of up to approximately 50 mN.

All digital control algorithms are implemented on a xPC target real-time ma-
chine operating at 5 kHz.
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Figure 6.3: Functional diagram of the SCVCC (Fig.6.2).

6.3 Control design

The goal of this section is to implement and experimentally test the cascaded pri-
mary coil voltage, sensing coil voltage and Hall probe voltage control scheme dis-
cussed in chapter 3, section 3.6 and depicted in Fig. 3.8. Analog and digital control
will be combined to achieve the best performance and minimal costs.

6.3.1 Analog sensing coil voltage control

A functional diagram of the sensing coil voltage control circuitry (SCVCC) is de-
picted in Fig. 6.3. It implements active primary circuit resistance compensation,
feedforward primary coil voltage control and a PI controller based on the sens-
ing coil voltage feedback. The goal is to make the actuator behave as an idealized
transformer between the reference voltage uref and the sensing coil voltage uS .
The transfer function between the voltage on the primary coil terminals uin and
the voltage on the primary coil inductor element uP can be written as:

UP (s) = −sNPΦP (s) =
L

R

s

1+ s LR
Uin(s), (6.1)

where R and L are the primary coil resistance and inductance, NP is the number
of primary coil turns, and ΦP is the magnetic flux encircled by the primary coil.
Since the air gap is assumed constant, L will be constant as well. For the used
actuator, R ≈ 2.2 Ω and L ≈ 40 mH at the nominal air gap of gn = 0.7 mm. For the
purpose of flux feedback design, it is assumed that the magnetic flux encircled by
the primary coil and the sensing coil is the same, i.e.:

ΦS (s) = ΦP (s). (6.2)

Because the terminals of the sensing coil are connected to a high-impedance in-
strumentational amplifier, it is assumed that there is no current in the secondary
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circuit, i.e.:
US (s) ≈ −sNSΦS (s). (6.3)

The transfer function of the controller sketched in Fig.6.3 is given by:

Uin(s) = ReI(s) +
NP

NS
Uref (s) +C(s)

(

Uref (s)−US (s)
)

, (6.4)

where Re is the driving coil resistance estimate, and NP and NS are the number

of the driving and the sensing coil turns. In (6.4), the element NP
NS

represents the

feedforward part, while C(s) represents the feedback controller. From (6.1), (6.2),
(6.3) and (6.4) we obtain:

US (s) =

(

NP

NS
+C(s)

)

P(s)S(s)Uref (s), (6.5)

where:

P(s) =
NS

NP

sL

∆R+ sL
· LP(s), (6.6)

is the plant open-loop transfer function, ∆R = R − Re is the resistance estimation
error, and S(s) = 1/(1 + P(s)C(s)) is the closed-loop sensitivity function. LP(s) is
a first order low pass filter with a cut-off frequency at 50 kHz which is added on
the power operational amplifier using a capacitor. If ∆R in (6.6) is assumed zero,
the plant behaves as a gain. Because the controller will be implemented in analog
circuitry, a simple band-limited integral controller is chosen. Such a controller
will achieve a first-order complementarity sensitivity function and a zero steady-
state error. The gain of the controller will influence the location of the closed-loop
pole and the bandwidth of the closed-loop system which is set to 5 kHz. The

exact transfer function of the controller is given as: C(s) = R3
R1

1+sR2C
1+s(R2+R3)C

, where:

R1 = 1 kΩ, R2 = 1 kΩ, R3 = 1 MΩ, and C = 10 nF. The electric diagram and the
corresponding sketch of the amplitude frequency plot are depicted in Fig. 6.4. It is
an analog band-limited integrator with finite high-frequency and low-frequency
gains commonly known as a lag network. The low frequency gain was limited
to avoid problems with the saturation, while the high-frequency gain was limited
to reduce the sensitivity peak near the bandwidth. Bode magnitude plots of the
closed-loop transfer function and the sensitivity function in (6.5) are depicted in
Fig.6.5. The resistance estimation error is assumed to be ∆R = 0.05R ≈ 0.1 Ω. The
bandwidth of the closed-loop transfer is extended with respect to the sensitivity
because of the feedforward component present in (6.4). The error of the feedfor-

ward control NP
NS

uref in (6.4) and Fig. 6.3 due to disregarded effects such as leakage

flux and fringing can be considered as a disturbance that is rejected by the feed-
back loop, i.e. it is multiplied by the closed-loop sensitivity. The zero at the origin
of the open-loop transfer function (6.6) is seen in the amplitude frequency re-
sponse of the closed-loop transfer function depicted in Fig. 6.5 as well. This is seen
in Fig. 6.5. The sensing coil voltage control circuitry described in this section com-
bines primary coil voltage and sensing coil voltage control techniques discussed
in chapter 3. In theory, if a simple resistor-inductor electric circuit model holds at
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Figure 6.4: (a) Electric diagram of the analog sensing coil controller; (b) Sketch of
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given by (6.5) and the corresponding sensitivity function.

high-frequencies and eddy-currents can be disregarded, the plant response with
respect to the reference would be limited only by the power operational amplifier
bandwidth which was limited to 50 kHz.

6.3.2 Sensing coil voltage based force FF control

If the B-field is assumed to be homogeneous and confined inside the air gap, then
(2.15) can be written as:

F =
1

2µ0

w

A
B2dA ≈ 1

2µ0A
Φ

2
S = Φ

2
G , (6.7)
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where ΦS is the magnetic flux encircled by the sensing coil and ΦG is the general-
ized flux defined in (3.1). The voltage on the sensing coil is modeled by extending
(3.6) under the assumption that k̇S = 0 to obtain:

uS = kS
dΦG

dt
− ǫ i ≈ kS

dΦG

dt
− ǫΦG. (6.8)

The additional term ǫ i is added because a noticeable primary coil current depen-
dent voltage was identified in the sensing coil voltage measurements. Ideally, since
a high-input-impedance instrumentational amplifier INA118 with high common
mode rejection is connected to the sensing coil terminals, this component should
not be present. It is probably caused by grounding issues in the analog circuitry
and a more rigorous analog circuitry design should reduce this term to negligible
levels. For convenience, and since the current is proportional to the flux, this term
is correlated to the generalized magnetic flux. The relationship between the force
and the measured sensing coil voltage is then obtained from (6.7) and (6.8) as:

F =

[

1

kS

w t

0
(uS + ǫΦG)dt

]2

. (6.9)

Model (6.9) is inverted and discretizied using backward-euler differentiation
to obtain:

ΦG(k) =
√

F(k), (6.10)

uref (k) = kS
ΦG(k) + (ǫTs − 1)ΦG(k − 1)

Ts
, (6.11)

where Ts is the discretization period of the digital motion controller. The parame-
ter kS links the sensing coil voltage to the generalized flux and should nominally be
equal to kS = NS

√

2µ0A, but will vary in practice due to causes discussed in chap-
ter 3, section 3.2. Parameters kS and ǫ can easily be identified on the input(voltage)
and the output(force) signal measurements. For the nominal air gap gn = 0.7 mm,
the parameter values kS = 0.0047 and ǫ = 0.045 are obtained. The inverse model
(6.10), (6.11) is implemented in a digital computer operating at Ts = 5 kHz. The
calculated output is injected into the SCVCC through a 16 − bit ZOH D/A con-
verter. It assumes ideal, gain 1, input-output behavior of SCVCC, which is true
over a wide frequency band as seen in Fig. 6.5.

6.3.3 Drift stabilizing Feedback

Consider a control scheme depicted in Fig. 6.6. It is a slightly modified cascaded
flux control scheme depicted in Fig. 3.8 with the sensing coil voltage feedback col-
lapsed into a single block denoted as SCVCC and two feedforward terms collapsed
into a block denoted as FF. The raw Hall probe voltage has to be compensated for
non-linearities and offset before it can be correlated to the force. This is done us-
ing 4th order polynomials, but is omitted from the control scheme in Fig. 6.6 and
further analysis for clarity reasons. It is therefore assumed that the Hall signal is

93



6. Voltage-based linearization of the reluctance actuator

G ,G ref 

HC
Su

Hn

-

Hu
( )Hk g

( )Hk g SCVCC

sn

1

s

ON/OFF

FF

refu
1( )Sk g 

Figure 6.6: Cascaded flux based reluctance actuator linearization scheme. The
SCVCC block contains the circuitry depicted in Fig. 6.3. FF block contains the de-
rived FF controller (6.11).

already corrected, so the relationship (3.8) equals:

uH = kHΦG , (6.12)

where kH = 1 at the nominal air gap gn = 0.7mm. This is done by adjusting the Hall
probe non-linearity polynomial. The purpose of the Hall feedback controller is to
stabilize the drift from the SCVCC circuitry. Consider a simple PI Hall feedback
controller:

CH (s) = kP +
kI
s
. (6.13)

The transfer function N (s) between the SCVCC noise nS and the output general-
ized flux ΦG (Fig.6.6) equals:

N (s) =
ΦG(s)

nS (s)
=

k−1S s

s2 + kPk
−1
S kHs + kIk

−1
S kH

. (6.14)

It is clear from (6.14) that, if no Hall feedback is used, i.e. kP = kI = 0, it follows
that |N (0)| →∞ and the output Φ will drift towards infinity.

Furthermore, when kP = 0 and kI > 0, the transfer function N (s) has a pair of

non-damped poles at the frequency ω =
√

kIk
−1
S kH , so the system in unstable from

the bounded input bounded output point of view.
Moreover, when kP > 0 and kI = 0, then lim

s→0
N (s) , 0 and the steady-state error

for constant disturbances is nonzero.
This means that both the proportional and the integrating action are required

in the Hall feedback controller to achieve stability and zero steady-state error with
respect to the SCVCC noise.

The values of the controller parameters will be calculated by considering power
spectral densities (PSDs) of the SCVCC noise nS and the Hall probe noise nH to-
gether with their influence on the PSD of the generalized flux ΦG and the force F.
For a SISO control system as depicted in Fig. 6.6, noise propagation through the
system [65] can be written as:

SΦ(ω) = |N (ω)|2 SnS + |S(ω)P(ω)CH (ω)|2SnH (ω), (6.15)
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6.3. Control design

where N is the SCVCC noise transfer function (6.14), S is the sensitivity function,
P is the plant, CH is the Hall controller, SΦ is the output noise power spectral
density (PSD), SnS is the SCVCC noise PSD, and SnH is the Hall sensor noise PSD.
Signal power in the frequency domain and in the time domain can be related using
the Parseval’s relation [67] to obtain:

‖Φ‖2rms =
w ∞

−∞
SΦ (f )df . (6.16)

SCVCC andHall noise are measured and assumed white and normally distributed.
The standard deviation values of σS ≈ 1.6 mV for the SCVCC and σH ≈ 4 mT
for the Hall probe are obtained. Since the measured signals were sampled with
fs = 5 kHz, only frequency components in the range [0, fs/2] are considered in the

power calculations. Then SnS =
2σ2

S
fs

= 2.56 mV2/Hz and SnH =
2σ2

H
fs

= 16 mT2/Hz.

Because kS in Fig. 6.6 is put in the open-loop plant block, there is no scaling
in the relationship F = Φ

2, so ∆Φ = 1
2
√
F
∆F. Furthermore, because the force mea-

surement accuracy is 0.05 N, the maximal allowed force deviation due to the noise
is chosen as ∆Fmax = 0.05 N. Then, at the force amplitude of 200 N, the maximal
allowed flux deviation is ∆Φmax ≈ 2 mT. To guarantee ∆Φ(t) < 2 mT,∀t, we will
assume that the RMS value of the flux noise has to be ‖Φ‖rms ≤ 1

2∆Φmax = 1 mT.
Since all the signals are sampled with 5 kHz, the integral (6.16) will be evaluated
on the interval [−fs/2, fs/2]. The expressions (6.15) and (6.16) can be used to calcu-
late ‖Φ‖rms for different values of kP and kI . The results are depicted in Fig.6.7. It
can be observed that an acceptable performance of the drift controller (6.13) can
be obtained for controller integrator gain in the interval:

kI ∈ [0.05,3]. (6.17)

The proportional gain kP has to be kept small, e.g. kP < 10. This corresponds to
the closed-loop bandwidth of 1.6 Hz for kP = kI = 0.05, and 80 Hz for kP = kI = 3.
Slower controllers do not reject the actuator noise nS to the desired levels, while
faster controllers will yield too much noise because the standard deviation of the
measured Hall probe noise σH ≈ 4 mT is larger than the allowed maximal flux
deviation ∆Φmax = 2 mT.

6.3.4 Air gap dependency

Although the first principle model (6.7) suggests that the air gap flux picked-up by
a well-placed sensing coil will be correlated to the reluctance force independent of
the air gap size, the measurements show that this is not exactly true. The reason
is that the air gap magnetic field is not homogeneous and its distribution changes
with the changing air gap. To include this phenomenon, models (6.9) and (6.10)
are both updated by making the gain kS air gap dependent as in chapter 3. Plant
gains for several static air gaps in the range g ∈ [0.7,1.3] mm are identified and the
following function is obtained:

k−1S (g)

k−1S (gn)
= 1−αS ∆g, (6.18)
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6. Voltage-based linearization of the reluctance actuator

Figure 6.7: RMS flux noise values for different Hall feedback controller gains. The
red surface represents the threshold of ||Φ||rms = 1 mT.

where αS (gn) =
5.6·105
k−1S (gn)2

, gn is the nominal air gap, k−1S (gn) is the plant gain at the

nominal air gap, and ∆g = g − gn. It is important to note that k−1S (g) and not kS(g)
varies linearly with the air gap as written in (6.18).

Furthermore, field distribution changes due to the air gap change also influence
the Hall probe measurements. The factor kH is added to the scheme in Fig. 6.6 to
accommodate for the air gap change. The following relationship was identified
from the Hall voltage and the force measurements for several static air gaps in the
range g ∈ [0.7,1.3] mm:

kH (g)

kH (gn)
= 1−αH ∆g, (6.19)

where αH = 35
kH (gn)

and ∆g = g − gn.
For the air gap of 0.9 mm the values of the defined constants are αS = 12.53

and αH = 35. This means that αH ≈ 2.8αS , i.e. the Hall signal based force model
(6.12) is significantly more air gap dependent than the sensing coil voltage based
force model (6.9).

When both the feedforward controller (6.11) and the Hall feed-back controller
(6.13) are used, then the influence of the unknown air gap mismatch ∆g on the
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flux error can be written as:

∆ΦG(ω)

ΦG(ω)
= ∆g (αS −αHT (ω)) , (6.20)

where T (ω) = PC/(1 + PC) is the complementary sensitivity function of the Hall
feedback loop. From (6.20) it is clear that the Hall probe error will influence the
output Φ in the frequency range inside the closed-loop bandwidth. Since αH > αF ,
smaller Hall probe feedback bandwidths will yield smaller errors with respect to
unknown air gap bias and disturbance. For that reason, the gain (6.17) of the
Hall feedback controller should be selected as small as possible. Furthermore, if
needed, flux error amplitudes calculated from (6.20) can be easily translated into

the force error amplitudes using the relationship: ∆F = 2
√
F∆Φ.

6.4 Experiments without the air gap observer

The available C-core reluctance actuator is mounted in the force measurement
rig sketched in Fig. 5.3. Driving and sensing coil terminals are connected to
the SCVCC and it is calibrated to obtain the closed-loop behavior as depicted in
Fig.6.5. The SCVCC feedforward controller (6.10) and (6.11) is implemented in
the xPC real-time target machine operating at 5 kHz. The Hall feedback controller
(6.13) is implemented in the same machine using backward-Euler discretization,

i.e. CH (z) = kP+
kI Ts
z−1 . In accordancewith (6.17), the Hall controller gains are chosen

as kP = kI = 0.05. This point is marked in Fig. 6.7.
The injected force signals are 2nd order profiles depicted in Fig. 6.8. These are

standard profiles used in feedforward motion control of electromechanical system
and more information can be found in [46]. The corresponding sensing coil volt-
age reference signals calculated by the inverse model (6.10) and (6.11) are also
shown in Fig. 6.8. It is important to notice large discontinuities, i.e. step-like pro-
files, which present a high demand on the sensing coil voltage tracking circuitry
bandwidth.

6.4.1 Digital SCVCC feedforward

In these experiments, the switch after the Hall controller depicted in Fig. 6.6 is
switched OFF before the force profile is injected into the control circuitry and
then switched back ON after the profile has been injected. The Hall feedback is
therefore active only when the reference force is zero. This way the accuracy of
the SCVCC feedforward (6.10) and (6.11) can be tested in open-loop. Because the
open-loop plant contains an integrator, the drift stabilizing controller cannot be
switched OFF all the time since the output would drift towards saturation in finite
time. Furthermore, a memory element is included in the control scheme since the
Hall controller output for zero reference eliminates the offset voltage of the SCVCC
and the xPC D/A converter. The air gap is set to 0.7 mm for these experiments, so
larger forces can be obtained for the same primary coil current.

Two different 200 N 2nd order force profiles depicted in upper subfigure of
Fig.6.9 were injected into the control circuitry. The errors between the measured
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Figure 6.8: Sample 2nd order force profiles and the corresponding sensing coil
voltage references.

and the injected force are depicted in Fig. 6.9. Each depicted profile was injected
several times and different curve colors represent different trials. Overall, it can
be concluded that the reluctance actuator controlled with a calibrated sensing coil
voltage circuitry behaves as a reference model (6.9) with the error as small as 0.1 N
over a wide frequency band. This is demonstrated with the force predictability
measurements depicted in Fig. 6.9. There is still a small mismatch of the error
between measurements, since the SCVCC drifts when the Hall feedback is turned
off. Themain cause is the Hall signal noise which causes a small mismatch between
the memorized initial controller outputs from one measurement to another.

6.4.2 Digital SCVCC Feedforward and Hall feed-back

In these experiments, the switch is turned ON all the time. This way the Hall drift
stabilizing controller is operational also during force transients. The reference
signal sent to the Hall controller in Fig. 6.6 is one sample delayed because the
feedforward controller (6.11) includes discrete differentiation. The air gap is set to
0.7 mm.

Different 200 N 2nd order force profiles depicted in upper subfigure of Fig. 6.10
are injected into the control circuitry. The errors between the measured and the
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Figure 6.9: Injected force profiles and the measured linearization errors with a
SCVCC FF controller and no Hall feedback during transients. Each profile is in-
jected several times.

injected force are depicted in Fig. 6.10. Each depicted profile was injected several
times and different curve colors represent different trials. A force tracking error
smaller than 0.05 N for 200 N profiles can be observed in all the measurements.
Furthermore, the spread of the error signal observed in Fig. 6.9 is almost com-
pletely removed. Moreover, the remaining spikes in the error, which are present
at the beginning and the end of each pulse are probably caused by bandwidth lim-
itations of the SCVCC (Fig. 6.5) since the sensing coil voltage reference (Fig. 6.8) is
step-like at these points. An another probable cause of the spikes is the compliance
of the actuated body and the whole test-rig.

6.4.3 Measurements with unknown air gap bias

As it was discussed in the previous section, the plant gain (6.18) and the Hall
probe feedback gain (6.19) change with the air gap. In this section, the nominal
plant gain k−1S (gn) and the Hall probe gain kH (gn) for the air gap of 0.9 mm will
be assumed in the controller synthesis, but the actual air gap will be g = 1.0 mm
or g = 1.1 mm. Three different control strategies are tested in this scenario: only
SCVCC feedforward control, SCVCC feedforward with 16 Hz Hall feedback, and
SCVCC feedforward with 1.6 Hz Hall feedback. The injected force profiles and
the corresponding force tracking errors are depicted in Fig. 6.11. The errors in
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Figure 6.10: Injected force profiles and measured linearization errors with the
SCVCC FF controller and the Hall feedback with 1.6 Hz bandwidth. Each profile is
injected several times.

Fig. 6.11 show that the stiffness of the reluctance actuator with only SCVCC FF
around the air gap of g = 0.9 mm and force amplitude of 100 N is ∆F

∆g ≈ −2.5 kN/m.

A similar result can be obtained from (6.18). For comparison, the stiffness of a
current-driven reluctance actuator of the same dimensions and for the same air
gap and force magnitude is around ∆F

∆g ≈ −190 kN/m as calculated in [39]. Fur-

thermore, with the 16 Hz bandwidth Hall feedback, the error becomes larger, op-
posite in sign, and frequency-content dependent. This is in accordance with (6.20).
Controllers with the higher gain will cause a further increase of T (s) in (6.20) and
yield more output error. Moreover, when the Hall feedback bandwidth is reduced
to 1.6 Hz, the force tracking error becomes smaller than the one obtained without
Hall feedback. This is because αS and αHT (ω) cancel each other in the reference
signal frequency range. A careful selection of the Hall feedback gains would yield
a further reduction in the air gap dependent errors for profiles in the desired fre-
quency range.

6.5 Air gap observer

The control scheme based on the air gap magnetic field measurements in Fig. 6.6
yields very small force tracking errors depicted in Fig. 6.10 for constant air gaps.
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Figure 6.11: (a) Injected force profiles; (b),(c),(d) Linearization errors for nominal
air gap of 0.9 mm, and air gap mismatch of ∆g = +0.1 mm and ∆g = +0.2 mm.
Different control strategies are used : (b) only SCVCC FF; (c) SCVCC FF + 1.6 HzHall
FB; (d) SCVCC FF + 16 Hz Hall FB. Error3 is comparably larger and has a different
sign than Error1. This is in agreement with (6.18), (6.19) and (6.20).

However, the error becomes significant if the air gap deviates from the nominal
value as depicted in Fig. 6.11. In chapter 5 it was shown that a current to force
relationship for known air gaps can be accurately modeled using a 2D look-up ta-
ble and a parametric hysteresis operator introduced in chapter 4. Since the air gap
flux is directly related to the force (3.1), the current to air gap magnetic flux model
will have a similar structure. In this section, such a model will be constructed,
identified, and used, together with the primary coil current and Hall probe mea-
surements, to estimate the air gap. The air gap estimate will be used to implement
a gain-scheduling scheme and reduce the errors obtained in Fig. 6.11. The sensing
coil voltage control circuitry Fig. 6.2 already contains current measurements based
on a sensing resistor.

The relationship between the primary coil current, the net force and the air gap
was obtained in (5.10a) as:

Hk1
k2
[i] = Lut(F, g), (6.21)

where Hk1
k2

is the parametric hysteresis operator (4.8). Because of the direct cor-

relation between the force and the generalized flux (3.1), it can be assumed that
the look-up table in (6.21) can be made a function of the generalized flux, i.e.
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6. Voltage-based linearization of the reluctance actuator

Lut(ΦG , g). Furthermore, the first-principle relationship between the magnetic
flux, the air gap size and the primary coil current (5.1) together with the assump-
tion Hcore · lm≪ 2g yields the relationship:

i ∼ΦG · g. (6.22)

Because of (6.22) and the connection between the force and the flux, the model
(6.21) is rewritten as:

Hk1
k2
[i] = Lut(ΦG · g). (6.23)

Moreover, the look-up table in (6.23) is replaced with a polynomial model to ob-
tain:

p4
(

Hk1
k2
[i]

)

=ΦG · g, (6.24)

where p4(·) is a 4th order polynomial. Finally, since the relationship between the
Hall probe voltage and the flux given in (6.12) is gap dependent as shown in (6.19),
these effects have to be included in (6.24). The final model used in the observer is:

p1(g) =
p4

(

H
k1
k2
[i]

)

uH
, (6.25)

where p1(·) is a 1st order polynomial modeling the air gap dependency of the Hall
probe measurements uH .

The coefficients of p4 and the parameters of the hysteresis operator in (6.25)
can be identified using the procedure described in Hypothesis 4.4.7 on a constant
and known air gap and by assuming p1(g) = g . The coefficients of the polynomial
p1 can then be identified by measuring the model output on one additional and
known air gap. Therefore, two known air gap positions have to be used to identify
p1(g).

Before implementing an observer based on the model (6.25), it is important to
notice that it includes a division of two noisy signals i and uH . This will yield noisy
and unbounded estimates as I and uH approach 0, so the observer has to be shut
down at small signal levels. The implementation of the observer is therefore given
as:

graw(k) =
p4

(

Hk1
k2
[i(k)]

)

Sat+∞ρ |uH (k)|
,

gest(k) = (1− δko)gest(k − 1) + δkograw(k),

δ =

{

1 for |uH (k)| > ρ
0 otherwise

, (6.26)

gout(k) = p−11 (gest(k)) ,

where ρ is the threshold under which the observer shuts down and outputs the
last estimate, δ is an indicator determining whether or not the threshold has been
reached and the observer is operational, and ko is the observer gain.
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6.5.1 Identification of the observer

The identification procedure is performed on the current and Hall probe measure-
ments obtained while producing 2nd order force profiles at known air gaps using
the complete control scheme depicted in Fig. 6.6. The nominal air gap is set to
gnom = 0.7 mm and the first order polynomial in (6.25) is set to p1 = [1 0]. A 200 N
force profile is generated and the Hall probe voltage and the primary coil current
are measured. It can be seen in Fig. 6.12 that the relationship between the mea-
sured current signal and the measured Hall voltage signal multiplied by the nom-
inal air gap gnom = 0.7 mm is almost linear and the assumption (6.22) is valid. Fur-
thermore, as discussed in chapters 2 and 5, the relationship is hysteretic. After the
identification procedure from Hypothesis 4.4.7 is applied to the measurements, a
model with an input-output map depicted in Fig. 6.12 is obtained. The identified
values are: k1 = 0.02, k2 = 1.41 and p4 = [2.9 ·10−7 −3.6 ·10−6 8.3 ·10−6 1.4 ·10−3 0].
The observer threshold is set to ρ = 1 · 10−3 and the observer gain is set to ko = 1.
Although the width of the hysteresis loop appears negligible in Fig. 6.12, it can
greatly effect the air gap estimation error, especially on smaller force levels. This
can be seen on a comparison of the identified observer with and without hysteresis
compensation while operating on the nominal air gap as depicted in Fig. 6.13.

After k1, k2 and p4 have been identified, the air gap is set to g = 1.1 mm and
the output of the observer g∗ is measured during the same 200 N 2nd order profile.
This additional point determines p1 which is identified as p1 = [1.94 −6.66 ·10−4].

The obtained observer is now tested by producing a 100 N 2nd order profile
on several different known and constant air gaps depicted in Fig. 6.14b and by
measuring the observer output. The results are depicted in Fig. 6.14c. It can be
seen that the observer error is smaller for larger force values, which is expected
since i and uH are large compared to the noise and the non-modeled disturbance.
Furthermore, the observer shuts down around the force amplitude of F = 1.6 N
because the Hall signal uH drops below the specified threshold ρ. The estimation
error around that point is in the order of 10 µm, while it becomes smaller for
larger forces. Estimation errors depicted in Fig. 6.14d are obtained for sinusoidally
varying air gaps depicted in Fig. 6.14c while reproducing the force profile depicted
in Fig. 6.14a. The air gap estimation error is of the similar amplitude as obtained
if Fig. 6.14c. Additionally, if the output force is smaller than 1.6 N, the estimation
error has a sinusoidal shape of the same magnitude as the actual air gap variations
in Fig. 6.14d since the observer is shut down and the output is kept constant.

6.6 Air gap observer and gain scheduling

The flux feedback control scheme Fig. 6.6 can be improved with the additional air
gap information obtained from the air gap observer (6.26). The constants relating
the sensing coil and Hall probe measurements to the force are air gap dependent
and this relationship was modeled in (6.18) and (6.19). Since the air gap infor-
mation in now available, a simple gain scheduling scheme that will calculate the
appropriate gains in real-time can be implemented. To test the performance of the
complete control scheme depicted in Fig. 6.15, sinusoidally varying air gaps are
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Figure 6.12: Hysteretic relationship between the voltage on the sensing resistor,
which is proportional to the current i, and uH · gnom, where uH is the voltage on
the Hall probe which is proportional to themagnetic flux density B. The figure also
includes the output of the model (6.25) with the parameters identified using the
procedure described in Hypothesis 4.4.7.

implemented on the actuator test-rig Fig. 5.3. Since the force is measured on Mass
2, Mass 1 is free to move under the force produced by the voice coil actuator con-
nected to it. While the air gap is varying, 100 N 2nd order profiles are injected to
the control scheme and the output force is measured on Mass 2. The comparison
of the linearization errors of the standard scheme (6.6) and the scheme updated
with gain scheduling (6.15) is depicted in Fig. 6.16. It can be observed that the
error due to the unknown sinusoidal air gap variations is significantly reduced. It
is important to note that the remaining error is in the order of 0.05 N and is mostly
due to the crosstalk from Mass 1 to Mass 2 in the test-rig caused by the vibrations
that transfer through the base frame. This can be easily concluded from the pres-
ence of a linearization error of the same magnitude when the injected force equals
0.
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Figure 6.13: Air gap observer error with and without hysteresis compensation.

6.7 Conclusions

This chapter described a cascaded voltage-driven reluctance actuator lineariza-
tion scheme which was calibrated and experimentally verified on a high-accuracy
1 DoF position and force measurement test-rig. At the heart of the linearization
scheme is a high-bandwidth analog sensing coil voltage tracking controller which
rejects disturbance and plant uncertainties over a wide frequency range. Since this
controller combines direct voltage injection with feedback control, and since the
plant naturally behaves as a transformer on high frequencies, small tracking errors
of high-frequency profiles can be achieved. Furthermore, it was shown that the
sensing coil voltage can be linked to the actuator force with a simple and highly
predictable model. This was exploited with an inverse model feedforward con-
trolled implemented in a digital computer. Force measurements with such a con-
troller have shown transition errors smaller than 0.1 N for challenging 200 N 2nd

order profiles. Since the plant behaves as an idealized open-loop integrator, it
slowly drifts towards saturation. This drift was suppressed with a 1.6 Hz band-
width Hall probe based feedback controller and the overall linearization error was
reduced to 0.05 N. Moreover, high predictability is accompanied with low stiff-
ness inherent to the voltage-based control schemes. Without Hall feedback, the
stiffness of the actuator at the air gap of 0.9 mm and force amplitude of 100 N was
measured around ∆F

∆g ≈ −2.5 kN/m. For the comparison, current-based lineariza-

tion schemes cause almost two orders of magnitude larger stiffness for the same
actuator. The presented linearization scheme is further updated with an air gap
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Figure 6.14: Air gap observer performance for static air gaps in the range g ∈
[0.7, 1.1] mm and for air gaps which wary sinusoidally around gn = 0.9 mm with
frequency f = 10 Hz and amplitudes ∆g = {0.05,0.1,0.2} mm. Estimation errors
smaller than 10 µm can be observed during the intervals when the observer is
activated.
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Figure 6.15: Cascaded flux based reluctance actuator linearization scheme
Fig.6.6 with an air gap observer based on (6.26) and a gain scheduling scheme
based on (6.18) and (6.19).

observer based on the primary coil current and Hall probe voltage measurements.
The observer was shown to produce gap estimates with errors smaller than 10 µm
at the force levels larger than 1.6 N. The air gap estimates are used in a gain-
scheduling scheme and significantly lowered errors due to the unknown air gap
variation are achieved. The measurements show that the stiffness of the actuator
with the air gap observer and the gain-scheduling scheme goes below −500 N/m
around the nominal air gap of 0.9 mm and at force level of 100 N. This value is
comparable to values obtainable with Lorentz actuators [30].

∗ ∗ ∗
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is varying sinusoidally as depicted in Fig. 6.14d; (b) Linearization errors of the
standard scheme in Fig. 6.6; (c) Linearization errors of the scheme updated with
gain scheduling in Fig. 6.15.
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7.1 Introduction

In this chapter, the C-core force control scheme based on air gap flux measure-
ments described in chapter 6 is extended to two opposing C-cores that share a
common I-beam. In such a topology, the force on the I-beam is created in both
directions and can be used for position control. This is a common layout found in
activemagnetic bearings [70] and has been investigated bymany authors. In a clas-
sical setting, the mover position is measured and fed back to the motion controller
which achieves stable levitation and disturbance rejection around a predefined
working point with [27], [29], [80],[88] or without [25],[28] feedback linearization.
These include standard linear control [80], H∞ robust control [25], adaptive con-
trol [88] and even self-sensing schemes [82] that eliminate the need for a position
sensor. Most of these approaches share the same application area. It includes
active magnetic bearings where stability, energy consumption, robustness, steady-
state error and implementation simplicity are the most important goals that are
pursued [70]. The position error in the micrometer range is generally tolerated
and position tracking of predefined position profiles is not needed. The applica-
tion area discussed in this thesis is in the precision engineering and short-stroke
actuation where advanced position profiles have to be tracked with errors in the
nanometer range. There are few applications of reluctance actuators in precision
engineering available in the literature. In [58] the authors investigated reluctance
actuator for nanometer accuracy positioning, but that only included simulations,
while in [72] a tracking error smaller than 200 nm was obtained with a stroke of
1mm. Since current control was used, it is not expected that the proposed schemes
can achieve similar low stiffness. In [54] an ultrafast servo for diamond turning
has been described. It uses reluctance actuators to achieve very high bandwidth
position control of a diamond tool with tracking errors of few nm on a stroke of
30 µm. However, more linear and less efficient reluctance actuators with perma-
nent magnet biasing are used in an isolated assembly where the mover mass is only
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7. Control of a bi-directional reluctance actuator

10 grams and the first destabilizing flexible mode is beyond 40 kHz. These results
can therefore not be generalized to the reluctance actuators and the application
area studied in this thesis. Generally, the research field of high-precision posi-
tioning systems that use classical C-core reluctance actuators without significant
pre-bias is largely uninvestigated.

In this chapter, reluctance actuators linearized with the scheme described in
chapter 6 are used for nanometer accuracy tracking of 4th order position profiles
using force feedforward and position feedback control. Due to the mechanical lay-
out of the setup, the stroke will be limited to 0.7 mm and only one translational
degree of freedom will be considered. The chapter is organized as follows. Sec-
tion 7.2 describes the test rig together with the actuator and sensor layout. The
described test rig is used for all the experiments done in this chapter. Section 7.3
describes the extension of the force control scheme from chapter 6 to two opposing
C-cores. This way, a bi-directional reluctance force can be exerted on the mover.
Section 7.3.2 shows the performance of the bi-directional force control scheme
where Lorentz actuators are used as force sensors in a similar fashion as in the test
rig in chapter 5. Section 7.4 describes the 1 DoF position feedback design using
the linearized double C-core bi-directional reluctance actuator combination. Sec-
tion 7.5 shows the tracking performance of the synthesized control scheme on 4th

order position profiles where force feedforward control is combined with position
feedback to obtain maximal performance. Section 7.6 contains some concluding
remarks.

7.2 Hardware

A simplified picture of the test rig that is used for bi-directional reluctance actu-
ation experiments is depicted in Fig. 7.1. The sensor frame and the force frame
are both mounted on a granite table. The force frame is mounted directly on the
table using a stiff connection, while the sensor frame is further suspended using
air mounts with the isolation frequency around 0.5 Hz.

The actuator layout and the sensor layout on the actuated body are depicted in
Fig. 7.2. All 6 degrees of freedom with respect to the force frame and one flexi-
ble mode are controllable using 7 linear Lorentz motors. These include Az1, Az2,
Az3, Az4, Ay1, Ay2 and Ax. The location and the direction of actuation are de-
noted in the Fig. 7.2 as well. The permanent magnets in Lorentz actuators are
mounted on the actuated body, while the coils are mounted on the force frame.
Furthermore, there are 4 capacitive sensors measuring the absolute z direction at
4 different points together with 3 additional incremental encoders that measure
relative displacement in the y direction at 2 different points and in the x direction
at one point. An additional sensor is placed, so that the dominant flexible mode
of the actuated body can be observed. Encoder heads and capacitive sensor heads
are mounted on the sensor frame. Using the mentioned actuators and sensors, it
is possible to actuate the body in 6 degrees of freedom with respect to the sensor
frame and suppress the dominant, potentially destabilizing, flexible mode. How-
ever, since the first flexible mode occurs around 1400 Hz and the position control
bandwidth will be around 200 Hz, no flexible mode control is implemented. An
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Figure 7.1: Simplified schematic of the 6 DoF short-stroke positioning systemused
for the experiments in this chapter. All actuators are mounted on the force frame
and the actuated body, while all the sensors aremounted on the sensor frame and
the actuated body.

actuator decoupling matrix is used to transform forces and torques from the coor-
dinate system in the center of mass of the moving body to the coordinate system
of each actuator. Since the flexible modes are not controlled, both y direction
Lorentz actuators receive the same input. Furthermore, a sensor decoupling ma-
trix is used to transforms the localized measurements from the available position
sensors to the displacement and the rotation around the center of mass of the ac-
tuator body. These matrices are obtained using FEM analysis. Once the system is
decoupled, each degree of freedom with respect to the center of mass is controlled
separately by a 50 Hz bandwidth linear position control loop. Calculation and cal-
ibration of the mentioned decoupling matrices together with the corresponding
linear controllers is not described in detail since it is not the topic of this chapter
and the thesis. Apart from 7 Lorentz actuators, two additional reluctance actuators
are added to the setup. Since reluctance actuators can only produce an attractive
force, 2 actuators are needed to control 1 degree of freedom. These actuators are
mounted as depicted in Fig. 7.2. Two opposed C-cores that share the same I-beam
are mounted on the force frame. The I-beam is mounted on the moving body. All
sensors and amplifiers for the actuators are connected to a Speedgoat xPC Target
system operating at 5 kHz.
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Figure 7.2: Actuator and sensor placement on the actuated body. Az1, Az2, Az3
and Az4 are Lorentz actuators acting in the the z direction. Ay1 and Ay2 are
Lorentz actuators acting in the y direction, while Ax is a Lorentz actuator act-
ing in the x direction. Sz1, Sz2, Sz3 and Sz4 are capacitive displacement sensors
measuring displacement in the z direction with respect to the sensor frame. Sy1
and Sy2 are incremental encoders measuring the displacement in the y direction,
while Sx is an incremental encoder measuring the displacement in the x direction.
Encoders have a nominal resolution of 1 nm. There are two additional reluctance
actuators acting in the +y and the −y direction. They will be used to replace the y
Lorentz actuators.
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Figure 7.3: Control layout for the reluctance actuator pair. Two C-cores are used
to obtain a force in both directions. Each actuator has its own sensing coil volt-
age control circuitry described in chapter 6. Sensing coils and Hall elements are
present at each tooth of the actuators, but only one of each per actuator is used
for control design. As discussed in section 6.2, this should not be a limiting factor
if no rotation of the I-beam occurs.

7.3 Bi-direct force control

7.3.1 Control scheme layout

As depicted in Fig. 7.3, each C-core is connected to one sensing coil voltage con-
trol circuitry described in chapter 6. It includes all the digital control loops and
observers. This way an attractive force of each C-core can be controlled. Since
C-cores oppose each other, the net resulting force on the I-beam will be:

Fnet = FR1 − FR2, (7.1)

where FR1 acts in the positive y direction, while FR2 acts in the negative y direc-
tion. This only holds if the I-beam is perfectly aligned inside the air gap. Oth-
erwise force components in other directions will be created. It is immediately
apparent from (7.1) that the system depicted in Fig. 7.3 has two inputs and one
output and that there is an infinite number of different force combinations that
will yield the same net force. The selection of appropriate references for each C-
core from a single reference represents a problem that has been studied in the past
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7. Control of a bi-directional reluctance actuator

[35]. Generally, two opposing constraints have to be met at the same time: the
maximal voltage amplitude and slew-rate of the power amplifier and the maximal
tolerated copper losses in the coil [81], [55]. From (3.1), (3.13) and (3.14), with the
assumption dx

dt = 0 and R = 0, we get:

u ∼ 1√
F

dF

dt
. (7.2)

This means that the voltage required to change the force will be higher around
smaller force values, i.e. maximal voltage and slew rate properties of the power

amplifier: |u|max and
∣
∣
∣
du
dt

∣
∣
∣
max

will have a larger effect on the maximal obtainable
bandwidth at smaller force levels. On the other hand, the expression for the copper
losses in the actuators coils (2.22) indicates that the losses depend on the square of
current, which together with (2.17) gives the relationship:

Pdiss ∼ F. (7.3)

When (7.2) and (7.3) are applied to the bi-directional actuation scheme described
by (7.1), it can be concluded that a larger force bias will yield better performance,
i.e. a larger dF/dt for the same voltage amplitude, while a smaller force bias will
yield smaller total copper losses. On top of that, since the relationship between
the force and the flux is quadratic, larger force biases will yield more noise in the
position. The proper selection of the force bias and the switching law (7.1) will
depend on the design constraints in the specific application. Since the purpose
of this chapter is to demonstrate the performance of a bi-directional force control
scheme that uses flux feedback circuitry described in chapter 6, copper losses are
not analyzed and the force bias will be set high enough not to cause performance
issues with the available voltage amplifiers and low enough to keep the noise at
low levels. If the forces in (7.1) are selected as:

FR1 = FB +Sat+∞0
(

Fref
)

, and (7.4)

FR2 = FB +Sat+∞0
(

−Fref
)

, (7.5)

then we get Fnet = Fref and FR1 = FR2 = FB when Fref = 0.
The input-output map of the described switching law is depicted in Fig. 7.4.

Each C-core in Fig. 7.3 is controlled by a cascaded analog sensing coil and digi-
tal Hall probe feedback based force control scheme from chapter 6. Each C-core
receives a force reference FR1 or FR2 from Fig. 7.4 and the total net force is then
formed according to (7.1). A force bias of FB = 0.5 N is used.

7.3.2 Bi-directional force control performance

The parameters of the C-core force control schemes can be obtained by using the
forcemeasurement technique similar to the one used in chapters 5 and 6. The force
produced by the reluctance actuators is measured using calibrated Lorentz actu-
ators by producing a force in the opposite direction and checking whether there
was any movement of the body. If there is no movement, or the movement is below
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Figure 7.4: Reluctance actuator switching law used in the experiments. The net
force is calculated with (7.1).

a certain threshold which was set to be 20 nm, the reference to the Lorentz actua-
tors can be used as an accurate measure of the reluctance force. This is under the
assumption that the available Lorentz actuators are properly calibrated. The op-
posing Lorentz force is produced using approximate force FF and position FB. If a
movement below 20 nm cannot be reached, an iterative learning scheme similar to
the one used in chapter 5 can be used to find the appropriate Lorentz actuator ref-
erence. Furthermore, the maximal stroke of the body in the y direction is 946 µm.
That means that the middle point, where both reluctance actuator air gaps are the
same, is 473 µm away from the end of stroke. Parameters of both reluctance ac-
tuator control schemes were identified on that position using 2nd order 9 N force
profiles. The accuracy of the identified reluctance force control for a constant air
gap is depicted in Fig. 7.5. It can be observed that the linearity of the force control
scheme is above 99% with Lorentz actuators used as a reference. The relative error
is higher than the error observed in Fig. 6.10, but this is due to the remaining errors
caused by non-ideal actuator and sensor decoupling and non-modeled oscillations
of the actuated body. More accurate measurements shown in Fig. 6.10 were ob-
tained on a test rig with physically constrained movement and more massive and
stiff moving bodies depicted in Fig. 5.3. Furthermore, as described in chapter 6,
parameters of the control scheme will depend on the air gap which translates to
the position of the body in the y direction. Because of that, the identification of
model parameters was performed on different y positions and a gain scheduling
scheme based on (6.18) and (6.19) depicted in Fig. 6.15 is implemented. After the
bi-directional reluctance force scheme is calibrated on the complete range in the y
direction, we can proceed further to position feedback design.

7.4 Position feedback design

Plant identification is performed in a closed-loop setting with a 50 Hz bandwidth
control loop active for each decoupled degree of freedom using Lorentz actuators.
This is low performance control used to initially levitate the body and was syn-
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Figure 7.5: Reluctance force measurements in the y direction at y = 473 µm. The
error is calculated with respect to the Lorentz actuators.
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Figure 7.6: Closed-loop identification scheme together with the multi-sine injec-
tion and measurement locations.

thesized under the assumption of ideal rigid body behavior of the mover and no
delays in the system. The DoF of interest is the translation in the y direction and
the layout of the used identification scheme is depicted in Fig. 7.6. The bias force
for the reluctance actuators was set to FB = 0.3 N. The format of the identified
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7.4. Position feedback design

models will be of the non-parametric nature. PL, which is the transfer function
from the Lorentz actuator force reference to the body position in the y direction,
and PR, which is the transfer function from the reluctance actuator force refer-
ence to the body position in the y direction, have to be identified. This is done
by measuring the signals u and y while adding a multi-sine disturbance either to
the Lorentz actuator reference or the reluctance actuator reference. Once wL is

injected and u and y are measured, the sensitivity function SL(ω) =
u(ω)
wL(ω)

and the

process sensitivity function RL(ω) =
y(ω)
wL(ω)

can be calculated from the frequency

spectrum of wL, u and y. The plant PL can then be easily obtained as:

PL(ω) =
RL(ω)

SL(ω)
. (7.6)

The identification of PR is different since the reluctance force acts as a disturbance
to the position control loop closed through PL. If a multi-sine is injected at the
location marked as wR in Fig. 7.6 and y is measured, a transfer function RR(ω) =
y(ω)
wR(ω)

can be identified. Since RR(ω) = PR(ω) · SL(ω), it follows that:

PR(ω) =
RR(ω)

SL(ω)
, (7.7)

where SL(ω) is available from the previous experiment. The identified frequency
responses PL(ω) and PR(ω) are depicted in Fig. 7.7. Since two transfer functions
obtained during different experiments are used to compute PR(ω), an additional
noise is present in the Bode plot of the reluctance actuator in Fig. 7.7. It can be
observed in Fig. 7.7 that the reluctance actuator shows more phase delay than the
Lorentz actuator. The cause of that is a 0.45 ·Ts delay caused by the differentiation
in the digital controller that implements (6.11). This delay translates to around 30◦

additional phase delay at 1 kHz observable in Fig. 7.7. The observed delay is not a
fundamental drawback of the reluctance actuators, but is caused by the non-ideal
transition from the digital controller running at 5 kHz and the continuous time
setup. A more detailed discussion about this problem together with a solution is
available in appendix A. Furthermore, a difference in the amplitude frequency
response around 1 kHz and higher is probably due to different gluing and fixation
of the actuator parts to the actuated body and the force frame.

Once the open-loop plant models from the Lorentz force reference PL and
the reluctance force reference PR are available, a position feedback controller can
be synthesized. Since both open-loop transfer functions are very similar around
200 Hz, a single linear controller is synthesized for both actuators. It is an integra-
tor with gain 4.9 · 108 and complex conjugate zeros at 950 Hz with damping 0.5,
and complex conjugate poles at 950 Hz with damping 0.7. The implementation of
the controller in the 5 kHz motion controller is:

Cy(z) = 106
3.71z2 − 6.88z +3.22

(z − 1)(z2 − 0.57z +0.19)
·N (z), (7.8)

where N (z) represent notches added to suppress peaks after 1 kHz that differ be-
tween the actuators. A Bode plot of the controller Cy(z) without the notches is
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Figure 7.7: Bode plot of the plant from the actuator force reference Fref to the
measured position of the body in the actuating direction y.

depicted in Fig. 7.8. It can be seen that it is a PID controller with a low pass fil-
ter where the placement of zeros is such that the maximal phase lead is obtained
near the bandwidth of the control loop. The open-loop gain is chosen such that
the bandwidth of 200 Hz is obtained. The open-loop Bode plot of the plant con-
troller through Lorentz Cy(z) · PL(z) or reluctance Cy(z) · PR(z) actuator is depicted
in Fig. 7.9. It can be observed that the bandwidth is around 200 Hz with the phase
margin around 25◦ for both actuator options. These two position feedback control
options will be used in the experiments that follow.

7.5 Experiments

The performance of the position feedback loop closed through Lorentz actuators
or linearized reluctance actuators is compared. This includes the position noise
in steady state and the error while tracking 4th order position profiles. Under the
assumption that the floating body behaves as a rigid body, i.e. the force on the
body is a second derivative of its position, the ideal force profiles while tracking
4th order position profiles will be of the 2nd order. With that knowledge, the cor-
responding 2nd order profiles can calculated and injected directly to the actuator
force reference as a feedforward signal. In that setting, the feedback control loop
only has to compensate for the remaining error of the feedforward control and en-
sure zero mean steady-state error. The block scheme that depicts possible control
options is given in Fig. 7.10. There is an additional delay component added to the
position reference branch. This element includes the identified delay of the plant
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tance actuators with the controller (7.8). Only the translational DoF in the y direc-
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Figure 7.10: A block scheme that depicts several control options that use force
FF and position FB control through Lorentz or reluctance actuators. Switches r1,
r2, r3 and r4 are either 0 or 1, depending on the selected control option.

PL or PR which can be seen in Fig. 7.7. Inter-sample delays are implemented us-
ing linear approximation in-between the last and the current sample. The transfer
function in z domain of such a delay filter is given by:

delay(z,d) =
(1− d)z + d

z
, (7.9)

where d ∈ [0,1].

7.5.1 Steady-state noise

The position reference was set to the middle of the stroke, i.e. yr = 473 µm and
the position noise in the y direction was measured for 4 different position feed-
back control options. These are: 50 Hz bandwidth position feedback through
Lorentz actuators, 50 Hz bandwidth position feedback through reluctance actua-
tors, 200 Hz bandwidth position feedback through Lorentz actuators, and 200 Hz
bandwidth position feedback through reluctance actuators. Reluctance actuators
are linearized with the bi-directional control scheme described in section 7.3.1
with the force bias of FB = 0.3 N. No FF control is used in these experiments, i.e.
r1 = r2 = 0 in Fig. 7.10. The results are depicted in Fig. 7.11. It shows the time do-
main noise and the square root of the cumulative power spectral density [67] of the
error. It illustrates how much do the different frequency components of the signal
contribute to the total variance of the signal. The standard deviation of the noise
obtained with reluctance actuators is larger in both cases. The sources of this addi-
tional noise are in the power electronics and sensing coil and Hall probe feedback
implemented in the linearization scheme described in chapter 6. Furthermore, the
following must be taken into consideration. The used reluctance actuators with
the sensing coil voltage control circuitry demonstrated in chapter 6 can produce
forces in excess of 200 N, while the used Lorentz actuators and the associated
power electronics can produce a maximal force in the range of 10 N, i.e. the force
range of the reluctance actuators is considerably larger and over-specified for this
application. Therefore, it is assumed that less powerful power electronics together
with a smaller reluctance actuator should yield smaller noise. Moreover, power
electronics used with the Lorentz actuators are the product of years of research
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Figure 7.11: A comparison of steady-state position noise in the y direction im-
plemented through Lorentz or reluctance actuators. Figures (a) and (b) show
the noise with a low 50 Hz bandwidth controller, while figures (b) and (d) show
the noise with a 200 Hz bandwidth controller (7.8). Figures (a) and (b) show the
steady-state position noise in the time domain, while figures (c) and (d) show
square roots of cumulative power spectral densities of the signals.

and development, while the power electronics used for the reluctance actuators
were developed without any noise specifications in mind.

7.5.2 4th order position profile tracking performance

The performance of the synthesized feedback loops is tested while tracking 4th

order position profiles with the floating body. The maximal stroke in the y direc-
tion is 946 µm, so the 4th order profiles are chosen such that the body goes from
y1 = 100 µm to y2 = 800 µm and back to y3 = 100 µm. This way it is ensured that
the body does not touch the end of stroke due to overshoot. Such a profile with
the initial position y1 = 100 µm reset to 0 µm is depicted in Fig. 7.12 (a). Plots
in Fig. 7.12 (b) and (c) show the tracking error with 50 Hz bandwidth or 200 Hz
bandwidth position feedback control implemented through Lorentz or reluctance
actuators. It can be seen that the behavior is very similar and the error is compa-
rable. This is expected since the identified frequency responses of the plant with
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Figure 7.12: Position errors while tracking a 4th order position profile (a) in the
y direction. The 50 Hz and the 200 Hz controller is tested with reluctance and
Lorentz actuators. Figures (b) and (c) are obtained without force FF, while figure
(d) compares the tracking error with force FF implemented through Lorentz or re-
luctance actuators togetherwith a 200 Hz bandwidth Lorentz based position feed-
back for both cases. That corresponds to the options r3 = r4 = 1 and r1 = r4 = 1 in
Fig. 7.10.

Lorentz or with reluctance actuator in Fig. 7.7 are very similar. As already dis-
cussed, since the position profile is known in advance, the force profile that will
achieve that movement is already available or can be computed from the acceler-
ation profile with the knowledge of the mass of the body and the total delay of
the system. The assumption is that the mover behaves as a rigid body. Such a
feedforward controller is implemented in the system. The force can be injected ei-
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7.5. Experiments

ther through Lorentz or reluctance actuators as depicted in Fig. 7.10 where r1 = 1
enables the injection through reluctance actuators and r3 = 1 enables the injection
through Lorentz actuators. Furthermore, as visible in Fig. 7.7, feedforward control
through reluctance actuators will require different delay correction than through
Lorentz actuators. The 4th order position reference profile is depicted Fig. 7.12 (a).
In the first experiment, the feedforward is implemented with the Lorentz actua-
tors, while in the second experiment, the feedforward is implemented through the
reluctance actuators. The 200 Hz bandwidth position feedback control is in both
cases implemented through Lorentz actuators. The measured position tracking er-
rors are depicted in Fig. 7.12 (d) and it can be seen that the error is significantly
reduced when compared to the errors obtained without feedforward depicted in
Fig. 7.12 (b) and (c). Furthermore, it can be observed that the error is of compa-
rable amplitude for both cases. This demonstrates that the reluctance actuators
linearized with the scheme described in section 7.3.1 and chapter 6 can achieve
comparable performance when used as a feedforward actuator, i.e. as a booster.
The remaining error visible as high-frequency oscillations during the transition
phases is likely due to the errors in the sensor and actuator decoupling matrices or
is caused by flexible deformations of the mover, i.e. compliance. A further study
of an appropriate decoupling system andmore advanced feedforward profiles that
use the knowledge of snap and jerk are required to further reduce the error of the
system. This is out of the scope of this thesis, so it will be omitted.

The final experiments combine force feedforward control with position feed-
back control implemented through reluctance actuators. This way, the y trans-
lational DoF is completely controlled using reluctance actuators. The error while
tracking the 4th order position profile depicted in Fig. 7.13 (a) is measured for four
different control options. The error depicted in Fig. 7.13 (b) was obtained while
combining 50 Hz bandwidth position feedback and force feedforward through ex-
clusively Lorentz or reluctance actuators. It can be observed that the tracking
error is of comparable amplitude. It can be argued that the 50 Hz bandwidth
feedback control adds more error than the feedforward control would produce
by introducing low-frequency oscillations. Furthermore, it can be observed that
high-frequency oscillations of a similar shape as observed in Fig.7.12 (d) are su-
perposed to the tracking error during the transition intervals. This concurs with
the previous explanation that these oscillations come from non-modeled effects
such as DoF decoupling errors and non-rigid body behavior which are triggered
with the force feedforward pulse and the position change. The plot in Fig. 7.13
(c) shows the tracking error with 200 Hz bandwidth position feedback and force
feedforward implemented exclusively through Lorentz or reluctance actuators. In
Fig. 7.10, this corresponds to the options when r1 = r2 = 1 or r3 = r4 = 1. Large
pulses can be observed in the error obtained with the reluctance actuators. These
pulses are due to discontinuities that were present in the Hall probe signal and can
be observed in Fig. 7.13 (d). The cause of these pulses is unknown, but it is known
that it is caused by abnormal behavior of the Hall probe sensing circuitry. We were
not able to discover the cause of this ill behavior of the Hall probes in time, so the
problem was not removed. Because of that, the tracking errors for these two dif-
ferent options cannot be fairly compared, but it can be observed that the tracking
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Figure 7.13: Position error while tracking the 4th order position profile (a) in the
y direction with a 50 Hz (b) and a 200 Hz (c) bandwidth position feedback + force
FF implemented using only Lorentz or only reluctance actuators. In Fig. 7.10 this
corresponds to the options r3 = r4 = 1 and r1 = r2 = 1. Pulses observed in the
tracking error with reluctance actuators are caused by discontinuities in the mea-
sured Hall probe signal due to unknown problems with the instrumentation. These
discontinuities can be observed in the Hall probe feedback control error depicted
in (d).
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Table 7.1: A summary of absolute time domain position errors obtained with dif-
ferent control options and references. The exact error profiles are depicted in
Fig. 7.11, 7.12 and 7.13.

Tracking error for 4th order profile in Fig. 7.12 (a)

Steady-state 

noise
Only FB

FB + Lorentz

FF

FB + Reluctance 

FF

50 Hz BW

Lorentz
  10 nm   30 !m   200 nm -

50 Hz BW 

Reluctance
  15 nm   30 !m -   200 nm

200 Hz BW 

Lorentz
  5 nm   600 nm   30 nm   30 nm

200 Hz BW

Reluctance

  7 nm
  600 nm -   30 nm ( )

(*) As visible in Fig. 7.13 (c), 30 nm is the estimate of the error amplitude that
would be obtained if the pulses caused by ill behavior of the Hall circuitry could be
removed.

error is comparable in the moments where these pulses are not present.

7.6 Conclusions

1 DoF positioning performance obtained with Lorentz actuators, which includes
the force feedforward accuracy, the position feedback bandwidth and the steady-
state noise, can be matched with a bi-directional reluctance actuator consisting of
2 C-cores and a shared I-beam controlled with the flux feedback control circuitry.
The overall position noise levels in the laboratory setup were shown to be similar,
but higher for reluctance actuators. Therefore, further improvements in the area
of power electronics and flux feedback design are required to completely match
the position feedback performance of Lorentz actuators. The performance of re-
luctance actuators as boosters, i.e. actuators that efficiently produce feedforward
forces was shown to be comparable to Lorentz actuators. A summary of the errors
measured with different control options considered in this chapter is given in Ta-
ble. 7.1. The remaining position error for both actuator topologies is probably due
to non-rigid behavior of the actuated body and the cross-talk to other degrees of
freedom which are not considered in these experiments.

∗ ∗ ∗
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8.1 Overview

The research presented in this thesis focuses on control issues associated with the
use of reluctance actuators in high-precision positioning applications and in par-
ticular, the area of short-stroke positioning with the resolution in the nanometer
range. From the performance point of view, the reference for most of the results
are state-of-the-art Lorentz force based actuators which are currently used for such
applications because of their high force predictability and small position depen-
dency, i.e. stiffness. Reluctance actuators are qualitatively compared to these ac-
tuators in chapter 2 and it was shown that the reluctance actuators are generally
more efficient, i.e. they dissipate less heat and are lighter, but suffer from non-
linearities and various parasitic effects not observable in the Lorentz actuators.
The same conclusions can be found in [84] for more specific actuator designs. It
was however argued that the efficiency limitations of the Lorentz actuators can-
not be easily overcome without a major breakthroughs in the magnetic materials,
while the linearity issues of the reluctance actuators can be solved by more ad-
vanced modeling and control design. Figure 2.7 was created with these conclu-
sions in mind and it gives general a direction for the developments described in
the rest of the thesis. The developments in chapters 3 through 7 follow this direc-
tion and are graphically represented in the extended graph in Fig. 8.1 using points
in a Linearity-Efficiency coordinate system.

7 different points representing the current state-of-the-art and the advance-
ments achieved in this thesis can be pointed out:

• Point 1 represents the state-of-the-art Lorentz actuator with current control
and linear force control. Since Lorentz actuators are highly linear by design,
high force predictability of 99.95% Fmax can easily be reached. Furthermore,
the stiffness of Lorentz actuators, e.g. [30], can be 500 N/m and less. How-
ever, as argued in chapter 2, their efficiency in short-stroke applications is
lower when compared to reluctance actuators.

• Point 2 represents a reluctance actuator with current control and linear force
control. Because of the quadratic nonlinearity between the current and the
force (2.17), linear control of reluctance actuators can achieve only limited
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Figure 8.1: Qualitative comparison of short-stroke Lorentz and reluctance actu-
ators with respect to the efficiency and the linearity. Different control options for
reluctance actuators covered in this thesis are displayed. A trend towards Lorentz
actuator linearity for more advanced reluctance actuator control strategies is ob-
served. Linearity includes the force predictability at constant air gaps and the
position dependency of the force, i.e. stiffness. Efficiency includes the actuator
mass and heat dissipations.

performance outside some predefined working point [80]. Regardless, sim-
ilar control approaches are used in the control of active magnetic bearings
[70]. However, the achieved performance is not acceptable for high-precision
applications. It depends on the working range, but the force predictability of
more than 90% Fmax cannot be expected. Furthermore, as argued in chapters
3 and 5, the stiffness at F = 100 N and g = 1 mm is as high as −200 kN/m
because a current amplifier is used.

• Point 3 represents a classical feedback linearization scheme based on the air
gap measurements and a non-linear first-principle model [80] or a black-box
polynomial model [44]. As argued in chapter 5, this method achieves high
force predictability for constant air gaps, but is limited by the hysteresis in
the magnetic core that cannot be modeled using this framework. A total er-
ror of such a scheme was identified in chapter 5 to be around ±0.5% Fmax and
is caused by the non-modeled hysteresis. Because current control is used, the
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8.1. Overview

Table 8.1: An overview of the predictability and stiffness of reluctance actuator
control schemes introduced in this thesis.

Predictability

@ g = const.

Stiffness

@F=100N,g=1mm

Lorentz

(current control)
> 99.95% Fmax   500 N/m

Reluctance 

(current control, 

feedback linearization with

hysteresis compensation)

> 99.95% Fmax   200 kN/m

Reluctance 

(flux feedback)

> 99.95% Fmax
  2.5 kN/m

Reluctance 

(flux feedback with 

air gap observer)

> 99.95% Fmax < 500 N/m

stiffness is still around −200 kN/m for F = 100 N and g = 1 mm.

• Point 4 represents an extended reluctance actuator feedback linearization
scheme based on the air gap measurements and the parametric hysteresis
operator introduced in chapter 4. Predictability of the actuator force is im-
proved to 99.95% Fmax which is an order of magnitude higher than the pre-
dictability reported in point 3. Regardless, the linearity is still low due to the
high stiffness which is around −200 kN/m for F = 100 N and g = 1 mm.

• Point 5 represents the reluctance actuator force control technique based on
the sensing coil and Hall probe feedback with primary coil voltage control
described in chapter 6. The signals measured by a well placed sensing coil
and Hall probe can be accurately correlated to the reluctance force with low
position dependency. Therefore, force control schemes based on this ap-
proach achieve high force predictability in the range of 99.95% Fmax with
low stiffness in the range of −2.5 kN/m for F = 100 N and g = 1 mm. How-
ever, the stiffness is still larger than with the Lorentz actuators.

• Point 6 represents the approach which combines the flux feedback approach
from point 5 with an air gap observer based on the primary coil current and
Hall probe measurements. Using the air gap information from the observer,
the stiffness of the force control scheme from point 5 can be further reduced
to the absolute values smaller than 500 N/m which are comparable with the
values achieved with Lorentz actuators.

A more detailed map of the linearity increase with different reluctance actuator
control techniques is given in Fig. 8.2 and Table 8.1.

It can be seen that, using advanced control, 99.95% Fmax force predicability and
500 N/m stiffness reported for Lorentz actuators can be achieved with reluctance
actuators. Since Lorentz actuators are intrinsically more linear, it is not expected
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Figure 8.2: A graph displaying the linearity improvement of the reluctance actua-
tors with various control strategies covered in this thesis. Themain focus is put on
the predictability at constant air gaps and the position dependency, i.e. stiffness.
The meaning behind the numbers is given in Fig. 8.1.

that the linearity of reluctance actuators with control algorithm of similar com-
plexity will surpass the linearity of Lorentz actuators. However, the increased
efficiency and the fact that high performance specifications can be reached shows
that the reluctance actuators are suitable candidates for use in the next generation
positioning systems.

The main conclusion of this thesis can therefore be summarized as follows.

The results and the experiments presented in this thesis indicate that there
are no fundamental reasons that would limit the use of reluctance ac-
tuators in high-precision short-stroke positioning systems. Therefore,
reluctance actuators can be used as a more efficient substitute for short-
stroke Lorentz actuators.

8.1.1 Contributions

The main contributions of this thesis are as follows:

• A qualitative comparison of a short-stroke Lorentz and reluctance actuator
topology is given using simple, lumped, first-principle models. It includes
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8.1. Overview

properties such as copper losses, total actuator mass and size, linearity, stiff-
ness and parasitic electromagnetic effects. This simple analysis reveals gen-
eral differences between these two actuator topologies and motivates the use
of reluctance actuators for high-precision short-stroke positioning applica-
tions.

• A novel, generic parametric hysteresis operator is introduced and studied.
The operator, its inverse, and various mathematical properties useful for
control design together with the identification scheme are presented as a
toolbox for intuitive and fast modeling of hysteretic systems and straightfor-
ward control design. The operator isolates the fundamental properties of the
hysteresis in a straightforward and invertible form. It can be further shaped
using external functions to fit the desired behavior. Reluctance and piezo-
electric actuators are given as examples where this operator can be used.
This operator bridges the gap between hysteresis modeling and simple con-
trol design and represents a contribution to the field of control of systems
with hysteresis.

• A reluctance actuator with current control is linearized using the inverse
parametric hysteresis operator and a 2D look-up table which is based on the
air gap size measurements. The novel contributions of this work compared
to the already available solutions include an order of magnitude smaller lin-
earization error that is achieved by using the hysteresis compensation. The
added implementation complexity because of the hysteresis compensation is
negligible due to the simplicity of the inverse parametric hysteresis operator.

• A high-bandwidth reluctance force control scheme based on the primary coil
voltage feedforward, high-bandwidth analog sensing coil feedback and low-
bandwidth Hall probe feedback is motivated and implemented. An analog
control circuitry with active resistance compensation and a sensing coil feed-
back controller is produced for that purpose. After calibration, reluctance
force linearity comparable to Lorentz actuators has been achieved. Further-
more, two orders of magnitude smaller position dependency than the one
measured with current controlled reluctance actuators has been obtained.
However, the position dependency is still an order of magnitude higher than
with the Lorentz actuators. This is caused by the air gap dependency of the
model between the magnetic field measured by the sensing coil or Hall probe
and the net attractive force. The contributions of this work are in the applied
research and include a novel way to linearize the reluctance actuator. The
obtained linearization error and the position dependency are smaller when
compared to other approaches available in the literature, e.g. [44], [51], [58].

• A novel air gap observer based on the primary coil current and Hall probe
measurements is designed and implemented. It is based on the hysteretic
actuator model that contains the parametric hysteresis operator. The air gap
estimate is used to correct for the air gap dependency of the model between
the sensing coil and the Hall probe measurements in a gain-scheduling re-
luctance actuator linearization scheme. The overall position dependency of
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the actuators is reduced. Experimentally obtained linearization errors, in-
cluding the position dependency, with such a gain-scheduling scheme were
shown to be comparable to available Lorentz actuators. The contributions of
this work include a novel way to extract the reluctance actuator air gap in-
formation without position measurements and without injecting additional
voltage or current ripples.

• Finally, the proposed reluctance actuator linearization scheme has been te-
sted on a double C-core reluctance actuator topology with a shared I-beam.
This way, a bi-directional reluctance force can be created and one transla-
tional degree of freedom of the actuated body can be controlled using only
the reluctance force. 1 DoF position control schemes that combine force
feedforward and position feedback are tested separately with reluctance and
Lorentz actuators on 4th order position reference profiles with the stroke of
0.7 mm and their errors are compared. When used to produce the feedfor-
ward force, the reluctance actuator achieved comparable positioning errors.
However, when used to implement position feedback, the use of reluctance
actuators caused few more nanometers of steady-state position noise. This is
expected to be solved with a more extensive power electronics design. The
application area where reluctance actuators are used for high-bandwidth po-
sition control with the errors in the nanometer range is novel and contributes
to the knowledge in the applied research of reluctance actuators.

8.2 Future outlook and recommendations

Several possible directions for future research on control of short-stroke reluctance
actuators are pointed out and will be discussed.

8.2.1 6 DOF calibration

In case a reluctance actuator is completely symmetrical and the mover is com-
pletely centered with respect to the stator, the reluctance force direction should
theoretically be completely parallel with the actuating direction. However, even
slight deviations from that scenario will cause forces and torques in other direc-
tions. In the test rig used in chapters 5 and 6 the movement of the masses in
between which the reluctance actuator was mounted was constrained to the move-
ment in the actuating direction using air bearings, so only the force component in
the released direction could be studied. In chapter 7 a different test rig was used.
The actuated body was free to move in all 6 DoFs and was levitated using active
control of a limited bandwidth. This means that even slight non-symmetries and
rotations of the I-beam with respect to the reluctance actuator stators will result in
components of the force and movements in other DoFs. This did indeed happen in
the experiments in chapter 7, but it was neglected since positioning errors in only
1-DoF were studied. If reluctance actuators are to be used in industrial 6-DoF po-
sitioning applications, this crosstalk to other degrees of freedom has to be studied
and quantified, so appropriate actuator decoupling matrices can be created. This
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is usually done using FEM analysis or experimental methods and is a standard part
the calibration process for 6 DoF positioning stages, also when Lorentz actuators
are used.

8.2.2 High linearity without flux sensors

In this thesis, high force predictability and low position dependence of reluctance
actuators have been achieved by adding additional magnetic flux sensors in the air
gap. Since Lorentz actuators can achieve these performance specifications without
any sensors other than a current sensor in the power amplifier, it is desirable to
investigate reluctance actuator control schemes that can achieve the same specifi-
cations without extra sensors, i.e. using only signals measurable in the power am-
plifier. Since the relationship between currents and voltages measured on the am-
plifier side and the force is very air gap dependent, accurate self-sensing schemes
should be the foundation for such attempts. Furthermore, by following the dis-
cussion in chapter 3, accurate active resistance compensation is also of high im-
portance.

8.2.3 Redesign of power electronics

Power electronics used to drive the reluctance actuators in the flux feedback de-
sign presented in chapters 6 and 7 include a simple class AB operational amplifier
which dissipates significant amount of energy. It has to be replaced with a class
D amplifier in future designs. Furthermore, as observed in the steady-state noise
amplitude in chapter 7, further efforts have to be made to limit the parasitic effects
and noise within the analog sensing coil feedback circuitry.

8.2.4 Implementing bias force using permanent magnets

In chapter 7 a small bias force was used while switching between two C-cores, so
the voltage reference for the power amplifier is bounded. The same effect can be
achieved by using permanent magnets in both magnetic cores and thus reducing
the power consumption. One of the major problems of such an approach is that
the I-beam will stick to one of the C-cores while the actuator is not controlled and
more advanced switching-on procedures will be required.

8.2.5 Sensor and actuator model calibration procedure

If the reluctance actuators linearized with the schemes described in chapters 5, 6
and 7 are to be used in the industrial machines, it is necessary to develop methods
which will be used to identify the parameters of the models without using Lorentz
actuators as force sensors. The parameters that have to be identified include kP(g),
kS (g) and kH (g) together with the air gap observer parameters.

∗ ∗ ∗
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A.1 Introduction

It was observed in chapter 7 and the open-loop frequency response measurements
in Fig.7.7 in particular, that the reluctance actuators linearized with the scheme
described in chapter 6 show additional 0.45 Ts delay when compared to Lorentz
actuators powered by an amplifier with current control. Ts is the sampling period
of the motion controller where the force reference profiles are generated. This de-
lay was explained with the fact that the differentiation in the reluctance actuator
control law (6.11) is implemented in the motion controller operating at 5 kHz,
while the differentiation in the case of the Lorentz actuator is effectively achieved
by a high-bandwidth current control loop implemented in a digital controller run-
ning as 200 kHz. A more detailed discussion and comparison is given below.

A.2 Inter-sample behavior

A simplified Lorentz actuator current control scheme is depicted in Fig. A.1 (a).
The motion controller which generates the current setpoints runs at 5 kHz, while
the current controller implemented in the amplifier runs at 200 kHz. Each sample
from the motion controller is sent to the current controller using a digital link and,
in between the samples, the reference is assumed constant, i.e. a zero order hold
is implemented. This means that the 200 kHz current controller receives a step-
like reference each 0.2 ms. With the displacement assumed constant, the transfer
function of the nominal behavior of the Lorentz actuator current loop (2.9) is given
by:

PL(s) =
i(s)

u(s)
=

1

R

1

1+ s LR
. (A.1)

If a PI current controller is implemented, a second order closed loop response is
obtained which, if the bandwidth of 6 kHz is achieved, yields the response de-
picted in the left image in Fig. A.2. Since the actuator (A.1) behaves as an integra-
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tor for frequencies ω > L
R , the current feedback loop behaves as an differentiator

up to the bandwidth frequency of 6 kHz.
Next, consider a simplified block scheme of the reluctance actuator flux control

loop described in chapters 6 and 7 depicted in Fig. A.1 (b). If the displacement is
assumed constant, the reluctance actuator current circuit (2.13) can be modeled as
(A.1) with different values of R and L. Furthermore, (3.14) yields: ΦG = KΦL · i, i.e.
there is a linear relationship between the generalized flux and the current. If we

assume that the sensing coil measures dΦ
dt , then the plant in Fig. A.1 (b) is given

by:

PR(s) =
Φ(s)

u(s)
=
kΦL

R

s

1+ s LR
. (A.2)

It is clear from (A.2) that the reluctance actuator behaves as a gain between the
input and the sensing coil output for frequencies ω > L

R . Therefore, the feedback
loop behaves as a gain for these frequencies as well, i.e. no differentiation is re-

quired. However, since dΦ
dt is controlled, the flux reference has to be differentiated.

In the scheme depicted in Fig. A.1 (b) and in the linearization schemes described
in chapters 6 and 7, this is done by a discrete differentiator implemented in an mo-
tion controller at 5 kHz. In this case, the inter-sample behavior in between the flux
setpoints is as depicted in the right image of Fig. A.2. The effective delay is an ad-
ditional 0.5 Ts when compared to the output with zero order hold alone. When the
inter-sample behaviors of the outputs in Fig. A.2 are compared, it can be seen that
the delay due to the bandwidth limitation of the current controller in Fig. A.1 (a)
is smaller than the delay introduced by the discrete differentiation in the scheme
Fig. A.1 (b). As it was identified in chapter 7, Fig. 7.7, the effective delay different
was 0.45Ts , where Ts =

1
5 kHz .

A.3 Improving reluctance actuator inter-sample behavior

Differentiation in the case of the reluctance actuator with the sensing coil feed-
back was done in the motion controller running at 5 kHz. This implementation
was straightforward and the added delay introduced no problems when compar-
ing predictability and gap dependency in Lorentz and reluctance actuators. The
difference was observable in the open-loop frequency responses Fig. 7.7. However,
this does not mean that the linearization based on the sensing coil feedback has a
fundamental drawback. The only cause of this delay is the fact that the differenti-
ation in the case of the scheme Fig. A.1 (a) is effectively done by a current control
feedback loop implemented in a digital computer running at 200 kHz, while, in
the case of the scheme Fig. A.1 (b), the differentiation is implemented in a motion
controller running at 5 kHz. The problem can be easily solved if the differentiation
part is implemented in a faster digital computer or in analog circuitry. Since the
sensing coil feedback in chapter 6 is implemented in analog circuitry, that requires
a continuous band limited differentiator as depicted in Fig. A.1 (c). On the other
hand, if the sensing coil feedback would be implemented in a fast digital con-
troller, e.g. running at 200 kHz, this differentiation could be done using discrete
algorithms and completely match or even surpass the inter-sample performance
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Figure A.1: (a) Simplified Lorentz actuator current control scheme; (b) Simplified
Reluctance actuator sensing coil control scheme; (c) Improved Reluctance actua-
tor sensing coil control scheme
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Figure A.2: Inter-sample behavior of: (left) Lorentz actuator with 6 kHz B.W. cur-
rent feedback control loop implemented in a 200 kHz controller; (right) reluctance
actuator linearized with (6.11) and analog sensing coil voltage feedback loop de-
scribed in chapter 6. Ramp reference set-points are generated in a 5 kHz digital
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Figure A.3: Simulation results of the inter-sample behavior of the reluctance
actuator flux control loop in Fig. A.1 (c) where band-limited differentiation with
T = 1

2π50 kHz is implemented in the continuous domain.

of the scheme in Fig. A.1 (a). A simulation example of the inter-sample behavior
of the improved scheme Fig. A.1 (c) is depicted in Fig. A.3. The maximal band-
width of the differentiation is limited by the maximal amplitude and slew rate of
the power amplifier, which was omitted from the block schemes Fig. A.1. For the
simulation results in Fig. A.3, it was limited to 50 kHz.

∗ ∗ ∗
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B.1 Symbols

Symbol Description Unit
α Actuator size parameter [m]
αH Gap dependency of the Hall probe [m−1]
αS Gap dependency of the sensing coil [m−1]
a Acceleration [ms−2]
A Reluctance actuator teeth area [m2]
AS Sensing coil cross-section area [m2]
Aw Coil wire cross-section area [m2]
B Magnetic flux density [T]
B̄ Mean B in the sensing coil cross-section area [T]
Bcore Magnetic flux density in the ferromagnetic core [T]
Bg Magnetic flux density in the air gap [T]
BgL Magnetic flux density in the Lorentz actuator air gap [T]
BgR Magnetic flux density in the reluctance actuator air gap [T]
Blimit Upper limit for B inside the ferromagnetic core [T]
BH Magnetic flux density measured by the Hall probe [T]
C0 Class of continuous functions -
CS Sensing coil voltage feedback controller -
CH Hall probe feedback controller -
∆Fhyst Error in the force due to the hysteresis [N]
dg Air gap dependent model disturbance [Wb]
dw Coil wire diameter [m]
D Electric displacement field [Cm−2]
DIH Parameter defining the limit cycle of IH (Fig. 4.6) -
DH Parameter defining the limit cycle of H (Fig. 4.6) -
ǫ Sensing coil voltage correction parameter [Ω]
E Electric field [Vm−1]
f Force density [Nm−3]
fmag Magnetic force density [Nm−3]
fL Lorentz force density [Nm−3]
fR Reluctance force density [Nm−3]
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Symbol Description Unit
F Force [N]
Fnet Total (net) force on a body [N]
FB Bias force [N]
FL Lorentz force [N]
FR Reluctance force [N]
g Air gap size / Actuator displacement [m]
gn Nominal air gap size [m]
G(s) LTI SISO plant -
hG Impulse response of G -
H Magnetic field [Am−1]
H Direct parametric hysteresis operator -
Hc Coercive field [Am−1]
Hcore Magnetic field in the ferromagnetic core [Am−1]
Hhyst Magnetic field component due to the hysteresis [Am−1]
i Current [A]
iref Current reference [A]
If Free current [A]
Ilimit Upper limit for the primary coil current [A]
IH Inverse parametric hysteresis operator -
J Current density [Am−2]
Jf Free current density [Am−2]
k1, k2 Parameters of the direct or inverse hysteresis operator -
kDC Steady state gain of G -
ko Air gap observer gain -

kH Air gap dependent Hall probe sensor gain [VN−
1
2 ]

kP Air gap dependent primary coil sensor gain [VsN−
1
2 ]

kS Air gap dependent sensing coil sensor gain [VsN−
1
2 ]

KL Lorentz actuator motor constant [NA−1]
KR Reluctance motor gain [NA−1]

KΦ Model constant KΦ = 1√
µ0AN

[Am−1N−
1
2 ]

lm Magnetic circuit length [m]
lx Coil length in x direction [m]
ly Coil length in y direction [m]
lz Coil length in z direction [m]
L Inductance [H]
L(·) Parametric hysteresis operator shaping function -
µr Permeability [Hm−1]
µ0 Permeability of vacuum [Hm−1]
µr Relative permeability -
m Mass [kg]
m, m∗ Parameters (4.10) and (4.11) -
M Mass [kg]
M Hysteretic part of the parametric hysteresis operators -
nH Hall probe sensor noise [V]
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Symbol Description Unit
nS Sensing coil sensor noise [V]
N Number of coil turns [−]
NP Number of the primary coil turns -
NS Number of the sensing coil turns -
Φ Magnetic flux [Wb]

ΦG Generalized flux [N
1
2 ]

ΦGref Generalized flux reference [Wb]
ΦL Leakage flux [Wb]
ΦP Flux encircled by the primary coil(s) [Wb]
ΦS Flux encircled by the sensing coil [Wb]
p1(·) First order polynomial -
p4(·) Fourth order polynomial -
Pdiss Copper losses [W]
PdissL Lorentz actuator copper losses [W]
PdissR Reluctance actuator copper losses [W]
P(s) LTI SISO plant -
q charge of a particle [C]
Qf Free charge [C]
ρ Specific resistance [Ωm]
ρm Mass density of NdFeB permanent magnets [kgm−3]
ρCu Mass density of copper [kgm−3]
ρFe Mass density of iron [kgm−3]
ρL Average mass density of the actuator in Fig. 2.3 (a) [kgm−3]
ρR Average mass density of the actuator in Fig. 2.3 (b) [kgm−3]
R Resistance [Ω]
R Set of real numbers -
R
+ Set of positive real numbers -

σ Standard deviation -
sα,t Indicator whether α(τα,t) was min. or max. -

sdα,t Discrete version of sα,t -
S Surface [m2]
S(s) Sensitivity function -
Sf Surface surrounding a reluctance actuator tooth [m2]
SH (s) Sensitivity of the Hall probe feedback -
Satab Saturation function between a and b -
τα,t Last time instant before t when α̇ changed sign [s]

τdα,t Discrete version of τα,t [s]
Ts Sampling period (of the digital controller) -
T (s) Complementary sensitivity function -
TH (s) Complementary sensitivity of the Hall probe feedback -
TS (s) Complementary sensitivity of the sensing coil feedback -
u Voltage [V]
uin Voltage on the primary coil terminals [V]
uref Voltage reference [V]
up Voltage on the primary coil inductor element [V]
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Symbol Description Unit
us Voltage on the sensing coil terminals [V]
uH Voltage on the Hall probe [V]
uL Voltage on the primary coil inductor [V]
v Velocity [ms−1]
V Volume m3

W (·) Principal branch of the Lambert W function -
x Cartesian axis name / Position on that axis [m]
y Cartesian axis name / Position on that axis [m]
yss Single-stroke positioning error [m]
ym Short-stroke positioning error [m]
yM Long-stroke positioning error [m]
z Cartesian axis name / Position on that axis [m]

B.2 Abbreviations

Abbreviation Description
2D Two Dimensions
3D Three Dimensions
A/D Analog to Digital
BW Bandwidth
C-core Reluctance actuator part that look like a C
CoG Center of Gravity
D/A Digital to Analog
DC Direct Current / Steady state
DoF Degree of Freedom
E-core Reluctance actuator part that looks like an E
EMF Electromotive Force
FB Feed Back
FEM Finite Element
FF Feed Forward
GaAs Gallium-Arsenide
I-Beam Reluctance actuator part that looks like an I
LTI Linear Time Invariant
Lut Lookup table
MMF Magnetomotive Force
NdFeB Neodymium Iron Boron
PI Proportional Integral
PID Proportional Integral Derivative
PSD Power Spectral Density
PWM Pulse Width Modulation
RMS Root Mean Square
SCVCC Sensing Coil Voltage Control Circuitry
SISO Single Input Single Output
ZOH Zero Order Hold
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