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Abstract. In this paper, we present a new knowledge acquisition and 
formalization method: the decision mining approach. Basically, we aim to 
produce a model of the workflow of mental actions performed by decision 
makers during the decision process. We show that through the use of a Product 
Data Model (PDM) we can make explicit the knowledge employed in decision 
making. We use the PDM to provide insights into the data view of a business 
decision process. To support our claim we introduce our complete, functional 
decision mining approach. We present a “decision-aware system” that 
introduces the user in a simulation scenario environment containing all data 
needed for the decision. We log the interaction with the system (focusing on 
data manipulation and aggregation) and output a user action log file. The log 
file is then mined through the presented mining algorithm and a Product Data 
Model (PDM) is created. The advantage of our approach is that, when needed 
to investigate a large number of subjects, it is much faster, less expensive and 
produces more objective results than classical knowledge acquisition methods 
(such as interview and questionnaires). The feasibility and usability of our 
approach is shown by a prototype, a case study and experiments. 

Keywords: Decision Mining, Product Data Model, Decision-aware System, 
Decision Workflow. 

1. Introduction 

In the area of financial decisions there are a lot of different approaches that generate 
fuzzy decision processes. Our experience shows that some managers disregard some 
data elements not just because they consider it important but because it just slipped 
their mind or they just don’t know about it. For example, when managers intend to 
contract a loan, some of them may consider important the amount cashed from 
customers in the previous months while others may not or may disregard this data 
item completely due to various reasons. People may also perform decision making in 
unstructured situations by using feelings, intuition, etc. 

The decision process and the choice regarding decision alternatives have been 
researched early in the 60’s. The root of current well known decision processes in 
literature is Simon’s model [Simon, 1960]. It is composed of four phases: (i) 



intelligence gathering, (ii) design, (iii) choice, and (iv) implementation. This initial 
classification was later expanded by other researchers but Simon’s basic process can 
be found at the core of them all. The focus of those approaches was on producing 
several decision alternatives and on how the choice of one alternative needs to be 
performed. Less attention was given to identifying relevant information for the 
decision at hand or how to manipulate all the data items that need to be considered 
when making the actual choice. All those approaches also assume that data needed for 
the decision process is available and the user knows which data items are needed to 
make a well informed decision [Turban, 2010]. We argue that a person making a 
decision does not always know which information is needed or relevant and does not 
have a clear overview of how available data should be aggregated. 

We are aiming to provide a better insight into the decision process by making the 
implicit knowledge used in the decision process explicit. We are looking at different 
persons performing the same decision and we try to evaluate the process that they 
perform in order to make a decision. This involves a lot of mental activities which we 
need to capture and to make explicit in a model. Therefore, we need to find a 
graphical representation that can be presented and easily understood by persons with 
less domain knowledge. We propose to use a Product Data Model (PDM) as a 
graphical representation that can depict the data aggregation used in the decision 
process and that can be easily understood even by untrained decision makers. 

The aim of this paper is to show how a model explicitly depicting the knowledge 
behind the data used in a decision making process is created. Our approach includes 
all the necessary steps to automatically mine such a model based on the interaction of 
the decision maker with software. The framework includes a ‘decision-aware system’, 
a mining algorithm and the PDM format for representing the mined knowledge. 

The overall goal of this approach is to enable an untrained decision maker to 
follow a decision process extracted from expert users in a specific domain. We argue 
that a better insight into the decision process can be provided through a workflow 
model showing: the data elements that should be used to produce the final decision 
and how they need to be manipulated (the sequence of actions to be performed). 

The main benefit of our method is that it is faster, less expensive and more 
objective than the usual knowledge extraction methods (such as questionnaires, 
interviews, etc). From a model produced using this approach, people who want a 
better insight into a specific real life decision (e.g. managers, students) can further 
extend their knowledge by reading and understanding a process performed by an 
expert. Our approach can also be used by professors for evaluating the progress in 
decision making training (by comparing the ‘before’ and ‘after’ models). 
Professionals interested in knowledge extraction can use our approach as an alternate 
knowledge extraction tool. 

The structure of this paper is as follows. First, we introduce the reader to an 
overview of the decision mining approach. Then, Section 3 explains the concept of 
the PDM and discusses the related research areas. In the section on the mining 
approach (Section 4), we define the concepts we use and we explain the steps we 
follow in order to create a PDM out of user activity logs. We then show the mining 
algorithm and a running example. The fifth section introduces a case study and a brief 
discussion of an example PDM mined from the decision process of an expert user. In 
the last sections we provide an evaluation of the approach and the conclusions. 



2. Methodology 

In this methodology section we present the general overview and background 
needed to understand our approach. In the general overview we show how we enable 
the capturing of the relevant knowledge by taking a process mining perspective and 
making it explicit in a specific type of model, the product data model (PDM). The 
background section elaborates on this important notion of the PDM and briefly 
discusses other related issues. 

2.1. General approach 

The general approach for making the relevant knowledge for a decision process 
explicit is illustrated in Figure 1. First, we ask the decision makers to use our 
‘decision-aware software’. This software provides the decision makers with a lot of 
data for a decision scenario, ranging from trivial to critical (e.g. all the data and 
information outputted by the information system of a company for an economic 
decision). The term decision-aware designates the fact that the software is built so it 
will [PM, 2010]: 
 enable the user to perform all the mental steps towards making a decision within 

the boundaries of the system (mental steps are e.g. viewing a data item, 
comparing data items, calculating a derived data item, etc.); 

 ‘force’ the user to decompose a mental pattern into basic thinking items; 
 ’force’ the user to express each basic thinking item as an interaction with the 

system that can be logged. 
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Figure 1: General approach for decision mining 

 
The software stores all details of the user interaction with the system in a set of 

tables [PM, 2010]. For the purpose of this paper we will focus only on the data 
elements that are considered when a decision maker is performing a specific decision 
process. This is referred to as a ‘trace’ of the process. Each trace may consist of: 

 basic data items available in the simulation scenario. This data is pre-set for 
a decision process by the moderator and can emphasize on a specific 
behavior that needs to be researched. We log the name and the value of the 
basic data items that are viewed and used in any way by the decision maker; 



 data items inputted by the user. There may be data items that are not 
available in the simulation data but the user may consider important. 
Therefore, the user may type in new data and use it in deriving new items. 
We log for each such data item: a mandatory description and the value 
inputted by the user; 

 derived data items calculated by the user. The derived items can be 
calculated based on: basic data or/and on inputted data or/and previously 
derived data items. We log for each such item: the source items and the 
operands used. 

 type of interaction with the system. For example, all basic data item values 
are by default hidden. In order to look at the value of such an item the user 
must explicitly click the textbox containing that particular value (e.g. we will 
log the “click textbox” interaction). 

 timestamp of each interaction. This allows us to order the actions of the user 
stored in the log. 

After capturing the traces in the log, these are converted to a PDM by our decision 
mining tool. The PDM is represented by an XML file and can be read by ProM. After 
that, the PDM may be converted into a workflow process model using the available 
algorithms in ProM. There are currently six algorithms that can create a workflow 
model out of a PDM file [Vanderfeesten, 2008], each of them emphasizing on a 
particular view of the process. Therefore, there needs to be selection criterions for 
choosing one algorithm over the others that will rely on the user’s needs. A decision 
workflow model needs to show to the users as many insights regarding: what were the 
data items used and derived; how they relate to each other; and which is the sequence 
of usage. 

Decision-aware Software Decision Logs Log Mining Algorithm PDM ProMSelection Criteria WF Model

mine()

log user activity()

create()

identify()

select()

convert()

 
Figure 2: The process of deriving a workflow model from an activity log 

The complete process of deriving a workflow model is introduced in Figure 2. To 
illustrate this process, we introduce a short example.  
 
Example 1. In this example, the user needs to decide on whether or not to grant a 
mortgage. The available data items in this particular environment are: percentage of 
interest (B), the annual budget to be spent on the mortgage (C), the term of the 
mortgage (D), the previous mortgage offer (E), the income the client is allowed to 
spend on paying the mortgage (F), the gross income of the client per year (G), and the 
credit registration (H). The output of the decision process is the value of the 



maximum mortgage that needs to be typed and will be stored as item A. In order to 
perform this decision the following steps are taken: 
 The decision maker uses the decision-aware software and considers that he needs 

to fundament the decision for the value of A on the values of B and C, and the 
difference of values F and C (F-C). He expresses this while using the software 
by: looking at values B, C, F and deducting C from F. 

 The log outputted by the software for this particular trace consists of: the values 
of data items: B, C, F, and (F-C); the timestamps for each action, the type of 
interaction with the software (e.g. click textbox, click button), and the sign of the 
operand used while deriving data, etc. 

 The log is mined (by using the mining algorithm introduced later in this paper), 
and an XML file consistent with the PDM definition (as presented in the next 
section) is delivered;  

 The XML file can be loaded in ProM and converted to a workflow model by 
using an algorithm that will produce an appropriate representation. 

 The model we will present back to the user (depicted as a Petri Net) will look like 
the one shown in Figure 3: 

We basically argue that: a) such a model depicts clearly the mental actions of the 
user and their order, b) it will take us less time to create it then classic knowledge 
acquisition methods when applied to a large number of users and c) it can be easily 
understood (therefore knowledge is easier disseminated). 

 

 
Figure 3: Example of a decision process modeled as a Petri Net 

2.2. Background 

To understand our approach, the reader should be familiar with the concept of a PDM 
which is explained below. The Product Data Model (PDM) is a well-known concept 
from the area of business process (re)design. It is the starting point for the Product-
Based Workflow Design (PBWD) methodology [RLvdA, 2003], [Vanderfeesten, 
2010]. 



 
Figure 4: The PDM for the mortgage example 

A product data model describes the structure of the process of information 
processing to produce an informational product. It is similar to a Bill-of-Materials 
(BoM), [Orlicky, 1972]. The product that is described by a PDM is an informational 
product, e.g. a decision on an insurance claim, the allocation of a subsidy, or the 
approval of a loan. In a PDM the data elements that play a role in a decision and their 
relationships are made explicit in a graphical way. 

Consider for instance the example in Figure 4. This example describes the 
calculation of the maximum amount of mortgage a client is able to borrow from a 
bank as was discussed before. The figure shows that the maximum mortgage (element 
A in Figure 4) is dependent either on a previous mortgage offer (E), or on the 
registration in the central credit register (H), or on the combination of the percentage 
of interest (B), the annual budget to be spent on the mortgage (C), and the term of the 
mortgage (D). The annual budget (C) is determined from the gross income of the 
client per year (G), the credit registration (H), and the percentage of the income the 
client is allowed to spend on paying the mortgage (F).  

Data elements are depicted by circles in the PDM. For each specific case instance 
of the decision process a data element may have a different value (e.g. the value for 
data element “interest percentage” may be different for a long term loan than for a 
short term loan, also, the gross income of each client will be different).  

The actions that are taken on the data element values are called operations and are 
represented by hyperarcs. In general, an operation can be of different forms, e.g. an 
automatic calculation, a judgment by a human or a rule-based decision.  

Each operation has zero or more input data elements and produces exactly one 
output data element. The arcs are ‘knotted’ together when a value for all data 
elements is needed to execute the particular operation. Compare for instance the arcs 
from B, C, and D leading to A on the one hand, and the arc leading from E to A on 
the other hand in Figure 4. In the latter case only one data element value is needed to 
determine the outcome of the process, while in the case of B, C, and D all three data 
element values are needed to produce A. An operation is executable when a value for 
all of its input elements is available. 



Several operations can have the same output element while having a different set 
of input elements. Such a situation represents alternative ways to produce a value for 
that output element. For example, a value for the end product A in Figure 4, can be 
determined in three alternative ways: (i) based on a value for E, (ii) based on a value 
for H, and (iii) based on values for B, C, and D. Also, a data element may be used as 
an input element to several operations. For instance, H is used in two operations: 
Op02 and Op03 

The top element of the PDM, i.e. the end product, is called the root of the PDM. 
The leaf elements are the elements that are provided as inputs to the process. They are 
produced by operations with no input elements (e.g. the operations with output 
elements B, D, E, F, G, and H). The operations producing values for the leaf elements 
are denoted as leaf operations or input operations. 

Note that the structure of the PDM is a network structure (it is not a simple tree), 
but does not contain cycles. 

Current algorithms for process mining all focus on the retrieval of a process model 
from an event log. In our mining approach we try to mine the processing of 
information. 

2.3. Related work 

This research draws on several major fields of research: workflow management 
(especially process mining), decision making theory and analysis, decision support 
systems and software simulations. 

The process mining methodology is present for two decades [CW, 1998]. The work 
was extended to concurrent processes and tasks which were discovered out of event 
logs by using entropy, event type counts, periodicity, and causality. More recent 
approaches of business process mining aim to analyze existing event logs produced 
by process or workflow aware software (such as ERP, CRM, SCM, etc) [vdAH, 2002] 
[vdAvDHMSW, 2003]. The result of process mining is a model that reflects a real life 
process in an enterprise. The decision mining approach we present in this paper 
resembles process mining in that it aims to automatically extract and create a model, 
but of the mental decision making process rather than of some physical process in the 
enterprise. Our approach is based on the fact that the actions of a person will provide 
an external observer with a better understanding of a workflow than what the user 
says about that workflow. This assumption is also used by various researchers in 
process mining that rely on the historic operational data available from event logs (or 
audit trails or transaction logs, etc) produced by the software tools used in an 
enterprise (ERP, CRM, SCM, etc) rather than on the prescribed workflows modeled 
by experts [vdAvDHMSW, 2003], [vdAW, 2004]. 

The term “decision mining” was used before in [RvdA, 2006]. The mining 
algorithms are implemented in a plug-in called Decision Miner that is implemented in 
ProM Framework. This approach uses a derivation of C4.5 algorithm to build 
decision trees that allow analysis of choices in the decision points of a workflow. 
Rozinat proposes the use of Petri Nets theory in order to identify the points in which a 
choice was made and one or other of the branches were followed. After the decision 
point is found, the problem is turned into a classification problem that tries to 



determine if the cases with certain properties follow specific routes. However, this is 
different from our approach. The difference is that in a process mining log the traces 
repeat as the users perform the same activities in the same order prescribed by the 
company’s procedure or enforced by the company’s software systems. In decision 
mining, a process is basically unique since no two persons have the same knowledge 
and even the same person does not necessarily follow the same thinking pattern twice. 
The tree like structure can be obtained only if a large number of models are 
aggregated. Even at this level, there are differences due to the fact that the properties 
determined by Rozinat that change the path followed for a decision point cannot map 
to the properties of the mental activities captured in the decision workflow. Rozinat’s 
approach is focused on determining the throughput times for decision nodes in order 
to improve the process. Such a goal is of no consequence to our approach. Also, 
Rozinat’s approach is not necessarily based on the value for case data. She also 
considers ‘changes’ to go into one direction or the other in a process model, while we 
specifically focus on the content of the decision. 

Decision analysis is the discipline comprising the philosophy, theory, 
methodology, and practice necessary to address important decisions in a formal 
manner [GW, 2004]. We draw on decision analysis’ documented procedures, 
methods, and tools used for identifying, representing, and assessing the important 
aspects of a decision situation. Some of our higher goals include prescribing the 
recommended course of action in a decisional situation by applying some theorems 
and algorithms to create and exploit a well-formed representation of the decision 
process. We also aim to create formal representations of decisions and translate them 
into new insights and recommendations for the decision maker. Our immediate goals 
include identifying and explaining various aspects of actual decision making 
processes (using tools such as graphical representations, variables, uncertainty, etc) 

 
The class of systems which aims to provide the user with all the necessary data and 

information in order to help him make better decisions is the class of decision support 
systems (DSS). A brief overview of the DSS research area is available in [Power, 
2004]. Current research is focused on adding more “intelligence” to the system and 
integrating the DSS within the business intelligence systems in the enterprises [TSD, 
2010]. In order to create a successful decision-aware system, we need to join a DSS 
with a virtual environment in order to provide the user with the best decision 
experience in a simulated decision environment. Some of the questions that are 
already addressed in the DSS area, we also need to consider while building the 
decision-aware software: “how should the data be presented to the user?”, “which 
data should be available?”, “what tools should the decision maker use in the decision 
process?”. 

3. Approach 

In this section we will introduce the formal definition of the key concept of PDM in 
the first sub-section. Then, we will describe the steps we propose in order to mine the 



PDM model out of the activity traces. In the second sub-section we will demonstrate 
the theoretical framework and the proposed approach by a running example. 

3.1. Definitions 

To be able to specify our decision mining algorithm we need to define a number of 
concepts. First of all, we look at the definition of the PDM, which is slightly modified 
and simplified from the general definition in [Vanderfeesten, 2008] in order to make 
it fit for our decision mining purpose. 
 
Definition 1 (PDM). A PDM is a tuple (D;O;T) with: 
 D: the set of data elements, D = BD ∪ DD ∪ ID, with 

- BD the set of leaf data elements 
- DD the set of derived data elements 
- ID the set of data elements inputted by the user 

 O ⊆ D × P(D): the set of operations on the data elements. Each operation, o = (d; 
ds): 
- has one output element d ∈ DD and  
- has a set of zero or more input elements ds ⊆ D 

 T: O →ℝ: the partial function that specifies the amount of time required to 
execute an operation from O, i.e. the time required to produce the element d 
based on the elements ds using ao. 

 D and O form a hypergraph H = (D;O) such that its structure graph is connected 
and acyclic. 

The PDM of Figure 4, contains six leaf elements: B, D, E, F, G, H ∈ BD. The leaf 
element B is for instance produced by an operation op05 = (B; Ø). There are also two 
derived data elements: A, C ∈ DD. And the root element, data element A, is produced 
by operation op01 = (A; {B, C, D}).  
 

Our approach is based on our ability to extract data from the logs of the software 
and present them as a PDM. This is done in three major steps: 
A) parse the logs and output a XML file, 

A1) export the logs from the decision-aware tool; 
A2) filter the logs for just one trace. This is based on the Process Instance ID; 
A3) run the mining algorithm on the individual trace so that relevant information is 
extracted from the logs; 
A4) input the data sets into the specific structure of the PDM XML file; 

B) import the XML file into ProM Framework  
C) build the PDM and the workflow model. 
A summary for the steps we introduce for our approach above is depicted in Figure 5: 
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Figure 5: The sequence of steps for transforming activity data into a workflow model 

Activity A1 is performed by a web-service included in the decision aware system. 
It allows the mining application to retrieve the necessary data (as an XML file). 
Depending on the context, Activity A2 can be performed by the decision-aware 
system (if a user wants to build the model right after he finished performing the 
decision process) or by the mining application (if a researcher using our approach 
wants to build one process model out of a log containing multiple traces). Activity A3 
is performed by the stand-alone mining application. For a better understanding we 
will introduce the algorithm implemented in the application as pseudo-code in the 
next sub-section. The input data for the algorithm is one trace in the activity logs 
outputted by the decision-aware system formatted as one XML file (see Activity A1). 
The mining application also performs Activity A4 and outputs a PDM specific XML 
file that contains all the elements introduced in Definition 1. So far, this file needs to 
be manually uploaded into ProM (Activity B). The ProM plug-in creates the PDM 
graphical representation and the various workflow models (Activity C) 
[Vanderfeesten, 2008]. 

3.2. The decision mining approach 

The main concern of this sub-section is introducing the reader into how the XML file 
containing the structure of the PDM is produced (activity A). We will introduce the 
algorithm implemented in the mining application and then a running example that will 
provide a better understanding of how the PDM can be created based on the logged 
behavior.  

The mining approach we introduce in this paper focuses on the data perspective of 
the decision process. Therefore, we are concerned on extracting two things: the basic 
data items used by the decision maker and how those items are derived and combined 
with each other. If the decision maker intends to use a derived data item in the 
decision process, he first needs to calculate it. The calculation steps are not always 
visible to the outside observer because they are most of the times done mentally. So 
far, the only methods, that we are aware of, broadly used for extracting the mental 



process are the interviews (the user is asked to report what he did something) and 
“thinking-aloud” (the user is asked to report while he is doing something).  

The mining algorithm implemented in the mining application performs mining 
based on the following logic:  
 

Create leaf_node (BD ∪ ID) set 
Create derived_data_element (DD) set 
Create root_node (RT) set 
Create operation (O) set 
Create operation_data_elements set 
Start top 
Do case for each record 

Case Find_click_textbox() = True 
If textbox not in leaf_node set 

Create a new leaf node 
Label leaf node with Name Field value 
Add to leaf_node set 

Else 
EndIf 

Case Find_operation() = True 
Create new operation 
Add it to operation set 
Create a new derived data item 
Name it (autonumber with letters) 
Place it in the derived_data_element set 
For each item in leaf_node and derived_data _element sets 

Do used_in_operation() 
Add to operation_data_elements: (name of 

current operation, name of current node element 
as output, all data items (leaf nodes and derived 
data elements) found by used_in_operation as 
input) 

Endcase 
 
Do Find_edit_textbox() 
Place value in Name Field in Root_node set 
 
Create new operation 
Add it to operation set 
Do for each element in leaf_nodes 
Add to operation_data_elements: (new name for operation, name of 

current leaf_node as output, Null as input) 
Search Leaf_node set and Derived_data_element set 

For each item not used in deriving other data elements 
Create new operation 
Add it to operation set 
Add to operation_data_elements: (name of current 

operation, Root_node as output, empty as input) 
 

EndIf 

 
Some explanations on the functions used in the algorithm introduced above: 
 Find_click_textbox() – looks in WFMElt Field for the “click textbox” values 
 Find_operation() – looks in Name Field for the values starting with “=” character 
 Used_in_operation() – looks inside the records in Name Field starting with “=” 

character and extracts: all the data labels followed by one of the operation signs 
(+, -, *, /) and the operation signs. If there is an “=” character inside the 



expression the function extracts the items between the parenthesis that contain 
the “=” sign and searches the node_elements string for the derived data item 
name. This function produces an ordered set of items (either a leaf node or a node 
element) and an ordered set of signs linked to the previous set by the ordering 
inside the set. For example, in Table 1 at record 6 there is the expression: 
=XA+XB. This function extracts the two input elements XA and XB and names 
the result A. It outputs, according to Definition 1, the string (A, {XA, XB}) . In 
table 1 at record 11 there is the expression: “=(XA+XB=)/XC”. This function 
detects the second equal sign in the expression and therefore recognizes the 
expression in the parenthesis already exists and matches it to A so the operation 
is reduced to “=A/XC”. The strig outputted for the second operation’s data 
elements is (B, {A, XC}). 

 
In the remainder of this sub section, we will focus on how we can explicitly show 

as a PDM model what are the data items and the operations performed by the user 
while calculating a derived data element. In the context of the decision process this is 
important because we need to show how this derived value fits into the overall 
decision process. For a short example, we suppose the user needs to know the result 
of the formula (as a naming convention, we use X in front of any basic data item and 
we assign sequential letters for any calculated item):  

(XA + XB) / XC = ? . (1) 

Where: XA = 1000, XB = 500 and XC = 5. 
When calculating such a result the mental actions performed by the user are: 
a) check for the value of XA, then remember it for the calculation, 
b) check for the value of XB, then remember it for the calculation, 
c) calculate the result of the addition, 
d) check for the value of XC, then remember it for the calculation, 
e) calculate the final result by dividing the result of the previous addition to the 

value of XC. 
If those calculations steps are performed within the decision-aware system we will 

be able to generate a log of all the steps performed by the user while performing the 
calculation. This is how we make explicit a part of the knowledge employed by the 
user. The log sample, generated by the interaction of the user with the decision-aware 
system, for calculating the formula introduced above is: 

Table 1. Log explicitly depicting mental calculation steps 

Timestamp WFMElt Name Data attributes 
Time 1 click textbox XA 1000 
Time 2 click button Add_XA XA 
Time 3 click button plus + 
Time 4 click textbox XB 500 
Time 5 click button Add_XB XB 
Time 6 click button =XA+XB 1500 
Time 7 click button Add_(XA+XB=) (XA+XB=) 
Time 8 click button divide / 
Time 9 click textbox XC 5 



Time 10 click button Add_XC XC 
Time 11 click button =(XA+XB=)/XC 300 
Time 12 edit textbox XD 300 

 
The log actually shows all the calculation steps that are now explicitly performed 

by the user as a sequence of interactions with the decision aware system. Assuming 
this to be a complete trace in which the user’s goal is only to produce the result of the 
formula, the final step that needs to be performed by the user within the system is to 
write down the value of the calculation (edit textbox XD in record 12). 

By running the mining algorithm we can produce the following PDM output 
consistent with Definition 1: 
Data element (D):  {XA, XB, XC, XD, A, B} 
Leaf node set (BD):  {XA, XB, XC} 
Root element   XD 
Derived data set (DD):  {A, B} 
Operation set (O): {op1, op2, op3, op4, op5, op6} 

where:  (op1, A, {XA, XB}), (op2, B, {A, XC}, ),  
(op3, B, XD), (op4, Ø, XA), (op5, Ø, XB),  
(op6, Ø, XC), 

Based on the above sets, we can create the XML input file that can be imported to 
ProM Framework for creating the graphical representation of the PDM model. The 
XML file produced using the sets outputted by the mining algorithms is presented in 
Figure 11 . 

The approach used to create the PDM graphical representation is the one presented 
in [Vanderfeesten, 2008]. The order of the elements in the PDM input data is of no 
consequence. The PDM is constructed starting from the root node in a top down 
manner [Vanderfeesten, 2008]. By feeding the PDM-XML file into ProM Framework 
we created the PDM model shown in Figure 6. 

 
Figure 6: PDM model built on the mined XML 



4. Case Study 

This section introduces several case studies performed while testing our approach. 
The first sub-section shows how the decision process introduced earlier, as the 

running example, was performed using the software implementing our approach. The 
goal of this sub-section is to get the reader acquainted with the way in which the user 
interacts with the decision-aware system. This is important because the whole 
approach relies on the assumption that we are able to capture a mental decision 
process. As mentioned earlier, the interaction with the system aims to force the user to 
break up complex and implicit mental actions into atomic items that are performed 
explicitly as a sequence of actions within the system. Besides the actual interaction 
with the software we continue to illustrate, using this example, the entire process of 
extracting the instance PDM.  

The second sub-section introduces the decision mining process performed for a 
trace produced by several expert users. Basically, what we introduced in the first sub-
section as a short example is performed by an expert decision-maker according to his 
expertise. We will not emphasize on the interactions with the software because it 
basically works as in the running example. Instead we will better introduce the reader 
to the loan contracting decision set-up and will introduce several PDM models that 
will underline the fact that, for the same decision, the approaches of experts can be 
extremely diversified. 

The last two sub-sections introduce several models produced by using our 
approach for several intermediate traces and one beginner trace. A comparative 
discussion is provided based on the expert, intermediate and beginner traces.  

4.1. Usage Scenario Based on the Running example  

This section introduces a complete example of how an instance PDM can be derived. 
We first show how the user interacts with the decision-aware software that presents 
the loan contracting scenario data. Then we show the logs outputted and the PDM 
XML created by the mining algorithm. In the end, we show the workflow models 
created in ProM.  

We will shortly show how the running example introduced above is actually 
performed in practice, by using a decision-aware system and the mining algorithm. 
We will instantiate XA as accounts receivables, XB as accounts payables, XC as cash 
and collateral cash; and XD the total amount to be invested. The user decides, based 
only on those four data items, how much money he needs to borrow from the bank 
(the root element, previously noted XD in the running example, is now named RT so 
it can be easily distinguished from the actual data items in the model).  

In order to produce the decision process model, the user first needs to interact with 
the decision-aware software. The goal of those first actions is to derive data based on 
the data items provided in the simulation scenario. The sequence of interaction is 
shown in the next three screenshots (Figure 7, Figure 8, and Figure 9):  

 



 
Figure 7: Sequence of interaction for calculating the 'future cash need' as the difference 

between 'accounts payable' and 'accounts receivable'. 

 
 
 
 
 

 
Figure 8: Sequence of interaction for calculating the 'cash available for investment' as the 

sum of 'future cash need' and 'cash and cash equivalents' 



 
Figure 9: Sequence of interaction for calculating the 'amount needed for investment' as the 

difference between the 'value of investment' and the 'cash available for investment' 

 
Figure 10: Final step of the interaction with the decision-aware system: typing a value for 

the loan amount. 



 
Figure 11: The XML file containing the user activity logs outputted by the decision-aware 

software system 

 
Figure 12: PDM-XML format that can be imported into ProM 



After choosing a decision alternative (which for this particular situation is to decide 
the amount of money to be loaned), the user needs to input the decision outcome 
(Loan Amount Textbox) as shown in Figure 10. 

After the user has saved the decision and logs out of the system, the decision-aware 
system will output an XML file containing the activity log performed for this 
particular trace. The file is presented in the Figure 11. 

The last step is the automatic conversion of the activity log XML into a PDM 
XML file. Basically, the decision-aware system allows access to the log data through 
a web-service. The mining algorithm performs the conversion and outputs the data 
needed for building the PDM specific XML. By applying the mining algorithm on the 
running example XML file, the following PDM XML in Figure 12 was outputted. 

So far, the PDM file is uploaded manually into ProM 5.2. The PDM model is 
constructed and can be converted to workflow models. For the running example, we 
created the PDM model that is shown in Figure 13.  

 
 

 
Figure 13: PDM model created based on the user interaction with the decision-aware 

software system 

 
The generated PDM model can be automatically converted to a workflow model by 

using a number of seven different algorithms [Vanderfeesten, 2008]. We show two of 
the most meaningful and easily readable decision workflow models in Figure 14 and 
Figure 15. While looking at the workflow model in Figure 14 one can read:  
 prepare to input the value of the loan which is based on a calculation. You first 

need to calculate a value based on XA (accounts receivables) and XB (accounts 
payables) and then aggregate it to XC (cash and collateral cash).  

 once you have the value of the calculation aggregate it with the value of XD (the 
value of the investment) and you can produce the final result. 



 
Figure 14: Decision workflow model produced using algorithm Alpha in ProM 

 
 
 

 
Figure 15: Decision workflow model produced using algorithm Charlie in ProM 

 

4.2. The Process Instance of an Expert Decision Maker  

In this sub-section of the paper we are introducing the loan contracting decision 
process as performed by several expert decision makers we used during the 
experiments. The goal of this sub-section is to underline the fact that the experts were 
exposed to the same decision scenario data. However, using the PDMs for each user, 
we can show that the decision process of those experts is not following the same 
patterns. 

The user of the decision-aware system is playing the role of a decision maker in an 
enterprise that already decided to make an investment. Since the company doesn’t 
have enough money available for the investment the manager is faced with the 
decision of contracting a loan. The user needs to make a decision by choosing one 
alternative regarding: the loan value, the loan period, the loan type, and the 
installment type. For saving his decision, the user is required to write down some 
values (for loan value and loan period) and select one of the available choices (e.g. for 
loan type there are 6 choices and for installment type, 2) of the decision variables. The 
user needs to make all the decisions based only on the scenario data presented in the 
software and cannot update any data item. He is allowed to input additional data 
elements, but once an element is added it also cannot be updated. 

The first part of this sub-section walks the reader through some of the actions 
performed by the decision maker in a real experiment trace performed by the expert. 
The aim is to get the reader acquainted with the way the expert user interacted with 
the system. In the second part of the sub-section we show the log sequence generated 
by the particular process instance. In the end, we show the entire PDM generated by 
this particular trace, we outline how it is directly extracted from the logs and provide 
some discussion regarding the decision process now depicted as a model. 
 

 



4.2.1. User interaction with the decision-aware system 

Basically, the user needs to go through all the relevant scenario data and derive 
new information from it. In order to keep the example simple, we asked the expert to 
decide only on the loan value and ignore the other aspects of a complete financing 
decision (the loan period, the loan type, and the installment type). Therefore, the goal 
is to fill-in one textbox (loan value) with the value the expert considers appropriate.  

First, the user needs to log-in and select the decision he intends to make from the 
available options. The complete decision choice actually requires the user to fill-in al 
decision textboxes, while the other options allow him to concentrate only on one sub-
decision. There are three types of user accounts according to the knowledge level of 
the decision maker: beginner (e.g. username = user1), intermediate (e.g. username = 
intermediate1) and expert (e.g. username = expert1). For this instance we have an 
expert user performing a sub-decision. 

The scenario data is divided into several windows that are accessible through the 
top menu (Figure 16). The first five allow the user to research the financial position of 
the enterprise. The first four menus refer the user to the components of the annual 
financial statements while the fifth shows several indicators calculated on the 
financial data in the scenario. The Investment menu shows the data related to the 
investment to be financed. The Loan Market menu allows the user to look at detailed 
data regarding all the six loans available on the market. Finally, the decision maker 
needs to fill in the chosen alternative in the textboxes in the Decisions menu. 

The logging is performed so that: 
a) when a page is displayed all text boxes are empty, 
b) if the user wants to see a certain data item he needs to click on the appropriate 

text box and the value is shown, 
c) the system logs, for the clicked item (in the tables of the database) information 

such as textbox's name, the value displayed in it, the timestamp, etc. 
 
 

 
Figure 16: All pages containing information on the decision scenario 

4.2.2. Activity log outputted by the expert trace 

The user interaction with the decision-aware software will be stored in five tables. 
Four of them are the ones required by ProM Import Tool and the fifth stores the data 
items inputted as decision results. The ER diagram is shown in Figure 17. A query 
showing the log entries generated by this particular decision process sequence is 
introduced in Figure 18. It can easily be observed that all the actions performed while 
interacting with the decision-aware software are present in the log. 

 



 
Figure 17: ER diagram of the database storing the activity logs 

 
 
 

4.2.3. Loan Value Decision PDM mined from expert trace 

The PDM model mined from the first expert’s log for the partial decision process 
(the expert was requested to decide only over the value of the loan) is shown in Figure 
19. The first observation to be made on the PDM model is that it is well structured 
and consistent. There are also several basic data items that are used as inputs for 
multiple derived data items, thus making the model a network. The root element is 
connected with a limited number of basic data items and derived data items. This 
denotes careful consideration on how the actual decision value is derived. 

 
 
 
 
 
 

 
Figure 18: Query showing partial log 

 



 
Figure 19: PDM model for an expert trace 

 
 
 
 
 
 

 
Figure 20: The PDM for a second expert trace 



If one compares the models in Figure 19 and Figure 20 can easily observe the 
second PDM model is quite simplistic. There are only four derived data items. This 
reveals the fact that the user did not try to determine an exact value for the loan but 
rather went for a broader view. The fact that the root element is directly linked to a lot 
of basic data items is also meaningful. It reveals the fact that the user considers those 
items important but he doesn’t link them to the result in a specific, rigorous manner. 
Empirically, we can state that, for this particular trace, there is not a very strong link 
between the decision and the data items that it is based on. 

As stated in sub-section 3.2 the PDM can be converted into a workflow model 
depicted as a Petri Net [Vanderfeesten, 2008]. The model in Figure 20 is converted 
using algorithm Alpha (Figure 21) so that the actions required to create the final 
output are now depicted. 
 
 
 

 
Figure 21: Workflow based on the PDM model built using algorithm Alpha 



A model of an expert trace for the complete loan decision (the user was asked to 
decide over all issues concerning the loan like loan value, advanced payment value, 
loan period, the type of the loan, and the type of the installment) is presented in 
Figure 22. By comparing it to the models in Figure 19 and Figure 20 one can easily 
observe it includes more items and is more complex. However, it is quite readable and 
communicates easily how the expert decided over the problem he faced. The process 
model depicted as a Petri net is introduced in Figure 23. 
 
 
 
 
 
 
 
 

 
Figure 22: PDM model for the complete loan contracting decision 

 
 



 
Figure 23: Workflow model of a complete loan contracting decision built using algorithm 

Alpha 

 
 
 
 
 

4.3. Process Instances Examples of Intermediate Decision Makers 

This subsection introduces four of the intermediate PDM models mined after the 
experimental evaluation which involved second year master students enrolled in 
Audit and Business Information Systems curricula.  The models introduced here 
cover a sub-decision. The users were asked to decide just on the amount to be loaned  
and disregard the other aspect (such as loan period, loan type, etc.). We aim to show 
to the reader that by simply looking at the model for a relatively simple sub-decision 
the processes are very different. 

Another goal of this sub-section is to introduce the reader to the models that 
provide the basis for the discussion in the next sub-section. 

 
 



 
 

Figure 24: PDM model of intermediate decision maker 
 

 
 
 
 
 
 
 
 

 
Figure 25: PDM model of intermediate decision maker 

 
 
 
 
 



 
Figure 26: PDM model of intermediate decision maker 

 
 
 
 

 
Figure 27: PDM model of beginner decision maker 

 
 
 

4.4. Discussion on Expert, Intermediate and Beginner PDM models 

This discussion is based on the two expert (Figure 19 and Figure 20), the three 
intermediate (Figure 24, Figure 25 and Figure 26), and one beginner trace (Figure 27). 
A quick visual inspection reveals that the expert model involves a larger number of 
data items (both basic and derived) and is more consistent than the intermediate 
models. Only by this quick view one can deduce that the expert models exhibits more 
knowledge regarding the researched loan contracting decision.  

By looking only at the sub-decision expert traces one can notice that there is about 
the same number of basic data items (13 for the model in Figure 19 and 15 for Figure 
20). Out of the total basic data elements there are 6 that show up in both traces (thus 
making them from this point of view above 40% similar). 

If we expand the analysis to both expert and intermediate sub-decision traces, one 
can notice that all of the decision makers used the investment value to find out the 
value of the loan by decreasing some expenses (e.g. total expenses (Figure 19, Figure 
20), short term debts (Figure 25, Figure 26).  



It is interesting to notice that all the intermediate decision makers used the short 
term debt figure while none of the experts did.  

Five users showed interest in cash at the beginning of the year (Figure 19, Figure 
20, Figure 24, Figure 26, and  Figure 27), while only three used cash at the end of the 
year (Figure 20, Figure 26, and Figure 27). However, in none of the traces there is an 
operation that uses those items (it would make more sense to find out the difference 
between the two because it shows how much money the enterprise produced rather 
than just know the actual figures).  

When looking at the operations performed by the users, a common operation that 
can be noticed in two of the traces is the difference between total revenues and total 
expenses (Figure 19, Figure 25). Another operation that shows up in two of the 
studied traces (Figure 20, and Figure 26) is the difference between cash from 
customers and cash paid to suppliers.  

One can conclude (after performing a simple visual inspection of the sample 
models) that the important data items to be considered, when determining the amount 
of money to be loaned, are: investment value, investment lifetime, cash at the 
beginning, forecasted deployment expenses, forecasted investment incurred monthly 
expenses, forecasted revenues. The user also needs to determine some total expenses 
per month and the remaining cash after suppliers are paid. Of course, those 
conclusions have no scientific foundation (this issue is one of the near future 
concerns) and are limited to the few researched traces. The aim was to show what 
kind of new knowledge can be learned from the models we produce. Also, the 
workflow perspective is not yet included in this view. 

5. Evaluation of the Approach 

The experimental evaluation of our approach was performed using as subjects:  
 bachelor and master level students at Babes-Bolyai University of Cluj-Napoca 

and at the West University of Timisoara. 
 expert users in Cluj-Napoca, Romania. We involved in our experiments so far a 

number of 7 experts (of which: 3 work in loan granting departments of different 
banks on various decision levels, 2 are expert accountants, 1 is working in 
auditing and 1 is a company manager that has a long history of loan contracting). 
 

The experiment framework we set up requires the next steps to be followed: 
a) kick-off discussion during which the decision-aware system is introduced to the 

users. The moderator performs a short demonstration on how the simulation data 
is organized, explains the fact that each textbox is blank until selected and how 
the calculations can be performed within the software. He also explains to the 
users the decision that needs to be made (loan contracting in this particular 
instance) and outlines the goal (if the user needs to decide only on one value or if 
he needs to make a complete decision). 

b) first individual usage of the software. At this step each user logs in with the 
“user” username (equivalent of beginner). The focus of this first contact is to get 



a hands-on experience on how the software works. All traces produced at this 
stage are disregarded. 

c) second discussion with all the users. Any question regarding difficulties in using 
the software is answered. 

d) second individual usage of the software. All users are required to evaluate 
themselves either as a beginner in the decision at hand (and needs to log in with 
“user” username) or as an intermediate (and needs to log in with “intermediate” 
username). We classify those traces as relevant for our experiment. 

e) third discussion with all the users. The concept of PDM model is now introduced 
and the underlying goal of the experiment is revealed. The running example of 
our approach is presented and one expert trace is discussed with the participants. 
A random trace of the logs is selected and the PDM model is built. The 
participants are required to recognize if the model belongs to one of them. The 
expert and the user PDM models are shown in parallel and argued. 

f) the exit questionnaire is applied. It contains seven multiple choice questions and 
one open question. More insights are provided in sub-section 5.2. 

 
There are two goals that we try to reach by such an experiment. The first one is to 

gather a large number of traces (performed by users at various levels of knowledge), 
that can be compared and mined. The second one is to determine the user’s reaction to 
our approach and their understanding of: this new knowledge acquisition method; and 
of the model produced. Therefore, we are able to provide a quantitative and 
qualitative evaluation of our approach based on the experiments we performed so far. 

5.1. Quantitative Evaluation 

The main focus of this sub-section is to evaluate the traces produced in the 
experiment and the match between the data in the logs and the models produced. As 
we already showed in [Vanderfeesten, 2008] the completeness issue for converting a 
PDM to a workflow was already demonstrated. Therefore, we only needed to evaluate 
two more aspects: 
a) does the software log each of the user’s actions? 
b) is the activity data, stored in the logs, completely and correctly displayed in the 

PDM model.  
 

The first issue was solved by rigorously testing the decision-aware software. All 
the actions of the users are logged. We also performed destructive testing to check if 
the logging is performed when the user is trying to sabotage the experiment (this may 
occur if students are to be graded according to their performance in the decision 
scenario). For example, the software does not allow a user to add a data item to the 
calculation string and then immediately add another without adding a mathematical 
operand. 

By manually checking each of the traces and comparing the automatically mined 
PDM with the log data we tried to determine the performance of the mining 
application. There were several exceptions that had to be dealt with. For example, at 
first we relied on the fact that in the logs a data item added to the calculation string 



will be followed by an operand but that was not always the case. The mining 
algorithm was adjusted so it can now deal with this. 

Another concern, still unanswered at this point, is the comparison of different 
models. This issue was already dealt with in process mining, where one can find 
various metrics. The existing approaches are extremely difficult to apply to decision 
mining due to the heterogeneity of mental processes. Process mining relies on the fact 
that a large number of traces in a log will be identical (or at least highly similar) while 
for a mental process of humans this is highly unlikely (may be the case only for very 
simple and structured decisions). So far we manually checked for local patterns that 
show up in the mined models. A more in-depth research on this aspect still needs to 
be conducted and will be presented in future papers. 

5.2. Qualitative Evaluation 

Qualitative evaluation was our main concern at this stage of the project. It relies on 
the use of a questionnaire and tries to answer several questions: 
a) is the model easily understandable? 
b) does the model depict knowledge that otherwise would be hard to get? 
c) can the user learn from such a model? 
 

The multiple choice questions with four options (1 = very low, 2 = low, 3 = high 
and 4 = very high) in the questionnaire are: 
1) How much of the PDM model introduced after the software test you can 

understand? 
2) How much of the PDM model introduced after the software usage resembles your 

process? 
3) Do you think that a PDM makes your knowledge explicit? 
4) How much of your knowledge, about the loan contracting decision, would you be 

able to represent by yourself, using various representations (without the use of 
decision mining approach)? 

5) Did the expert trace introduced as a PDM advance your knowledge on the loan 
contracting decision? 

6) Did the expert trace introduced as a PDM reveal aspects of the decision you did 
not consider while performing the decision by yourself? 

 
There is a seventh question with only two answer options (1 = yes and 2 = no) 

(“Did this experiment advance your knowledge in any way?”). It is followed by an 
open question which requires the user to explain how.  

We are looking for high values at questions 1, 3, 5 and 6. This would show that the 
user understands easily the knowledge depicted as a PDM model and that he actually 
learns something by looking at such a model by revealing aspect he never considered 
before. We are looking for low values at question 4 because this would show that the 
users find it difficult to formalize the knowledge they posses and communicate it to 
others in any other way than by speaking.  

The second question cannot be directly interpreted. Its purpose is to match the 
qualitative self assessment with the quantitative one. Basically, if we derive a high 



average score at this question the mined models should show a larger number of 
common data items. If the average is low, then we expect a high heterogeneity of 
models.  

The latest experiment involved a number of 33 master students in the West 
University of Timisoara. The results are: 

 
 

Table 2 Questionnaire results of latest experiment involving 33 intermediate decision makers 

                            Question no. 
Answer no. Q1 Q2 Q3 Q4 Q5 Q6 Q7 

answer 1 (nothing) 0 0 2 0 0 1 26 

answer 2 (a small part) 5 22 9 23 15 13 6 

answer 3 (a large part) 26 10 22 10 14 18  
answer 4 (completely) 2 0 0 0 4 0  

no answer 0 1 0 0 0 1 1 

Average score 2,91 2,31 2,61 2,30 2,67 2,53 1,19 
 

 
One can easily see that the large majority of users can understand the most of a 

PDM model (Q1) and believe that makes most of the knowledge explicit (Q3).  
The user’s opinions are split almost evenly about how much they learned about 

loan contracting by participating in the experiment (Q5) and about how many things 
they did not consider in the first place might worth considering after all (Q6). The 
point we are making, based on the results for those questions, is that (with one 
exception) all the students gained, more or less, some new knowledge about the 
decision process of loan contracting. 

The result for Q4 comes to strengthen our assertion. It reveals the fact that the 
largest part of the users finds it difficult to formalize their knowledge. However, this 
aspect requires further research because all the subjects of this experiment were 
second year master students in the field of Business and had no training in knowledge 
acquisition and representation. On the other hand, in earlier experiments conducted on 
second year master students in the field of Business Information Systems (which had 
training in knowledge acquisition) we discovered similar results, but found out that 
the users lacked a lot of knowledge about the business related aspects of the 
experiment. 

6. Conclusions and Future Research 

This paper introduces a complete framework aimed at making explicit the knowledge 
used in a business decision process. We log the interaction of a decision maker with a 
system that puts the user in the place of a company manager challenged with various 
simulated decisions. The log file is then mined and a Product Data Model (PDM) and 
eventually a workflow model can be created. The advantage of our approach is that, 



when needed to investigate a large number of subjects, it is much faster, less 
expensive and produces more objective results than classical knowledge acquisition 
methods such as interviews, and questionnaires. 

For making the mined knowledge explicit we use a PDM model that depicts: a) 
which data items, available in the simulation scenario, were considered important and 
relevant by the user; and b) the new data items derived based on other data. We 
validated our approach (software, mining tool and the models we produce) by 
experiments involving expert users and second year master and bachelor students. 
The qualitative assessment, based on the experiments we conducted, is that the PDM 
is easy to read and understand and that by going through an expert’s model one can 
improve his knowledge about the decision process.  

From a PDM or a workflow model produced using this approach, the people who 
want a better insight into a specific real life decision (like managers, students) can 
further their knowledge by reading and understanding a process performed by an 
expert. Our approach can also be used by professors for evaluating the progress in 
decision making training (by comparing the ‘before’ and ‘after’ models) or by 
professionals interested in an alternate knowledge extraction tool. 

One of our major concerns, that will be investigated in the near future, is the 
integration of PDM models from different experts (i.e. building a model that 
aggregates individual traces) so that patterns present in different traces can be 
identified and pointed out to external observers. Due to the extremely different 
approaches of different users to the same decision process, standard process mining 
algorithms (Alpha++, Heuristic, Genetic and Fuzzy mining algorithms) output 
unusable spaghetti-like models. A new approach, tailored to the particularities of 
mental actions and processes, is required.  We will also focus our future research 
effort on evaluating existing process model derivation algorithms and finding some 
criteria for selecting the fittest. 
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