
 

Targeted experiment design using the posterior predictive
distribution
Citation for published version (APA):
Vanlier, J., Tiemann, C. A., Hilbers, P. A. J., & Riel, van, N. A. W. (2012). Targeted experiment design using the
posterior predictive distribution. In Presentation at workshop "Parameter Estimation for Dynamical Systems"
(PEDS-II), June 4-6-, 2012, Eindhoven, The Netherlands (pp. 21-22). Eurandom.

Document status and date:
Published: 01/01/2012

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can be
important differences between the submitted version and the official published version of record. People
interested in the research are advised to contact the author for the final version of the publication, or visit the
DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please
follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 04. Oct. 2023

https://research.tue.nl/en/publications/9d898122-356a-49d1-a85a-e28e612b4999


take advantage of both Bayesian and frequentist methods. The elegance of
Bayesian methodology is founded in the propagation of information content
provided by experimental data and prior assumptions to the posterior prob-
ability distribution of model predictions. However, for complex applications
experimental data and prior assumptions potentially constrain the posterior
probability distribution insufficiently. In these situations Bayesian Markov
chain Monte Carlo sampling can be infeasible. From a frequentist point of
view insufficient experimental data and prior assumptions can be interpreted
as non-identifiability. The profile likelihood approach offers to detect and
to resolve non-identifiability by experimental design iteratively [Raue et al.,
2009]. Therefore, it allows one to better constrain the posterior probability
distribution until Markov chain Monte Carlo sampling can be used securely.
Using an application from cell biology [Becker et al., 2010] we compare both
methods and show that a successive application of both methods facilitates a
realistic assessment of uncertainty in model predictions [Raue et al., 2012].
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Introduction. Systems biology employs mathematical modeling to further our
understanding of biochemical pathways. The complexity of models neces-
sary to describe biological pathways in combination with the limited amount
of quantitative data results in large parameter uncertainty which propagates
into model predictions. When predictions required to test the hypothesis are
insufficiently constrained more data will be required. However, it is often not
immediately evident which measurement(s) at which specific time point(s)
would be most informative. We focus on designing experiments specifically
targeting the variance of quantities of interest that depend on model predic-
tions.
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Methods. In this work we used a Bayesian approach to infer a posterior distri-
bution based on the model and the data. Self-normalized importance sampling
of the Posterior Predictive Distribution (PPD) was used to perform Optimal
Experiment Design (OED).
Results. We proposed a flexible Bayesian method for hypothesis driven exper-
imental design that exploits relations within the posterior predictive distribu-
tion whilst considering finite measurement accuracy and model uncertainty.
This approach is endowed with the ability to consider multiple measurements
under multiple experimental conditions simultaneously. Moreover, the method
allows great freedom in terms of quantity of interest. Experiment(s) can be
optimized for any quantity that can be expressed in terms of the model and
model parameters. We present our method by illustrating its use on a model
of the JAK-STAT signaling pathway.
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A new statistical framework to infer gene regulatory networks with hidden tran-
scription factors

Regulatory networks consist of genes encoding transcription factors (TFs) and
the genes they activate or repress. Various types of systems of ordinary differ-
ential equations (ODE) have been proposed to model these networks, ranging
from linear to Michaelis-Mentin approaches. In practice, a serious drawback
to estimate these models is that the TFs are generally unobserved. The reason
is the actual lack of high-throughput techniques to measure abundance of pro-
teins in the cell. The challenge is to infer their activity profile together with
the kinetic parameters of the ODE using level expression measurements of the
genes they regulate. In this work we propose general statistical framework
to infer the kinetic parameters of regulatory networks with one or more TFs
using time course gene expression data. Our approach is also able to predict
the activity levels of the TF. We use a penalized likelihood approach where
the ODE is used as a penalty. The main advantage is that the solution of the
ODE is not required explicitly as it is common in most proposed methods.
This makes our approach computationally efficient and suitable for large sys-
tems with many components. We use the proposed method to study a SOS
repair system in Escherichia Coli. The reconstructed TF exhibit a similar
behavior to experimentally measured profiles and the genetic expression data
are fitted properly.
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