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Summary

Markets demand continuously for higher quality, higher speed, and merg\eefficient
professional printers. In this thesis, control strategies have beefoged to improve
the performance of both professional inkjet and laser printers.

Drop-on-Demand (DoD) inkjet printing is considered as one of the masnhiging
printing technologies. It offers several advantages including highdspguiet opera-
tion, and compatibility with a variety of printing media. Nowadays, it has beed ase
low-cost and efficient manufacturing technology in a wide variety of ntarké&though
the performance requirements, which are imposed by the current appligatie tight,
the future performance requirements are expected to be even more gimagleBeveral
requirements are related to the jetted drop properties, namely, drop vetiyoipyyol-
ume, drop velocity consistency, productivity, and reliability. Meeting théoperance
requirements is restricted by several operational issues that areaasdauith the de-
sign and operation of inkjet printheads. Major issues that are usualbuatered are
residual vibrations in and crosstalk among ink channels. This results iargppating
quality for high-speed printing. Given any arbitrary bitmap, the main objedsivo de-
sign actuation pulses such that variations in the velocity and volume of the jettesl d
are minimized.

Several model-based feedfoward control techniques using an existidgl are im-
plemented to generate appropriate input pulses for the printhead. Altlthagm-
plementation of the model-based techniques shows a considerable improwaériten
printhead performance compared with the current performance, funtipeovements
are still necessary. We observe that besides the pulse shape the #taten&fsurface
at the nozzle plate (speed, position) at the start of the pulse influencéofheelocity
considerably. This state at firing depends also on previous pixels in thegoititize im-
age. Consequently, any pulse design has to guarantee almost the samsatéiathen
firing a drop. Based on these facts, a model-free optimization scheme ispieddo
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minimize the drop velocity variations taking into account the bitmap information. Ex-
perimental results show the effectiveness of the optimized pulses.

Laser printing systems are highly depending on the appropriate combin&texeral

design factors so as to become functional in a desired working range.pfysical
printing process involves multiple temperature set points at different placesise
electro-magnetic conditions, transfer of toner through certain pressune layouts,
and many other technical considerations. In the laser printing systemaieeseveral
challenging issues and unknown disturbances. They originate froeretitf sources,
such as the printer itself (unknown phenomena appear, disturbanteseahaot fore-
seen, wear, contamination, failures, bugs), the environment of thersystsver supply
variations, temperature, humidity, vibrations), and the printing media (weigating,

thermal properties, humidity characteristics, and initial temperature).

These issues have a negative effect on the stability and performative laker print-
ing system. The objective is to design a control scheme to achieve printitigyqua
requirements and a high productivity. Good printing quality means that tiregftesm-
perature should track a certain reference signal at different tipgiconditions. Based
on the printing system behavior, we propose two different controlrsekdo cope with
the large parameter variations and disturbances, namely, a Model Redekdaptive
Controller (MRAC) and a nonlinear (scheduled) observer-basedibtgpdback con-
trol scheme. Both control technigues yield considerable performancevements
compared with the present industrial controller.
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Chapter 1

Introduction

This work has been performed as a part of the Octopus project. Thiecpro
was a cooperation between ©dechnologies, the Embedded Systems Insti-
tute, Eindhoven University of Technology, and seven academic partiée
main goal of this project is to define new techniques, tools, and algorithms to
design professional printers, which adapt themselves to cope with et #may
occur during operation. Printers and paper reproduction systemsmeaske
on-line trade-offs between several system aspects so as to gudrenpesfor-
mance of the system. By doing so, different demands of the customergcan b
optimally met in real-time using the same machine.
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1.1 Professional printing systems

The market of professional printing systems is a segment wheeeplays a domi-
nant role with systems that produce, distribute, and manage documentsnBuats are
printed in color or black and white and in a variety of formats, see FiguteThe O&
customers are typically working in offices, education, industry, or thetgea industry.

As such, the market of Gcstarts at the top of the low cost office printers and ranges up
to the offset lithography printers.

Faster, better quality, and lower costs of ownership are the main challeargbs de-
velopment of professional printing systems. Recent advances in prititgology
over the past few decades have made printing systems commercially availatinberfe
and office environments, with industry constantly pushing the limits in terms of pro
ductivity, accuracy, resolution, minimizing disturbance levels, reliability, famding
new applications. These printers depend on a wide range of depositioadaeiiich as
thermal and piezoelectric inkjet, and laser printing.

Figure 1.1: Various professional printers developed &.0Oc

Several applications in industry are using inkjet printing technology due tabitiy
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to jet ink drops with variable size. In addition, it has shown potential fotieajions
outside the document printing market due to its non-contact method of depgdsitin
or material droplets.

The fundamental requirement in all industrial printing applications is dispasid pre-
cise positioning of very small volumes of ink, typically 1-100 picoliters, oniatjg
medium. As inkjet applications grow, various types of jetting materials are est|tor
be precisely dispensed from the inkjet printhead. Moreover, jettingpeence needs
to be efficiently controlled to make inkjet technology viable in various application
However, during the jetting process several operational issues eoeir@ered in the
printhead, namely, residual vibrations and crosstalk. These opetatenas result in
large variations in the jetted drop properties, drop velocity and drop vol@heiously,
these variations limit the printhead performance. To improve the printhetatpance
with respect to drop velocity and drop volume, the actuation input for théha@a has
to be properly designed. The designed actuation pulse should be ablegoeadesired
drop properties independent of the operational issues, jetting freguemd bitmap to
be jetted. Successful design for the actuation input requires unddirgjast the basic
physics of drop formation and how the actuation input influences this jettirfgrpe
mance. The interactions between individual drops and the printing medizlaasw
between adjacent drops are important in defining the resolution andhagaifrprinted
objects.

Similarly, the key challenges of professional laser printers are to peopiticted docu-
ments with the appropriate printing properties at acceptable price with highgreity
and accuracy. The professional printing market has a high demanihvicgnsistency
and print quality. There are many external and internal parameters tlhiaioe consis-
tency and quality (e.g. humidity, temperature, speed) and they have to teliezh To
introduce new and exciting applications, the printing system should be abintiieh
a wide range of media with an appropriate performance. An increasigg @paper
sizes, weights, color, texture and finishing is required. Complex printing foight
include multiple media types in one pass requiring a wide media range whichan ru
concurrently in a print job. To meet these challenges, the printing systeunhdshe able
to print with variable speed and on a wide variety of printing media.

1.2 Research targets

The thesis is divided into two main parts: a drop-on-demand inkjet printirtgrsyand
laser color printing.

e The first case tackles the operational issues, residual vibrationsrasstaik,
encountered in a drop-on-demand inkjet printing system.
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These operational issues limit now the attainable performance of the pdnthesye
variations in the drop properties result as a consequence of varyifgting frequency
and the bitmap. That results in the following research goal,

1. Design simple actuation pulses for an arbitrary bitmap and a range of jetting fre
guencies such that the resulting drop properties are similar under alllitimms.

e The second part of this thesis focuses on laser color printing.

Laser printers have to produce high quality prints, have a high throughge to be re-
liable under a large range of conditions, and yield a low per-print cosa résult, such
printers should be adaptable with respect to variations in media, and thereneintal
variations. These challenges pose the following research goals,

1. Achieve accurate temperature control within a constrained real-time @mvient
with fast and large parameter variations.

2. Design a control system that incorporates the available information about the
print job to maximize throughput while satisfying in all situations quality con-
straints.

1.3 Methodology and main contributions

1.3.1 Inkjet printing system

The operational issues are large, but they are also reproducibleredidtpble. There
are rather accurate models, but no sensors available for real-time emasiis. There-
fore, feedforward control is suitable for designing the actuation pulsehis thesis,
two different feedforward approaches are investigated.

Firstly, an inverse-based feedforward control is implemented to deal vathesidual
vibrations and crosstalk. Inverse-based control is successfultyfosdigh-precision
application since it has the ability to perfectly track a desired trajectory with frigh
cision. That makes this control strategy very appealing in our applicati@enexiore
different possibilities of the inverse control to cope with the residual tidma and
crosstalk.

To overcome the modeling problems that usually degrade the performatieenbdel-
based feedforward control, an experimental-based feedforwatdotds proposed. In
this approach, the actuation pulse is optimized based on the measured ajvefips.
The optimization is carried out with a printhead in the loop. Therefore, all maglelin
issues are avoided. The main advantage of this approach is that therfesdf input
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is designed based on the drop properties, which are the main measure fomting
guality, and not on an intermediate variable. By understanding the phyfsicprint-
head, a simple structure of the actuation pulse is suggested. This strutdure a
simple optimization and opens a possibility for real-time pulse adaptation if measure-
ments become available. We show throughout the thesis that designing plee putse

will considerably improve the printhead performance without redesignie@xisting
printhead.

1.3.2 Laser printing system

Based on the research goals and the analysis of existing control stsashgie that
gain scheduling, adaptive control and/or robust control are apptepstrategies. As
we know the changing parameters, robust control will be too consesvwdglding less
performance. For adaptive control the emphasis has to be focusedstoadaptation
rate.

Adaptive control is a very powerful tool when the system dynamics are\angng.
The main difference between adaptive control and robust controltiadagtive control
does not need any priori knowledge about the bounds on thesdainaartime-varying
parameters. Robust control guarantees that if the changes are witbimtgiunds the
control law need not be changed, while stability is guaranteed. Adaputivieat is con-
cerned with control laws, which adapt themselves. The large and faatioas in the
printing system require adaptive controllers with a short adaptation pAdmszefore,
we propose two methods to improve the adaptation convergence of thevadaggtirol.

Since the main source of parameter variations is due to different printingvitlish is

known, gain scheduling is an appropriate choice to incorporate this kdgeleOnce
an operating point is detected, the controller parameters are changedjuptiopriate
values, which are obtained from the precomputed parameters set. Trabidioveen
different operating points, which lead to significant parameter chaage$iandled by
interpolation or by increasing the number of operating points. Thus, thesgheduler
consists of a look-up table and the appropriate logic for detecting thetoygpaint and
choosing the corresponding values of the controller parameters frotatitee Adap-
tive control and gain scheduling are both used to adapt the printing systghysical

runtime variations and to optimize the system to the different and changirey@nets
of the user.
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1.4 Thesis outline

Part | : Professional Inkjet Printing System

In chapter2, we start with a historical overview about the development of inkjet print-
ing systems. We explain the basic principles and the structure of the printiheled
investigation. That leads to a discussion over the operational issuesetiraide the
performance of the printhead. We present an experimental setup, iwhised to study
the printhead. Finally, we indicate the main industrial and research chadlemgea
short overview about the methods to achieve these objectives.

In chapter3, we present the application of the inverse-based feedforward ¢tomtrape
with the residual vibrations and crosstalk in the inkjet printer. We start wiphoexg

the basics of the model-based inverse control and with formulating the tobjez-
tives. Finally, the application of the feedforward control to single and mbolinoel(s)
with simulation and experimental results are described.

In chapter, an experimental-based control strategy is developed to reduce tbedéffe
the residual vibrations and crosstalk. A new parametrization of the actyaitiea is
introduced. Based on physical understanding the dynamics of an inkehave define

a solution: each pulse has to start with the same state (meniscus velocity andusenis
position). We formulate optimization problems to reduce the drop velocity vargtion
for both single and multi channel(s). Finally experimental results show thetiskEness

of the optimized pulses.

Part Il: Professional Laser Printing System

In chapter5, we present an overview of the laser printing system. A brief descripfion o
the printing process is given. We identify a set of challenging contrdilpros that are
relevant to the printing process. Consequently, we motivate the use mtiveedeontrol

to tackle these control problems.

In chaptei6, model reference adaptive controller (MRAC) is selected to improve the be
havior of the laser printing system. Two different methods to improve thestgance

of the MRAC, namely, using a nonlinear varying adaptation gain and using multiple
adaptation gains with a new adaptation law are addressed. Using a nuraraicgdle,

the performance of the two methods are compared with the performancestéifuzrd
MRAC. Finally, the application of the proposed approaches for a prinystem is il-
lustrated.

In chapter?7, a Takagi-Sugeno (T-S) model is proposed as a feasible approximation to
the laser printing system. A robust control problem is formulated taking intouat

the approximation error. Based on the print job, state and output feledbatrollers

are designed. The application of this robust gain-scheduling consar&o a profes-
sional printing system is discussed.

In chapterB, the conclusions and the recommendation of this research are presented.



Chapter 2

Drop-on-Demand Professional
Inkjet Printer

Drop-on-demand (DoD) inkjet printing is an efficient technology foraiep

ing picoliter drops on various printing surfaces. DoD technology is comlpatib
with various liquids and does not require contacting the printing media. DoD
inkjet printing combines several advantages including high speed, qéet-o
tion, and compatibility with a variety of printing surfaces. Moreover, with DoD
printing one can make patterns without any additional lithographic progesse
Inkjet printing can reduce the number of processing steps compareduerco
tional patterning processes. This results in a lower production cost in-manu
facturing. Besides the well known small inkjet printers used as home ceoffi
appliances, professional inkjet printers are widely used in industnyadays,
DoD inkjet technology is applied in many engineering and scientific applica-
tions, see Figur2.l Inkjet technology is not only used for document printing,
the production of posters, and CAD drawings but it is also applied in the elec
tronics industry for the production of polyLED displays and the produation
biochips for medical research. In textile industry, wide-format inkjettprin

are used to print on silk, cotton, and polyester. Inkjet technology plagsaa
important role in 3D printing of rapid prototypind]Jf[ 5].
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Textile printing with wide-format inkjet printers on silk, cotton,
polyester

Inkjet Decoration of Ceramic

Figure 2.1: Various applications of Inkjet printing.

2.1 Inkjet printing technologies

In inkjet technology, one distinguishes between continuous inkjet or-dnegemand
(DoD). For continuous inkjet printer, a continuous stream of ink is sugpdi¢he print-
head. DoD is a broad classification of inkjet printing technologies whespsdare
ejected from the printhead only when required. The drops are usuathetbby the
creation of pressure pulses within the printhead. The particular methodstbhaed
to generate these pressure pulses creates the primary subcategoiiewoidhtech-
nology, namely, thermal, piezoelectric, electrostatic, and acoustic. In tttisrsewe
provide a short overview of the development of the inkjet technologyerAhat, we
explain the basic mechanisms of different inkjet technologies.

2.1.1 History of inkjet technologies

In 1878, Lord Rayleigh described the basic principles of how a liquid strieseaks

up into drops §]. However, it took several decades before implementing these phys-
ical principles into a working device. The first device based on theseiplas was
developed in 1948 by Siemens Elema in Swed@nThis device was similar to a gal-
vanometer. Instead of using a pointer as an indicator, a pressurizédums stream

of ink was used to record the signal onto a transported recording media.
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In the early 1960s, the principle of continuous inkjet printing was estaldisBg ap-
plying a pressure wave pattern, the ink stream is splitted into drops of om#fize and
spacing 8]. After breakoff, an electric charge is imposed on the drops. Whileipgss
through an electric field, the uncharged drops are deflected into a cofiectecircula-
tion, whereas the remaining charged drops are disposed directly onto diee t;mérm
an image. In the 1970s, IBM launched a development program for cantsnimkjet
technology 9].

In the late 1970s, the first DoD inkjet technology appeared. A DoD prejgats ink
drops only when these drops are used in imaging on the media. Many DoD sgkje
tems were invented, developed, and produced commercially in the 19700804,
including the Siemens PT-80 serial character print€f.[ In these printers, a voltage
pulse causes ink drops to be ejected as a result of a pressure wateeldrg mechanical
motions of piezoelectric ceramic actuators.

In 1979, Canon invented a mechanism, calledaihigble jef where ink drops are ejected
from the nozzle by the expansion of a vapor bubble on the top surfackesdter located
near the nozzlel[l]. Atthe same time, Hewlett-Packard developed a similar inkjet tech-
nology calledThinkJet(thermal inkjet) L2]. This development was the first low-cost
inkjet printer based on the bubble jet principle.

Since the late 1980s, thermal inkjet or bubble jet printers became the pbdetaiter-
native to impact dot-matrix printers for home and office use, mainly becduseio
color capabilities, small size, low cost, and quietness. For more detailsthlecistory
of inkjet technology development, sek3[-[16)].

2.1.2 Inkjet technology map

Inkjet printing has been implemented in many different designs and has aravige
of potential applications. A basic overview of inkjet technologies is showigure
2.2 Inkjet printing technologies are divided into the continuous and the Dojfgtink
methods.

The basic mechanism of the continuous printing technology is to pump fluid &rom
reservoir to small nozzles, which eject a continuous stream of dropghafrequency,
typically from 50 kHz to 175 kHz, using a vibrating piezoelectric crystal. The drops are
electronically charged by passing them through a set of electrodeschéinged drops
then pass a deflection plate that uses an electrostatic field to deflect tisettaopyill

be printed. Undeflected drops are collected and returned for re-use.

As depicted in Figur@.3, in this deflection methodology, the continuous inkjet is de-
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Inkjet Technology
Continuous Drop-on-Demand

/\. ﬂ\

Binary Multiple Thermal Electrostatic Piezoelectric Acoustic
Deflection Deflections

Roof -Shooter Side -Shooter Bend Mode Squeeze Tube ‘ Push Mode Shear Mode

Figure 2.2: Inkjet technology diagram.

signed as a binary or multiple deflection system that separates dropsitdrqgon drops
that are recollected and not printed. In a binary deflection system, tips dre either
charged or uncharged. The charged drops are disposed diretilyhenmedia, while
the uncharged drops fly into a gutter for recirculation. In a multiple deflestystem,
drops are charged and deflected to the media at several levels. Therged drops
pass straight to a gutter from where the ink is recirculated.

Also the DoD inkjet printers eject ink drops as a result of an electric sidmealpnly
when needed. Depending on the actuator, the DoD printing technologssfidd into
thermal and piezoelectric. In the thermal process, drops of ink aredarat of the
nozzle by heating a resistor 850 — 400 C, which causes a thin film of ink above the
heater to vaporise into a rapidly expanding bubble. Depending on its oaatiign, a
thermal inkjet is either a roof-shooter with an orifice located on top of théehear a
side-shooter with an orifice located on a side nearby the heater, see Eidur

The advantages of thermal inkjet include the high nozzle density and pofentiary
small drop sizes. High nozzle density leads to compact devices, potentiglhy, h
resolutions, and low printhead costs. On the other hand, the drawbhttkis tech-
nology are mainly related to the limitations of the fluids that can be used. The fluid
has to contain a substance that can be vaporized at reasonable tenegeaatlhas to
withstand the effects of high temperatures. Moreover, these high temgeraan form

a hard coating on the resistive element, which degrades its efficiencykinaately,

the life of the printhead.

Nowadays, professional and industrial inkjet printers use a piezaelactuator in an
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[ )
Dth E(lihargde High voltage
generator ecrode deflection Printing |} Gutter

plate — media

=

(a) Binary-deflection system

\HV\

[ )
Drop Charge High voltage
generator Elecrode deflection
Gutter Prmtmg

plate media

(b) Multiple-deflection system

Figure 2.3: Continuous inkjet printer configurations.

Printing B R R B R R R R R e
Media

Printing
Media

Orifice

Nozzle
Heat Sink Layer

Bubble

Heater

Heat Sink

1. Roof-shooter thermal inkjet 2. Side-shooter thermal inkjet

Figure 2.4: DoD thermal inkjet printer configurations.
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ink-filled chamber behind each nozzle instead of a heating element. By agpplyioit-
age, the piezoelectric material changes its shape or size, which gereefatessure
pulse in the fluid forcing a drop of ink to leave the nozzle.

Based on the piezoelectric actuator deformation mode, the piezoelectriokegis
classified into four main types, namely, squeeze mode, bend mode, push andde
shear mode, see Figugeb. For squeeze mode, radially polarized ceramic tubes are
used. In both bend and push mode design, the electric field is generatesbbehe
electrodes parallel to the polarization of the piezoelectric material. In a shede
printhead, the electric field is designed to be perpendicular to the polariz#tite
piezoelectric actuator.

A piezoelectric inkjet printer allows a wide variety of fluids in a highly contrdiab
manner and high reliability with a long life for the printhead. However, the peiats
are expensive, which limits the applicability of this technology in low-cost aafitins.

2.2 DoD piezoelectric inkjet printer

In this thesis, we focus on a DoD piezoelectric inkjet printhead, whichistensf ink
channels with a high integration density. Each channel is equipped with itpi@zo-
electric actuator. The ink in the channel is supplied from a reservoir,hnkitocated
above the channels. Filters ensure that no unwanted particles enter thamels. An
actuator foil covers the ink channels in the channel block. The foil imected to the
actuator plate with piezoelectric elements and substrate. The nozzle plath,ashic
tains the nozzles, is mounted to the bottom of the head. The part of the heaxbbe
a channel and a nozzle is called tbennection In Figure2.6, an exploded view of
the piezoelectric inkjet printhead is shown together with a schematic repmésarof
a single channel.

2.2.1 Printhead dynamics

The fluid dynamics in the ink channel is governed by the wave propagafaation
[15]-[16]. Consider the one-dimensional linear wave equation

92P 1 9%P
0 por Y (2.1)
and
2 2
o 1o _ 0, (2.2)

a2 12 02
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Figure 2.5: DoD Piezoelectric inkjet printer modes.
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Figure 2.6: Schematic representation of a single channel (a) and avesi/e piezo-

electric inkjet printhead (b).
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with
x € [0,L], t>0,

that describes the pressufdz, ¢t) and the particle displacemegfz,t) in a medium
of a one-dimensional channel, wherés the sound speed in the medium ahds the
length of the channel. The relation between the presBuaad the displacememtis
given by

20C

ox’
with p the fluid density. Suppose that the sound speisca constant, then each solution
of (2.1) can be written as

P=—pv (2.3)

P(z,t) = f(x —vt) + g(z + vt), (2.4)

wheref andg are two twice-differentiable functions. The pressure inside the chénel
therefore the sum of two pressure profiles. The pressure yanavels in the positive
direction of the x-axis with velocity, while the pressure wavgtravels in the negative
direction of the x-axis with velocity.

When an obstruction occurs at some location inside a channel, part oEtbsupe wave
is transmitted and part is reflected. A reflection coefficient describes ¢itbeampli-
tude or the intensity of a reflected wave relative to an incident wave. Tieztion
coefficient is closely related to the transmission coefficient. The simpless tasna-
lyze are the idealized open and closed ends. These assumptions apgatgiate for
the end conditions in the DoD inkjet channel, where the side on which théenplzte
is attached can be modeled as closed, since the nozzle opening is a negiagitien f
of the channel cross-sectional area. The reservoir side can beleoed as open, since
the inside diameter of the reservoir is considerably larger than the inside tdiaaie
the channel. The pressure reflections from open and closed enadlstaimged from the
boundary conditions with the use &.{1) and @.3).

Consider first the open end, where the (left) boundary conditio2.4f {s assumed to

be zero pressur®(0,t) = 0. This boundary condition is satisfied by superimposing
a similar pressure wave of opposite sign on the incident pressure waigpressure
wave is traveling in the opposite direction at the same distance from the ené as th
incident wave. On the other hand, for the closed end the boundarytioonid zero
velocity %(L, t) = 0. Since the displacemenfzx, t) satisfies the same wave equation
as the pressure (1), it follows that the velocity also satisfies a similar equation. Hence,
displacement and velocity have propagating wave solutions simil:4b {Therefore,

when the wave reflects from an open end, the phase of the reflectedisviine same
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Figure 2.7: Drop jetting mechanism.

phase of the incident wave. A wave pulse reflects from an open end \eithpiosite
phase as the incident wave.

According to the above analysis, a trapezoidal pulse is applied to the [@etraeac-
tuator to fire a drop, as shown in Figu2er. Then, ideally, the following occurs. First,
a pressure distribution is generated in the channel by enlarging the voluimedhan-
nel. The initial pressure profile splits and propagates in both directioreselressure
waves are reflected at the reservoir that acts as an open end and@t ztesthat acts as
a closed end. A negative pressure profile reflects at the nozzle asescéne meniscus
to retract. The meniscus is the curve in the upper surface of the ink close sartace
of the nozzle. Next, by decreasing the channel’s volume to its original valpesitive
pressure profile is superimposed on the reflected waves when thess araviocated
exactly in the middle of the channel. Consequently, the wave traveling tonardsbr-
voir is canceled, whereas the wave traveling toward the nozzle is amplifiedisat the
pressure is large enough to result in a drop.

2.2.2 Drop formation

For simulating the drop formation the nonlinear Navier-Stokes equationsthdve
solved numerically. Usually, these models are 3D or 2D and computationallysivéen
For a typical printhead, the drop formation process includes four mairstag shown
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in Figure2.8where red color reflects low pressure inside the channel, while blue color
represents high pressure in the channel.

First, the negative pressure inside the ink channel causes a retraictimroeniscus.
This negative pressure is caused by the initial pressure wave that hitsatheel nozzle
interface, as explained in the previous section, see Fi2j&fe

As a result of the positive pressure wave that hits the channel nozeleehiscus ve-
locity starts to increase and starts moving outside the nozzle without deformatien,
the meniscus surface starts deforming in outward direction against tlaesuension.
The deformed area grows in both radial and axial direction. After thatvaloeity of
the ink reaches its maximum, see Fig@réB-C.

As shown in Figure2.8D, the pressure becomes negative again and the velocity of the
meniscus starts to decrease. This causes a decreasing flow of massediccekergy

in outward direction. Due to the surface tension, necking of the drop’tategls place

at the tip of the nozzle.

Finally, the velocity of the ink becomes negative, the tail breaks, and theisljetted.

During this process the tail might break up, forming satellite drops. Theséites

may or may not catch up with the main drop and merge, see Fiy&iee Satellite drops
highly affect the printing quality. Therefore, the combination of ink prépsr viscos-
ity and surface tension, nozzle design and actuation pulse is tuned to coeatstent
drops without depositing satellites on the printing media.

@ (B)

Figure 2.8: The drop formation process simulated by Flow3D.
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2.2.3 Printhead performance

Although the performance requirements, which are imposed by the capplitations,
are tight, future performance requirements are expected to be even hadlenging.
Several requirements are related to the resulting drop properties, nainoglyelocity,
drop volume, drop velocity consistency, productivity, and reliability.

The resulting drops are required to have a certain velocity, typically droun10 m/s.
A high drop velocity results in a short time of flight. Therefore, the distucbagf-
fects, such as variations in the printhead-printing media distance, areegdbus the
dot position errors are smaller. Depending on the application, the pericemmaquire-
ment concerning volume typically varies fromto 25 picoliters. Some applications
require that the drop size is varied during the operation. For instan@ latge areas
are needed to be covered, large drops are desired, whereasHaebaution printing
small drops are desirable.

Consistency of drop velocity is a crucial issue for the printing quality. Tdréations in

the drop velocity between successive drops and between the nozzlestayuwithin

1 m/s, to avoid irregularities and shadow effects in the printed object. Theigtivity

of a printhead is mainly determined by the number of nozzles per inch and theg jettin
frequency. Jetting frequency is defined as the number of drops thanael jets within

a certain time, which is typicall§0 — 60 kHz. Evidently, these two factors depend on
the design of the printhead and the actuation signal.

Reliability of the jetting process is one of the prominent performance requitsniar
printheads. Reliability is defined as the absence of nozzle failures petainasumber
of jetted drops, a typical value for nozzle failure is once per million drops.

2.3 Operational issues

Meeting the above performance requirements is severely disrupted ésakepera-

tional issues that are associated with the design and operation of inkjeétgads. Ma-

jor issues that are usually encountered are residual vibrations asstalko We discuss
this items next.

2.3.1 Residual vibrations

After a drop is jetted, the fluid mechanics within an ink channel are not atmese-
diately. Traveling pressure waves remain present. Figigshows the time trajectory
of the meniscus velocity when a standard trapezoidal actuation pulse iscafuptiee
piezoelectric actuator. Usually, the fixed actuation pulse is designed thedassump-
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tion that a channel is at rest. This assumption is apparently not satisfiaddat100

1S, see Figure.9, after the actuation pulse. The time needed for the residual vibrations
to damp out is substantially larger than the short actuation time. This transient time in
the residual vibrations limits the maximally attainable jetting frequendytioHz, and,
therefore, the drop properties and even the stability of the jet processtdae guaran-
teed at higher frequencies. These oscillations have significant agerssgs concerning

the productivity and drop consistency of a printhead.

The presence of residual vibrations highly affects the volume and theityetd the
subsequent drops being fired. Since the initial values of meniscus paaittbmenis-
cus velocity play a crucial role in determining the velocity of the jetted drop dsieual
vibrations result in a different initial meniscus position and velocity for tHeseguent
drops. To obtain acceptable drop characteristics with this fixed actuaties, pe fixed
actuation pulse is designed for a specific basic jetting frequency with a sangk of
frequencies around this basic frequency. To be more flexible angt,abe printhead
must jet drops over a wider frequency range with the same or even inthdowp prop-
erties.

For a continuous jetting nozzle, the DoD frequency curve for the veloagyshown

in Figure2.1Q is obtained. The DoD curve describes the relation between the jetting
frequency and the drop velocity. This curve demonstrates that, dejgendifne jetting
frequency, positive or negative interference of the pressuresvasaeilts in a higher or
lower drop velocity. As depicted in the figure, considerable velocity fluina result
from the presence of the residual vibrations. The drop velocity vamoes 2.5 to 13.5

m/s. ldeally, the drop velocity is required to be independent on the jettingdraxy

and to remain constant for all jetting frequencies, as shown in Fjafe

2.3.2 Crosstalk

A second phenomenon that is encountered in jetting is the interaction betiifeesnd
channels, this phenomenon is known as crosstalk. The crosstalk or&firatethe fact
that the pressure waves within one channel influence the neighborampels. This
type of crosstalk is known acoustic crosstalkAnother source of the crosstalk is the
deformation of the channel. Since all piezoelectric fingers are conntecteslubstrate,
a deformation of one piezoelectric actuator induces a deformation of thehwgigg
units. Consequently, the volume of the neighboring channels changestia in-
duces pressure waves in the neighboring channels. The deformatiba pfinthead
structure can originate from two sources. The first source is the refsaltchannel
being actuated and is referred todiect voltage crosstalkThe second source is the re-
sult of the occurring pressure wave that causes deformation of tmaehand is called
indirect or pressure crosstalk.
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Figure 2.9: Simulated time response of the meniscus velocity on a fixed trapezium-
shaped pulse.
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The influence on the drop velocity of the center channel of an arrahaireels when
neighboring channels are active is shown in FigarEl When the direct neighbor,
channel 1 or -1, in particular, becomes active, the drop velocity ofrelarero drops
from 6 to 5 m/s. As shown, the effect of crosstalk on the drop velocity is substantial.
Note that for channels located further away, the influence of crosstalledses. Opti-
mally, the drop velocity is required to be constant and independent on tiltiac of

the neighboring channels.

2.4 Experimental setup

A schematic overview of the experimental setup is depicted in Figur2 With this
setup, inkjet printheads can be investigated in various ways. The inpu igttage
applied to a piezoelectric actuator of the inkjet printhead. Two sensoesailable in
this setup. The piezoelectric element can be used not only as an actusatsdas a
sensor to measure the pressure waves in the channel after jetting ahisagpgnal is
known as PAINT signal. A charge-coupled device camera, equippeawitlroscope,

is used to monitor the properties of the resulting drop.

The ink drops are monitored by means of optical methods like stroboscopic ilemin
tion at drop formation rate and high-speed camera. The setup can bediintd a part,
which controls the printhead and a part to visualize the drops. The rdgeference
temperature is controlled by a PID controller. The printhead is mounted in ttieale
direction with the nozzles faced down. An air pressure unit keeps tlesymein the
ink reservoir8 mbar below the ambient pressure to avoid that the ink flows out of the
nozzles under the influence of gravity.

As depicted in Figur®.12 the setup is connected to a computer that is equipped with
cards for image processing and communication. On this computer, the dasited
tion signals can be programmed and relevant data can be stored angspihcéfter
defining the actuation signal parameters, these parameters are sentef@rmagen-
erator. The waveform generator sends the signal to an amplifier unih theamplifier
unit, the signal is fed to a switchboard. The switchboard is controlled byrguter
and determines which channels are provided with the appropriate actugtiatss An
oscilloscope is used for tracing both the actuation and PAINT signals. $tikoscope

is connected to the computer and displayed data can be stored on the computer

2.5 Obijectives

Residual vibrations and crosstalk result in large variations in the drogitselnd vol-
ume. In the current inkjet printers, a fixed actuation pulse is used. Tlsg pannot
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22 DROP-ON-DEMAND PROFESSIONALINKJET PRINTER

cope with the mentioned operational issues that highly affect the print quAlityar-
ently, the state (both meniscus position and velocity) at the firing instant detythia
drop velocity and drop volume. The state at firing depends also on the bifhap (
els on/off). Differences in drop velocity cause drops to arrive at tivgipg media at
unpredictable positions. Differences in volume lead to color density vargatarthe
printing media. These variations result in ragged edges or banding, eneddie reduce
print quality.

The main objective in this study is to improve the performance of the printhead. |
particular, we focus on drop velocity consistency and productivity. sTine want to
minimize the velocity variations that occur due to the presence of the resithuations
and crosstalk.

This problem statement can be translated to the following objectives:

1. To reduce the drop-velocity variations for each nozzle at each jetiogiéncy
(< 1mls)

2. To reduce the drop-velocity variations over all the jetting frequendigisiioD
curve), it has to be less than 1 m/s over the frequency range 20-70 kHz.

3. To reduce the effect of the crosstalk. For any arbitrary bitmap, theénmuax
drop-velocity variation of the jetted drops has to be less than 1 m/s.

Thus, given an arbitrary bitmap, our main objective is to design actuatioegaisch
that the same initial meniscus state at firing a drop is guaranteed.

2.6 Control limitations

To achieve these objectives, the actuation pulse should be designed tthegamragidual
vibrations and minimize the crosstalk. There are several control teclstigdesign the
actuation input. However, there are two basic restrictions that don’t aliivedntrol
of the printhead.

1. No sensors are available for online measurements of any variablse@amntly,
this excludes any possibility for feedback control. Since the printhedus/bean
a predictable way based on their physical designs, feedforwardot@ain still
be a suitable option.

2. Only certain classes of actuation inputs can be used, since only tidalezo
shaped pulses can be generated using the current driving circuits. lififts
the control scope to a pulse shaping problem.
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2.7 Methodology

In chapter3, a model-based control approach to design the jetting pulses is described.
In this approach, an inversion-based feedforward controller isqsexh where the con-
troller dynamics are chosen to be the inverse of the printhead dynamicsanuisls all
system dynamics and yields an overall unity transfer function. This is ttied®@rack-
ing Controller (PTC) strategy. Hence, the actual drop velocity will be tixére same
as the desired input velocity. A common difficulty in realizing a PTC strategyehier,
is that the PTC may produce unbounded or oscillatory outputs. This willrogkan
the transfer function of the system contains zeros that cannot belednde/o classes
of zeros are regarded in this respect, unstable zeros (non-minimura phasstable
inverse) and stable oscillatory zeros (oscillatory inverse). The formeiiesnan un-
stable controller, while the latter might generate oscillatory control effoatshiag the
actuator saturation levels. Since the dynamics of the printhead showsrainondam
phase behavior, various feedforward control algorithms are plexs@mchapteB. An
optimal inversion method is used to cope with the residual vibrations and tbstalia

In chapter4, an experimental-based control is proposed with a printhead in the loop.
The drop properties are measured using a high-speed camera. An ifmihgetine
history of the drops traveling from the nozzle plate to the printing medium isdedo
Based on this image, an image processing technique is developed to reteiaeual
velocity of each drop. The input pulse is optimized such the the error bettheeac-

tual drop velocity and desired drop velocity is minimized. A novel jet pulsegira is
proposed to cope with single channel residual vibrations, crosstallevan generalize
optimization over each bitmap to be printed.

Both approaches result in strongly reduced interactions. The reseléxperimentally
verified and provide very valuable steps towards flexible and robirgimy systems
[33].
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Chapter 3

Model-Based Feedforward Control
for a DoD Inkjet Printhead

Feedback control is based on the ability to measure the controlled variable. |
the inkjet printer, no sensors are available for online measurement gfdtesrs
variables. Therefore, feedback control is not possible and adeedfd con-
troller is the only appropriate solution for controlling the printhead. Although
residual vibrations and crosstalk effects are large, these effediglatitg pre-
dictable and reproducible. Hence, a model-based feedforward tentan be
appropriate for this case. With a rather good model of the dynamics ofitite pr
head, the construction of a feedforward controller as the inversentdgaaf

the plant is a reasonable choice. In this chapter, we present the implementatio
of an inverse-based feedforward controller to deal with the residoedtions

and crosstalk.
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3.1 Introduction

Model-based feedforward inversion of system dynamics is usuallytossign inputs
that achieve high-precision output tracking, this input is referred toeamtierse input.
The inversion technique is applied to several output tracking applicatamsxample,
aircraft control, high-precision positioning of piezoelectric probed,rabotic tracking
control.

Major difficulties in realizing a model-based inversion strategy are that thdtirey
controller may produce unbounded or oscillatory outputs. This problemarsavhen

the system is non-minimum phase. Moreover, the model-based inversimygtiasen-
sitive to model uncertainty. These difficulties have been addressed iretetogment

of optimal-inversion techniques i”29]. In particular, the optimal-inversion technique
proves useful to account for modeling errors by inverting only the systedel in fre-
guency regions, where the model uncertainty is sufficiently sr2é]l [Another chal-
lenge in implementing the optimal-inversion approach is that the resulting inpw tend
to be noncausallf]. This approach therefore requires the knowledge of the entire fu-
ture trajectory of the desired output to compute the inverse input at thentumme
instant. The noncausality of the optimal input restricts the stable-inversibnitee to
trajectory-planning applications. This restriction is alleviated through theldpment

of the preview-based approach to the stable-inversion techriqlienfhich obtains the
inverse input by using a finitely previewed trajectory rather than the entued desired
trajectory.

In this chapter, we present the application of the optimal inversion techibigoepe
with the residual vibrations and the crosstalk. We start with a review of tsiedaf the
model-based inverse control. After that, we present the application oé#udrward
control to a single channel with simulation and experimental results. Finally, multi-
channels inversion is addressed to cope with the crosstalk between threlsha

3.2 Inverse-based control

As mentioned, inverse systems play an important role in feedforward talgsan.
This section reviews the main principles of the inversion-based appre&zhiad feed-
forward inputs that improve the performance of the inkjet printhead. Xistieg mod-
els for the inkjet printhead are linear or can be linearized. Therefortisnsection
we present the inversion problem of a linear system. Consider the linear tiaréimt
system,

#(t) = Ax(t) + Bu(t), (3.1)
y(t) = Cx(t) + Du(t), (3.2)
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wherez(t) € R" is the system state, and where the number of inputs is the same as the
number of outputsy(t) € R™ andy(t) € R™. This implies that the system is square.
The transfer matrix is given by

G(s)=C(sI — A)"'B+ D. (3.3)

Definition 3.2.1. A square rational functiorG(s) is invertible if there exist a square
rational functionH (s) (of the same dimension &§s)) such that

G(s)H(s) = H(s)G(s) =1 forall seC.

In case of non-square systems, the concept of a left inverse andmigise is intro-
duced. A leftinverse ofi(s) is defined as” (s), with the property thatl (s)G(s) =

I. Similarly, the right inverse is defined &5*(s), with the property tha€(s) H(s) =

1. For feedforward control design, the right inverse is more valuablaussz(s) :=

H™(s)y4(s) computes the input that, when applied16s), gives the outpug,. A non-

square system has different number of inputs and outputs. If the nwhimguts of G

is larger than the number of its outputs, there is no unique solution for theimigitse
problem.

3.2.1 dc-gaininverse

The simplest feedforward method is dc-gain inversion, where the feealfd inputu ¢ ¢
is computed as

ups(t) = [G(0)] " ya(t),

wherey, is the desired output af' andG(0) := —~CA~'B + D (assuming thatl ~!
exits) denotes the dc-gain of the system whose inverse (as a matrix) mseabtn exist
here. This approach is suitable for slow desired trajectories, but résaltsignificant
tracking error if the operating frequency is increased since the dynasnics taken
into account. Note that the maximum tracking error increases with both the aneplitud
of the desired trajectory as well as the frequency that needs to bedracke

3.2.2 Pole-zero cancellation inverse

If the system dynamics are stable and minimum phase, i.e there are no polesesnd
in the open right half of the complex plane, then the inverse feedforwatotésned by
inverting the system dynamics

Uys(s) = G (s)Yals).

Note thatU;¢(s) andY;(s) denote here the Laplace transforms.gf (¢) andy,(t) An
important issue with the exact inverse is that the invé¥sé may not be proper. That



28 MODEL-BASED FEEDFORWARDCONTROL FOR ADOD INKJET PRINTHEAD

means that for some entriesGf !, the order of the numerator is higher than the order
of the denominator.
If G—! is non-proper, leR; be the minimal integer such that

G (s) = [ (s)]
SR,

is proper. We then define
Upp(s) = [s"G ()] Va(s) = [s"G(5)] s Yy(s), (3.4)

setH (s) := [s74G(s)] L andYy(s) := sFYy(s).

Therefore, the desired trajectogy is assumed to be sufficiently smooth (at le&st
times differentiable with respect to time). Based on this assumption, a proget ex
inverse is obtained as

Ugs(s) = H(s)Ya(s)-

Note that if the system is non-minimum phag#(s) will be unstable. Indeed the non-
minimum phase system zeros at the right half plane become the unstablefpfles .o
Therefore, 8.4) will typically result in an unbounded feedforward input; over time
for any desired non-zero trajectogy.

3.2.3 Optimal inversion

The inversion problem is presented as the minimization of a quadratic-aosidn.
For a sufficiently smooth desired outpyt € Lo the optimal inversion problem is to
minimize the following cost function,

T (u) = /0 N u(t) T Ru(t) + [y(t) — ya(t)] " Qly(t) — ya(t)]dt, (3.5)
where,R > 0 and@ > 0 are weighting matrices.

Frequency domain solution

The optimal inverse is obtained as a filter as develope@ihthat minimizes7. Sup-
pose that the systenB.Q) is invertible as a rational operator. Hence, there exists a
rational transfer matrixa—!(s) such thatG—1(s)G(s) = I. We assume that system
(3.9 and its inverse are analytic on the imaginary axis.

Define

Gopt(s) := [R+ G*(s)QG(5)] 'G*(5)Q. (3.6)
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The feedforward control input;f = wuey is defined using a filtet7,,;(s) and the
desired outpug, as

Uopt(s) = Gopt(s)Ya(s) (3.7)

Therefore, this optimal input.:(t) = L1 (Uypt(s)) minimizesJ (u). Assume that
Glopt(s) is proper, by proper choice @, (), the inverse filtetzopt(s) can be decomposed
into a stable and anti-stable part,

Gopt(s) = Gap(s) + Gopi(s), (3.8)
where

Géi)t(s) = Cst(SI - Ast)_lBst + Dst, (39)

aoi(8) = Cas(sI — Aus) ™' Bas + Das, (3.10)

with Ay, Bst, Cst, Dsy and Ags, Bas, Cas, Do represent the state space realizations of
Gity(s) andGas(s), respectively so

AMAg) C C™ :={s € C|Res < 0}
and
AMAus) € CH = {s € C|Res > 0}

The bounded solution to the optimal inversion problem is then obtained byluomy
the desired outpuf; with the stable part ofrop forward in time and with the anti-stable
part backward in time as indicated in the following lemma.

Lemma 3.2.1. Let the desired outpuy; € L, be defined for € R, and Gy (s)
is proper. Then the optimal inverse inpup(t) that minimizeg7 for all time t €
(—o0, 00) is given by
uopt(t) = ugp(t) + ugp(t), (3.11)
with ugfm € L, ugp € L2 be defined by
t
ughi(t) = Cyy / e Byya (M)A + Dagya(t), (3.12)

Uggt(t) = _Cas/t 6ACLS(t_>\)Basyd(/\)dA + Dasyd(t)' (313)

Proof. the complete proof is given ir2[] Ol



30 MODEL-BASED FEEDFORWARDCONTROL FOR ADOD INKJET PRINTHEAD

The computation of the optimal inverse inpBt11) at a timet requires the knowledge
of all future values of the desired outpyf (unlessGoypt is stable). In particular, the
computation ofugp(t) in (3.13 requires knowledge of all future values of the desired
outputy,(t) for the time intervalt, oo). For practical reasonggy(t) is often approxi-
mated by truncating the integral i8.0.3, by using the information of the desired output
during finite time intervalt, t + T})]

t+T)
W3(0) = ~Can [ AV Biga(NAN+ Do) (319
t
Hence, with this approximation the finite-preview-based optimal inverse iamiven
by
Gopt(t) = ugpy(t) + agp(t)- (3.15)

Note that the finite-preview-based implementation leads to tracking erroedradking
error can be made arbitrarily small by choosing a sufficiently large pretmea/7,,. In
addition, this approach is highly sensitive to model uncertainties.

Optimal state-space solution

The frequency domain solution method described in se&i2rBassumes that the sys-
tem is square (squar€) and stable, andr,,; is proper. This is not usually the case.
Moreover, it ignores the role of initial conditions. With the state space soltitiese
assumptions are not necessary. In this section, we present a getbsdire space
approach that minimizes the cost functié), where the role of initial conditions is
included and without any conditions on non-minimum phase zeros or stabilitis T
approach is also valid for non-square systems and does not needtoeabat ,,,; is
proper.

Theorem 3.2.1.Lety,; € L, be the desired output. Then the optimal inverse input
uopt(t) that minimizes7 for all time ¢ is given by

uopt(t) = Fiz(t) + Fap(t) + Lya(t), (3.16)

where
Fi:=—-RYB'K+D'QC), F,:=-R'B", L:=R'D'Q,

and

R:=R+D'QD, K =K' >0 isthe solution of the algebraic Riccati equation (ARE)
ATK+KA—(B'TK+D'QC)TRTYBTK+D"QC)+CTQC =0

andp(t) is the solution of (the anti causal) system

p=—(A+BF) p+(CT +F D")Qys, p(cc) =0.
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Proof. Consider the candidate Lyapunov function
V(z,p) = %xTKx +x'p.
V= %(wTK:U +a ' Ki)+a p+a'p,
= %(A:L‘ + Bu) 'Kz + %ZETK((AI' + Bu) + ((Az + Bu) "p+z"p,
by completing the squares and using the ARE
ATK + KA—(B"TK+D"QC)"R"YB'K+D'QC)+C"QC =0,

we obtain after long mathematical manipulations,

. 1 = 5
V=-u'Ru—(y—ya) Q—ya) +594(Q - QDR™'D " Q)ya—p' BR'B'p

+% |u+ BB K+ DTQC) + BB - R*lDTdeH;
+z' (p+(A-BRY(B'K+D'QC))"p—(CT—R Y (B'K+D"QC) " D")Qua).
Now set
p+(A=BR™Y(B'K+D'QC)) ' p—(CT =R (BTK+D'QC) D")Qya =0
= p=—(A+BF) p+(C" +F D")Qua,

Then, the time derivative df with be

. 1
V=—u"Ru—(y—ya) Qy—ya)+ B lu— Fiz — Fap — Lyal/%

+59a(Q ~ QDR DTQ)ya ~p  BRBTp,
This equation can be written as
av
dt
+ %yd(Q ~QDR'D'Q)ys—p ' BR™'Bp.

1
u' Ru+ (y —va)' Qy — ya) = 5 lu = Fiz = Fop - Lya|l% —

Integrating both sides we obtain

1 1 [~
J(u) = §a;oTKxo + xoTpo + 2/0 |lu— Fiz — Fop — Lde% dt

[e.e] 1 _ _
+ [ 5u(@- QDR D@~y BR BTt
0
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which is minimized for
u* = Fiax + Fop + Lyq.
That completes the proof. O

Since the desired output is only known during finite time intef0al g, an approxi-
mate solution on the time interval is given as

Uopt(t) = F1a(t) + Fop(t) + Lya(t),
with
p=—(A+BF)"p+(CT+F DNQus, H(Tend = 0.

3.2.4 Data-based inversion

For data-based inversion, the key point is to utilize the inverse of the sylteamics

from the frequency-domain implementation scheme. A schematic diagram forahe
posed approach is shown in Figugd.

If (U(jw),Y (jw)) is the frequency response data, then a data-based estimate of the
system transfer function is

G(jw) =Y (jw)U(jw)™' weR (3.17)

whereY (jw) andU (jw) are the frequency-domain representation of the system output
and input respectively. The inverse frequency response of thensys obtained as fol-
lows

H(jw) = U(jw)Y (jw)™' weR (3.18)

Let the desired outpuf,(¢) be periodic and have finite energy, ig: € L£,. Then the
inverse input can be calculated in the frequency-domain as

Uinw(jw) = H (jw)Ya(jw) (3.19)
Finally the feedforward inverse input is transformed to the time-domain
Uin(t) = F 1 (Uiny (jw)) (3.20)

with F~1 is inverse Fourier operator.

This approach is based on measured data which makes it insensitive toumoeehin-
ties. However, the measured data should be sufficiently rich to capturgstesrsdy-
namics. The causality-related limitations in the model-based inverse controkaes
do not exist with the data-based inversion control approach. Partiguler data-based
inversion approach utilizes the inverse of the system dynamics fromwefneg-domain
implementation scheme. Due to the properties of the Fourier transform, theariaer
put (3.20 will be always bounded even in case of the inversion of a non-minimursgoha
system.
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Ya(jw) Uinv(jw) | Inverse Uinv(t) y(®)
Gin(jw) Fourier G(s) L
Transform

ya(t) _| Fourier
| Transform

A4
A4
A4

Data-based inverse controller

Figure 3.1: Data-based inverse control.

3.3 Control objectives

Our main concern is to improve the performance of an inkjet printhead wiglece$o
productivity and drop-consistency. Improving the productivity is adigyy minimiz-
ing the effects of both the residual vibrations and the crosstalk. Dropistency is
one of the most important performance issues. Currently, the dropstemsy require-
ment is only achieved at low jetting frequencies, 10-20 kHz. The jettingyfamdom
bitmap yields large variations in the drop properties. These large variatiaisate

from the residual vibrations and crosstalk, which are the major perfaenmiting

factors when considering the drop-consistency.

Apparently, improving both the productivity and drop consistency reguirgmization
of the residual vibrations and crosstalk. An inversion-based fewdfor controller is

employed to reduce the effect of the residual vibrations and crosstairsct tracking
of the reference trajectory.

3.4 Printhead model

Several analytical and numerical models, which describe the dynamics wiktlchan-

nel, are available in the literatur&¥]-[21]. In general, the numerical models are very

accurate and they include high level of details. These models are usua#yefement
models in which the governing differential equations are numerically solsied com-
plex meshes and numerical integration techniques. The main drawbaclsefttoelels

is that they have a very high computation time, typically 24 hours to analyze thajjettin

of one drop. That makes it not suitable for control design. On the otugd,hanalyt-
ical models are less complex since the governing differential equatiorsrapéified

to be solved analytically. Sometimes over-simplification results in models with poor
accuracy while under-simplification leads to models with high complexity. Combined
models that include both numerical and analytical models result in models with less

computation time with a reasonable accuracy.
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3.4.1 Lumped-parameter model

Lumped-parameter model adopts an equivalent electric circuit to desiceilsynamics

of the ink channel. This modeling technique is a useful and commonly applag-an

sis approach for designing piezoelectric inkjet systems. In this modelingetvark, a
single resonance is modeled with with a capacitor, resistor, and inductaies.sad-
ditional resonances is included by placing additional capacitor-resistactor sets in
parallel. The inductance represents the inertia, which is related to the flugl thas
capacitance is a measure of fluid energy storage, and elasticity andigh@resis asso-
ciated with any losses causing energy dissipation in the fluid, typically vidosass.
Accurate determination of the equivalent circuit parameters requires aithleysical
prototype or an accurate computational model to provide the data. In thid,ntdde
assumed that the characteristic wavelength is larger than all dimensions amm@eth
That means that the fluid in the flow direction is uniform at any instant in time. d1is
sumption implies that the time required to transmit a change in the applied electric field
on the piezoelectric actuator to a change in the meniscus shape at the noegkgis

ble. In [20], a transmission line models of the piezoelectric actuator, fluid chamber, and
nozzle is proposed. This model permit analysis without the wavelength limitatidn a
provide the ability to analyze the approximate interaction between multiple reseman

in the complete system. However, this model still has a limited accuracy. Furtfeermo
a prediction error in the system response and the resonance frezpisray result form

the assumption that the loss mechanisms are isolated to a single resistance in the mo-
tional component per resonance.

3.4.2 Two-port model

In [18], a two-port model is developed to describe the dynamics of the ink charime
model employs the concept of bilaterally coupled systems. The ink chandiglded
into subsystems, namely, reservoir, piezoelectric actuator, channegat@n, and noz-
zle. Each subsystem is modeled as a two-port system based on firgblprmodeling.
To couple these subsystems, the Redheffer star pro@dicis[utilized. Consequently,
the two-port model of an ink channel is obtained by connecting the stgmsgsand ap-
plying suitable boundary conditions.This model has less complexity and esgoiv
computational time. However, due to the modeling error, this model can niireghe
first resonance frequency of the channel dynamics, which is the mosttamp reso-
nance frequency. Moreover, this model does not consider the itimrabetween an
ink channel and its neighbors.

3.4.3 Narrow-gap model

The Narrow-gap model, proposed ih7], describes the dynamics of one ink channel
based on the narrow channel theory. This model describes the dynafroog ink
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channel from the piezoelectric input voltage to the meniscus velocity. ltd@soribes
the interactions between one channel and five neighboring ink chamoelgte piezo
input voltageu (k) € R™ to the meniscus velocity(k) € RP.

The derivation of the narrow channel equations is based on the Natdkes equations
of motion and a continuity equation. The continuity equation results from thedmla
between the change in mass and the flux of mass in a control volume. The-Navie
Stokes equation, which is the continuum version of Newton's second dédaies the
inertial acceleration of particles of a fluid with internal and external fotbat affect
the channel.

In the narrow-gap model, the frequency response of the system is etbtaging the
swept sine technigue. The frequency response of this model atuefreg, is com-
puted based on solving the wave equations for a sinusoidal input with the fe-
guencywg. The frequency response is computed by repeating the same proosgdure
a frequency range. The frequency response of the printhead im@itas shown in
Figure3.2 The detailed derivation of this model is given ib7]. This model has a
relatively low complexity. Since there is no sensor available to measure theaugnis
velocity, we could not validate this model. Therefore, we have to assumihthatodel
represent the dynamics of the ink channel with a reasonable accuracy.

3.5 Single-channel feedforward control

In [28], a model-based inverse feedforward controller is developed to dasigmput
pulse for a single channel such that the initial values of the meniscus pcaitibveloc-

ity are the same for all jetted drops. A reasonable assumption is that thesevalitied
have to be zero at the starting of each input pulse. This is achieved pyessjng the
residual vibrations. In this section, the optimal-inversion feedforwantrobis applied

to damp the residual vibrations in one ink channel. For the inversion-besdfbrward
controller synthesis, a lower order transfer function is identified to fit ilbguency re-
sponse of the printhead, see Fig®8& Both simulation and experimental results are
performed to investigate the performance of the proposed inverse cioipints and to
compare with the performance of the currently used standard input pulse.

The choice of the reference meniscus velocity is a crucial issue since & Imkhbe-
tween the performance objectives and the adopted control objectivegoksned in
section3.3. The drop properties highly depend on the meniscus velocity trajectory.
However, it is not easy to find the relation between the resulting drop grepend
the meniscus trajectory. Moreover, different meniscus trajectories naghlttin drops
with similar properties due to the high nonlinearity, which is introduced by the jetting
mechanism. Two important issues should be considered in the design ofdfence
meniscus trajectory. First, the reference trajectory should allow the retlileachannel,
which requires not immediately to bring the channel at rest after the jetting afrtip.
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Figure 3.2: Frequency response of the narrow gap model. Mapping padtage as
input to meniscus velocity as output.
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Figure 3.4: Reference meniscus velocity.

Secondly, the fluid dynamics should be brought gradually at rest to aviigh input
voltage. Therefore, as shown in FigBe, the reference meniscus velocity is chosen
to contain two parts, the first part determines the drop properties, diogtyeand vol-
ume, which are computed based on the response of the standard trappatsd. The
second part is responsible for refilling the channel and after that thescusrvelocity is
forced to settle at zero, to ensure zero initial condition of the subsedtegg. With the
perfect tracking of the feedforward inverse control, the residuzllagons are damped
out in time before the next pulse.

3.5.1 Simulation results

In this section, a SISO inversion-based feedforward control is implemidratsed on
the narrow-gap model. Note that an ink channel shows a non-minimum pkhse-
ior, which can be observed in Figu2e. Therefore, we implement the optimal inverse
controller, as explained in sectién2.3 Based on the optimal tracking of the feedfor-
ward inverse control, the residual oscillations will be damped out. The syistbf the
inversion-based feedforward controller includes identification of alasger transfer
function to fit the frequency response of the printhead, as shownd=8j8rThe iden-
tified transfer function of the ink channel has an order of 16 and 4mimimum phase
Zeros.
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We compare both the model-based input with the standard pulse in RBdurélhe
feedforward input includes an additional negative pulse, which bringschannel to
rest at20 — 25 ps. On the other hand, fluid dynamics take around s to settle using
the standard pulse. Thanks to the feedforward input, the attainable jetiqgeincy
is increased to 50 kHz compared with 10 kHz. For frequencies higherSbddz,
overlapping of the input is needed.

Figure3.6 shows the simulation results of jetting 10 drops at 40 kHz. For the standard
pulse, the meniscus velocity does not quickly come to rest after jetting a trdpkere-

fore, the initial meniscus state is non-zero before jetting the next pulse.cibges a
difference in the velocity profiles of the subsequent drops, which isrebd in Figure

3.6. As explained earlier in this chapter, the meniscus trajectory is a major featdre

a changed meniscus velocity will result in drops having different velocitiée feed-
forward inverse inputs are able to highly damp the residual oscillationsradethe
same initial meniscus state for all subsequent drops. The differenceveltety pro-

files of the proposed inverse input is negligible. Consequently, this deatrecheme

will result in consistent drop properties for all drops.

3.5.2 Experimental results

The simulation results show that a considerable improvement can be achigved
plementing the feedforward inverse control. Thus, the proposed aveesiforward
control is applied to a real printhead and the results are compared withdasigulse.
We have fitted the feedforward input to a trapezoidal waveform. Singeagbitrary
waveform can be generated using the waveform generator, we paliecaboth the
original and fitted waveform. Both waveforms show very similar resultsrd&tbes, we
present here only the experimental results of the fitted waveform.

The time history on the time intervé, T'] of the drop traveling form the nozzle plate
to the paper are collected to analyze the performance of the printheastabexperi-
ments are carried out for various jetting frequencies ranging #@imo 70 kHz and the
performance of the printhead is analyzed in terms of the drop velocity. Mipeveloc-
ity of jetting 10 drops over jetting frequencie® — 70 kHz is depicted in Figure8.7-
3.8, for the standard pulse and the model-based feedforward inverge riegpectively.
The model-based feedforward input shows less drop velocity variatimpared to the
standard pulse.

The performance is evaluated based on the maximum drop velocity variagorihay
whole range of the DoD frequencies, the behavior of the first drog ttae maximum
drop velocity variation at each DoD frequency.
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Figure 3.5: System response for jetting one drop (simulation).
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For the standard pulse, the drop velocity varies ftbto 13.5 m/s, which is a consid-
erable variation over the whole DoD frequencies. Figdiieshows that the first drop
behaves in a completely different manner compared to the subsequpat di65%
of the frequencies, the first drop is faster than the remaining dropscéissequence, a
poor printing quality is obtained and a shadow appears in the printed bitmapovw,
the maximum drop velocity variation at each jetting frequency is aréumds, which
is calculated as

Avpar = m?X Av(f). (3.21)

with
A’U(f) = Umax(f) - Umin(f)a (322)
with

Umax(f) = tg[l(‘;a:)ji] ’U(tv f)a

Umzn(f) = tg[l(inl’} ‘U(t, f)
By applying of the model-based feedforward pulse, the drop velocitgti@n over the
whole frequency range is reduced fra to 3 m/s. As depicted in Figur8.8, the
first drop behaves in a similar manner as the remaining drops. At eachiieqeincy,
all the drops have similar velocity. We compute the maximum drop-velocity variation
based on3.2]) and it is less thar.5 m/s.

The simulation results show very small variations in the drop velocity. That imalies
flat DoD curve and less drop-velocity variations at each jetting frequétawever, the
experimental results shows 3 m/s variations in the DoD curve. That is due telimgpd
errors and unmodeled dynamics. Improving the printhead model will resalbitter
pulse design and therefore less drop-velocity variations.

3.6 Multi-channel control

In this section, a MIMO inverse control is implemented for a DoD inkjet printdh&de
narrow-gap model is utilized for MIMO inverse feedforward contrattbyesis purpose,
since it describes the dynamics of six ink channels from the piezo inpugealf&)
R™ to the meniscus velocity(k) € RP. The frequency response of this model is
shown in Figure3.2 A low order stable transfer matri%(z) is identified to fit to the
frequency response obtained from the narrow-gap model. The aatymg transfer
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function G(z) and from the piezo input voltage k) to the meniscus velocity(k) is
denoted as:

Gu(z) Gia(z) - G
o : : 3.23
(2) Gi(z) - Giulz) Ginl(2) o
G (2) v Gaml2)
and satisfies
Y(2) = G(2)U(2) oo

whereGj;(z) represents the dynamics of chanfiel;;(z), j # i denotes the transfer
function form the input of the channgéto the output of channgl, andm = p = 6. The
transfer function3.23 is discretized from the continuous model with sampling interval
0.1usec.

According to the assumption that all channels are identical and symmetricattséer
matrix G(z) is symmetric i.e.G;;(z) = Gj;(z) and diagonal terms are the same i.e.
Gzz(z) = ij(z) fori # j.

Figure 3.4 shows the reference meniscus velocity for one drop for one charfrtake |
actuation pulseu(k) [V], is designed such that the meniscus veloajty;) [m/sec],
follows the desired trajectory,(k) [m/s], then the channel will come to rest very
quickly after jetting the drop. This will reduce the interaction between the jetiguolsd
at higher jetting frequencies.

Several jetting bitmaps are tested, FigBr@éshows a sample of the tested bitmaps. This
bitmap is transformed to a desired meniscus velocity with jetting frequeh&yz as
shown in Figure3.1Q The preview time is chosen to include the whole jetting pattern.
Figure3.10shows the response of the MIMO inverse feedforward control. It iarcle
that the residual oscillations have been highly damped using the feedfbinygat as
shown in Figure3.11 Moreover, the effect of the crosstalk is not visible in the system
response. The perfect tracking of the designed feedforward ieads to improvement

of the damping of the channel, which brings the channel at rest after jétiendroplet
and, therefore, ensures the same initial meniscus state for all the sabselgops.
Therefore this will result in consistent drop properties for all drops.

The simulation results show that a considerable improvement in the printhead- pe
mance can be achieved by implementing the MIMO inverse controller compaited w
the performance of the standard pulse. Thus, the inverse input, shéwguire3.11, is
applied to a real printhead and the results are compared with a standadThasime
history of the drops traveling from the nozzle plate to the paper are collectthlyze
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Figure 3.9: The bitmap to be printed.

the performance of the printhead. Figld23.13show the drop velocity of the jet-
ted bitmap using the proposed MIMO inverse input and the standard ps[sectively.
The performance is evaluated based on maximum drop velocity variation {ttbed
drops. The maximum drop velocity variation is less than 1 m/sec for the inverae in
while it is 2 m/sec for the standard pulse. The improvement in the drop velogigiszo
tency achieved using the MIMO inverse has a great consequences pririhquality
as depicted in Figure3.143.15 Figure3.14shows the printed bitmap, which has reg-
ular pattern when compared with Figu8els Using the feedforward input results in
droplets with similar velocity and small position error of the dots. Only few drep a
misplaced and merged together. On the other hand, the difference in togwefdhe
drops printed by the standard pulse leads to large gap between the firdtdpsand
the remaining drop. Moreover, many drops are merged together andf@itarge dot
on the printing media.
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Figure 3.11: The feedforward control inputs.
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Figure 3.16: Schematic diagram of the inkjet printhead modeling.

3.7 Conclusions

It has been demonstrated that feedforward control is a suitable cetrtdgy to over-
come the residual vibrations and the crosstalk. Consequently, the printatityopf the
inkjet printhead is considerably improved, beyond current achievem@iis experi-
mental results have shown the validity of the inverse-based feedfoapardach.
Although the implementation of the inverse-based feedforward contrd teadconsid-
erable improvement of the printhead performance compared to the cperéotmance,
the required performance is not achieved yet, the drop-velocity varsagi@still higher
than 1 m/s. As illustrated in Figui® 16 the main reason is that the design of the input
pulse is based on a model, which is incomplete. The narrow-gap model digg@®dict
the meniscus position, which has a major effect on the drop velocity. Mergthis
model does not include the refill dynamics of ink inside the channel aftergedtdrop.
The jetting process and drop formation dynamics are not considered iesfgnaf the
input pulse.
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Chapter 4

Experimental-Based Control for a
DoD Inkjet Printhead

In chapter3, we have presented a model-based feedfoward control technique
using the narrow-gap model. Although the implementation of the model-based
technique has a considerable improvement of the printhead performamee co
pared to the current performance, the desired performance is stilthievad

yet. The printing quality is related to the drop velocity, which is affected by the
meniscus state (both meniscus position and velocity) at firing instant. The state
at the firing depends on the previous pixels in the bitmap (pixels on/off). The
narrow-gap model does not include the dynamics of the meniscus positien. T
model of the jetting process and the drop formation is unknown. Constyguen
with the available models, a proper input pulse cannot be designed. Woreo
there is no sensor available to measure the meniscus state and, therefore, w
cannot identify a model based on measured data. The only available senso
is the CCD camera, which is used to monitor the jetted drops. Therefore, in
this chapter, we develop a vision-based control strategy where thepdopp
erties, i.e. velocity and volume, are measured using a CCD camera and the
input pulse is optimized directly using the experimental setup. The input pulse
is parameterized as function of the two resonance frequencies andchipenda
factor of the printhead. Moreover, we show that using this pulse stejaine

can efficiently cope with single channel residual vibrations, crosstatkegen
generalize to optimization over arbitrary bitmaps that need to be printed.
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4.1 Introduction

Recently, process performance optimization has received a greaifddtntion, since

it naturally allows for reducing production costs, improving product quadityl meet-

ing safety requirements and environmental regulations. Optimization is typicabdb

on a model that is used by a numerical algorithm to compute the optimal solution. In
practice, however, an accurate model of the complex processesrcintaidentified

or derived with affordable effort. The system identification is furthenplicated be-
cause the system measured data are usually noisy and signals oftemdeenstfficient
information to allow for efficient system identificatioR9]. Therefore, optimization us-

ing an inaccurate model might result in suboptimal solutions or, even wafsasible
solutions when constraints are present. Model uncertainty results prirfrariytrying

to fit a model of limited complexity to a complex process system. Two main classes
of optimization methods are available to handle these uncertainties. The f$$ on
robust optimizationwhere it is assumed that the problem data is uncertain and it is
only known to belong to some uncertainty set. The optimization is then perforgned b
considering thevorst case scenarif80]-[ 31]. However, this kind of methods requires
the optimization of a highly complex model and that the optimal solution may become
conservative. The second optimization method is the experimental-based afitimiz
Instead of initially building a model, the experimental-based optimization uses-expe
imental measurements directly in conducting the optimization for the printing quality
control. However, an experiment is different from a model prediction énsémnse that

it costs more time during the iterations.

In this chapter, an experimental-based control strategy is developeduceréhe drop
velocity variations due to the residual vibrations in case that a single chiarjeging.

In [32], a new input pulse is presented, see Figufewhich consists of two trapezoidal
pulses, namely, a jetting pulse and a quenching pulse. The positive jettirgy ipuls
used to form and jet the drop, however this pulse cannot damp the regibaions
generated after jetting of the ink drop. Therefore, a negative quenghilse is added
to damp the residual vibrations.The optimal pulse parameters are obtainetl/ing s
an optimization problem, which minimizes the error between the actual drop velocity
and a desired drop velocity. The drop properties depend on the bitmapptanied.
Therefore, based on the bitmap the input pulse is updated. The 0-pixelpattern will
result in succeeding drops with different properties. The input pudsedibe updated
based on the number of preceding 0-pixels in the pattern. Thus an optimipedidem

is formulated for several jetting patterns. This optimization problem results éh af s
pulses, which reduces the drop velocity variations for any random bitmap.
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Figure 4.1: Parametrized input pulse.

Figure 4.2: System response to the rising and falling edge of the input pulse
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4.2 Input pulse parametrization

Based on the physical effect of the input pulse parameters on the elhacwustics,
the voltage pulse is parameterized as a function of two resonance foeegiand the
damping factor of the printhead, see Figdt& As explained in chapte, the jetting
mechanism is related to the pressure wave of ink inside the channel. Hothevpres-
sure wave in ink generated by a waveform voltage is difficult to measuzethjir

In the setup, a self-sensing signal from a piezoelectric, the PAINT Isicenabe used to
measure the pressure wave behavior in a single nozzle printhead. étpiés signal
has a very low signal to noise ratio, which makes this signal little accuratem®tien
of the meniscus at the nozzle plate results from a pressure wave of iekaged from
piezoelectric actuation.

The rising and falling times of the jetting pulse are used to generate the ez
inside the channel. The dwell time changes the relative phase of the gghpressure
waves. At the rising edge, a negative pressure wave is generayefl, ,sahile a pos-

itive pressure is generated at the falling edge, Baysee Figuret.2 The rising and
falling time of the jetting pulse is chosen to be the same to obtain the same character-
istics of the pressure waves. To achieve the maximum pressure insideativeethnd,
therefore, the maximum drop velocity, the pressure waisand P, have to be in
phase. If the pressure waves generated from the rising and falling temegte same
period with half period phase shift, an amplified pressure wave will bergerteas a
sum of the two pressure wavés and Ps.

The period of the generated pressure waves is related to the jettingmesdreguency

of the printhead, which is the second mafein the frequency response shown in Fig-
ure 3.3 Thus, the optimal dwell time of the pulse is chosen as half of the period of
the second resonance frequeriéyas shown in Figurd.1 The amplitude of the jetting
pulse is designed to jet a droplet with specific properties: drop velocitgamvolume.

For better printing performance, subsequent drops should not be jettiéthe resid-

ual vibrations from the jetted drop have sufficiently damped out. Theskatisns last

for about100 psec, which limits the maximum jetting frequency1to kHz. However,
industrial applications require jetting at higher frequencies to achieveshjgtinting
speed and/or higher print resolution. The quenching pulse is introdasegbpress the
residual vibrations and, therefore, a higher jetting-frequency is adfaiifo achieve
perfect cancellation of the residual oscillations, the quenching pulseoseatsimilar

to the jetting pulse but with a negative sign. The optimal amplitude of the quenching
pulse is equal to the amplitude of the resonating pulse multiplied by the damping facto
w of the printhead with opposite sign of the resonating pulse. The choice qtigreh-

ing time instant is very crucial. The quenching time should be chosen sucthéhat
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pressure wave generated by the jetting pulse is in anti-phase with the crratgeinby
the quenching pulse. Therefore, the quenching pulse is placed atdnd pf the first
resonance frequendy;. BothT,.; andV4 are chosen to achieve desired drop properties.

If the exact values of the two frequency modes and the damping facténaven, the
optimal pulse parameters to cope with the residual vibration can be easilyezhtdim
validate this new pulse parameterization and our assumptions, the narronogapis
used to show that the residual vibration will be damped. We know that in thigimod
Fy = 78 kHz, F, = 160 kHz and the damping factor js = 0.5, by designing a pulse
based on these parameters the residual vibration is highly damped asisheigare
4.3

4.3 Experimental-based optimization

In this section, we present an optimization-based approach to obtain the lqueiraian-
eters of the input pulse, see Figurd. In this approach, the optimization is carried out
on a real setup instead of using a printhead model. A schematic diagramagitteach

is illustrated in Figuret.4. We will be concerned with improving the drop properties,
mainly the drop velocity. Therefore, we optimize the input pulse based onrtme d
velocity. In this approach, a high-speed camera is used to capture {hevdizh is
traveling from the nozzle plate to the printing media. A time history of the jetted drop
is obtained. Using an image processing technique, the velocity of the jettpd idro
estimated. The input pulse is optimized such that the error between the ntkdsape
velocity vaetuq @nd a desired drop velocityesircq IS Minimized. The optimization
process is done with a real printhead in the loop. No models are being hseck
all modeling issues are avoided. A schematic diagram of the approach isaisin
Figure4.4.

4.3.1 Image processing

Image processing refers to the use of different computer algorithms srestrmodify
specific information in (digital) images. The purpose is to transform the digitajéma
into another digital image which is usually used for image coding, image eninamnte
image restoration, and/or image feature extract®4}-[[35]. In our approach, image
processing is used for feature extraction. The goal of image feattreegan technique
is to transform the image into another image from which specific image featmdsec
derived.

Image based measurement has been widely applied in various kind of scigppiliica-
tions as well as in many industrial and medical applications. The first scieantfecthat
uses image processing is astronomy. In that area, the image proceskimgues have
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Figure 4.3: Simulation based on the narrow-gap mode.
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been used to improve the quality of the pictures of the moon. Nowadays, veson f
back control has been introduced as a popular technique to increaexthiity and

the accuracy of robotic systen3g]. For example, the aim of the visual servo approach
is to control a robot using the information provided by a vision system. Ithegovi-
sual tasks, which are used in real time control of a production systemaatémomous
vehicle guidance such as navigation and collision avoidance. Mordovage based
measurement is very useful in situations when it is not possible to use husian, v
such as underwater inspections, or in heavy polluted or hazardowsrenents such as
nuclear power plants.

In our approach, a high-speed camera is used to record the time histtivg dfops
traveling from the nozzle plate to the printing media. An image processing teghniq
is developed to retrieve the actual velocity of each drop. Two differamipses of the
time history of 5 drops are shown in Figu#es. These images illustrate the measured
positions of drops with respect to the nozzle of the printhead as functibmef Both
the jetted drops and small satellite drops are shown. The image processinithelg
extracts only informations of the jetted drops. Towards this objective, thedisagpn-
verted into a binary image, which has only two possible values for each pixgcally

the two colors used for a binary image are black and white, where a “0Sigreed for
black and a “1” for white. After that, the image is filtered to remove the small dats th
represent the satellites. The filter, used in our approach, createslisktshaped struc-
turing element with a specific neighborhood. The neighborhood is defis@dmatrix
containing 1's and Q’s; the location of the 1's defines the neighborhatthé morpho-
logical operation. The center of the neighborhood is its center elemenedRBasthe
number of 1's in the neighborhood, the image is filtered. Finally, a patteognéion
technique based on the 2D pixel search is developed to obtain the posfteathalrop.
Figure4.5 shows examples of the time history of the five drops and the reconstructed
image. Once the image is reconstructed, the velocity of each drop is com@aged b
on linear fit of the drop position and the traveling time.

4.3.2 Optimization problem

Experimental-based optimization adopts experimental measurements as favetion
uations for optimization. Points are iteratively generated by a proper algothhat
provides the direction of improvement for the decision variables. An optimizatgo-
rithm, which reduces the number of test experiments, is desirable.

As explained in sectiod.2, the input pulse, see Figudel, is parameterized with,

0 := col(T,s, Fy, Fa, p, Va) € R®.

with T}.; [ns] denotes the rise and fall timé/4 [V] is the jetting pulse amplitude,
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Figure 4.5: Input and output of the image processing algorithm.

Fy [kHz] and F, [kHZz] represent the first and the second resonance frequenttye of
printhead, respectively, and-] is damping factor of the channel.
The optimization problem is defined as

Fmaz T
Z Udeszred t f vactual(ea t, f))Qa (41)
f=Fmin t=0
subject to
emin S 0 S emaza (42)

wheref is the jetting frequency, which is the basic frequency of jetting a train ofsdrop
and it is sampled with sampling frequen@y kHz, viesireq(t, f) = 6m/s Vi, V[ is the
desired drop velocityy...uai [M/S] is the actual drop velocity denotes the total time

of the experiment, antlis the time instant when a measurement is taken with sampling
time5 us. 6,5, andb,,,... denote the lower and upper bounds of the decision variables,
respectively, which are defined as

Omin = c0l(0.5,65,150,0.25,12), Oaq := col(2,85,170,0.75, 40).

The optimization is performed for jetting frequency rangg.f,., Frna]= [20, 60] kHz.
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The optimal pulse that minimizes the cost function is given by
Oopt = arg n%in J(0), (4.3)

This problem formulation leads to a nonlinear optimization problem. A standard op
timization algorithm is used to solve this constrained nonlinear optimization problem,
which is not convex. The search algorithm can be generally categantzetivo types,

the gradient-based and gradient-free meth8d@k[[39]. Gradient-based algorithms uti-
lize gradients to provide search directions for improvement. The calculatitimeo
gradient at a given point can be conducted by perturbations. Finiereliting is one
method that is widely used for gradient calculations. Generally, gradasgebalgo-
rithms converge faster as the gradient leads to a good search directiomfimization.

The gradient calculation based on the finite differences for the experivieased op-
timization, however, needs a large number of experiments in case of a langeen

of decision variables. On the other hand, the gradient-free algorithrhegerformed
without computing the gradients, which in turn reduces the number of expasme
quired for the optimization. One of the standard gradient-free methods ésl lwas
Nelder-Mead simplex4Q]. However, this technique is a heuristic search method that
can converge to non-stationary pointl]. Therefore, we used a standard gradient-
based algorithm to solve the optimization problem to minimi&&)( namely, the trust
region reflective algorithm42]. This algorithm can efficiently handle the nonlinear
constrained optimization problem. To avoid the algorithm getting trapped into b loca
minimum, the optimization problem is carried out several times using different initial
values.

4.3.3 Experimental results

In this section, the optimized pulse is applied to a real printhead and the reslts a
compared with a standard pulse. Several tests are carried out to evhkriatéciency

of the optimized pulse. Figure6shows the DoD drop velocity curve for the optimized
pulse and the standard pulse. The DoD curve is the velocity of the drepeatsjetting
frequencies when the nozzle is continuously jetting. The drop velocityti@ritor the
optimized pulse is less thah4 m/s compared with variations 6fm/s in case of the
standard pulse over the jetting frequency range 20-60 kHz.

We observe that the main contribution of the error is due to the low drop velatity
jetting frequencies between 20-32 kHz. The reason for the slow diopityeat this
frequency range could be that the two frequency moflesind £5, and damping ratio

w of the printhead are different at this frequency range. Therefardéocus on optimiz-

ing a second pulse only over this frequency rargg;,= 20 kHz andF,,,, = 32kH z,

and we obtained a new optimized pulse for this range, the optimized parameters a
summarized in Tabld.1
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6, (20-32 kHz) | 65 (32-70 kHz)
T,; 15 15
F 78 78
23 160 165
1 0.3 0.36
Va 26 25

Table 4.1: Optimized pulse parameters

Now by defining two pulses, one for the low jetting frequency, 20-32 ez, another
one for the rest of the jetting frequencies, the maximum drop velocity varistiess
than 0.9 m/sec as shown in Figuter. As depicted in Figurd.8, the optimized pulse
at the low-frequency range is not just a scaled version of the higjuérecy optimized
pulse. Note that the optimized pulses can be used for jetting drops with a @eD fr
quency up to jetting frequendy3 kHz without overlapping of the pulse. The sudden
change in the DoD speed curve at the jetting frequéiddyHz is due to hardware limi-
tations since the waveform generator cannot overlap the pulses.

The second test is jetting a train of drops at several jetting frequendesatyzing the
time history of the drop traveling from the nozzle plate to the printing media. Fi§Qre
shows the time history of the train of drops for both the experimental-bagtedingd
pulse and standard pulse, with a jetting frequency®kHz. The Figure compares the
experimental results of using the optimized puks&@) with the standard pulsd.@-b).

The application of the optimized pulse results in all the 16 drops traveling wittathe s
velocity. The drops are disposed at an equal distance on the printing.mddidirst
drop is, however, slower and therefore the drop is merged with thedelcop. A small
satellite drop is visible after the last drop. However, jetting with the standdse pe-
sults in drops where the first drop travels to the printing media with high veldbgy,
subsequent drops travel with different velocities. Several drapsarged together into
a single large drop. Consequently, the drops are misplaced on the printaig amal
have different sizes.

Several experiments are carried out for various jetting frequenanggng from 20 to

70 kHz and the performance of the printhead is analyzed in terms of the diogitye

The drop velocity of jetting 0 drops over jetting frequenci@® — 70 kHz is depicted in
Figures4.10 4.11, for the standard pulse and the vision-based feedforward optimized
pulse, respectively. The vision-based feedforward pulse showsltep velocity varia-

tion compared with the model-based feedforward input and standard pulse

The performance is evaluated based on the maximum drop velocity variagorihay
whole range of the DoD frequencies, the behavior of the first drogh tlee maximum
drop velocity variation at each DoD frequency. The maximum drop veloeitiation
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over the DoD frequencies is computed as

Avpop = Umazpop — Uminpop>s

where
Umaxpop — mj}x vDOD(f)J Uminpop — mfin UDOD(f):

andvp,p(f) is the drop velocity with continuous jetting at frequengty

For the standard pulse, the drop velocity varies from, .., = 2 t0 Vpmaap,, = 13.5

m/s, which is a considerable variation over the whole DoD frequencies.ré~gl0
shows that the first drop behaves in a completely different manner cechpath the
subsequent drops. &6% of the frequencies, the first drop is faster than the remaining
drops. As a consequence, a poor printing quality is obtained and avelagmears

in the printed bitmap. Moreover, the maximum drop velocity variation at each jetting
frequency is around m/s, which is computed as

Aty = max Av(f). (4.4)
with

Av(f) = Vmaz(f) = vmin(f), (4.5)
with

Umaz (f) := s v(t, f),

Umin(f) = i v(t, f)-

A great improvement is achieved by implementing the vision-based feedfbpuise.
The drop velocity variation, over the considered frequency rangedisced tad\vp,p =

0.8 m/s compared witd\vp,p = 12 m/s for the standard pulse. Figutel 1shows that
the difference between the first drop the subsequent drops is neglidiberefore, a
bitmap printed with the optimized pulse does not contain the shadow effect.chAt ea
DoD frequency, the figure shows that all the drops have similar velocibe raxi-
mum drop velocity variatior4.4) is less tham\v,,,,,, = 0.6 m/s for the optimized pulse
compared withAv,,., = 3 m/s for the standard pulse.

4.4 Multi-channel control

As inkjet channels become larger, the crosstalk between closely spangdfiannels
becomes more severe resulting in an adverse impact on print quality. A method
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addressing this problem, which is applicable to the DoD inkjet without anyigdlys
changes to the ink-channel design and with minimal changes to the chamfigluca-
tion, is described. The individual channels are divided iNtinterspersed groups and
the permitted firing time of each group has its own small time délayThe time delay
is optimized for each group such that when all channels are fired, a maxamgunt
of crosstalk cancellation is achieved. Because the firing channels aseuhee of the
acoustic wave train, predominantly at a resonant frequency of thaehdhe interac-
tion with neighboring firing channels depends strongly on the phase redhipwith
the arriving wave. For a given printhead, several basic experimergasurements are
carried out, and the data are used to calculate the change in drop velogifyragion
of the delays for a channel near the center of the array when all elsaare firing.

The inkjet printhead consists of an array of piezoelectric actuatork,afaghich may
rapidly change the volume of an ink chamber. The objective is to minimize thstatos
between the piezoelectric actuators. Towards this objective, an optimizeddlmgeisl
included between the firing instant of the channels. In other words, tlzegletric
actuators are divided into groups and a time delay is applied between theohthase
groups. For example, all the odd channels are fired and then after the dimetde
even channels are fired. This delay scheme is known as a two-phagesfifieme.
Another alternative is a three-phase scheme, where one third of theetbame fired
simultaneously, after a time del&y;; the second third of the channels are fired, and
finally, the third group of channels is fired after time delgy. Similar delay schemes,
such as four-phase or five-phase schemes, can also be implemented.

4.4.1 Minimization of the crosstalk

In this section, we consider the two-phase firing scheme to minimize the efféet o
crosstalk between the ink channels. Figdrg2illustrates the effect of crosstalk on the
drop velocity. This figure shows the DoD velocity curve for one jetting clehand
the DoD velocity curve of a center channel whilé neighbors are jetting at several
time delays. As depicted, the drop velocity is drastically decreased due tootwatk
between the channels. Note that a time delay$ shows the influence of the crosstalk
on the drop velocity. A time delay between the odd and even channels is emtsa&hd
the time delay is varied froito 5 s. The effect of crosstalk can be effectively reduced
by the time delay, see Figuel2 As shown, the crosstalk effect depends on the time
delay. When a proper value for the time delay is chosen, for instapsgethe deviations

in the drop velocity are limited.

An optimization problem is formulated to obtain the optimal time delay between the
odd and even channels to minimize the effect of the crosstalk. Since nisgreodel

is available to describe the dynamics of the crosstalk between the chaneetgtith
mization problem is formulated based on the measured data that are proyidee b
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Figure 4.12: The DoD velocity curve with different time delays between tlieardl
even labeled channels.

high-speed camera. The objective is to minimize differences between diogty of
the odd and even channels at all jetting frequencies.

Define the optimization problem as

f:Fmaa: t=T
-F(TD) = Z Z(vodd(ta f) - Ueven(ta f))27 (46)
f=Fmin t=0
subject to
TDpin <TD < Ty (4.7)

where f is the jetting frequencyy,qq [M/s] is the odd channels average drop velocity,
veven [M/S] is average drop velocity of the even channdlg, [1.s] denotes the time
delay between the jetting of the odd and even chanfietienotes the total time of the
experiment, and is the time instances when the measurements are taken with sam-
pling time5 ps. Tp,,., andTp, , denote the lower and upper bounds of the decision
variables, respectively, which are chosen as

min

TDmin = 0N87 TDmax = 5#’8

The optimization is performed for jetting frequency ran@g, |, Finq..]= [20, 60] kHz
with samping frequenc§.5 kHz.
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Figure 4.13: The bitmap to be printed. In this bitmap, we consideozzles jetting
different number of drops at a DoD frequency46fkHz.

The optimal time delay that minimizes the cost function is given by

Tp,, = arg I%ijn F. (4.8)

This optimization problem is a constrained nonlinear optimization, which is sols«ed u
ing a standard optimization solver. The optimization problem is solved with the print-
head in loop. The results of this optimization problem are implemented in the next
section.

4.4.2 Experimental results

Atime delay ofT; = 4u.s minimizes the cost functior(6) with 16 channels are jetting.
The optimized pulse with the optimized time delay is used to jet several bitmaps, a
sample of these bitmaps is shown in Figdr&3with jetting frequencyl8 kHz. The time
history of the drops traveling form the nozzle plate to the printing media arectedle
to analyze the performance of the printhead. Figdré84.17 show the drop velocity
of the jetted bitmap using the optimized and the standard pulse, respectively.

The performance is evaluated based on the maximum drop velocity variat@h of
jetted drops. At a given jetting frequency of the bitmap, we compute the maximum
drop velocity variation as

Avmaxbit'map = Umaxbitmap - Uminbitmap’ (49)
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where

max lvu(t,n),

Umazpitmap = te[0,T),n=1, N

min lv(t,n),

Uminpitmap *— te[0,T]m=1, N
b b — ks

and N = 8 is the number of jetting nozzles.

The maximum drop velocity variation is less thaw,,qz,,,,,,, = 1 [M/s] for the op-
timized pulse, while the variation i&vaz,,,,,, = 3 [M/s] for the standard pulse.
The overall improvement in the drop velocity consistency achieved usingptimaized
pulse has a considerable influence on the print quality as depicted in §iyuded. 15
Figure4.14shows the printed bitmap, which has a regular pattern when compared with
Figure4.15 The improvement in the drop velocity consistency, which is achieved us-
ing the optimized pulse, has a positive influence on the print quality. On thelwihd,

the large variations in the drop velocity, in case of the standard pulsé iresin un-
acceptable poor printing quality. Figudel5 shows that the first drop is faster than
the subsequent drops and several drops are merged togethermndtéps with large
volume. The original pattern cannot be retrieved from the printed bitmap.

4.5 Bitmap-based control

The trajectory in the phase plane of the meniscus position and meniscus véocity
input frequency dependent. For continuous jetting (so all 1's), thegpkane of the
meniscus velocity and meniscus position will converge to a stable limit cycle lifrhtat
cycle generates stable drops with stable volume and velocity, see Big@&&Vhen the
jetting pattern includes 0-pixels the periodic behavior is destroyed, seeelid9, and
thus the stable limit cycle. It requires several jetting drops to converde tigihe stable
limit cycle. The convergence rate depends on the dynamics of the chamhelf the
input frequency. The measurements show that aftenBiBe transient is damped out.
Thus, with jetting frequencies above 10 kHz, there will always be tratssiés jetting
frequencies up to 100 kHz are desired for higher throughput / acguany design of a
pulse shape has to explicitly deal with these transients.

Our proposal is to sustain the limit cycle to preserve the correct values dhitiel
conditions (meniscus position and velocity) when a drop will be fired, inugdgat of
whether the previous pixel is on or off. Towards this objective, we pse@ non-jetting
pulse for a O-pixel just before jetting a 1-pixel. This non-jetting pulse essthat the
trajectory in the phase plane is at the same position as when a drop is being jetted

The measurements shown in Figude$84.19are based on the wave model that is de-
scribed in [L9]. In this model, the behavior of the printhead is described with traveling



4.5. BTMAP-BASED CONTROL 67

-+ & @
-

Figure 4.14: Printed bitmap using the optimized pulse.

Figure 4.15: Printed bitmap using the standard pulse. The variation in theelagpty
results in a poor printing quality. The first drop is faster than the subséaineps,
several drops are merged together and form drops with large volume.
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Figure 4.16: Drop velocity of the jetted bitmap for tRenozzles using the optimized
pulse. The drop velocity variation is kept less tHam/s.
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Figure 4.17: Drop velocity of the jetted bitmap for tRenozzles using the standard
pulse. The drop velocity variation is arouBan/s.
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Figure 4.19: Phase plane for jetting pattern 11011
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waves, which is used to solve the differential equations implicitly. The drépteta-

tion is calculated simultaneously with the wave transport. This is a good link betwee
the wave reflection at the nozzle and the flow in the nozzle. The main adeaotag
this model is that it takes the time-varying degree of filling of the nozzle intowattco
Moreover, this model can predict the meniscus state (velocity and positvbih is
useful to understand the behavior of the printhead. Here, we use thisl teodave
more insight in the physics of the printhead.

As explained, the drop properties depend on the bitmap which is printedefohe,
based on the bitmap the input pulse is updated. The 0-pixel in the pattern suilt re
in succeeding drops with different properties. The input pulse has tpbated based
on the number of preceding 0-pixels in the pattern. In our optimization proliem,
consider a 4 pixels pattern and we optimize the input pulses for the 4th dtakileg
into account all possible patterns of the preceding 3 pixels. Since thevdlogity of
4th pixel depends on the number of preceding 0-pixels, the optimization is sedlifi
only 4 cases. The four cases are 0001, 1101, 1001, and xx11.

We start with the pattern 0001 and we optimize the input of the 4th drop sucthéhat
jetted drop has a desired velocity. The resulting optimized pulse of the pa@iédn O

is considered as an input for the first drop for the subsequent optimmzatablems.
Figure4.20summarizes the optimized pulses and the corresponding patterns. We can
distinguish 4 different pulses, 3 pulses are based on how many 0-poclsjast before

the 4th pixel. While the 4th pulse is used in case that 3rd pixel is 1 and indepieoal

the first two pixels.

In Figures4.21- 4.22, we compare print quality when jetting an arbitrary bitmap with
basic jetting frequency 52 kHz using the standard pulse and the optimizessprds
spectively. The standard pulse shows a poor printing quality and mapg dre merged
together and the jetting pattern cannot be retrieved. Using the optimized [thgeaiy

tern adaptation, the quality of the print is improved. Thanks to the non-jettitsg pu
there are no large differences in drop velocity between the low and hégjuéncy
drops. The maximum position error is improved to 0.15 mm compared with 0.4 mm for
the standard pulse.

4.6 Conclusions

In this chapter, we have shown that the present physical models ageitattle for pulse
design since these models do not include dynamics of the meniscus positsmdihe
namics play an important role in the prediction of the drop velocity. The DoDcitglo
curve optimization is not enough to improve the print quality since it neglecengab
effects of O-pixels in bitmaps. The state of the meniscus (velocity, positidheatart
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Figure 4.20: Optimized pulses for different jetting patterns
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Figure 4.21: Printed bitmap using the standard pulse (desired bitmap, pritreapb
(gray))

Figure 4.22: Printed bitmap using the optimized pulses (desired bitmap, printeghobitma
(gray))
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of the pulse influences the drop velocity considerably. Any pulse desigtolguarantee
almost the same initial meniscus state at firing a drop. An experimental-bas®izap
tion scheme is proposed to minimize the drop velocity variations. In this optimization,
there is no need for an accurate model. The pulse design is based ailicwyiine drop
velocity and not on an intermediate state. A new pulse parameterization isspthpo
The input pulse is parametrized as a function of the physical properttes pfinthead
that leads to less optimization parameters.

Owing to this parameterization, online adaptation of the pulse is possible. Sy
the PAINT signal (or meniscus velocity) is measured online. The dampingrfa@and

the two frequency modés,, F; are obtained by computing the frequency content of the
measured variable and thus the pulse can be adapted online. We havesttetadrihat
dividing the channels into a number of groups and introducing a proper thag be-
tween the actuation of the channels are sufficient to cope with the efféa ofosstalk
between the channels. For jetting patterns containing zeros (0’s), gettioig- pulse is
proposed to increase the velocity of the subsequent drop. Based jettithg bitmap,

a set of input pulses is optimized. Using these pulses result in less dragityefaria-
tions for random bitmaps and, therefore, better printing quality. Diffeegperimental
results show the effectiveness of the optimized pulses.
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Chapter 5

Professional Laser Printers

Laser printing systems have a great commercial success and currewdy dr
an important segment of the printing market. The performance requirements
become strict and have to be achieved under uncertain operating cosdition
especially for color printing. Unfortunately, laser printing systems hate no
received widespread attention in the control system community. Neverheles
control has played an important role in the evolution of printing systems. To-
day, high quality and high-speed laser printers with efficient power utilizatio

is required. These printing systems should be able to print on seversidize
media, allow for media with different weights, automatically print on both sides
of media and include stapling, booklet production, or other types of firgshin
To maintain the printing quality, such printers should be adaptable with respect
to variations in media and variations in timing parameters. In this chapter, we
present an overview of the digital printing industry, give a brief desoripof

the printing processes, we provide a heat flow model of the thermaltasgfec
printing process, and finally we identify a set of challenging control jerob

that are relevant to the printing process.
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5.1 Introduction

Color document production systems are multifaceted systems whose quality degh
pends on the appropriate combination of several design factors. Tséicahprint-
ing process involves multiple temperature set points at different placassprelectro-
magnetic conditions, transfer of toner through certain pressures amuat$ayand many
other technical considerations. The development of laser printerstizadhieve high
printing quality with high printing speed.

The popularity of the laser printers results from their ability to print at higreslpwith
high level of precision at relatively low cost. A laser can move very qujckdyit can
write with much higher speed than an inkjet. Moreover, since the laser basiadon-
stant diameter, it can draw more precisely, without spilling any excess imkh&®other
hand, laser printers tend to be more expensive than inkjet printers giutitthning cost
is lower. The toner powder is relatively cheap and it lasts for a long time. nVitney
were first introduced, laser printers were too expensive to use asa@npaéprinter. But
now laser printers have become much more affordable, can print witklspgeo 200
pages per minute in black and white and around 100 pages per minute irA3plordry
high-speed laser printing systems are competing in lithography in sevenahexial
applications, such as mass mailings and personalized docurddhts\s technology
advances, laser-printer prices continue to decrease, while perfoenraproves. This
will introduce several possibilities of new applications using laser printing.

5.2 Development of laser printer

In 1937, Chester Carlson invented the first dry copying processr sdteeral experi-
ments, the use of a Sulfur on zinc electrostatic medium and Lycopodium p@asde
toner was recorded as the first successful experiment. Howeveokits&gveral years
before the first public announcemenv@rographytechnology in 1948. The name xe-
rography is derived from the Greek word for dry writing. In 1950, fil&t copier, based
on the xerography technology, was available in the market. By 1960 the ofartamg-
raphy changed to Xerox Corporation. The laser printer was inventeddolfying an
existing Xerox copier. The madifications included replacing the lens assesiiblya
laser and the paper imaging with a character generator. Gary Starkwisagleaerally
credited as the inventor of the laser printer at Xerox research centé6mmd5. One
year later, network functionality was incorporated in the laser printer. By the Xe-
rox 9700 with built in Ethernet capabilities could print up to 120 pages per tenirt
the same time, Burroughs developed an electrostatic printer in the early, 1@7i0k
induced an image using a page width array of electrodigls[ 46].

A faster xerographic printer was developed by IBM. This printer couldt@mround
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20,000 lines or 167 pages per minute on 28 cm forms. This printer had aaldptims
overlay station in which the laser is only needed to write variable informatioris Th
printer was used for high-volume printing of documents such as invoiasnailing
labels. It is often cited as "taking up a whole room,” implying that it was a primitive
version of the later known printers used with a personal computer.

In 1981, Xerox released the first innovative laser printer designffimecuse. However
it was an expensive system that limits the purchasing to a relatively small mwhbe
institutions and businesses. With the widespread use of personal cogpgheefirst
laser printer intended for a mass market was the Hewlett PatlkeetJet | which was
released in 1984. The HP LaserJet printer was quickly followed byadaser printers
from Brother Industries, Apple, IBM and others. First-generationtipgnmachines
consisted of large drums that are photosensitive, with circumferenages tdran the
length of the paper. When the coatings were developed, the drums ctheguaper
multiple times in a pass, and therefore became smaller in diameter. Thanks to laser
printers, fast and high quality text printing with several fonts and sizes page were
brought to the business and consumer markets. With the rapid developrh¢hés o
electronic technology, the price of laser printers has been consideeahiged over the
last years.

5.3 Description of the printing system

The printing process consists of six main steps. Charging of a photatctmrdexpos-

ing the photo-conductor drum or belt or image exposure, the develohtrg latent
image, transferring the image from the photo-conductor to a sheet of pagey other
printing media, fusing the developed image to the printing media and finally cleaning
any residual toner from the photo-conducting drum or belt in prepardbiothe next
print [48]-[50]. These steps are illustrated in Figurd.

5.3.1 The corona charging

Prior to the image exposure, an electrical field is established within the pbathsctor
film. A charge distribution on the photo-conductor surface is generatedbgrption
of ionized gas molecules that arise from an electrical corona device. réhaalis-
charge device usually consists of several thin wires, typically 3-8 eowares, which
are strung within a metal enclosure. A high voltage is applied to these wirésaltyp
5-10 kV, which generates an electric field around the wires. This eleadiit ithn-
izes the air molecules and results in charged ions. The charged ionsiee ainto
the photo-conductor surface. The uniformity of the charge distributiothersurface
of the photo-conductor is important to avoid non-uniformities in the develapade.
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Figure 5.1: Laser printer schematic diagram.

The emission uniformity is good for a positive potential but very poor forthgative

corona potential. The scorotron was invented to deal with the problemaofjicly a

photo-conductor with uniform negative potential. The scorotron consisisseries of
corona wires with a screen of larger diameter, & wires with a lower voltage level,
500 - 1000V, is applied between the corona wires and the photo-comcuctace.

5.3.2 The photo-conductor drum

One of the main components in the printing process is the photo-conductoa|lsbis
known as the toner transfer belt (TTF). Photo-conductors are comduin the light
and insulators in the dark. These properties are essential to the préd¢ehss point,
the photo-conductor has a uniform surface potential associated witheitnét step is
to expose the image of a document onto the surface of the photo-condBgtasing
lenses and mirrors, a latent image is exposed and forms the chargedcphdigctor.
The image is converted into a visible one by depositing charged toner pauicles
the photo-conductor. The imaged areas of the photo-conductor reneipased and
charged, while the areas that receive light become neutralized. Inrainead area the
charge is drained away from the surface of the photo-conductor to ttadizee ground.
What remains is the electrostatic latent image. Earlier photo-receptorstednsisele-
nium coated on a metalized drum. Nowadays, they are coated on aluminizedaviglia
are made into smoothly continuous belts. Once an electrostatic latent image isl forme
on the photo-conductor, it is ready for development.
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5.3.3 Electrostatic image development

The image in static electricity needs to be developed. The developer dispuoads
particles of toner, colored plastic dust, onto the statically-charged sufabe photo-
conductor drum. The developer is often a hopper filled with toner and miitédnen
fillings. The developer roller faces the drum, with just a fractional sejoara The
developer roller rotates carrying a thin layer of filings and toner out tdsvere drum.
The developer roller has an electrical charge equal to the chargaafattiee drum, so
toner will only stick where the light has discharged the photo-conductasrebVer,
it contains a magnet which causes the filings coated in toner to stand on #&melyas
pass the drum. Nowadays, resin rollers and sheets are used to creeedevlieloper
coating. The developer brushes the drum gently with plastic dust whichedied from
the charged area and sticks to those areas with no charge.

5.3.4 Image transfer

The developed image is now ready to be transferred to the printing mediangfdra
corona unit is used to transfer the developed image to the printing media. artséetr
corona unit generates an attractive electric field. If a machine is usiiitiypdsner then

it must use a negative transfer corona unit and vice versa. Withouttthetave electric
field, the toner will remain on the photo-conductor. The toner can now leettir
transfered to metal sheets, insulating films, or paper. Since the photaatondrum
rotates with the same speed as the printing media, the image is transferred wiitlyela
high precision. The printing media now carries the developed image and nwotres
fuser.

5.3.5 Fusing the image

After the image has been transferred to the paper it needs to be made getrniaior to
this step the formed toner-image is somewhat loosely bound to the pape&esamthcan
easily be disturbed or rubbed off. Various methods of fusing includedilopressure
fusing, cold pressure fusing, radiant fusing, flash fusing, andnaysing. Most of the
high-speed fusing is done using hot roll pressure fusers. Thisitpeemploys steel
rollers, which are loaded against each other by compression spriregseThbllers are
usually heated using a tungsten quartz lamp. The printing media is then passeei
the two rollers and, therefore, the image is fused on the printing media. Tlealtyp
fusing temperature is around 130.

5.3.6 Residual toner cleaning

The last step is to clean the photo-conductor drum from the toner that isaneterred
to the printing media. Some of the toner particles remain on the photo-conductor s
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face. The remaining particles are usually smaller than the particles thatresfetrad to
the printing media. Since the larger particles tend to shield the smaller ones sfietran
These particles have to be removed from the photo-conductor susface,otherwise
they might interfere with the corona charging and the image exposurepesdstades
or rotating brushes are utilized to clean the photo-conductor drum. Aa kEnap and a
corona unit are also involved in the cleaning process. The erase lampegthe latent
electrostatic image and the corona device neutralizes the surface charges

5.4 Printing system heat flow

In this thesis, we focus on the fusing part and the heat flow in the printistgisy The
heat flow is very relevant in a printeb]]-[52], since it is linked to the fundamental
goal of the printing system, namely, to achieve high-quality prints and highghgmut.
The printing quality is highly affected by the fuse temperature. Thereitdsequired

to monitor and accurately control the fuse temperature. If the fuse tempeiatino
low, the toner will not properly penetrate the paper and a toner layer withtmeed on
top of the paper, which can be easily removed by bending and scratéhmiipe other
hand, a too high fuse temperature will cause the toner to melt and stick to ay oth
surfaces. Moreover, the amount of heat lost during printing affeetgtimting speed
and, consequently, the throughput. The average energy consumfptimninter over

a working day is part of the running costs for a printer. Most of the p@wsasumed by

a printer is used to maintain heat flows and certain temperature levels. Mordoy
power consumption is evidently limited by the available power. These issuesatkistr
the importance of proper heat control for a printing system.

5.4.1 Heat flow model

The heat storage behavior can be modeled as the storage of electaigg §3]. For
example, a capacitor stores electrical charge, resulting in an electriealtiabover the
capacitor. In this section, we utilize the electrical analogy to model the heairflthe
printing system. As such, the elements that can store heat are modeled apabke c
tor, the transportation of heat is modeled as an electrical charge, whicdngported
through resistors. The heat resistors are not heat storage elenmetits.plrinting sys-
tem, heat is transported in three different ways, namely, conductionection, and
radiation. The heat is transported by conduction through the mechanitglonents.
Heat flow is convected via the air flow, and radiated by hot surfacesddition, heat is
transported via the movement of objects in the printer, such as the printing oreétda
TTF belt.

Heat conduction and convection are modeled as linear thermal resistaige the
resistance might depend on system parameters such as rotationall$patrhdiation
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is modeled as a non-linear resistance. Heat, which is inserted into the pantpre-
sented as electrical power. The printing system, which we study in this thasiswo
heaters that generate heat from electrical energy. The preh&gteris responsible
for warming up the paper to a desired temperature before fusing. ThedllEFs are
usually heated using a tungsten quartz lafp .

The following assumptions are made to derive the heat flow mé&dB| (

e The printer is modeled as lumped. Only the most interesting temperatures are
explicitly included.

e The sheets are not modeled individually but as a continuous paper mass flo
when they interact with the TTF.

e The interaction between areas of different temperatures are modeledhesih
resistors between the lumped capacitances.

e The printing media (the paper) extracts heat from the preheater andregeh
heat with the TTF.

As mentioned, controlling the fuse temperature is the key to achieve high priniéig g
ity. The fuse temperaturéy,. is determined by the temperature of the paper sheets
and the temperature of the TTF belt at the fuse pinch. The fuse tempecaturet be
measured, therefore, the preheating temperéatiyreand the TTF temperatutErrp

are used as a good estimation of the fuse temperature. The dynamics cétibatprg

and TTF systems are given by the following lumped model

' 1 Toe — T,
Tyre = C (PPTE - mpapvcpap(Tpap — Tinit) — preRenv> ’
pre env
. 1 Trrr — Tenw Trrr — Tpap
Trrr = =——(NrrrPrrr — _
TTF CTTF ( TTFLTTFEF Renv Rpap
_ Trrr — Tsiow _ Trrr — TrolleT) (5.1)
Rtow Ry oiter :
T ller = 1 <TTTF - Troller>
e Croller Rroller ’
T = — (TTTF - Tslow)
o Cslow Rslow ’
with

—ALpre

Tpap - 77z'nit + (Tpre - ,szt)(l — e mpap? )7

whereT’ [K] denotes the temperature of different objectdJ/K] represents the thermal
capacity,R [K/w] is the thermal resistances),,. [w] and Prrr [w] denote the input
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power to the preheater and the TTF heater, respectidly-[-]denotes the TTF heater
thermal efficiencym,,,, [kg] is the paper mass,[m/s] is the belt speed,),,, [K] is the
average temperature of the paper, dngl. [m] represents the length of the preheater.
Troner [K] and Ty [K] represent the temperature of the various rollers that are in
contact with the TTFT,,, [K] denotes the environment temperature to which heat is
leaked.

Due to physical and practice considerations, the fusing temperaturetd@measured
directly. Therefore, the fuse temperature is estimated as follows,

aP
Ttuse = Trrr + \;ETF, (5.2)

wherea is an estimator parameter ands belt speed. The mode3 (1) is connected to a
higher level controller, which determines the amount of the available pavdepranter
speed. Several parameters of the mo8el)(are time varying, since these parameters
depend on the different printing jobs and the rotation speed, while oth@mjeers are
unknown.

5.5 Control challenges for the printing system

In the printing system there are several challenging issues, such exainty arising
from the printer itself, the printing media, and external disturbances. Mdke print-
ing process variation results from changes in various element propegiges toner,
carrier, photoreceptor, etc.

e Slowly varying property changes are typically in response to externairdis
bances and/or wear. For instance, the adhesion of the toner particlechdgige
as a function of the humidity level in the developer, which, in turn, impacts the
ability of the toner to develop and transfer. Gradual wear alters phejpi@c
properties resulting in changes to the behavior of development anderansf

e Large and fast varying properties are mainly related to the printing spekdifa
ferent printing jobs (paper mass, humidity, size, media, etc.). Considexdmn-
ple, a customer print job that involves multiple media types such as heavyiweigh
cover stock and light-weight coated paper. These media types havielemns
able different transfer and fusing performance characteristics arsddifferent
parameters in the modes.(l).

e The primary external disturbance that affects the performance of tingrisys-
tem is the environment. Environment refers to the ambient operating tempera-
ture, relative humidity, and altitude of the printer, which can all vary sigmnitiga
depending on whether the printer is operating in the summer or in winter. 4n par
ticular, the ambient environment affects the electrical properties of dexesnd
media materials, which, in turn, influence the development and transfergzes.
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These issues have a negative effect on the stability and performarthe pfinting
system. For future applications, laser printers have to produce higladitygprints,
be more reliable under a broader range of conditions, and at a regecgulint cost.
As a result, such printers should be adaptable with respect to variationslia,raed
the environmental variations. These challenges give rise to the regpastions ex-
plained in chaptefl.. Adaptive control strategies will play an increasingly important
role to answer these questions. In the next two chapters, we discussfeverd con-
trol strategies that tackle these research questions. In ch@ptes propose a novel
Model Reference Adaptive Controller (MRAC) scheme to cope with theslpagam-
eter variations and disturbances. We propose two methods to improve ihatada
speed of the MRAC to deal with fast parameter variations, namely, usinnaan
adaptation gain and multiple adaptation gain. We propose an adaptation gdimas a
tion of the tracking error. Thanks to this choice, a faster controller paearadaptation
is achieved when the tracking error is large and thus a faster erroeigance is ob-
tained. A new Lyapunov function is introduced to investigate the stability of biatie
and output feedback MRAC.

In the second approach, unlike the standard MRAC, which uses a sdapéséion gain,
multiple adaptation gains are proposed. The adaptive control problenulation in-
volves recasting the error dynamics, which comprise of the tracking anaerror of
the controller parameters, into a Takagi-Sugeno model. A sufficient coméstaerived
to ensure the asymptotic stability of the system for both state and output tkecHses.
The adaptive control problem is formulated as a minimization ofthgain. The opti-
mal adaptation gains are obtained by solving a linear matrix inequality problem.
Both approaches show a faster error convergence compared tcstamoadaptation
gain. Moreover, the implementation of the proposed approaches eludidatdse per-
formance of the printing system can be considerably improved in the pesétarge
parameter variations compared to the present industrial controller.

In chapter7, the robust control problem of a laser printing system, usingaobserver-
based output feedback controller, is analyzed. The nonlinear printsigra is approx-
imated by a Takagi-Sugeno (T-S) model at different operating conditidnsobust
control technique is proposed to cope with the effect of the approximation lee-
tween the nonlinear model of the printing system and the approximated T-S.ndode
sufficient condition is derived to ensure robust stability of&nobserver-based out-
put feedback controller with guaranteed disturbance attenuation levelraineterized
Lyapunov function is employed in our approach. A transformation formsikte prob-
lem in terms of a linear matrix inequality for which efficient optimization solvers are
used to test feasibility. This approach is an optimal gain scheduling techniduese
the print jobs are used to choose the proper controller. The implementatibis afp-
proach yields considerable improvements of the printing system perfoencantpared
with the preset industrial controller.
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Chapter 6

Improved Convergence of MRAC
Designs for Laser Printer

This chapter deals with the improved design of model reference adaptive c
trollers (MRAC). Two different approaches are proposed to improeeptr-
formance of MRAC. First, we introduce a nonlinear adaptation gain. Umifor
asymptotic stability of the system is demonstrated for both state and output
feedback cases. In the second approach, multiple adaptation gainsi1are e
ployed. The formulation involves recasting the error dynamics, which com-
prise of the tracking error and error of the controller parameters, inakadi-
Sugeno model. A sufficient condition is derived to ensure the asymptotit stab
ity of the system for both state and output feedback cases. The adaqmtivel
problem is formulated as a minimization of tig gain. The optimal adapta-
tion gains are obtained by solving a linear matrix inequality problem. A nu-
merical example compares the proposed approaches with the standaid.MRA
Moreover, the proposed approaches are applied to control a mopeghtihg
system to improve the printing quality where large parameter variations, owing
to different print jobs, and disturbances are present.
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Figure 6.1: Main structure of MRAC.

6.1 Introduction

An adaptive controller modifies a control law used by a controller to cope tivéh
time-varying or uncertain parameters of the system being contrd@d[b5. MRAC
is one of the approaches to adaptive control. MRAC was first introdigéthitacker
in 1958. Over the past several years, various model-referenpéadeontrol (MRAC)
methods have been investigated. The majority of MRAC methods may be classified
direct, indirect, or a combination thereof. Indirect adaptive control nisthoe based on
identification of unknown plant parameters and certainty-equivalenteat@chemes
derived from the parameter estimates, which are assumed to be their tras. vBlar
rameter identification techniques such as recursive least-square®arad metworks
have been used in indirect adaptive control methods. On the otherdissxt,adaptive
control methods directly adjust control parameters to account for systesTtainties
without identifying unknown plant parameters explicitly. In this chapter weigoon
direct adaptive control.

The basic structure of a direct MRAC scheme is shown in FiguteMRAC attempts
to reduce the tracking errefi = vy, — y,, between the plant output, and the output
of the reference model,,. A stable reference model is designed to achieve a desired
control performance. The closed-loop system consists of an ordoaautyol configu-
ration with a feedback control law that contains the plant and a conti@lley and an
adjustment mechanism that optimally adjusts the controller paranmteren-line to
force the controlled plant to follow the reference-model output. The dgsigcedure
involves the use of a wide class of adaptive laws that include least-sggaaelient and
SPR-Lyapunov design approach8&slf[57].
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Adaptive control has been successfully implemented in several applisatitmwever,
the high-gain control for fast adaptation is an issue. In some applicafestsadap-
tation is required to improve tracking performance when a system is subj&ng®
uncertainties. In this case, a large adaptation gain must be used to reducking
error rapidly. However, there typically exists a balance between stabilityspeed of
adaptation. A fast adaptation gain results in high-frequency oscillatidnishvean ex-
cite unmodeled dynamics that could adversely affect the stability of an MA@ .
On the other hand, small adaptation gains will result in an unacceptableedponse.
Several methods are discussedid][to choose the adaptation gain. B8], two algo-
rithms are proposed to tune the adaptation gain for a gradient based parapuate
law used for a class of nonlinear discrete-time systems. These algorithmsertde
knowledge of the system model as well as the system states. Moreoser ntie¢hods
require a considerable on-line computation time. 86] [an £,adaptive control is ad-
dressed, where a low-pass filter is used to prevent the high frequsdiation that
might occur due to fast adaptation. In this case, the reference outpatidanger pre-
served and it has to be reconstructed using a predictor model. A hybeict-@fidirect
adaptive control is investigated i684]. An indirect adaptive law based on a recursive
least-squares parameter estimation identifies the parameters of a nominalleotar
reduce the modeling error, and the remaining tracking error signal is traidd by a
direct adaptive law with a smaller learning rate.

In this chapter, we address two different methods to improve the comargsd the
MRAC, namely, using a nonlinear varying adaptation gain and using multiplga&da
tion gains with a new adaptation law.

In [62], we have proposed a nonlinear varying adaptation gain. The des&m rdu
require any knowledge of the parameters of the system. To improve thensyetéor-
mance, the adaptation gain should be chosen as a function of the contavdengier
error. However, the optimal controller parameters depend on the grpegameters,
which are usually unknown. The error between the outputs of the m@res of the
reference model gives also a good indication of the controller paranreter Elence,
we propose an adaptation gain as a function of the output error insteadtobller pa-
rameter error. A new Lyapunov function is introduced to investigate thdistais both
state and output feedback MRAC systems. A faster convergence of0M&&achieved
using the nonlinear adaptation gain.

A further performance improvement of MRAC is obtained&g]| where a novel adap-
tation law is introduced for both state and output feedback. Unlike the sStiMRAC,
which uses a single constant adaptation gain, multiple adaptation gains are/ednplo
in this approach. The error dynamics, which are composed of the outioltrig error
and the controller parameter estimation error, are first representeddiagiiSugeno
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(T-S) model. The T-S model is considered as an exponentially stable sypetéumbed

by an external disturbance. Therefore, the adaptive control prolddormulated as
minimizing the£, gain. By this formulation, the optimal adaptation gains are obtained
by solving a linear matrix inequality (LMI) problem.

The chapter is organized as follows, First we present the standardQViRBen we
introduce the modified state and output feedback MRAC design using nanlias/ing
adaptation gain. Afterwards, the new adaptation law with multiple adaptation gain is
addressed. The proposed approaches are compared with the @ttRIAC using a
numerical example. Finally we illustrate the application of the proposed agipesdor

a printing system.

6.2 Preliminary

In this section, we review the basics of the MRAC approach for SISO msgste
Consider a linear slowly time-varying system given by

ap(t) = Ap(t)(B)zp(t) + Bp(t)u(d),

Yp(t) = Cp(t) (1), (6.1)

wherez,(t) € R" is the state vector of the plang,(t) € R is the plant output,
Ap(t) € R™™, By(t) € R" andC, (t) € R" are the state space matrices, which
are assumed to be time varying, and) € R denotes the plant input.

The stable reference model is given by

T (t) = A& (t) + Bpr(t),

6.2
Ym(t) = Cram (1), (6.2)

wherer(t) € R is a reference input signal,,(t) € R™" is the state vector of the
reference modely,,(¢) € R is the reference outputy,, € R™*™ B, € R™ and

Cl € R™ are the state space matrices of the reference system. The referende mode
is chosen to represent a desired performance of the closed-loopnsystere, both

the plant model §.1) and the reference modes.Q) are represented in the controller
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canonical form ¢4]. That is,

0 1 0 0 0
A (t) = 0 01 B@)=
p(t) 0 01 (1) :
api(t) apa(t) -+ apn by()
Similarly, (6.3)
0o 1 0 0 0
0 0 1
Aml Am2 - Omn b

6.2.1 State feedback MRAC
Consider the state feedback control law

u(t) = Kpp(t)r(t) + K fy(t)a, (1), (6.4)
which is written in a compact form as

u(t) = 07 (uw(b), (6.5)

whered(t) = col(Kys(t), Kgp(t)) € RIT™ denotes the controller parameter vector
andw(t) = col(r(t), x,(t)) € R"is the regressor vector.
The time-varying closed-loop system is expressed as

ip(t) = (Ap + BpK fy)1y(t) + By ppr(t),

(6.6)
= Au(0(1))xp(t) + Ba(0(1))r(t).
We will assume the existence of atealized controller
um (t) = K7p(t)r(t) + Kfp(t)zp(t), (6.7)

which is parameterized by the vector
Om(t) = col (KT5(t), K7 (1)) € RM™ ¢ >0,

that consists of ideal controller parameters. Here, ideal means thafehenee model
(6.2) coincides with the closed-loop system defined &) when controlled byg.5).
This is known as the perfect model following condition, more precisely,ssame that

Au(0(t)) = Ap(t),forall ¢ >0,
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B (0 (t)) = By (t),forall ¢t > 0.

This condition is satisfied by choosing the controller parameters that implies
Ap— Am = —ByK},, Bp = B,Kyy.
Based on the system representatiér), the idealized controller parameter is given as

m bm
Kfp(t) = -~

b (6.8)
Km' =LA
b by
where
AA:=[api —am1 -+ App — Qmp) -
Define the state tracking error be
e(t) = zp(t) — zm(t). (6.9)
The dynamics of the tracking error are described by
é(t) = Ame(t) + (Aq(0(t)) — Am)xp(t) + (Ba(6(t)) — Bu)r(t),
— Ape(t) + [Ba(0(t)) — Bn Adwu»-Am}{“”}, (6.10)
= Ape(t) + B0 (H)w(t).
whereB; =[0 --- 0 1" e R”and
07 (t):= B} B0"(t)+ [-B] B B] (A, — An)]

defines the error of the parameters of the controlled system and of the, nvbdz can
be written in terms of the idealized controller as

07 (t) := B] By(8" (t) — 0,,(t)).

Lemma 6.2.1. For time invariant model$6.1) and (6.2), the closed-loop syste(5.6)
is asymptotically stablee(— 0) using the control law6.5) and the update law

§=0=_TwB] Pe, (6.11)

wherel” > 0 is the adaptation gain ané > 0 a positive definite matrix, which satisfies
Al P+ PA,, <0.
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Proof. Consider the Lyapunov function

Vie,0) =e Pe+6'T710, (6.12)
The time derivative of§.12) along the trajectory of.10 is given as

V=e¢ (AT P+ PAy)e +2(6 w)B] Pe+2§ T4, (6.13)

selecting the adaptation law

§=6=_TwB]/ Pe, (6.14)
we obtain

%V(e, ) = —e" (AL P+ PA,)e<0.
That completes the proof. O

Adaptive control systems may exhibit unbounded parameter drift evdrotmded dis-
turbances. The method efmodification B5] is proposed to avoid the parameter drift.
Towards this end, the update la@:11) is modified to

§=6=-TwB] Pe—of (6.15)

wherel’ = 0, P = 0 satisfyA,) P+ PA,, < 0.

6.2.2 Output feedback MRAC

In practice the plant states are not measurable and only the plant outplassnaiele.
In such a case, a state observer, such as a Kalman-filter, is difficult ince the plant
parameters are unknown. Several techniques are proposed fardige df the output
feedback MRAC$9], [72]. Theaugmented error methad accepted in the literature as
the standard approach for MRAC with output feedback. The augmendneethod
is a combination of a primary controller and a set of adaptive laws. Thetsteuof the
primary controller is shown in Fig6.2 The primary controller includes two auxiliary
signal generators (ASGs) to produce vectar§) € R" ! andz(t) € R*!, which
are filtered signals of the plant inputt) and the plant outpug, (), respectively. For
more details about how to design the ASGs, the reader is referr&8]to |

Consider the reference model

Em(t) = Apam(t) + Bnr(t),

Ym(t) = Crxm (1), (6.16)
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Figure 6.2: Main structure of the primary controller of the augmented errtrade

The primary controller is defined as
u(t) == Kppr(t) + F 21 + Kpyyp +d ' 20,
which is written in the compact form
u(t) = 07 (t)w(t) (6.17)
with
0T =Ky FT O Kp dT
are the controller parameter and

wt) "= |rt) O wt) 0]

The adaptive laws are derived using Lyapunov’s second method.eVéowit is not
a straightforward to derive the error equations as in the state feedbaek dhis is
because the ASGs introduce extra states in the closed-loop system. Inshjstea
closed-loop system has a higher order than the reference model. ding §n[72] that

the output erroe; = y, — v, can be written as

el = Gmé—rw

whereG,, = Cp,(sI — A,,)"'B,, represents the transfer function of the reference

model 6.16) andd = 6 — 6,,,.
Therefore, the error equation is expressed as

é(t) = Ame(t) + B T w, (6.18)
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Wlth e(t) — €1 61 e egn_l)

Assume that the reference modélXg) is strictly positive real (SPR) and it is rep-
resented in the controller canonical form. Then, there exist positivaitefnatrices
P=P" > 0andQ@ > 0 such that the following conditions hold,

Al P+ PA, =-Q

6.19
PB,, =C,, (6.19)

Consider the quadratic Lyapunov function
Vie,0) =e Pe+6'T710, (6.20)

withT' = T'" - 0 denotes the adaptation gain. The time derivativesd@ along the
trajectory of 6.18) is given as

%V(e, 6) = ¢ (AP + PAy)e +2(6"w)B] Pe + 20 119, (6.21)

applying the SPR propertie6.Q9 yield

%V(e, 0) = —e'Qe+2(0"w)e; + 267114 (6.22)

Selecting the adaptation law
=6 = —Twe, (6.23)

we obtain

%V(e, 0) = —e' Qe < 0.

Note that the derivative of with respect to time is thus negative semi-definite. This
implies thatV/ (t) < V(0) and, therefore¢ andd are bounded. This implies that the
controller parameterg and the system output, will be bounded. It follows that the
second derivative of” with respect to timé’ will be bounded, and hencﬁV(e, é) is
uniformly continuous. This implies that the errowill converge to zero. However, the
controller parametem® will not necessarily converge to their correct values. This result
shows that the controller parameters will be bounded. To guaranteertiergence of
parameters, it is necessary to impose conditions, such as persistexc@atfa and
uniform observability, on the reference signal and on the system.
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6.3 Nonlinear time varying adaptation gain

The adaptation gaili determines the rate at which the controller parameter will con-
verge to steady state values. Moreover, the adaptation gain influengesrtbenance

of the system. Hence, the adaptation gain should be properly chosen.hgtoadap-
tation gain may lead to badly damped behavior, while a too low adaptation gain will
lead to an unacceptable slow response. In this section, we proposédirreaptime
varying adaptation gain, which does not require any knowledge of tfaeneders of the
system. To improve the system performance, the adaptation gain could $enci®a
function of the controller parameters error. However, the idealized al@ertparame-
ters depend on the process parameters, which are usually unknow/eroh between
the outputs of the process and of the reference model gives also anglication about
the controller parameters error. Hence, we propose an adaptationsyaifuaction

of the output error instead of controller parameters error. A new Lyaypfunction is
introduced to investigate the stability of both state and output feedback MR#€Erss.

6.3.1 Modified state feedback

In this subsection, a new MRAC state feedback design is introduced basedonlin-
ear adaptation gain. The adaptation daia chosen as a function of the erecsuch that
if the error is large, the adaptation gdirwill be large. This implies that the controller
will adapt its parameters faster and thus a faster convergence of thésesichieved.
Let the adaptation gain be

L =n~y+ve Pe, v >0, v >0, P>0, therefore T'>0. (6.24)

Theorem 6.3.1. Using the state feedback control Ig%.5), the adaptation law6.11),
and the nonlinear adaptation gaii6.24), the closed-loop system is asymptotically sta-
ble.

Proof. Consider the candidate Lyapunov function

Ve, 0) = (%eTPe +0)e Pe+070, (6.25)

whereyy € Ry, v € Ry, andP > 0 is a positive definite symmetric matrix. The time
derivative of .25 along the trajectory ofg.10

d _

SV(e,0) = (%eTPe +~0)(eT Pe + e Pe) + %(éTPe +el Pé)e Pe
+2076, (6.26)

d ., - .

—V(e,0) = (mie" Pe+ ) (e Pe+e' Pé)+2074. (6.27)

dt
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Using the error dynamic$(10 and the adaptation gai6.@4), the time derivative of
yields

%V(e, 6) =T(e" (AL P+ PAy)e + 2§ w)B] Pe) + 2074, (6.28)

With the adaptation gain law
§=6=_TwB/ Pe

as given in 6.24) we infer that

%V(e, 0) =Te'(A) P+ PA,)e<0 if ele#0. (6.29)
ThereforeV is a Lyapunov function for the system. Ol

Note thaty, andv; are design parameters. The nonlinear adaptation §aid)(is more
generic than the standard MRAC with a constant adaptation gais ().

6.3.2 Modified output feedback

In practice, limited state information may be available, and only the processtoutpu
may be measurable. In this subsection, a nonlinear adaptation gain is cedside
improve the system behavior of MRAC using output feedback. We dariviliRAC

for adjusting the parameters of a controller based on output feedliaskssumed that
the dynamics are linear and that the control problem is formulated as a matimga

Theorem 6.3.2.Using the control output law
u(t) = Kppr(t) + F Tz + Kppyp +d' 29,

and the update rulé6.23 with the time varying adaptation ga{6.24), the closed-loop
system is asymptotically stable.

Proof. Consider the time varying adaptation gath24) and the candidate Lyapunov
function .25, the time derivative o along the trajectories of the error dynamics
(6.18 is

d

£V(e, 0) = (%eTPe +70)(¢" Pe+e' Pé) + %(éTPe +e " Pé)e’ Pe

+20740, (6.30)
= (€T Pe +~0)(e" Pe+eT Pé) +207 0. (6.31)
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With (6.10 and the adaptation gai6.@4), this gives

%V(e, 6) =T(eT (AL P+ PAy)e +2(0 w)B] Pe) + 2074, (6.32)
Applying the SPR property6(19 yields
%V(e, 0) =T'(e' (—Q)e+ 20 wey) + 20749, (6.33)

Let the adaptation law be
5 =0 = —Tweq,

we obtain

iV(e, 0) =Te' (—Q)e <0
dt
if e"e # 0 andT as defined in§.24). We conclude that the closed-loop system is

asymptotically stable. O

Using the adaptation gai®.24) leads to a faster error convergence for both state and
output feedback compared with a constant adaptation gain. Howevegdéysation
gain contains two design parameteyg,and~;. By trial and error, high performance
can be achieved. There is no systematic algorithm to obtain these desigmepensa
optimally. In the next section, we propose a novel adaptation mechanism with leultip
adaptation gains, which are designed based on an optimization criterion.

6.4 Multiple-adaptation gain MRAC design

To improve the adaptation transients the use of multiple adaptation gains offerg a
appealing solution. The key idea of this approach is to select in real time shadbsp-
tation gain from an a priori designed set of adaptation gains. The adaptatio is
selected based on the operating point of the system states. In this dppdekagi-
Sugeno (T-S) model is employed to represent the error dynamics, wigicdomposed
of the output tracking error and the controller parameter estimation error.

The Takagi-Sugeno (T-S) model has been widely used in various afplisaince it

can efficiently model and control complex nonlinear systems. A T-S modé&thwias
introduced in 66], is composed of the weighted sum of local linear models. A T-S
model approximates a nonlinear system and the weights in the T-S modetidaptre
operating point of the nonlinear system. According to the universabappation the-
orem [67], a T-S model can approximate a nonlinear system arbitrarily well. Recently,
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T-S model-based controllers have been applied to stabilize nonlinear sy8@&89].

The T-S model is formally presented as a weighted average of several timedels
through weighting functions. First, consider a finite set of linear modelseoficthm:

z(t) = Ajz(t) + Biu(t),
y(t) = Cix(t),

fori =1,---,L, whered; € R"*" B; € R™™ (C; € RP*" andL denotes the
number of linear models. Note that all matrices have dimensions indeperfdéeiro
indexi.

The T-S model is defined as:

(6.34)

S i=1 (6.35)

with hi(2(t)) > 0fori = 1,--- L, YF  hi(2(t)) = 1 and 2(t) is a triggering vari-
able, which is usually dependent on the current value of the systeme$taté®bserve
that this makes.35 nonlinear.

6.4.1 Modified state feedback MRAC

In this section, a new adaptation law is proposed for state feedback MRA&Gdaptive
control problem is formulated as a linear matrix inequality (LMI) feasibility peafto
obtain the optimal adaptation gains.

State feedback MRAC

Suppose the system states are measured. The state feedback conisaldéiwed as

(6.5).

Define the new adaptation law as

L

0(t) = hi(w(t)) (Tie(t) + B;6(1)) (6.36)

i=1

L
with ; : R" — R Vis.t.hj(w) > 0andy h;(w) = 1 for all w € R andT'; and
i=1

5; are adaptation design variables.
Here, the state space is divided into a number of regloasd the triggering variable
w chooses the proper adaptation gain based on the operating point. \Weeahksil the
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system is slowly time varying such thé,tz(t) = 0. Hence, the controller parameter
error dynamics is defined as

0

Il
5

0(t),

hiCuw(®)) (BpTielt) + B8 + 6m)) .

I
AM“

=1

|
&Mh

hi(w(®)) (ue(t) + Bi(0(E) + 0(1))) (6.37)

=1

with «; andS; denote the adaptation gains.
That allows the description of the error dynamics composed of the trackiogand
the controller parameters estimation error are described by

) _
o)

The augmented systens.88 is approximated af. different operating pointsy; €
R by a T-S model:

]S [ "G L) o

i=1

Am Brw (t) 0

L I3 e .
,:Zlhi(w(t))ai Z:lhi(w(t))&] [H(t)} + {Zl hi(w(t)) Bi] O ().
(6.38)

Note that the design method is developed based on an interesting theoestitietalled
universal approximatiorg[7]. The validity of using a T-S model as a universal approx-
imator depends on using a sufficiently large number of subsystems. Hemssume
that the T-S model§.39 represents the augmented systé&8® arbitrary well.

In the sequel, we adopt the following abbreviations:

&t) = [ggﬂ , Ap = [im Bgf; } .and E; := [E] .

Therefore, the closed-loop systef39 is expressed as
. L ~
é(t) = hi(w) ( A é(t) + B Hm(t)) :
=1
§(t) = Me(t),

where M # 0 is an arbitrary output matrix that reflects our interest in specific com-
ponents iné(t). Now using the T-S model6(40, the adaptive control problem is

(6.40)
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formulated as the stabilization of the nonlinear syst&d@ and attenuation of the
disturbancé,, (t).

Towards this end, the objective is to design a state feedback cont®/Bm(ith the
adaptive control lawg.36) such that the closed-loop syste&40 has anC, gain from
0., to € less than or equal tp > 0. A convenient method of proving that a system
has finite£- gain is to prove existence of a (generalized) storage function. Spdygijfica
a storage functioV’(¢) associated with a quadratic supply raté,,, ¢) is a positive
definite function which satisfies the relationship

T
/0 s(Om(t),e(t))dt > V(e(T)) — V(é(0)) (6.41)

for all trajectorieq6,,, €¢) generated by the syster®.40).
If V' is a storage function of the controlled syste&4(Q) which is dissipative with
respect to

$(Om, €) = p°0,] O, — €' QE,

for someQ = M "M > 0, then in particular for all” > 0
T
/’HM@@dﬁ-ﬁummaﬁgovane£AQT% (6.42)
0

provided tha€(0) = 0. This shows that

T ~112
Meé|? dt
supsup Jo Ml

Jo 2 < (6.43)
>0 fOT H&mHgdt

Hence, the control lang(5) with the adaptation lawg(36) achieves that thé€, gain in
(6.40, with ¢(0) = 0, is less tham if (6.43 holds.

Theorem 6.4.1. Using the state feedback control law.§) with the adaptation law
(6.36), the error dynamics of the closed-loop syst0 is asymptotically stable if
there exists a symmetric positive definite matfixhich satisfies the matrix inequality

N N 1 -
AP+ PA;+ SPEE'P+Q =<0, i=1,---,L (6.44)
P
whereQ := M "M
Proof. Consider the candidate storage function:

V(é):=eé'Pe.
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The time derivativej—tV(é(t)) along the system trajectories is given by:

ZV( (t)) = T (t)Pé(t) + &' (t)PE(t).

Then using §.40, we can write the following sequence of equalities:

L
V(e Z hie" Al pe+é"p Z hiAi€) + 0] El Pé + &' PE;6,,,
=1

= Z T(A] P+ PA; + ! — PE;E] P)é + p*0,),0m,
izl p?

1 T
— <E — by, ) (PEZTé — pem> .
p p

Consequently,

<Zh e (t) (A P+ PA; + PE LBl PYé(t) + p20,)00m.

Or,

L
Z &(t) + p20.] ()0 (D). (6.45)

From the properties df;(w(t)), Zle h; = 1, the inequality §.45 therefore implies
that:

V(&(t) < p*0,,0m — €' (£)QE(2).
Integrating both sides frory to ¢; shows that,

V(@E(h) — V(E(t) < 72 [ 65 (0)0m(t)dt — / T (0 Qet)dt

to to
That implies that theC, gain performance specified i6.43 is guaranteed.

Settingd,,, = 0 in (6.45 implies thatV' (é(t)) < 0 and therefore the error dynamics
(6.40 is asymptotically stable. O

LMI formulation

Linear matrix inequality (LMI) problems have received significant attentmres the
last decades7[3]-[74]. For systems and control, the importance of LMI optimization
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stems from the fact that various control problems can be recast as tdidlepns [3].
Finding a positive definite matri® = P ' that solves .44 is the key solution of the
adaptive control problem. Hence, the adaptation law gaipand;, can be determined
such that the closed-loop systef40 is asymptotically stable. Note th&.44) is not
an LMI, thus it is not easy to find a solutid? nor the adaptation law gairng and3;
for (6.44). To formulate the inequalitie®$(44) as an LMI feasibility problem, we apply
the Schur complemen?8] and change of variables.

Theorem 6.4.2.Given the reference mode8.@) and the weighting matrice§;, Q,
consider the following linear matrix inequalities in the variableg Ps, v;, A;:

P 0
[0 PQ] =0

Hy Hiy 0 (6.46)
Hy1 Hiyp Hsz| <0
0 Hzp Hsg

where
Hy = PyAy, + ALPL+Q1, Hia = Hyy = PiBrw, + )\,
Hyy =i+ +Qa, Hoz=Hgy=r,, Hzz=—p°I.

Then for any feasible solutiom;, \;, P = 0, P, = 0 of (6.46), the adaptation law
(6.36 with 3; = P, 'v; anda; = P, ')\; and the state feedback control la.4) are
well defined and the corresponding closed-loop sys&e88(has a guaranteed gain
performance as specified i6.4.3).

Proof. Suppose that

- _ [ 0 Ao
Q= [0 @J and P = {0 PJ (6.47)
By substitution of 6.47) into (6.44) we get
Dy1 Do
<0 6.48
I:D21 D22:| (6.48)
where

Dy = PlA, + Al P+ Q,
Dis = Dy, = PLBjw,; +a, P,

1 By
Dayy = Pof; + B Po + ﬁpzﬁiﬁjﬁ + Qo,
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fori =1,2,---, L.

Applying the Schur complement oby, and a change of variables = P,f; and
Ai = Py, we obtain that§.48 and P - 0 are equivalent to§.46). This completes
the proof. O

Now (6.46) is an LMI with Py, P,, ~; and)\; as variables, which can be solved using
standard LMI optimization software. Therefore, the adaptive contmiblpm can be
formulated as the following minimization problem:

min p2
Py, Pa, i, A (6.49)
subject t0(6.46).

6.4.2 Modified output feedback MRAC

In practice the plant states are not measurable and only the plant outplassnaigle.
In this section, a modified output feedback MRAC using multiple adaptation ggins
presented. An LMI feasibility problem is derived to synthesis the adaptgtors.

Output feedback MRAC
The output feedback control law is given by

u(t) = 07 (t)w(t) (6.50)
with

07 = [Kff FT Ky dT}

are the controller parameters and

The error equation is given by
é(t) = Ape(t) + B w(t), (6.51)
. -7 7"
wheree(t) = |:€1 ér e ] ande; (t) = yp — ym = Cre(t).
Define the adaptation law as

0(t) = D_ hi(w(®)) (eier(t) + Bi0(1)) (6.52)
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Hence, the augmented error is represented by a T-S model as

L
o(t) = 3 hiw(®) (A v(t) + Bi 6n(t)) (6.53)
=1

with

v(t) == F(t)} A= [afgfm BT%:UIT] andFE; := [gz] .

Again, the adaptive control problem is considered as the stabilization atitmented
system 6.53 and the attenuation of the disturbartg(t). The objective is to design
the adaptation gains in the update &5 and the output feedback controll€.50)
such that the error dynamics of the closed-loop sys@&&3( has anl, gain from the
disturbancé,, (¢) to the augmented error vecto(t) less than or equal to > 0.

Theorem 6.4.3.Using the output feedback control la®.$0 and the update lawg.52)
guarantee that the closed-loop system is asymptotically stable if there esigtsaetric
positive definite matri¥’ that satisfies the matrix inequalities

. . 1 -
AZ-TP+PA¢+FPEZ-E;P+Q<O, i=1,---,L (6.54)
Proof. It is similar to the state feedback case. O

LMI formulation

From the above analysis, the most important issue to design the MRAC is to find a
common matrixP > 0 that satisfies the matrix inequalitie®.%4). Since inequalities
(6.54) are not convex, in general, it is difficult to find a solutiBn- 0 analytically. For-
tunately, 6.54) can be reformulated as a minimization problem subject to some LMIs
which can be solved in a computationally efficient manner using some starwiarex
optimization solvers. The following Theorem presents the synthesis of tq@atin

law (6.52) in terms of an LMI feasibility problem.

Theorem 6.4.4.Given the reference mode8.@) and the weighting matrice9:, Q-,
consider the following linear matrix inequalities in the variablés Ps, v;, \;:

P 0
[0 Pz] -0
Gnn G2 0 (6.55)

Ga1 Goz2 Gaz| <0
0 G322 Gs3
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where

Gy =PAn +A)PL+Q1, Gia=Gy =P Buw! +C, k]

Goo = pi + pj +Qa, Goz =Gy =p, Gsz = —p°I.
Then for any feasible solutiom;, x;, P, > 0, P, = 0 and 6.59, the adaptation law
(6.52 with the adaptation gaing; = P, 'y; ando; = P, 'x; and the output feedback

control law 6.50 are well defined and the corresponding closed-loop systeB&(has
guaranteedC, gain performance as specified i6.43.

Proof. Suppose that

N Ql 0 o P1 0
Q= [0 Qz] and P = {0 P2:| . (6.56)
By substitution of 6.56) into (6.54) we get
St Si2
<0 6.57
[521 522] (6-57)
where

Si1 = Pl Ay, + A) P+ Qn,
S19 = S;l = PlewZ-T + CT—;CY;’FP27

1 3
Soy = Paf3i + B Py + ﬁpﬁz’ﬁ;f’z + Q2,

fori =1,2,---, L.

Applying the Schur complement a$y, and change of variablgs, = P»S; andx =
Pra;, we obtain that§.57) and P - 0 is equivalent to the LMI§.55. This completes
the proof. O

Note that 6.55 is an LMI with Py, P, u; andxk; as variables, which can be solved
using dedicated LMI optimization software. Similarly, the output-feedbaclktaca
control problem is transformed to the following minimization problem
min p2
Py, Pa, pis i (6.58)
subjectto (6.55).

6.5 Numerical comparison

This section presents a comparison example to show the effectivenesthdBAC
designs with the nonlinear adaptation gain and multiple adaptation gain. Coasider
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second order systerb%]

12
G = —
P 524925+ 8

the reference model is described by the state space realization
Tm(t) = Apa(t) + Bpu(t),
ym(t) = Cprx(t),

where

0 1 0
Am:[_g _16},Bm:[16}and Cn=1[1 0].

Here, we consider two design cases

e State feedback MRAC
Suppose that all the states are measurable. First we consider the MR&@ de
with the nonlinear adaptation gain, the controller is constructed using cdantrol
(6.5 and adaptive lawg.11) with the time varying adaptation gai6.@4). Fig-

ure 6.4 shows the states responses for both the nonlinear and constant adaptatio

gain. Itis clear that using the nonlinear adaptation géi24 the convergence
speed increases considerably.

A further improvement is obtained using the proposed adaptive8286( The
nonlinear system@(38 is approximated with a T-S model with = 9 for the
given example. Figuré.1shows an example of the weighting functiongz(¢))
for the triggering variable(t) = w(t). The optimal adaptation gaing andj;
are obtained by solving the optimization proble&4©. Figure6.5 shows the
system state trajectory and the reference model states using the prapdséae
standard MRAC. As shown, a faster convergence is achieved by thsngro-
posed update lanw6(36).

e Output feedback MRAC
In this case, only the system outpyt,= 1, is measurable, applying the aug-
mented error method with the primary control structure shown in Fi§ltand
the adaptive laws with constant and nonlinear adaptation gain. Figéisthows
the system response in case of output feedback MRAC for both nonkamea

constant adaptation gain. The adaptation (implicit identification) phase is much

shorter. On the other hand, we construct the controller based on ttreldaw
(6.50 with the multiple adaptation law6(52. We found by Theorerb.4.4that
the optimalp? = 0.7 after several optimization iterations. Figus&/ compares
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the system response of both the proposed and standard MRAC. The multiple
adaptation gain demonstrates fast adaptation, which is needed to deal géth lar

uncertainties.The adaptation phase is much shorter (about ten times) cdmpare
with the standard MRAC.

Figure 6.3: The weighting functioris (w(t))
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6.6 Application of MRAC for laser printing system

As mentioned in chaptds, the major issues that are encountered in the printing system
are related to large and fast parameter variations (paper size, weidHandity) and
nonlinearities. These problems influence the performance of the printitgnsy Good
quality means that the fusing temperature should be at a certain desirejdipdepen-
dent temperature level for all different print jobs. Currently, an ilaisP1 controller

is implemented in the printing system to control the preheating and TTF tempetature
The advantages of the Pl controller include simple structure, easy to dasigmple-
ment, and no need for an accurate model of the process. HowevecoatRdller has
some difficulties in the presence of nonlinearities, it does not react t@oigprocess
behavior, and is slow in responding to large disturbances.

Based on the printer characteristics, MRAC is suggested to control thésfiuperature.
The objective is to design a controller to keep both the printing quality and tuipr
tivity as good as possible. In this section, we present a comparison oatikeny con-
trol results of the existing industrial Pl controller and the proposed MRg@@aches.

The printing systemH.1) is defined as mode6(1) with state vector defined as

TpTe
Trrr

Troller
Tslow

)

which represents the temperature at different locations. The contidligp

u(t) = [P};TF(QJ

and the measured output is

y(t) = COl(Tpre(t)a Tfuse(t))'

Several parameters of the printing system are time varying since thesegtars de-

pend on the different printing jobs, while other parameters are unkndegnshown

in Figure 6.8 the paper mass and the drive speed are varied to simulate the parameter
variations.

The reference model$.(16 for the preheater and the TTF are chosen as

A, =—05 B, =05 C. =1
0 10 0
A’I’TTF = 0 0 1 ) Brp’re = 0 s Crp'rc = [1 0 0] .

—-0.125 —-0.75 —-1.5 0.125
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Since the fusing temperature depends on the preheating and the TTF temrgexa
apply Theoren6.3.2with the nonlinear adaptation gain to control both the preheating
and TTF temperature. We also implement the adaptive control &80)(with the
multiple adaptation lawg.52). To construct the T-S modeb (63, we assume that the
Wpre € [Nmzm Nmam] andwrrr € [Mmzm Mmax]- We choose

Niin = col(50,50), Nipaz = col(100,100), Mmin = col(0,0,0,0),

andM,qe = col(100, 100, 1000, 1000).

The LMI problem 6.58) is feasible with an optimap?,, = 0.5 and p3.;., = 0.4 for
the preheating and the TTF systems, respectively. The triangle weightiotidos, see
Figure6.3, are adopted for this approach.

Figure6.9 compares the fusing temperature tracking error of the existing industrial PI
controller, the MRAC with a nonlinear adaptation gain, and the MRAC with multiple
adaptation gains. As depicted, the tracking performance of both MRAEnseh is
better than that of the Pl controller in the presence of the large parameiaiorss.
Figure6.10presents the preheating temperature tracking of different temperatate lev
with paper mass variations. These simulation results elucidate that the ptdpB£eC
schemes can efficiently improve the performance of the printing system imakenze

of large parameters variations.

Note that using MRAC with a nonlinear adaptation gain guarantees a fasteereo
gence of the tracking error to zero but it does not guarantee the rgemee of the
controller parameters to the optimal value. On the other hand, employing thtvada
law (6.52) yields to the convergence of both the tracking and the controller paraneter
errors. Thanks to the representation of the augmented error as a T€b, thedadap-

tive problem is formulated as an LMI feasibility problem and, thereforeattagptation
gains are optimally obtained. That explain the better performance of the MIR&C
multiple adaptation gain compared with the MRAC with the nonlinear adaptation gain.

6.7 Conclusions

This chapter has addressed two different approaches for an ingpcovwergence of
MRAC using a nonlinear varying adaptation gain and a multiple adaptation gai. T
adaptation gain has been chosen to be a function of the error to speezlagattation
process when the error is large. The proposed design yields a fastec@envergence
for both state and output feedback compared with a constant adaptaimnAgaew
Lyapunov function has been introduced to prove the stability of the systeem \ap-
plying the proposed MRAC. In addition, multiple adaptation gains are employiet to
prove the convergence of the adaptation law. The nonlinear errondga@omposed
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of the tracking error and the controller parameters error has beeoxapgaited by a T-S
model. Based on the proposed formulation, the adaptive control synfireiem is
formulated as an LMI feasibility problem, which can efficiently be solved udiedj-

cated numerical solvers. The proposed design yields a faster emargence for both
state and output feedback controller when compared with a constartatdamain.

The proposed approaches are used to control a printing system. Simsilaitbrihe

printing system illustrated the effectiveness of the proposed technigugsod track-

ing and robust stability has been obtained for large parameter variationseolkr,

the proposed MRAC show that the printing quality can be considerably iredrov
the presence of large and fast parameter variations compared with seapiredustrial
controller.
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Chapter 7

Robust £, Control for a
Professional Printing System

In this chapter, the robust control problem of a laser printing systemg @asin

L, state and output feedback controller, is addressed. The nonlineangrin
system is approximated by a Takagi-Sugeno (T-S) model. A robust tontro
technique is proposed to cope with the effect of the approximation error be
tween the nonlinear model of the printing system and the approximating T-S
model. A sufficient condition is derived to ensure robust stability of astate

and output feedback controller with a guaranteed disturbance attenuaetn le

A technique based on a parameterized Lyapunov function is employed in our
approach. After a transformation the problem is formulated in terms of a lin-
ear matrix inequality for which efficient optimization solvers are used to test
feasibility. Simulation results illustrate the performance and the validity of the
proposed approach.
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7.1 Introduction

The Takagi-Sugeno (T-S) model-based approach has nowadays®deopular since it
showed its efficiency to control complex nonlinear systems and has bedriarsnany
applications. Commonly a T-S model is used to approximate a nonlinear systiim an
that case the weights in the T-S model depend on the operating point ofihieezw
system. Furthermore, T-S models are closely related to piece-wise linedr) @w
piece-wise affine (PWA) models. Specifically, a T-S model can be seancasvex
combination of a number of linear systems. It has been proven that T-Slsncate
efficiently approximate any smooth nonlinear dynamic systév [T-S models have
led to various designs of feedback controllers in which local controlier€ambined
to get an overall control lawrp]-[ 76]. Recently, T-S type of controllers have been suc-
cessfully applied to the stabilizing control design of nonlinear syst&riq 83].

The T-S model structure has been used as a feasible approach tedaptptant dy-
namic characteristics under different operating conditions. The ajpation error (or
misfit) between the original nonlinear plant and the T-S model is known asotise-
guence uncertaintyDesigning a controller based on the T-S model might not guarantee
the stability of the original nonlinear system under such a controller. Robugrol de-
sign alleviates this problem. Robust stabilization is well developed and inviestifga
linear systems and its many variations and generalizations to time-varying alibao
systems85]-[89]. In [86], a sufficient condition for the stability of the output feedback
control for a nonlinear system under a mixgd/ H,, constraints is derived. Recently,
in the same context, the problem of robiist, dynamic output feedback control for un-
certain fuzzy systems with multiple time scales has been consid@8pdrhe standard
approach to analyze the issues of robust stability and stabilization in aarderork is
mainly based on the existence of a common quadratic Lyapunov functioargeamg
stability. Most of these conditions can be represented as an LMI feasibgitytlich

is verified using convex optimization techniques, but are generally ccatses.

Generally, it is difficult to find a common quadratic Lyapunov function fonédinum-
ber of LTI systems, even for stable T-S models. Several approaeliedken proposed
to relax this conservatism. Some results have employed piecewise quadegiimioy
functions B1]. These functions are composed of several quadratic Lyapunatidms,
each of them is active in a single region in a partitioning of the state spacerabev
boundary conditions should be satisfied due to the discontinuities of thidumcross
the subset boundaries. However, using piecewise Lyapunov fusdimorcontroller
design leads to a non convex optimization problem.718|,[an approach for the con-
struction of parameterized Lyapunov function (PLF) has been dewtIdpes function
consists of a weighted sum of several quadratic Lyapunov functions.weights are
the same as the ones used in the T-S model. Unlike piecewise Lyapunov fuagtio
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proach, the PLF is smooth. Hence, it does not require any boundadjtiom to be
satisfied. Using the PLF leads to a considerable relaxation of the cotiserand mo-
tivates more research in that direction.

In this chapter, we use the T-S model to approximate the dynamics of the psysng
tem at different operating conditions. By taking the approximation errtwdsen the
printing system and the T-S model into account,angain state and output feedback
controller is proposed to achieve robust stability with the desfledain performance.
Towards this objective, the parameterized Lyapunov function techniqerapsoyed in
our approach instead of the conventional quadratic Lyapunov funcliois Lyapunov
function presents a significantly wider class of functions than the convexttijpiadratic
one and is, therefore, applicable to more general nonlinear systemslidieetihat this
flexibility leads to less conservative and higher performance designiniita formu-
lation of the considered’s gain problem is necessarily given in terms of a nonlinear
matrix inequality. A transformation is proposed to formulate the problem as an LM
feasibility problem, which is efficiently solved using dedicated solvers.

The remainder of the chapter is organized as follows. The basic defindgidhe T-
S model and a formulation of the robust control problem are presentestiiois7.2
Section7.3introducesls gain based state feedback control. In seciegh an L, gain
observer-based output feedback control is illustrated. Se¢tmpresents the LMI for-
mulation for control synthesis. A simulation example is given in sectiémo elucidate
the design effectiveness.The application of the robust control desigmptofessional
printing system is given in sectiah7. Concluding remarks are collected in sectib@

7.2 Problem formulation

Consider the nonlinear system

2(t) = F(z(t) + Gz(t))u(t) + w(t),

y(t) = H(x(t)),
wherez(t) € R" is the state vectory(t) € RP is the process outputy(t) € R™
denotes the control input;(¢) € R™ denotes an unknown but bounded disturbance and

F(z(t)), G(z(t)) are smooth (continuously differentiable) functions witt0) = 0.
The nonlinear systen¥ (1) is represented using a T-S model as follows:

(7.1)

B(t) = hi(2(t) (Aix(t) + Buu(t) + w(t))

- (7.2)
y(t) =Y hi(2(t)Cia(t),

=1
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with for all < h; : R* — R, and Z hi(z) = 1 for all z € R* is the scheduling

or triggering variable, which is used to determine what operating regionysier is
currently in and to enable the appropriate linear modgl,e R"*", B; € R"*™,
C; € RP*™ andr is the number of subsystems.

The nonlinear systen¥(1) is rearranged as

Zh z(t) + Byu(t)) + w(t)

s s

+ (F(2(t) - Z hi(2(t)) Az(8)) + (G(x(8)) = Y hi(=(8)) B)u(t),

Hence, the nonlinear system.Q) is given as

Zh z(t) + Biu(t)) + AF(t) + AG(t) + w(t),
(7.3)
Zh ) + AH(t),

whereAF(t), AG(t), andAH (t) denote the approximation errors between the nonlin-
ear system?.1) and the T-S systen¥(2). Assume that/ C R™*"™ x R™*™ x RP*™ is

an uncertainty set in whichAF'(t), AG(t), AH(t)) resides for alt > 0. We recall the
definition of dissipativity and the dissipativity characterization of the uppends for
the L, gain.

Let w := col(u, w) denote the inputs of the nonlinear systemtl), (7.3).

Definition 7.2.1. The system7.3) with statez € R", inputw € R™ and output
y € RP, is robustly dissipative with respect to the supply functiornR™» x RP — R
if there exists a positive definite continuous function. R”—R, called a storage
function, which satisfieg’ (0) = 0 and V' (x(t1)) — V(x(to)) < til s(w(t),y(t))dt for
all t; > tg, and for all corresponding solution&o, z, y) to the system7.3) and all
uncertaintie§ AF, AG, AH) € U on the intervalto, t1].

Definition 7.2.2. The system#.3) has robustCs-gain p > 0 if p is the smallest number
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such that

T 2
)|l5 dt
Sllp Sup f‘OHy—HZ S 2
T>0 0£WELy fo |w(t)]|5 dt

for all solutionsy(t) of (7.3) corresponding to input, z(0) = 0 and all uncertainties
(AF,AG,AH) e U.

Proposition 7.2.1. The system7(3) has a robustC,-gain p if and only if it is robustly
dissipative with respect to the supply functigmw, y) = p>@ "o —y'y.

Proof. If the system is robustly dissipative, then there exists

V:R" — R+ S.t.

T
V(:U(T))—V(w(O))S/O P o)l — ly®]dt

Letz(0) = 0 and sincé/ (z(7")) > 0 we infer

g 2 g 2 2
| woigaes [ jatizer

In particular,

Jo lly@)3dt dt _
Jo o @)lI3 at”

So also,

(t) dt
o O3 _
T>004wELs fo ||w( t)||2dt

7.3 Robust state feedback control
In this section, we consider the robust state feedback controller sygigmeblem with a

guaranteed, control performanced4]. Suppose that the system states are measurable.
Define the state feedback control law as follows

L
(t) = > hy(=(0)K; [Palz(0)] " 2(t) (7.4)
j=1
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L
where K; are the controller gains fof = 1,--- ,L and P, (z) = Z 1 (2) Py with

P, > 0is an arbitrary positive definite matrix farc R™ andk = 1 , L. Note that
P,(z) is invertible as any convex combination of positive deflnlte matrlces is positive
definite.

Hence, the closed-loop system is given as

x—ZZh (1) (A; + B;K; P, ") x(t) + AF(t)

=1 j=1
+AG(t) +w(t) (7.5)

L L
&= hi(2(t)h;(2(£) Ay (2)a(t) + AF(t) + AG(t) + w(t)
i=1 j=1

with A;; = A; + B,K;P,"!. Suppose that for the trajectoryt), there exist bounding
matricesAA4; € R™"™ andAB; € R"*™ such that for alt € R andz € R"

|AF@)] < ih@ )A () (7.6)
L L
[AG(H)] < ;z;h ())ABK; Py (2)a(t) (7.7)
where, fori =1,--- | L
AA; € {SiAA] 5] <1} 78

AB; € {n;AB | Igi] <1}

Obviously, according to the assumptionsg] and (7.7), the uncertainties reflect the
worst case ifAA; = §;AA, AB; = 6;AB such that 7.6) and (.7) hold for some
10;| < landjn| <1fori=1,---,L. For convenience we denokg(z(t)), h;(z(t)),
andhy(z(t)) hs, hj, andhy, respectively.

According to the above assumption, we obtain fortal 0 and allz € R™

(AF()T(AF(t) < (AAz(t) " (AAz(t)). (7.9)
Moreover,
.
(AG(t) T (AG(1)) (Zh ABK; P, la(t ) (Zh ABK; P, la(t )) .
Jj=1 j=1

(7.10)
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Based on these assumptions, the approximation error in the closed loap &/stminded
by the specified structure of the bounding matride$ € R"*"™ andAB € R"*™, For
more details about how to determine these bounding matriceS6ee [

For a given value op > 0, the objective is to design a state feedback controfies) (
such that 7.5 has£- gain fromw to y = =z is less than or equal tp. The typical
method of proving that a system has a finfig gain is to prove existence of a storage
function [89]. Specifically, a storage functiovi(z) associated with a quadratic supply
rates(w(t), z(t)) is a positive definite function which satisfies the relationship

/0 s(w(r), 2(7)dr > V(z(t)) — V(2(0)) (7.11)

for all trajectorieg w, x) generated by the uncertain systefrgf and for allt > 0.

By Definition 7.2.1, if V is a storage function of the controlled systerb| which is
robustly dissipative with respect tgw(t), z(t)) := p*w'w — 2"Qz,Q = 0, then in
particulary 7" > 0

T 2
/ |3 at = o w3t < 0w € £2(0,7) (7.12)
0
which shows that

. [ @t ar ,

(7.13)
>0y w3 dt

Hence, the control law7(4) achieves that th&€, gain in (7.5) is less tharp if (7.13
holds for@ = I.

Theorem 7.3.1.Suppose that fok = 1,--- , L, Hth = ‘%%H < i forall ¢t >0,
wie > 0andp > 0. If there exist symmetric positive definite matri¢gsthat satisfy the
following matrix inequalities:

. 1
ALPT 4 POV A — PUYPPT + (5 +2) P P+ AATAA
p

(7.14)
+ P, Y(K;AB)(K;AB)P; ' +Q <0,

. L
for all 4, such thath;h; # 0, with P = > 1P, then the control law {.4) is

k=1
well defined and the corresponding closed loop syste®) bas guaranteed’, gain
performance as specified ii.02).
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Proof. Consider the candidate storage function:

i -1
V(z) :=x" (Z hk(z)Pk> x
k=1

=z P 1(2)z.

The time derivative%V(x(t)) along the systems trajectories is given by:

d :
V() = i'Ple4+a2" P li— 2" PP, P

Then using 7.5),we can write the following sequence of equalities and inequalities:

L L
V() => Y hihjx (AP, + Py Az + AFTP

1j
i=1 j=1

+2' PYAF +AG P e + 2T PUIAG +w Pl 42T P w

— xTPn_lpnPn_lx,
L L )
=33 hihjr (AP + P Ay — P B P e
— AF) (zP;' — AF) — (2P, ' = AG) " (zP; ' — AG)
1
zPt — pw) ' (ZzP;t — pw) + p*w w + AFTAF
P
1
+AGTAG+ (2 + ?)xTPgnglx,

using the assumption3.9) and (7.10 implies

] =
M=

< hihjz (APt + Pt Ay — P PP+ AATAA
i=1 j=1 (7.15)
1
+ (? +2)P P+ PUYKGAB) T (KGAB) P D + p*w T w

From the properties of;, and using 7.14) the inequality 7.15 implies the following
inequality
V(z(t)) < 2" (0)(=Q)a(t) + pPwT ()w(t).
Integrating both sides froitato ¢ we obtain,

T (#)Qu(t)dt < 2T (0)Py x(0) + p? [ w (t)w(t)dt
Since the previous inequality holds for atyy> 0, the £, gain performance is achieved
with a prescribegb. O
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Theorem 7.3.2.Suppose thatfok = 1,--- , L, and for allt > 0 Hth < g, g > 0.

Given the closed loop system.§), if there exist symmetric positive definite matrices
Py, such that the matrix inequalitie§ (L4 are satisfied, then the closed loop system is
guadratically stable.

Proof. if we setw(t) = 0, from (7.15 and (7.14) we obtain
V(z(t) < —z' (t)Qx(t) < 0.

Therefore, the closed loop systei) is quadratically stable. Ol

7.4 Robust output feedback control
In this section, we consider the robust observer-based outputdelediontroller syn-

thesis with a guaranteefls control performanced7]. In practical applications, the
states may be unmeasurable. A state observer is introduced as follows

&= Z hi(z(t)) (A& (t) + Byu(t) + Li(y(t) — 9(t)))

B (7.16)
() = hi(2(t)Cii(t)
=1
whereL; is the observer gain far= 1, - - - , . Define the control law as follows
u(t) =Y hi(2(t)K;i(t) (7.17)
j=1
whereK is the controller gain foj = 1,--- ,r.
Let the state estimation error be
e(t) =x(t) — z(t). (7.18)

Using the control law{.17) and state estimation errof.(l8), the closed-loop system is
represented as the augmented system:

F=35 halz(6)hy(=(t)) (Aij;f: + Ew(t) + AF + AG + AFIZ-) (7.19)
i=1 j=1
In the sequel, the following abbreviations are adopted:

F=[00) e®], Ay = [Ai +OBZ'KJ‘ Ai[j%Cj],E:_ o 1",
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AF:=[0 AF]", AG:=[0 AG]'

The following assumptions are adopted for the approximation errorsl| toajectories
x(t) andz(t) in (7.19, (7.16), and {.17), there exist bounding matricesA, AB and
AC such that for alt > 0

AR < |3 hAde (7.20)

IAGWI = |33 hy AR (1) (7.2
j=1i=1

1AW < |3 WACi() (7.2

where, fori = 1,--- ,r,

{AA; =5AA| |6 <1}
{AB; =n;AB| || <1} (7.23)
{AC; = AC T |yl <1}

According to these assumptions, we obtain fort a 0

< (Aflj(t))T (A[li:(t)) (7.24)

with A4 := [AA AA].
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Furthermore,
(AG()T(AG(1) = (AG(1) T (AG(?))
r T T
= ((G(w(t)) - Zhi(z(t))Bi)u(t)> ((G(:v(t)) - Zhi(z(t))Bi)u(t)>
i=1 i=1
<<T hih; AB; K;a(t ) (rihhABKx))
j=1i=1 Jj=li=l1
r T r r
— ( hihni ABK 2 (t )) (ZZhihijBKjfc(t))
j=1i=1 j=l=1
T T r
< ( thBKj:%(t)) (Z thBijc(t))
j=1 Jj=1
T T T
< ( thBjaZ"(t)) (Z thBj:z(t)) (7.25)
j=1 Jj=1

with AB; == [ABK; 0].
Similarly,

T T T
(AH(t))T(AH(t)) =2 (Z hiLiAH> (Z hiLZAH>
T: -
<ZhLACm ) <ZhLACx>

=1 =1

<ZhACx > (ZhACa: ) (7.26)

with AC; := [L;AC L;AC].

Given p > 0, the objective is to design an observer-based output feedback lcontro
(7.17), which ensures that thé, gain fromw to Z is upper bounded with small value

p. According to Propositiof7.2.], the system has a finit€, gain fromw to z if there
exists a storage functiori(z) associated with a quadratic supply rate:(¢), z(t)) is a
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positive definite function, such that

/0 s(w(), #(1)dt > V(E(t)) — V(#(0)) (7.27)

holds for all trajectoriew, z) generated by the uncertain systefml@ and for all
t > 0.

Let V be a storage function of the closed-loop syst&m9 that is robustly dissipative
with respect to the supply functiofw, ) := p?w'w — 2" Q%, Q = 0, then based on
Definition 7.2.1we obtain

T
/ 1E(t)||5dt — p? [w(t)||5 dt < 0Vw € Lo(0,T) YT >0, (7.28)
0

therefore, it follows that the following inequality holds for all uncertaintes’, AG,
andAH.

sup fo (%) ”2 dt 2
T>0 0£weLs fo [lw( t)|\2dt

Theorem 7.4.1. Suppose that fok = 1,--- ,r, = ‘ %fl—j < ug , ur > 0and

p > 0. If there exist symmetric positive definite matridgs which satisfy the matrix
inequalities:

T ~ ~
+31)P, + AATAA

FE
A i Pr + PrAij +P+P
TR (2 (7.29)

+ AB] AB; +2AC AC;i + Q < 0,

for all i, j such thath;h;hy, # 0, with P = Z ur( Py +Y), and whereuy, are scalars,

Y is a symmetric arbitrary matrix, then the state observed € and the control law
(7.17) are well defined and the corresponding closed loop systet®(has guaranteed
robustLs gain performance as specified in.29.

Proof. Consider the candidate storage function:
= hi(z(0)F " (1) Pri(t), (7.30)
k=1
The time derivativeCiV(:i(t)) along the system trajectories is given by:

Z hk$ Pkl' + Z hk:v Pkl‘

+ Z hka: ka
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Furthermore, using7(19 we have

E) =D ) hihhy (T ()AL PLE() + 3T (8)PeAiE(t)

k=11i=1 j=1
+w (BT Pi(t) + &' () PEw(t) + Y hid! (t) Pri(t)

+ AFTRE(t) + 3T () PAF + AGTPyi(t) + 7T (1) RAG
+AHTPE(t) + 3 () PAH.

V(i‘(t)) = Z Z Z hkhihji'T(A;;Pk + PkAZ'j)i'

k=1 i=1 j=1

— (2P, — AF) " (&P, — AF) — (2P, — AG) T (P, — AG)
— (2P, — AH)" (2P, — AH) + AFTAF + AGTAG
(

—_

1
ZE"P, — pw) (ZZ2E" P, — pw) + p*w'w
P

EET

+ &' P(3+ )Pp + Z hiz | (t)Pei(t), (7.31)

k=1

Since)j,_, hi = 1, hence S, hy, = 0, it follows that "), k.Y = 0 for arbitrary
matrix Y. Adding Y",_; kY to (7.3) with Y € R?"*2" and using the inequality
‘h'k.‘ < ux and the assumption3 .4, (7.25 and (.26 implies

() <> Y0  hphihET (AP + oAy + AATAA
k=1 i=1 j=1

B B R EET B N (732)
+ABJAB; + P+ Py Gt 30)P, +2ACT AC))i

+ pQwTw
with the abbreviatior := >, _, ux (P, +Y). Applying the properties of;(z(t)) and
(7.29, we can write {.32 as
V(#(1) < 2T (1) (~Q)E(t) + p*w (t)w(t).

Integrating both sides fromto 7" we obtain,

T T
/ T (H)QE(t)dt <z (0 Z hi(2)Prz(0) + p2/ w' (t)w(t)dt
0 0

Therefore, the robust, gain performance is achieved with a prescriped Ol
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Theorem 7.4.2.Suppose that fok = 1,--- ,r, and for allt > 0 Hth < g, px > 0.

The closed loop systerii.(9 is quadratically stable, if there exist symmetric positive
definite matrices’, that satisfy the matrix inequalitie3 29).

Proof. if we setw(t) = 0, from (7.32 and (7.29 we obtain
V(i) < —&" (£)Qi(t) < 0.
Therefore, the augmented systefil@ is quadratically stable. O

7.5 LMI formulation for control synthesis

Over the last decades, linear matrix inequality (LMI) problems have redsignificant
attention |3, 74]. LMI techniques are now considered as a powerful frameworkdor f
mulating and solving control problems. The main advantage of these LMIitpetm

is that many complicated control problems can be efficiently solved. The irfssiot
method, which is developed i@, is an extremely efficient tool to solve LMI problems
in practice. For systems and control, the importance of LMI optimization stems fro
the fact that a wide variety of control problems can be recast as LMil@nts [73],
which are, in fact, convex optimization problem. In this section, the roBustondi-
tions, derived in Theorem.3.2and TheorenT.4.], are formulated as a set of LMIs.

7.5.1 State feedback controller synthesis

The inequalities{.14) are not a linear inP, and K; as variables. Therefore, a trans-
formation method is proposed to reformulateld) as a feasibility problem of a set of
LMls. The following Theorem shows that the controller synthesis cambetlated as
a feasibility problem withP, and K; as variables.

Theorem 7.5.1.Givenuy, > 0andp > 0, consider the following linear matrix inequal-
ities in the variables?;, K;:

AAP, —I 0 0
P, 0 —-Q' o
ABK; 0 0o I

<0 (7.33)

with Gijk’ = (AZPk+BlKJ)T+(A1Pk+BlKJ)—p+(p%—|—2)lf0rl,],k =1,---,L,
L
andP = Z g Pr.

k=1
Then for any feasible solutiof¥;, K;), P, > 0 and (7.33, the control law 7.17) is
well defined and the corresponding closed-loop syst&®) bas guaranteed’, gain
performance as specified ii.(L2).
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Proof. First pre- and post-multiplying7(14) by P, we get
P,Aij" + AP, — P+ (% +2)I + P,AATAAP, + (K;AB)" (K;AB)
P

+ P,QFP, <0
(7.34)

then substitutingl;; = A; + B;K; P, andP, = S_r_, hi P, in (7.34 and using the
Schur complement, we obtain the LMA.33). O

The inequalities {.33 allows control synthesis sinc&.83 is an LMI, which can be
solved using the LMI optimization toolbox in Matlab software package to deterfmine
and the controller.
Therefore, theL, gain control problem is formulated as the following minimization
problem:
min p2
Py,Kj.p (7.35)
subjecttoP, >0,k =1,---,L, and(7.33

This problem is solved by decreasing the value ahtil the LMIs (7.33 are infeasible

Note that .29 is not an LMI in the variabled’;, L; and K;. Therefore, a transfor-
mation method is proposed to reformula®2® as a feasibility problem of a set of
LMils.

7.5.2 Output feedback controller synthesis

For output feedback case, it is not straightforward to formulate the rearimatrix
inequalities 7.29 as an LMIs. Here, we present a method to formul@t2d) as an LMI
conditions. The following Theorem summarizes the controller and obsgywndhnesis.

Theorem 7.5.2.Givenpu;,, > 0, p > 0 and a positive scalary > 0, consider the
following linear matrix inequalities in the variables,, L;, K-

Gl (*) (*) () (%) ]
Aij+xI —xI 0 0 0
P, 0 —(EE-43I+xD™" 0 0 | =<0 (7.36)
AB; 0 0 -I 0
| AB 0 0 0 —0.5I]

With G, := —2x P+ P+AATAA+Qfori, jk=1,--- ,r,andP = 3 pp(Pp+Y).

k=1
Then for any feasible solutiof¥;;, L;, K;), P, > 0 and (7.36), the control law 7.17)

and the state observer (16) are well defined and the corresponding closed loop system
(7.19 has guaranteed robugis gain p.
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Proof. Suppose there exists a scalar positive value 0, the matrix inequality 7.29

can be written as
1
xPy P + ;(Aij +xI) " (Aij + xI) — 2x Py

— (Aij — xPy +xI) "x 1 (Aij — xPs + xI)

EET (7.37)
+ P+ Py( 2 +31)P, + AATAA + AB] AB;
+2ACTAC; +Q <0,
The following matrix inequality impliesq.37)
l(A~+ DT (A +xI) —2xP.+ P+ P, (EET + 31 +xI)P,
Y zg~ X~ zi X~ X ~k ] k P2 X k (738)
+AATAA+ AB]AB; +2ACTAC; +Q <0,
Using the Schur complement, we obtain the following LMI
G (%) (*) () (+) ]
Aij+xI —xI 0 0 0
EET -1
Py 0 —( 30+ xI) 0 0 <0 (7.39)
AB; 0 0 -I 0
| AB; 0 0 0 —0.5I]

using the abbreviatiofi, := —2xP, + P+ AATAA + Q, fori,jk=1,--- ,r we
obtain (7.36). O

Unlike (7.29, (7.36 can be used for control synthesis. The inequalitie86) are
now an LMI with P, L; and K; as variables, which can be efficiently solved using an
LMI optimization solver to determine the observer and controller gains. Similaeto th
state feedback design, tie gain control problem is formulated as the minimization
problem:

min p2
Py, Kj,Lip

subjecttoP, >0,k =1,---,r, and(7.36)

(7.40)
This problem is solved by decreasing the valug ahtil the LMIs (7.36) are infeasible.

7.6 Simulation example

In this section, we use a benchmark example to illustrate the proposed @pyrohch
and compare oufc controller design with the conventiondk design B6]. The con-
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trol problem of balancing an inverted pendulum on a cart is consid&@tthis exam-
ple, the state equations of the inverted pendulum are given by

T = x2,
. Fl(xvu)
To = +d;
M 2) _ 2 ’
‘ (M +m)(J +mli?) — (mlcosxy) (7.41)
T3 = T4,
. FQ(%’,U)
= d
i (M +m)(J +mi?) — (mlcosz1)? T
where
Fi(z,u) = —fi(M +m)xy — (mlx2)2 sinzy cosx1 + fomlxy cosxy
+ (m + M)mglsinzy — ml cos zu,
Fy(x,u) = — fimlag coszy — (J 4+ mi?)milx3sinxy — fo(J 4+ mi?)xy

+m?2gl®sinzy cos x1 + (J + mi?)u,

x1 is the angle of the pendulum from the vertical [racl],represents the angular veloc-
ity [rad/s], z3 [m], x4 [M/S] denote the position and the velocity of the cart respectively,
m[kg.], M[kg.] are the mass of the pendulum and the cart respectiyglyiNs/m]

the friction factor,.J [kg m?] denotes the moment of inertia of the pendulum around
it center of mass] [m] is the length of the pendulum from the center of mass of the
pendulum to the shaft axig, [N] is the force applied to the cart anj andd, are ex-
ternal disturbances. The system parameters are summarized iff thble implement

Figure 7.1: The weighting functioris (1 (¢))

the proposed approach, the nonlinear system]f is approximated with a T-S model.
The Takagi-Sugeno model which approximates the nonlinear sy3tdid) ¢an be rep-
resented using the following set of linearized mod8g:[
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RLIf-§ <2 <3§
theni = A1z + Biu+w, y = Cix

R2 If0 < o] < 2F
thenz = Asx 4+ Bou + w, Yy = Chx

R3IfG <|z1] < §
theni = Asx + Bsu+w ,y = Csx

R4 If [z1] > %
theni = Agz + Byu + w, y = Cyx

where
[0 1 0 0
A _ | 280262 —0.2224 0 1.8602
t= 0 0 0 1 ’
|—0.1649  0.0013 0 —0.6646
[0 1 0 0
n 27.4065 —0.222 0 1.7530
2= 0 0 0 1 '
| —0.1515  0.0012 0 —0.6633
[0 1 0 0
A _ | 256263 —0.2209 0 1.422
3= 0 0 0o 1 |’
|—0.1155  0.001 0 —0.66
[0 1 0 0
1 22.8887 —0.2197 0 0.9229
47 0 0 0 1 '
| —0.066  0.0006 0 —0.6563
[0 0 0 0
—0.1869 —0.1753 —0.1422 —0.0923
B1: O 7B2: 0 7B3: 0 7B4: 0 )
| 0.0668 0.0663 0.066 0.0656
100 0 .
Ci—[o 01 O] fori=1,---,4

w:[O d1 0 dg]T
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and the bounding matrices are chosen as

0 014 0 0.2
0.3204 0.31 0.2 0.129
Al = 0 0 0 0.14
| 0.09 0.1 0 0.092
[0
AB — 0.0025
0
0.0026

5i:I,ni:Ifori:1,-~74.

Figure7.1 shows the normalized weighting functiohgz(¢)) for the triggering vari-

m | 0.3[kg] | M

15 [kg]

I | 03[m] | J

0.005 [kg 7]

fo | L0[Ns/m] | f1

0.007 [Ns/rad]

Table 7.1: The inverted pendulum parameters.

ablez(t) = x1(t). Select) = 0.05 I andu, = 0.5fork=1,--- , L.

7.6.1 State feedback control

Using Theoren.3.2 we obtain the optimap = 0.68 after several iterations using

the LMI optimization toolbox in Matlab. In this case, the solution of the optimization

problem is given as

1.2339 —2.9085 —0.1802 —1.3187
P = —2.9085 31.6187  1.2549 —19.1815
0—0.1802 1.2549  16.3268 —5.9421 |’
| —1.3187 —19.1815 —5.9421 28.3182
[ 1.1495  —3.0411 —0.1807 —1.1872
Py = —3.0411  26.4152  0.7727 —16.3091
—0.1807  0.7727  16.0449 —5.5627 |’
| —1.1872 —16.3091 —5.5627  26.9390
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[ 1.0739 —3.6134 —0.3919 —1.4684 1
P — —3.6134 34.5500 2.6357 —18.9975
37 1-0.3919  2.6357 5.4647  —6.6969
| —1.4684 —18.9975 —6.6969  30.0676 |
[ 1.4046 —7.9869 0.1702 0.1131 7
P, — —7.9869 75.6924  0.1587 —38.8957
17 0.1702 0.1587  17.2051 —7.6467
0.1131  —38.8957 —7.6467 50.6451 |
KI:[3094672 —376.9036 —51.9365 —315.7050],
= [284.3237 —470.1439 —78.8475 —229.3938],
K3—[52 8398 —392.6765 —57.3666 —717.5650],
Ky =103 x [0.4246 1.5181 —0.0283 —2.2810].

Figures7.2-7.3present the state trajectorie@) including the external disturbanegt)
with initial conditionz(0) = [§ 0 0.1 O]T. A periodic square wave with ampli-
tude £1 and period0.25 sec. is used as external disturbangg) in the simulation.
The simulation results indicate that the proposed approach can efficietdlycbahe
inverted-pendulum in the presence of external disturbances anddineddperformance
is achieved.

7.6.2 Output feedback control

After several iterations using the LMI optimization toolbox in Matlab, we found b
Theorem?.5.2that the optimap = 0.6. The solution of the optimization problem in
terms of the controllerd.17) and observerq.16) gains are given as

Ky =10 x [1.2158 0.0727 —0.0255 0.0635]
K =10 x [1.2573 0.0849 0.0538 0.0677]
K3 =10 x [1.3507 0.0879 —0.0578 0.0419]
Ky =10° x [1.4044 0.1097 0.0495 0.0173]
[10.1944  0.0405 ] [10.4638  —0.0820
[, _ |141.4460 —0.1010|  _ |139.1894 0.2185
T 02858 101847 |7 7P T | 0.0994  9.7396
| 0.2480  0.2957 | | 0.6817  —0.4997
[10.1546  0.1100 ] [ 6.2299  —0.0786
[._ 12842567 —0.0273| | 951523 —0.0575
57 1-0.7806  10.3984 | * 7' T | —1.0065  9.6462
| 0.7399  0.7642 | | —18.7628  —0.6792
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time (sec)

Figure 7.2: The trajectories of the states(dashed line)gs (solid line) and external
disturbancew (solid line)

time (sec)

Figure 7.3: The trajectories of the states(dashed line)x4 (solid line) and external
disturbancew (solid line)
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Figure 7.4 presents the output trajectorig&) including the external disturbancit)
with initial condition [2(0) #(0)] = [ 0 05 0 0 0 0 0] . A periodic
square wave with amplitude0.5 and period).25 sec is used as external disturbance
d(t) in the simulation. Figure$.5-7.6 compare the trajectories of the system states and
the estimated states (including the external disturban@g). All of these state vari-
ables converge to zero. This reveals that the closed-loop system iseasststem. The
observer estimation errors are depicted in Fig. The simulation results show that the
observer-based, controller can balance the inverted pendulum with relatively large
external disturbances and that the desired performance can beeathidereover, the
controller is capable of damping the initial observation error for the givigialicondi-
tions.

Using theL, conditions based on the conventional single quadratic Lyapunov function
V(z) = x " P2 [86], we could not find any feasible solution for the given example. We
found that it is only possible to find a feasible solution for the stability conditgivesn

in [86)], if the uncertain matriceshA, AB, AC, are more than 10 times smaller than
the one used in our example.
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Figure 7.4: The trajectories of the outpytsandys with the presence of the external
disturbancev.
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Figure 7.5: The trajectories of the statgsandz- and the estimated statés and-.
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Figure 7.6: The trajectories of the statesandz4 and the estimated statés andz4.
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Figure 7.7: The observer estimation errors
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7.7 Robust control of professional laser printing system

In this section, we present the implementation of the robust control schenepartk
ing system and the comparison between the performance of both the @domdsist
control scheme and the PI controller. To have a fair comparison, thenftoder is a
well tuned industrial controller.

Given the knowledge of the paper massand the belt speed, the printing system
dynamics are approximated with a T-S model. The T-S model which approxithates
printing system3.1) is represented using the following set of 9 linearized models,

9
B(t) =Y hi(2(t) (Aiz(t) + Biu(t) + Ed(t)),
= (7.42)

=1
9
y(t) = S hal=(0) C(h),

=1
in the following 9 regiongri,

R1 m < 80 andv < 60,

R2 m < 80 and60 < v < 90,

R3 m < 80 and90 < v < 120,

R4 80 < m < 140 andv < 60,

R5 80 < m < 140 and60 < v < 90,
R6 80 < m < 140 and90 < v < 120,
R7 140 < m < 200 andv < 60,

R8 140 < m < 200 and60 < v < 90,

R9 140 < m < 200 and90 < v < 120,
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Prrre(t)

wherez(t) = [Ty Tp T3 Ti]', u(t) = {ppre(t)

] , d(t) = Teny(t) is the environ-

TTTF(t)]
ment temperaturey(t) = s
p QJ( ) |: Tpre(t)
[—0.1302 0.0104  0.0450  0.0103 ]
s 0 —0.0054 0 0
171 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103 ]
[—0.1302  0.0093  0.0450  0.0103 ]
o 0 —0.0073 0 0
271 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103]
[—0.1302 0.0082  0.0450  0.0103 ]
A 0 —0.0086 0 0
371 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103]
[—0.1302 0.0087  0.0450  0.0103 ]
s 0 —0.0080 0 0
471 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103]
[—0.1302 0.0071  0.0450  0.0103 ]
A 0 —0.0098 0 0
5= | 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103]
[—0.1302 0.0060  0.0450  0.0103 ]
s 0 —0.0109 0 0
671 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103]
[—0.1302 0.0073  0.0450  0.0103 ]
A 0 —0.0096 0 0
T 1 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103]
[—0.1302 0.0057  0.0450  0.0103 ]
A 0 —0.0111 0 0
87 1 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103 ]
[—0.1302 0.0046  0.0450  0.0103 ]
A 0 —0.0121 0 0
7 | 0.0412 0 —0.0450 0 ’
| 0.0407 0 0 —0.0103]
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(0.7 0

0 1 .
B; = 0 0 , fori=1,---9

0 0

00031 0 0 0] . .
“=1"0 ooo0s 0 o =9

E=1[0.0119 0.0435 0 0] .

The bounding matrices are chosen as

[0.02 0.027 0 0.005
0 0.31 0 0
Ad= 0.007 0 0.001 0
| 0.02 0 0 0.003
[0.015 0
0 0.015
AB = 0 0 | AC =0
0 0

6i:I,77i:Ifori:1,---,9.

Figure 7.1 shows the normalized weighting functiohgz(t)) for the triggering vari-
ablesz(t) = col(m,v). We select) = 100 1.

After several iterations using the LMI optimization toolbox in Matlab, we fourmairf
Theorem?7.5.2that the optimap = 0.5. As shown in Figure/.8, the external distur-
banced(t) (environment temperature) is assumed to vary fidnto 30 °C. The vari-
ation of the paper mass and the belt speed is depicted in Figlirédo achieve a good
printing quality, theT’rrr and 7). should be kept at a certain desired set point. The
Trrr andT),. are used to estimate the fusing temperature. Figur@shows the fus-
ing temperature tracking error comparison. As shown, the trackingrpeaftce of the
robust controller is better compared to the Pl controller in the presence patlameter
variations and the external disturbance. FigtnELshows the preheating temperature
tracking of different temperature levels with paper mass variations. Thdagiorure-
sults show that the observer-basgdcontroller has considerably improved the printing
quality with relatively large external disturbances while the desired pagnce is still
being achieved.
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7.8 Conclusions

In this chapter, the robust stabilization problem of printing systems hasdxaenined.

The control design stabilizes the system for all bounded disturbanagstinyizing the
corresponding’, gain performance criterion. T-S model is proposed as a feasible rep-
resentation for the printing system. The approximation error between thiealmgodel

of the printing system and the approximated T-S model is taken into accounate g
antee both the stability of the T-S model as well as the stability of the printing system.
A nonlinear scheduled observer-based output feedback contreireris designed to
tackle this problem. Unlike the approaches using a single quadratic Lyagpumction,

a parameter varying quadratic Lyapunov function is employed in our approA so-
lution for such a problem is presented and a relaxed LMI stability conditioenseti

for which dedicated numerical solvers are available. The proposetotien yields
considerable improvements compared to the present industrial Pl controller
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Chapter 8

Conclusions and Recommendations

8.1 Conclusions

In this chapter, the main conclusions are presented and some recommeadatoen.

The goal of this thesis was to improve the performance of professionéhgyrsystems.
Two test cases are considered, namely, a professional inkjet privdex professional
laser printer. In both cases, there are many operational issues vamtrel can have a
major impact in solving them.

8.1.1 Professional inkjet printer

The main challenge in the inkjet printer is to design actuation pulses such traatyfo
random bitmap and for any jetting frequency a good printing quality is acthieVe
achieve this objective, several control strategies have been aediadbis thesis.

e We have demonstrated that feedforward control is a suitable contregtrto
overcome the residual vibrations and the crosstalk. Consequently, itiiegpr
quality of inkjet printhead is considerably improved, beyond current limitee T
experimental results have shown the effectiveness of the inverse-fesdfor-
ward approach. The major drawback of the feedforward control isathv@ccu-
rate model is needed, and there must not be any unmeasured diststbahae
makes feedforward control very sensitive to any model uncertaintyuantbd-
eled dynamics. Therefore, a further improvement can be achieved bgumgr
the predictability of the narrow-gap model. Particularly, the model should be
improved to predict the meniscus position, which plays an important role in de-
termining the drop velocity. Moreover, this model should be modified to include
the refill dynamics of ink inside the channel after jetting a drop. The jetting pro
cess and drop formation dynamics have to be included in the design of the inpu
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pulse.

We have illustrated that the available physical models are not suited forgeHse
sign since these models do not include dynamics of the meniscus positioe- Ther
fore, an experimental-based optimization scheme has been proposed to minimize
the drop velocity variations. Hence, there is no need for an accuratd.nkaote
thermore, the pulse design is based on controlling the drop velocity anchnot o
an intermediate state, meniscus speed, as in the model-based feedfamiest c

By understanding the physics of the print channel, we have proposed actu-
ation pulse parameterization, which reflects the relation between the inpet puls
parameters and the print channel dynamics. The proposed input @ddeds
unknown parameters, which improves convergence considerably.p@tasne-
terization has sparked a flurry of a possibility of real-time adaptation of tlse pu

to cope with the change of the printhead characteristics due to aging andfwea
the PAINT signal (or meniscus speed) is measured online, the damping facto
and the two frequency modég, F» can be estimated from the frequency content
of the measured variable.

We have shown that a flat DoD speed curve is neither a sufficient, necesn
sary condition for high print quality. DoD speed curve is a performanczsore

for continuous jetting, which is a contradiction of the drop on demand principle
However, having a flat DoD speed curve is a good starting point fdrpea
formance improvement. We have shown that introducing 0-pixels in the bitmap
considerably influences the print quality, since the state of the menisdasifye
position) at the start of the succeeding pulse influences the drop veladitgan-
sequently, the print quality. Any pulse design has to guarantee almostritee sa
initial meniscus state at the firing instant of a drop. Toward this end, for jetting
patterns containing “0”, a non-jetting pulse is optimized to ensure that the same
initial meniscus state of the subsequent drop.

The effectiveness of both approaches has been elucidated bglsyserimental
tests. The performance is evaluated based on the drop velocity variaiioorsef
channel. Tabl®.1summarizes the performance of the model-based feedforward
control, experimental-based control, and standard pulse, wherg,. represents

the maximum drop velocity variations over the frequency range 20-70 kHita

is defined as

AUmax = m?X(Umax(f) - Umzn(f))
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AV Standard pulse Experimental-based Model-based
control control
DoD speed curve 12 m/s 0.8 m/s 3m/s
Jetting pattern 1111111111 3m/s 0.65 m/s 1.5m/s
Jetting pattern 11111101010101 6 m/s 1m/s 2m/s
Jetting pattern 10101010111111 6 m/s 1ml/s 2mls

Table 8.1: Performance comparison for single channel

with f € [20, 70] is the jetting frequency. For a given pattet,,, andv,,;, are

the maximum and minimum velocity of the jetted drops, respectively. Using two
optimized pulses, over frequency range 20-70 kHz, result in an imprentof a
factor 15 compared to the standard pulse.

e We have demonstrated that by dividing the ink channels into a number gigrou
and introducing a proper time delay between the actuation of those grougfs the
fect of the crosstalk between the channels is sufficiently reduced. yiamg
the time delay between 16 channels, the crosstalk effect is reduced ttprFa

e A set of input actuation pulses is optimized based on the jetting bitmap (multiple
channels). For any random bitmap, choosing the proper actuation pedsks
to less drop velocity variations, and consequently improves printing quality by
factor 3 compared to the standard pulse.

8.1.2 Professional laser printer

As explained in chaptes, there are several challenging problems that negatively affect
the performance of a laser printing system. In this thesis, we focus on twodine
tions to tackle this problem.

e The first direction is finding the best control technique to achieve adéiptain
the physical layer with fast and large parameter variations. This issuevimédie
by adaptive control. Standard adaptive control has a limited performaribe
presence of large and fast parameter variations. Therefore, veedeaeloped
two different approaches to improve the convergence of MRAC.

1. A nonlinear time varying adaptation gain has been chosen to be a function
of the error to accelerate the adaptation process when the error isTarge.
proof the stability of the closed loop system, a new Lyapunov function is
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employed. We have shown that the standard MRAC with a constant adapta-
tion gain is a special case of the proposed MRAC.

2. A multiple adaptation gain has been designed based on the operating point
to improve the convergence of the adaptation law. The T-S model has been
used to approximate the nonlinear error dynamics composed of the track-
ing error and the controller parameters error. Owing to this formulation, a
systematic procedure is derived for the adaptive control synthesésgveim
LMI feasibility problem has been solved. We have shown that using mul-
tiple adaptation gains results in a considerable improvement in the conver-
gence rate for both state and output feedback compared to a constptat-ad
tion gain. We have demonstrated that MRAC with multiple adaptation gains
has a better tracking performance compared to the MRAC with the nonlin-
ear adaptation gain, because the T-S model allows the design of adaptation
gains based on the operating point. Moreover, it allows the formulation
of the adaptive problem as an LMI feasibility problem, which guarantees
the convergence of both the tracking and the controller parameter .errors
Furthermore, the LMI problem results in optimal adaptation gains, which
minimizes an’s gain performance criterion.

e The application of the proposed approaches in controlling a printing systsm

shown good tracking and robust stability in the presence of large panawate
ations. We have demonstrated that MRAC with multiple adaptation gains has a
better tracking performance compared to the MRAC with the nonlinear adaptatio
gain. We have demonstrated that using the proposed MRAC schemes tivggprin
quality with higher throughput can be considerably improved in the preseic
large and fast parameter variations compared to the present indusiriiad|t=y.

The second approach uses the available knowledge about the printegojob
further improve the performance of the printing system. A nonlinear sched-
uled observer-based output feedback control scheme has begnedesThe T-S
model has been proposed as a feasible representation for the prirdiegnsyt
different print jobs. The approximation error between the original motigie
printing system and the approximated T-S model has been taken into ataount
guarantee both the stability of the controlled T-S model as well as the stability
of the printing system. Less conservative stability conditions have beareder
by using a parameter varying quadratic Lyapunov function. Furtherraselu-

tion for such a problem has been presented as a relaxed LMI stabilitytioond
Including the knowledge about the printing jobs in the controller design yields
considerable improvements compared to both adaptive control and trenpres
industrial PI controller.
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8.2 Recommendations

For inkjet printing systems, all the approaches addressed in this the$esdferward

solutions due to the measurement limitations. However, uncertainties andadxtisn
turbances might be encountered during the operation of the printersh wiight de-

grade the performance of the printing system. These uncertainties ageuo dhe

changing environment in which they operate. An online adaptation techsiopigd be

further studied to adapt the pulse parameters to cope with these operaticeéiain-

ties. Currently, the PAINT signal is the only available online measurement.elAmw
the PAINT signal can be used for adaptation only at low jetting frequendiber

possible measuring methods should be considered, such as adding aasmeth ¢o

measure the drop velocity directly or scanning the printed image and compeitk it
the real image. A good operational print quality measure should be fpyajedfined. It

has to be sensitive for the effects we want to observe (e.g. pulse, $repes velocity
variation, viscosity ink, etc) and selective (measure only the effects wetavabserve).
Moreover, the scanner resolution should be higher than the print tesolu

A second option to deal with online disturbances is the implementation of feledbac
control. Since the meniscus velocity cannot be measured online, an estimatbe c
designed to estimate the meniscus velocity based on the measurements of tiie PAIN
signal. Thus, a feedback controller can be designed to control the menistocity.

A fast feedback controller is required due to the short sampling time. A li@ckam

of the printhead with all possible variables, which can be used for onlinptation

or feedback control is shown in FiguBel A comparison of these different control
techniques is summarized in FiguBe2

For laser printing, throughout this thesis we did not put any constraiivprt power
and temperatures. However the power supply is a limiting factor in achievirtg hig
throughput. Moreover, we also assumed that the print jobs are directlyrimepted
with the order defined by the user without any further processing. diitiad, the
amount of energy needed to establish the temperatures required by ttiegppiro-
cess determines the amount of time needed for the printer to warm up inipgefuar
the first print. This time must be as short as possible, and is directly detertnyned
the speed with which the temperature levels can rise to acceptable levels irea prin
Therefore, rescheduling of the print jobs could yield a better perfoceahthe print-

ing system with minimum warm up time. The belt speed is assumed to be controlled
using a separate controller. To achieve a fully controlled system with highghput, a
unified control and scheduling approach should be studied to includeter gsupply
constraint and consider pre-heater power, TTF power, belt sheatiexchanger, sim-
plex, duplex, the spacing between two sheets and the print jobs as cdn&atiput,
see Figure3.3,
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P;: a model between the input pulse & PAINT signal.

P2: a model between the PAINT signal & meniscus velocity.

P;: a model between the meniscus velocity & drop speed.

P;: a model between the drop speed & drop position on the paper.

D : external disturbances (Environmental conditions, aging, wear, ink properties,... etc)

NPAINT, Nmeniscus, M, aNd Nscanner : Measurement noise.

Figure 8.1: Schematic diagram of all possible signals that could be useaihlioe
adaptation or feedback control

Control Model Sensor | Estimated Jetting Performance Sensitivity
Technique | dependency | required | variable channels
One | Multiple | Without With Model External
pulse pulse uncertainty | disturbances
scheduling | scheduling
Feedforward High No Meniscus v v Good Better High High
inverse velocity
control (+) (++) --) (S
Model-free No CMOS Drop v v Better Much none High
optimization velocity (+4) better
camera (+++) ()
Online Small Small Drop v v Much Much Low Less
adaptation camera velocity better better
(+++) (+++) ) (+)
Feedback Small PAINT Meniscus v v Much Much Low Low
control velocity better better
(Print) (+++) (+++) -) (++)

Figure 8.2: Comparison of all possible control techniques for inkjet printe
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Figure 8.3: Schematic diagram of control variables and temperaturesésrdenter
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