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## CHAPTER 1

## FEEDS FOR REFLECTOR ANTENNAS

### 1.1 Introduction

The parabolic reflector is a popular antenna in the microwave region. This is the frequency range from 1 GHz to 300 GHz . In this range the parabolic reflector is used as an antenna for radar, line-of-sight communications, satellite commonications and as an instrument for radio-astronomical investigations. The principle of this reflector antenna is that a spherical wave departs from the focal point of the parabola towards the reflector, which reflects the wave and concentrates a large part of the energy in a small angle along the axis of the parabola. As a source of the spherical waves use is mostly made of a small horn antenna. Such a source is called a feed. It is obvious that the performance of the reflector antenna depends mainly on the feed used. For instance, the illumination of the reflector and the spill-aver energy along the rim of the reflector depend on the radiation pattern of the feed.

It is well-known that for a reflector antena no unique definition of the bandwidth can be given [1]. However, generally speaking, we can say that the bandwidth of a reflector antenna is chiefly determined by the properties of the feed.

The precise requirements which have to be satisfied by the feed depend on the application for which the antenna will be used.

Let us sumarise the most relevant properties of the feed in the four applications mentioned at the beginning of this section.
For a radar antenna a high gain is necessary, because the range of a radar system is proportional to the square root of the antenna gain. This high gain can be obtained if a reflector antenna is used with a diameter, which is large compared with the wavelength. Moreover, one should choose the illumination of the reflector in such a way that a high efficiency is obtained. This requirement implies that the illumination should be as uniformly as possible and the spill-over energy along the rim of the reflector as low as possible. A radiation pattern
with these two properties is called a sector shaped radiation pattern. The radiation pattern of a conventional feed, such as an open radiating waveguide, deviates considerably from a sector shaped radiation pattern. Therefore modern research on feeds is mainly carried out with the aim to improve the radiation pattern of conventional feeds. For a radar antenna it is sufficient that the feed possesses a sector shaped radiation pattern in a rather small frequency range, because the bandwidth of a radar antenna is small.

In addition, sometimes a radar antenna should transmit and receive circularly polarised waves in order to prevent the detection of echoes from such targets as rain and snow [1]. It is clear that in this case the feed should be able to transmit and receive circularly polarised waves without disturbing the other properties discussed above.

An antenna for line-of-sight communications should meet the same high requirement with regard to the gain as a radar antenna. The bandwidth of this antenna system is much larger, because the antenna is used for telephone and T.V. traffic. In the frequency spectrum above 1 GHz several frequency bands have been allocated for this kind of communications. Which of the frequency bands mentioned above are used in a-line-of-sight communication system depends on the local situation. In order to use the frequency bands as effectively as possible the feed must be suitable for operation in two perpendicular modes of polarisation [2]. In that case it is very desirable that the radiation patterns in two perpendicular planes are the same for the two modes of polarisation. It is obvious that a symmetrical radiation pattern with respect to the antenna axis meets this requirement.

One of the most recent applications in the microwave field is commuication by means of satellites, for instance, the famous Early Bird (= Intelsat I), Intelsat II and Intelsat III and in the near future the Intelsat IV, which are employed for intercontinental telephone and T.V. traffic. Again the antemna for satellite-comnunications should be suitable for broadband operation, because of the large amount of information that must be handled with this system. In order to get an idea about the bandwidth which is required in these modern communication systems, it should be noted that a groundstation used for communications with Intelsat III must be suitable for receiving in the frequency band $3700-4200 \mathrm{MHz}$ and transmitting in the 5925 -

6425 MHz band. Besides, the gain and the figure of merit, which is defined as the ratio of the antenna gain and the system noise temperature, should meet very stringent requirements. Especially in connection with the low noise requirement a cassegrain antenna is used exclusively. In order to obtain high aperture efficiency and low spillover and diffraction losses at the subreflector the principle of dual shaping has been proposed [3]. In this case it is necessary for the radiation pattern of the feed to be symnetrical with respect to the antenna axis in the desired frequency band. The reflectors can be adjusted only for one frequency. Therefore it is a coercive demand that the phase pattern is also independent of the frequency in the desired frequency band and symmetrical with respect to the antenna axis as well. However, owing to the principle of dual shaping, it is not necessary that the feed possesses a sector shaped radiation pattern. A complete list of requirements which should be met by a feed in an antema of a groundstation can be found in [4].

The purpose of a radio-astronomical antenna is to detect and to study celestial radio sources. In order to prevent interference with other users of the frequency spectrum, several frequency bands have been allocated to radio-astronomical research. An example is the frequency band situated between 1400 MHz and 1427 MHz . So the bandwidth which is needed is small. Radio-astronomical investigations require a high resolution and a high sensitivity. A high resolution is obtained with a large reflector antenna, while a high sensitivity requires that the system noise temperature is low. So the antenna noise temperature must be low, for in most cases low noise receivers are used. The low temperature is obtained by using a carefully designed feed and applying an edge illumination of about 20 dB , including the space attenuation. If the antenna is used for studying the polarisation characteristics of a radio source, it is necessary that the cross-polarisation in the main bean should be as low as possible [5]. It can be shown quite easily that this low cross-polarisation can be realised with a feed with a symmetrical radiation pattern with respect to the antenna axis [6]. In that case the electric field in the aperture of the reflector has a constant direction.

Summarising one can say that in general a good feed should possess one or more of the following properties:
(i) a flat or sector shaped radiation pattern in the forward direction in order to illuminate a reflector as effectively as possible;
(ii) a power radiation pattern and a phase radiation pattern both of which are symmetrical with respect to the antenna axis;
(iii) the feed should possess the two properties mentioned above in a frequency band as large as possible.

In the next section a survey of the recent literature concerning feeds for reflector antennas is given. In this survey special attention is devoted to the three properties of feeds mentioned above.

### 1.2 Survey of the recent literature concerning feeds

High aperture efficiency and high spill-over efficiency can be attained with a feed which has a sector shaped radiation pattern. The problem of synthesising a sector shaped radiation pattern has attracted the attention of several investigators in the antenna field. A remarkable effort has been made by Koch [7]. He started by observing that the radiation pattern on a field basis is approximately the Fourier transform of the aperture field. The next consideration was that an ideal sector shaped pattern can be realised with an aperture field of the form $J_{1}(x) / x ; x$ is the nomalised radius of the circular aperture. The following task was to generate afield to approximate this situation. This was done by means of a central waveguide and five conductors with circular cross-section arranged coaxially. A further improvement of the system was published one year later [8] by the same author, He claimed to havesucceeded in synthesising a sector shaped radiation pattera. However, up till now no information concerning the bandwidth of this antenna is available.

A purely experimental approach of the same problem has been followed by Geyer [9]. He designed a feed for an antenna for line-of-sight communications. He was able to improve the radiation pattern of a circular horn radiator by placing one or more annular one-quartex wave chokes around the aperture. Then the radiation pattern in the $H$-plane,
the $E-p l a n e$ and the $45^{\circ}$ plane became equal in a relative frequency band of 1 : 1.2. There is still need for a theoretical explanation of his results. Besides, it is desirable that more design information is available. The same problem has been also tackled by Thust [10]. He placed mushroom-shaped elements on the flange of a horn radiator. They pointed in the direction of the antema axis. In this way a more or less sector shaped pattern was realised in the frequency band 5.925 GHz to 6.425 GHz . In this case too, it will be difficult to give a theoretical explanation of the phenomena observed.

In the antenna research work discussed hitherto the main effort was devoted to the design of a sector shaped radiation pattern. This was of more importance than obtaining also a completely symetrical radiation pattern.
In some applications, however, a radiation pattern which is as symmetrical as possible is of the utmost importance. As an example we recall that the application of the dual shaping principle demands a symmetrical radiation pattern and a phase pattern which is symmetrical with respect to the antenna axis as well. The first effort to design a horn antenna with equal beamwidth in all planes through the antenna axis was undertaken by Potter [11]. He was able to improve the radiation pattern of a conical horn antenna by applying two modes. Somewhere in the feed the $T M_{11}$-mode is generated apart from the dominant $T E_{11}$ mode. If the right phase and amplitude relations in the aperture are applied to these two modes, a radiation pattern is obtained with equal beanwidth in the E-plane, H-plane and $45^{\circ}$-plane. The theory of mode generation as given by Potter has been extended by Nagelberg and Shefer [12] and by Reitzig [13]. From their work and the paper of Potter it is impossible to get a clear insight into the bandwidth which can beobtained with this dual-mode technique. In an effort to improve the radiation pattern of the dual-mode conical horn antenna Ludwig [14] used four modes. His aim was to synthesise a symmetrical pattern with a prescribed dip in the forward direction. It can be proved that a feed with this radiation pattern gives rise to a very high aperture efficiency. Ludwig obtained some beautiful results; especially the splitting of the beam is very remarkable. Again, the question of bandwidth was not discussed by him. In addition it is obvious that the problem of mode generation and control is very difficult. Moreover,
completely new methods of measurement should be developed. Therefore, it is not surprising that one has looked for new means for generating a prescribed aperture field. A promising approach to the problem has been given by Minett and Thomas [15]. They studied the electromagnetic field in the focal region of a parabola on which a plane wave is incident along the axis of the parabola. From their considerations they concluded that a symmetrical radiation pattern can be obtained with a circular hom antenna in which a hybrid mode propagates. In spite of their unsatisfactory theoretical considerations, they found experimentally a symmetrical radiation pattern, at least for one frequency. In an accompanying paper, Rumsey [16] published some calculations concerning symmetrical radiation fields. Also Simmons and Kay [17] studied the same problem. They found that it was possible to get a symmetrical radiation pattern by placing transverse fins in a conical horn with large flare angle. Surprisingly, they reported that the radiation pattern of this antenna is also independent of the frequency in a relative frequency band of $1: 1.6$. If the fins are removed the symmetry disappears but the radiation pattern remains virtually independent of the frequency, A theoretical understanding of this important phenomenon has not been found up till now. Besides, there is a need for more practical information, which can be used by the designer of this kind of antenna.

The phenomenon that the fazfield radiation pattern of the horn antenna proposed by Simmons and Kay is independent of the frequency, is completely new. Classical theory of the horn antenna predicts that the beamwidth is smaller according as the frequency is higher [18], [19]. There is only one example of a horn antenna with a radiation pattern which is more or less independent of frequency. This is the well-known horn-paraboloid antenna, which possesses broadband properties in the near field of the antenna [20]. This type of antenna has been used as a feed in the German groundstation antenna for satellite communications [21]. A disadvantage of the feed is that it must be very large even if the focal distance is only one-quarter of the diameter of the parabolic reflector. The second disadvantage is the fact that some distortion of the field occurs, caused by the parabolic reflector. Recently some improvements of the radiation pattern have been realised by Trentini et al. [22]. They used Potter's dual-mode technique [11],
which implies that the improvements which are reached, probably are restricted to a small frequency band.

### 1.3 Formulation of the problem

From the first section it is obvious that a good feed must have a combination of qualities which of course depend on the application of the antenna. Much work on feeds has been done, as can be seen from section 1.2. However, most of the work has an experimental character and consequently there is little insight into the precise operation of many antennas. Therefore, the designer of this kind of antennas does not have much useful information at his disposal. With special reference to the application in the field of satellite commications there is a need for a horn antenna which can handle linearly and circularly polarised waves. Because a conical horn antenna can handle these two modes of polarisation, it is very suitable for this application. In the very limited amount of literature on conical horn antennas [23], [24] there is no indication that the conical horn antenna possesses frequency-independent properties, with the exception of the article of Simmons and Kay [17]. One of the results of the present study is that the conical horn antema can be used as a broadband antenna, provided that the dimensions of the antenna are chosen in the right way. It is the purpose of the present study to collect theoretical and experimental tools which can be used by the designer of broadband conical horn antennas. In chapter 2 the attention is not only devoted to the power pattern of these antennas but also to the phase pattern. The phase pattern is very important if the antenna is used as a feed in a reflector antenna. In chapter 3 a theory is developed which is concerned with a symmetrical radiation pattern. Both the theoretical and the experimental aspects of this problem are studied in some detail.

## CHAPTER 2

## FREQUENCY-INDEPENDENT CONICAL HORN ANTENNA

### 2.1 The radiation pattern of a horn antenna

The calculation of the radiation pattern of a horn antenna starts with Maxwell's equations

$$
\begin{align*}
& \text { curl } E(\underline{r}, t)+\frac{\partial \underline{B}(\underline{r}, t)}{\partial t}=0, \quad \operatorname{div} \underline{B}(r, t)=0, \\
& \text { curl } \underline{H}(\underline{r}, t)-\frac{\partial \underline{(r}, t)}{\partial t}=\underline{I}(\underline{r}, t), \operatorname{div} \underline{D}(\underline{r}, t)=\rho(\underline{r}, t), \tag{2.1}
\end{align*}
$$

where the current distribution $\mathrm{I}(\underline{r}, \dagger)$ and the charge distribution $\rho(\underline{r}, t)$ are connected by the equation div $\underline{I}(\underline{I}, t)+\frac{\partial \rho\left(\Sigma_{,} t\right)}{\partial t}=0$. In vacuum equations (2,1) reduce to the following two:

$$
\begin{align*}
& \text { curl } \underline{E}(r)=-j \omega \mu_{O} \underline{H}(\underline{r})  \tag{2.2}\\
& \text { curl } \underline{H}(\underline{r})=j \omega \varepsilon_{O} \underline{E}(\underline{r}) .
\end{align*}
$$

In the derivation of (2.2) use has been made of the relations $\underline{D}(\underline{r}, t)=\varepsilon_{0} E(\underline{r}, t)$ and $\underline{B}(\underline{r}, t)=\mu_{0} \underline{H}(\underline{r}, t)$. Furthermore a time dependence $\exp (j \omega t)$ has been assumed together with the following relations

$$
\begin{align*}
& E(\underline{r}, t)=\operatorname{Re}\left(E(\underline{r}) e^{j \omega t}\right)  \tag{2.3}\\
& H(\underline{r}, t)=\operatorname{Re}\left(\underline{H}(\underline{r}) e^{j \omega t}\right)
\end{align*}
$$

For the sake of completeness the following relations are also given:

$$
\begin{align*}
& \underline{I}(\underline{r}, t)=\operatorname{Re}\left(\underline{\underline{I}}(\underline{r}) e^{j \omega t}\right) \\
& \rho(\underline{r}, t)=\operatorname{Re}\left(\rho(\underline{r}) e^{j \omega t}\right) \tag{7}
\end{align*}
$$

The calculation of the radiation pattern of a horn antenna has been greatly facilitated by the use of a representation theorem. The theorem can be formulated in the following way [25].

Consider the electromagnetic field $E(r), H(r)$ originating from the source distributions $I(r)$ and $\rho(r)$ enclosed by $S_{1}$ (Fig. 2.1) Then the electromagnetic field in a point $P$ in the region between the two closed surfaces $S_{1}$ and $S_{2}$ is given by the expressions


Fig. 2.1. Illustration for calculating the electromagnetic field in $P$; sources are within $S_{1}$.

$$
\begin{align*}
& \underline{E}(\underline{r})=\left.\operatorname{cur}\right|_{p} \int_{S}\left\{\underline{n} \times \underline{E}\left(\underline{r}^{\prime}\right)\right\} \psi\left(\underline{r}, \underline{r}^{\prime}\right) d S+ \\
& +\left.\frac{1}{j \omega E_{O}} \operatorname{cur}\right|_{p} \operatorname{curl}_{p} \int_{S}\left\{\underline{n} \times \underline{H}\left(\underline{r}^{\prime}\right)\right\} \psi\left(\underline{r} \underline{r}^{\prime}\right) d S  \tag{2,4}\\
& \text { and } \underline{H}(\underline{r})=\left.\operatorname{cur}\right|_{p} \int_{S}\left\{\underline{n} \times \underline{H}\left(\underline{r}^{\prime}\right)\right\} \psi\left(\underline{r}, \underline{r}^{\prime}\right) d S+ \\
& -\left.\frac{1}{j \omega \mu_{0}} \operatorname{cur}\right|_{p} \operatorname{cur} I_{p} \int\left\{\underline{n} \times \underline{E}\left(r^{\prime}\right)\right\} \psi\left(\underline{r}, \underline{I}^{\prime}\right) d S \tag{2.5}
\end{align*}
$$

with

$$
\psi\left(\underline{r}, \underline{r}^{\prime}\right)=\frac{1}{4 \pi} \frac{e^{-j k\left|r-r^{\prime}\right|}}{\left|\underline{r}-r^{\prime}\right|} \quad \text { and } k=\omega\left(\varepsilon_{0} \mu_{0}\right)^{\frac{1}{2}} \text { and } S=S_{1}+S_{2}
$$

The operator curl acts on the coordinates of the point $P$. The electromagnetic field in $P$ can be found if the tangential electric field and the tangential magnetic field on the closed surfaces $S_{1}$ and $S_{2}$ are known. Let us choose for $S_{2}$ a sphere with radius $A$, which becomes infinite. The sources $I(r)$ and $\rho(\underline{r})$ of the electromagnetic field are found within the finite surface $S_{1}$. Then it can be proved [26] that the contribution of the integral over $S_{2}$ to the electromagnetic field in P vanishes. Now the integration in (2.4) and (2.5) can be restricted to the surface $S_{1}$. The radiation pattern of a horn antenna can now be calculated in the following way. (Fig. 2.2)


Fig. 2.2. Horn antenna and generator.

As a closed surface $S_{1}$, we choose $S_{1}=S_{C}+S_{A}$.
$S_{C}$ consists of the outside surface of the antenna the signal source included).
$S_{A}$ is the aperture of the horn antenna.
In order to make possible the calculation of the radiation pattern of an antenna it is necessary to formulate some assumptions concerning the tangential electric and the tangential magnetic field on $\$_{1}$. The assumptions are:
(i) the outside of the antenna is perfectly conducting; consequently $n \times \underline{E}\left(\underline{r}^{\prime}\right)=0$ on $S_{C}$
(ii) the currents on the outside of the antema and the signal source are negligible; consequently $\underline{n} \underset{\sim}{H}\left(\underline{r}^{\prime}\right)=0$ on $S_{C}$;
(iii) the aperture field is the same as would exist in that place if the horn antenna was not truncated; this implies that the higher modes, which are excited at the aperture, are negligible.

These assumptions give rise to the following comment:
(i) this assumption offers no problems in practice, because for the construction of the horn antennas copper and aluminium have been used;
(ii) the currents on the outside of the horn antenna act as sources for the radiation field; this assumption implies, however, that the contribution of these currents to the radiation in the forward direction can be neglected.
(iii) this assumption seems to be reasonable, provided the diameter of the aperture is large compared with the wavelength. If the aperture field is zero at the rim of the aperture, then the effect of the truncation will be negligible. This situation occurs for the antennas, which are discussed in chapter 3 of this study. Neglecting the higher modes at the aperture is not allowed in general, especially if the diameter of the aperture is of the order of a wavelength. However in this study we are dealing with horn antennas having a large diameter compared with the wavelength.

In general it is impossible to predict the effect of any of the above assumptions on the radiation pattern. Justifying these assumptions can only be done by comparing the experimental results with computations based on the above assumptions. Summarising we can say that the equations (2.4) and (2.5) have been reduced to (Fig. 2.3):


Fig. 2.3. Horn antenna with observation point $P$.

$$
\begin{align*}
& E(r)=\operatorname{curl}_{p} \int_{S_{A}}\left\{\underline{n} \times \underline{E}\left(\underline{r}^{\prime}\right)\right\} \psi\left(\underline{r}, r^{\prime}\right) d S+ \\
& +\frac{1}{j \omega E_{O}} \operatorname{curl}_{p}{ }^{S_{A}} \operatorname{curl}_{p} \int_{S_{A}}\left\{n \times \underline{H}\left(r^{\prime}\right)\right\} p\left(\underline{r} \underline{r}^{\prime}\right) d S \text {, }  \tag{2.6}\\
& \underline{H}(\underline{r})=\left.\operatorname{cur}\right|_{p} \int_{S_{A}}\left\{\underline{n} \times \underline{H}\left(\underline{r}^{7}\right)\right\} \psi\left(\underline{r} \underline{r}^{\prime}\right) d S+ \\
& -\frac{1}{j \omega \mu_{O}} \text { curl }_{P}^{S_{A}} \operatorname{curlp}_{S_{A}}\left\{\underline{n} \times \underline{E}\left(\underline{r}^{\prime}\right)\right\} \phi\left(\underline{r}, \underline{r}^{\prime}\right) d S \text {. } \tag{2.7}
\end{align*}
$$

The next step is to carry out the vector operations curl and cur lp curl $l_{p}$. Because the operators act only on the coordinates of the observation point $P$ and not on the source point $Q$, it is allowed to interchange the integration and the vector operations. Then we find

$$
\begin{align*}
& \underline{E}(\underline{r})=\int_{S_{A}}\left(-j k\left(1+\frac{1}{j k r_{o}}\right) \frac{e^{-j k r_{0}}}{4 \pi r_{0}}\left[r_{0}^{(1)} \times\left\{\underline{n} \times \underline{E}\left(\underline{r}^{\prime}\right)\right\}\right]\right) d s+ \\
& +\frac{1}{j \omega \varepsilon_{0}} \int_{S_{A}}\left\{k^{2}\left(-1-\frac{3}{j k r_{0}}+\frac{3}{\left.\left(k r_{0}\right)^{2}\right)} \frac{e^{-j k r_{0}}}{4 \pi r_{0}}\left(r_{0}^{(1)} \times\left[r_{0}^{(1)}\left\{\underline{n} \times H\left(r^{\prime}\right)\right\}\right]\right)\right\} d S+\right. \\
& +\frac{1}{j \omega \varepsilon_{0}} \int_{S_{A}}\left[2 j k\left(1+\frac{1}{j k r_{o}}\right) \frac{e^{-j k r_{0}}}{4 \pi r_{o}} 2\left\{n \times \underline{H}\left(r^{\prime}\right)\right\}\right] d S \text {, }  \tag{2.8}\\
& \underline{H}(\underline{r})=\int_{S_{A}}\left(-j k\left(1+\frac{1}{j k r_{0}}\right) \frac{e^{-j k r_{0}}}{4 \pi r_{0}}\left[\underline{r}_{0}^{(1)} \times\left\{\underline{n} \times \underline{H}\left(\underline{r}^{\prime}\right)\right\}\right]\right) d S+ \\
& -\frac{1}{j \omega \mu_{0}} \int_{S_{A}}\left\{k ^ { 2 } ( - 1 - \frac { 3 } { j k r _ { 0 } } + \frac { 3 } { ( k r _ { 0 } ) ^ { 2 } } ) \frac { e ^ { - j k r _ { 0 } } } { 4 \pi r _ { 0 } } \left(r_{0}^{(1)} \times\left[\underline{E}_{0}^{\left.\left.\left.(1) \times\left\{n \times E^{\left(m^{\prime}\right)}\right)\right]\right)\right\} d S+}\right.\right.\right. \\
& -\frac{1}{j \omega \mu_{O}} \int_{S_{A}}\left[2 j k\left(1+\frac{1}{j k r_{0}}\right) \frac{e^{-j k r_{o}}}{4 \pi r_{o}^{2}}\left\{n \times E\left(r^{\prime}\right)\right\}\right] d S
\end{align*}
$$

with the following definitions:

$$
\begin{align*}
& r-r^{\prime}=r_{0} \\
& r_{0}^{(1)}=\frac{r_{0}}{r_{0}},  \tag{2.10}\\
& r_{0}=\left(r_{0}, r_{0}\right)^{\frac{1}{2}}
\end{align*}
$$

The region surrounding the antenna at a distance of a few wavelengths is named the reactive near-field region. This region is of no importance and is excluded in the following considerations. On the assumption that $k r_{0} \gg 1$, the formulae (2.8) and (2.9) are reduced to the following more simple form:

$$
\begin{align*}
& E(r)=\frac{-j k}{4 \pi} \int_{S_{A}}\left\{\underline{-}_{0}^{(1)} \times\left\{\underline{n} \times\left(\underline{r}^{\prime}\right)\right\}-Z_{0}\left(\underline{r}_{0}^{(1)} \times\left[\underline{r}_{0}^{(1)} \times\left\{\underline{n} \times \underline{H}\left(\underline{r}^{\prime}\right)\right\}\right]\right)\right\} \frac{e^{-j k r_{0}}}{r_{0}} d S \\
& Z_{0} H(r)=\frac{-j k}{4 \pi} \int_{S_{A}}\left(Z_{0}\left[\underline{r}_{0}^{(1)} \times\left\{\underline{n} \times \underline{H}^{\left(r^{\prime}\right)}\right\}\right]+\underline{r}_{0}^{(1)} \times\left[r_{0}^{(1)} \times\left\{\underline{n} \times \underline{E}\left(\underline{r}^{\prime}\right)\right\}\right]\right) \frac{e^{-j k r_{0}}}{r_{0}} d S \tag{2.12}
\end{align*}
$$

The formulae (2.11) and (2.12) are the mathematical formulation of Huygens' principle, which says that every surface-element of the aperture acts as a source of a spherical wave. So the electromagnetic field in a point $P$ is composed of the contributions of spherical waves departing from the various points of the aperture.
Next we restrict ourselves to the situation where $S_{A}$ is a flat circular surface and in addition we suppose that the origin of the coordinate system coincides with the centre of the circle (Fig.2.4)

The expressions (2.11) and (2.12) are very complicated. However, depending on the distance of $P$ to the aperture, appropriate approximations are possible. In order to carry out these approximations it is necessary to express $r_{0}^{(1)}$, in the spherical unit vectors $a_{r}, a_{\theta}, a_{\phi}$.


Fig. 2.4. Circular aperture and coordinate system.

Then we find [27]

$$
\begin{align*}
& r_{0}^{(1)}=a_{r}\left[\frac{r}{r_{0}}-\frac{r^{\prime}}{r_{0}} \sin \theta \cos \left(\phi-\phi^{\prime}\right)\right]-a_{\theta}\left[\frac{r^{\prime}}{r_{0}} \cos \theta \cos \left(\phi-\phi^{\prime}\right)\right] \\
& +a_{\phi}\left[\frac{r^{\prime}}{r_{0}} \sin \left(\phi-\phi^{\prime}\right)\right] . \tag{2.13}
\end{align*}
$$

Now we write for $r_{0}$

$$
\begin{align*}
& r_{0}=r-r^{\prime} \sin \theta \cos \left(\phi-\phi^{\prime}\right)+\frac{\left(r^{\prime}\right)^{2}}{2 r}\left[1-\sin ^{2} \theta \cos ^{2}\left(\phi-\phi^{\prime}\right)\right] \\
& +0\left[\frac{\left(r^{\prime}\right)^{3}}{r^{2}}\right] . \tag{2.14}
\end{align*}
$$

This expression has been obtained by applying a binominal expansion of (2.10) [27] and is more precise than the one derived with Newton's iteration formula for finaing a square root of a given number [28]. If we assume that the diameter $D$ of the aperture is at least a few wavelengths, then a large part of the energy will be concentrated in a rather small angle around the antenna-axis (z-axis) and the estimation

$$
\left|\sin ^{2} \theta \cos ^{2}\left(\phi-\phi^{\prime}\right)\right| \ll 1 \text { is valia. }
$$

The following considerations now give rise to the far field region approximation. If the distance $r_{0}$ of point $P$ to a point $Q$ of the aper-
ture is large, two approximations in the factor $\exp \left(-j k r_{0}\right) / r_{0}$ can be carried out. The first is that in the denominater $r_{0}$ is replaced by $r$. The second approximation is that the numerator is replaced by $\exp \left[+j k\left(-r+r^{\prime} \sin \theta \cos \left(\phi-\phi^{\prime}\right)\right)\right]$.
In the far field region approximation it is also allowed to approximate $\mathrm{r}_{0}^{(1)}$ by $\mathrm{a}_{\mathrm{r}}$, as can be verified from (2.13). After these approximations we find for the expressions (2.11) and (2.12)

$$
\begin{align*}
& E(r)=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} a_{r} \times \int_{S_{A}}\left(\left\{\eta \times E\left(\underline{r}^{\prime}\right)\right\}+\right. \\
& \left.-Z_{0}\left[a_{r} \times\left\{n \times \underline{H}\left(\underline{r}^{\prime}\right)\right\}\right]\right) e^{j k r^{\prime}} \sin \theta \cos \left(\phi-\phi^{\prime}\right) \tag{2.15}
\end{align*} d S
$$

and

$$
\begin{align*}
& Z_{o} H(r)=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} a_{r} \times \int_{S_{A}}\left(Z_{0}\left\{\underline{n} \times \underline{H}\left(\underline{r}^{\prime}\right)\right\}+\right. \\
& \left.+\underline{a}_{r} \times\left\{\underline{n} \times \underline{E}\left(\underline{r}^{\prime}\right)\right\}\right) e^{j k r^{\prime}} \sin \theta \cos \left(\phi-\phi^{\prime}\right)  \tag{2.16}\\
& d S
\end{align*}
$$

These are the formulae which describe the electromagnetic field at a largedistance of an aperture. An interesting feature is that the integral does not depend on the distance $r$, but only on the angles $\theta$ and $\phi$ (Fig. 2.4). So we can write for (2.15) and (2.16)

$$
\begin{align*}
& \underline{E}(r)=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} \underline{F}(\theta, \phi)  \tag{2,17}\\
& Z_{O} H(\underline{r})=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} \underline{a}_{r} \times \underline{F}(\theta, \phi) \tag{2.18}
\end{align*}
$$

$E(\theta, \phi)$ represents the angular distribution of the radiation and is in general a complex vector.
From (2.17) and (2.18) the conclusion is drawn that

$$
\begin{equation*}
Z_{o} H(r)=a_{r} \times E(r) . \tag{2.19}
\end{equation*}
$$

Formula (2.19) implies that the time-average intensity of energy flow is given by $\left.\overline{\underline{S}(\underline{r}, \boldsymbol{+})^{\dagger}}=\frac{1}{2} \operatorname{Re}\left[\underline{E}(\underline{r}) \times \underline{H}(\underline{r})^{*}\right]=\frac{1}{2} Z_{0}^{-1} \right\rvert\, \underline{E}\left(\left.\underline{r}\right|^{2} \underline{a}_{r}\right.$.

So far we have not discussed the validity of the far field region approximation. In other words, we have not examined for what minimum
distance $r_{m i n}$ the far field region approximation is applicable. The distance $r_{\text {min }}$ is found by the condition that the error in the faseexponent is less than $\lambda / 16$. The maximum error is given by

$$
\begin{align*}
& (\mathrm{D} / 2)^{2} / 2 r_{\min } \text {; thus we find } \\
& r_{\min }=\frac{2 \mathrm{D}^{2}}{\lambda} \tag{2.20}
\end{align*}
$$

which is a generally accepted limit for the far field region of an aperture antenna.

Sometimes one is interested in the radiation pattern of an aperture antenna in a region between the reactive near field region and the far field region. It is named the radiating near field region [29]. The hornparaboloid possesses its broadband properties [20], [21] in this region. If one wishes to calculate the electromagnetic field in the radiating near-field region a careful treatment of (2.11) and (2.12) is needed. Especially the question, what approximations are allowed is very difficult to answer [30]. Kikkert [31] applied the following approximations:
(i) $r_{0}^{(1)}$ is replaced by $a_{r}$
(ii) $r_{0}$ in the denominator is replaced by $r$
(iii) $\exp \left(-j k r_{0}\right)$ is approximated by $\exp -j k\left[r-r^{\prime} \sin \theta \cos \left(\phi-\phi^{\prime}\right)+\frac{\left(r^{\prime}\right) 2}{2 r}\right]$

Then the expressions (2.11) and (2.12) can be replaced by

$$
\begin{align*}
& \underline{E}(\underline{r})=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} \underline{a}_{r} \times \int_{S_{A}}\left\{\left\{\underline{n} E\left(\underline{r}^{\prime}\right)\right\}-\right. \\
& \left.Z_{\phi}\left[a^{2} \times\left\{\underline{n} \times \underline{H}\left(\underline{r}^{\prime}\right)\right\}\right]\right) \theta^{j k r^{\prime}} \sin \theta \cos \left(\phi-\phi^{\prime}\right)-j k \frac{\left(r^{\prime}\right)^{2}}{2 r} d S \text {. }  \tag{2.21}\\
& Z_{0} H(r)=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} a_{r} \times \int_{S_{A}}\left(Z_{0}\left\{n \times H\left(r^{\prime}\right)\right\}+\right. \tag{2.22}
\end{align*}
$$

In order to derive similar expressions as given in(2.17) and (2.18) it is necessary to replace $E(\theta, \phi)$ by $F(\theta, \phi, r)$. So the angular distribution of the radiation depends on the distance $r$. But, the relation

$$
\begin{equation*}
Z_{O} \underline{H}(\underline{r})=\underline{a}_{r} \times \underline{E}(\underline{r}) \tag{2.23}
\end{equation*}
$$

is still valid.
Kikkert [31] used the formulae (2.21) and (2.22) to calculate the electromagnetic field of the hornparaboloid in the radiating near-field region. The diameter of the aperture of the hornparaboloid was $10 \lambda$. He compared his calculations with the measurements of the amplitude and the phase of the electromagnetic field in this region. His conclusion is that the agreement between the measurements and the calculations is rather good, provided the distance of the point of observation to the aperture is larger than twice the diameter of the aperture. The reason why the formulae (2.21) and (2.22) are written down here is because they will greatly facilitate the discussion on broadband conical horn antennas in the following section. A rather extensive discussion of the limits of the radiating near-field region can be found in the book of Hansen [27].

The formulae (2.21) and (2.22) are not very convenient for later considerations. Therefore, the vector products are carried out (see ap pendix A).

The following results are obtained:

$$
\begin{aligned}
& E_{\theta}=\frac{j k a^{2}}{4 \pi r} e^{-j k r} \int_{0}^{1} \int_{0}^{2 \pi}\left[\left\{E_{r}^{\prime}+z_{0} H_{\phi}^{\prime} \cos \theta\right\} \cos \left(\phi-\phi^{\prime}\right)+\right. \\
& \left.+\left\{E_{\phi}^{\prime}-z_{0} H_{r}^{\prime} \cos \theta\right\} \sin \left(\phi^{-} \phi^{\prime}\right)\right] e^{j u \rho \cos \left(\phi-\phi^{\prime}\right)} e^{-j v \rho^{2}} \rho d \rho d \phi^{\prime}(2.24)
\end{aligned}
$$

and

$$
\begin{aligned}
& E_{\phi}=\frac{j k a^{2}}{4 \pi r} e^{-j k r} \int_{0}^{1} \int_{0}^{2 \pi}\left[\left\{E_{\phi}^{\prime} \cos \theta-Z_{0} H_{r}^{\prime}\right\} \cos \left(\phi-\phi^{\prime}\right)+\right. \\
& \left.-\left\{E_{r}^{\prime} \cos \theta+Z_{o} H_{\phi}^{\prime}\right\} \sin \left(\phi-\phi^{\prime}\right)\right] e^{j u \rho} \cos \left(\phi-\phi^{\prime}\right) e^{-j v \rho^{2}} \rho d \rho d \phi^{\prime}(2.25)
\end{aligned}
$$

with

$$
\begin{aligned}
2 a & : \text { diameter of aperture }, \\
\rho a & =r^{\prime} \\
v & =\frac{k a^{2}}{2 r},
\end{aligned} \quad u=k a \sin \theta .
$$

In these expressions the aperture fields are primed and written in circular coordinates. The unprimed radiation fields are given in spherical coordinates (Fig. 2.4). These formulae are exactly the same as for the fields in the far field region except for a factor exp [-jvp $\left.{ }^{2}\right]$, which in this region is negligible.

### 2.2 Theory of frequency-independent conical horn antemas

From the expressions (2.11) and (2.12) one can see that the electromagnetic field in a point $P$ in the radiating near-field region of an aperture consists of the contributions of spherical wavelets originating from various points in the aperture. Every wavelet arrives at a point $P$ with a phase which is a function of the electric distance between the field point $F$ and the aperture point $Q$ under consideration, So this phase is a function of the frequency. Now suppose that point $P$


Fig. 2.5 On-axis time-average intensity of energy flow against distance to aperture. Normalised to unity at $r=20^{2} / \lambda$.
is on the axis of the aperture. Suppose further that the aperture is an equiphase plane. Then it is easily seen that the factor $\exp \left[-j v p^{2}\right]$ in the formulae (2.24) and (2.25) takes into account the fact that the wavelets arrive at $P$ with a phase which is different for the various wavelets: Hansen [32] calculated the time-average intensity of energy flow $\overline{S(r, T)}{ }^{\dagger}$ at $P$ at a distance $r$ from the aperture, in the case of a constant-phase cixcular aperture and with a tapered illumination ( $1-\rho^{2}$ ). From his results (Fig. 2.5) it can be seen that in the radiating near field region the time-average intensity of energy flow as a function of the distance to the aperture has maxima and minima.

The maximum at distance $r=0.2 D^{2} / \lambda$ $D$ is the diameter of the aperture) has an interesting property. In fact, in the neighbourhood of this point the derivative with respect to the wavelength is small in a relatively large region. This means that we may expect that in the neighbourhood of this point a circular aperture with tapered illumination ( $1-\rho^{2}$ ) and constant-phase distribution has a radiation field which, in a certain frequency band, is almost independent of the frequency.

This frequency-independent property of the radiation field is restricted to the near field region. However it is possible to remove the region, where this frequency-independent property occurs, to other regions up to infinity. To prove this assertion we consider two circular aperture antennas, one with a constant-phase field distribution and amplitude distribution $\underline{E}^{\prime}\left(\rho, \phi^{\prime}\right), \underline{H}^{\prime}\left(\rho, \phi^{\prime}\right)$, and the other with the same amplitude distribution but with quadratic phase distribution. Thus the fields in the aperture in the second case are given by $E^{\prime}\left(\rho, \phi^{\prime}\right)\left[\exp -j k d \rho^{2}\right]$ and $\underline{H}^{\prime}\left(\rho, \phi^{\prime}\right)\left[e x p-j k d \rho^{2}\right]$, where the quantity $k d$ is the phase difference between rim and centre of the aperture. Then in each of the two cases the electromagnetic field in the radiating near-field region is given by the formulae (2.24) and (2.25), provided in the second case $v$ is replaced by

$$
\begin{equation*}
v^{\prime}=k\left(d+\frac{a^{2}}{2 r}\right) \tag{2,26}
\end{equation*}
$$

This means that the electromagnetic field at a distance $r_{1}$ from an aperture antenna with constant-phase distribution is the same as the
electromagnetic field of an aperture antenna with quadratic phase distribution, but now at a distance $r_{2}$ from the antenna and on condition that

$$
\begin{equation*}
\frac{k a^{2}}{2 r_{1}}=k\left(d+\frac{a^{2}}{2 r_{2}}\right) \tag{2,27}
\end{equation*}
$$

The only restriction is that $r_{1}$ and $r_{2}$ are in the radiating near field region or in the far field region. Now it is clear that with the choice of the appropriate phase distribution it is possible to remove the region in which an aperture antenna exhibits frequency-independent properties, to any distance from the aperture, including infinity. In the case calculated by Hansen the frequency-independent properties appear at a distance $r=0.2 D^{2} / \lambda$. Thus $v=\frac{5}{4} \pi$. Suppose that we wish to realise the same radiation pattern as in the case studied by Hansen, but now at infinity. Then it is necessary to choose $d$ in such a way that $k d=\frac{5}{4} \pi$. This means that $d=\frac{5}{8} \lambda$. In the remaining part of this study we shall consider only the far field region, except when indicated otherwise.

Up till now we have suggested that a circular aperture with a quadratic phase field distribution, having the property that the phase difference between rim and centre of the aperture is about half a wavelength, has a radiation pattern which is only slightly dependent on the frequency, at least in the forward direction. This phenomenon offers the possibility to design a frequency-independent antenna, especially in the microwave region.

In fact, the theory of this section can now be applied to a conical horn antenna. In a conical horn antenna a spherical wave can propagate and then produces a quadratic phase field distribution across the aperture provided the flare angle of the cone is small. Furthermore the length of the horn should be chosen so large that the phase difference between rim and centre of the aperture is approximately half a wavelength. Next we shall prove this assertion. For that purpose let us write down the expressions for the electromagnetic field in a conical waveguide. (Fig. 2.6)


Fig. 2.6. Conical horn antenna.

In practice the electromagnetic field in a conical horn antenna is mostly excited by coupling the cone to a circular waveguide in which the $\mathrm{TE}_{11}$ mode propagates.
Therefore we shall assume that in the conical waveguide the $\mathrm{TE}_{1 \nu}$-mode too, propagates. The expressions for the electromagnetic field of this mode have the following form:

$$
\begin{align*}
& E_{R}=0, \\
& E_{\theta}=-\frac{1}{R} h_{v}(k R) \frac{1}{\sin \theta} P_{v}^{1}(\cos \theta) \cos \phi, \\
& E_{\phi}=\frac{1}{R} h_{v}(k R) \frac{d}{d \theta}\left[P_{v}^{1}(\cos \theta)\right] \sin \phi,  \tag{2.28}\\
& H_{R}=\frac{1}{j \omega \mu_{O}} \frac{v(v+1)}{R^{2}} h_{v}(k R) P_{v}^{1}(\cos \theta) \sin \phi, \\
& H_{\theta}=\frac{1}{j \omega \mu_{O}} \frac{1}{R} n_{v}^{\prime}(k R) \frac{d}{d \theta}\left[P_{v}^{1}(\cos \theta)\right] \sin \phi, \\
& H_{\phi}=\frac{1}{j \omega \mu_{O}} \frac{1}{R} h_{v}^{\prime}(k R) \frac{1}{\sin \theta} P_{v}^{1}(\cos \theta) \cos \phi .
\end{align*}
$$

The derivation of (2.28) can be found in [24] or [33]. pl(cos $\theta$ ) is the associated Legendre function of the first kind and of the order $v$. The prime in $h_{V}^{\prime}(k R)$ means differentiating with respect to $R$. Furthermore $h_{v}(k R)=(\pi k R / 2)^{\frac{1}{2}} H_{v+\frac{1}{2}}^{(2)}(k R)$, where $H_{v+\frac{1}{2}}^{(2)}$ represents a Hankel function of the second kind and of the order $v+\frac{1}{2}$. The choice of the Hankel function of the second kind together with the assumed time-dependence $\exp [+j \omega t]$ gives xise to a outwards propagating wave. The value of $v$ is determined by the condition that the tangential electrical field vanishes at the boundary $\theta=\alpha_{0}$.

Thus

$$
\begin{equation*}
\frac{d}{d \theta}\left[P_{\nu}^{l}(\cos \theta)\right]_{\theta=\alpha_{0}}=0 \tag{2.29}
\end{equation*}
$$

Fradin [34] has given the value of $v$ for several flare angles $\alpha_{0}$. His results are collected in Fig. 2.7 .


Fig. 2.7. Mode number $v$ against flare angle $\alpha_{0}$.

We are now able to derive the condition under which the phase field distribution is a quadratic function of the radius.
Moreover, we shall study the condition under which the phase difference between rim and centre of the aperture is approximately half a wavelength.
From Fig. 2.6 it can be seen that

$$
\begin{equation*}
x=R \frac{1-\cos \theta}{\cos \theta}=\rho a \tan \frac{1}{2} \theta . \tag{2.30}
\end{equation*}
$$

Furthermore

$$
\begin{align*}
& d=a \tan \frac{1}{2} \alpha_{0} \quad \text { and }  \tag{2.31}\\
& x=\rho a \tan \frac{1}{2} \theta=\text { od } \frac{\tan \frac{1}{2} \theta}{\tan \frac{1}{2} \alpha_{0}} . \tag{2.32}
\end{align*}
$$

Suppose that $\alpha_{0} \leqslant 15^{\circ}$, then $\tan \alpha_{0} \cong \alpha_{0}$ with an error of $2.5 \%$, and the following approximation holds

$$
\begin{equation*}
x \cong \rho \mathrm{~d} \frac{\tan \theta}{\tan \alpha_{0}}=\rho^{z} d \tag{2.33}
\end{equation*}
$$

So the phase field distribution is indeed a quadratic function of the radius, provided $\alpha_{0}$ is small enough, for instance, $\alpha_{0} \leqslant 15^{\circ}$. From Fig. 2.7 we see that in this case $v \gg 1$.

In order to be sure that the phase difference between centre and rim of the aperture is approximately half a wavelength, a second requirement concerning the geometry of the cone is necessary. From Fig. 2.6 we see that

$$
\begin{equation*}
d=R\left(\frac{1}{\cos \alpha_{0}}-1\right) \tag{2,34}
\end{equation*}
$$

If we approximate $\cos \alpha_{0}$ by $1-\frac{\alpha_{0}^{2}}{2}$, then we see that

$$
\begin{equation*}
d=R \frac{a_{0}^{2}}{2} \tag{2,35}
\end{equation*}
$$

We know that $d$ should be chosen in such a way that $d \cong \frac{1}{2} \lambda$. For the case that $\alpha_{0}=\pi / 12$ rad, we find that $R / \lambda \cong 14,4$ and $k R \cong 90$. So the following inequality holds

```
    kR >>v >> 1.
```

Within this approximation we can write [33]

$$
\begin{align*}
& h_{v}(k R) \cong e^{j \frac{\pi}{2}(v+1)} e^{-j k R}  \tag{2.36}\\
& \frac{d h_{v}(k R)}{d R} \cong-j k h_{v}(k R)
\end{align*}
$$

Using (2.28) and (2.36) we can prove quite easily that

$$
\begin{align*}
& E_{\theta} \cong Z_{0} H_{\phi}  \tag{2.37}\\
& E_{\phi} \cong-Z_{0} H_{\theta}
\end{align*}
$$

So the wave impedance is approximated by the impedance of free space. Having specified the dimension of the horn antenna we shall compute the radiation pattern of the antenna. For this computation we use the formulae (2.24) and (2.25). In order to apply these as conveniently as possible we look for useful approximations of the aperture fields. The $\theta$ - dependence of $E_{\phi}$ and $E_{\theta}$ is described by the functions $\frac{d P \mathcal{V}(\cos \theta)}{d \theta}$ and $\frac{1}{\sin \theta} P_{V}^{l}(\cos \theta)$ respectively. These functions are difficult to deal with. However, because of the small flare angle it is possible to approximate $E_{\phi}$ and $E_{\theta}$ in terms of Bessel functions, which are well known. With a view to finding the approximations for $E_{\phi}$ and $E_{\theta}$ we note that the following relation [35] , [36] provides a basis for these approximations:

$$
\begin{align*}
& P_{\nu}^{-\mu}(\cos \theta)=\left\{\left(\nu+\frac{1}{2}\right) \cos \frac{1}{2} \theta\right\}^{-\mu} j_{\mu}(a)\left\{1+0\left(\sin ^{2} \frac{1}{2} \theta\right)\right\}  \tag{2,38}\\
& \left(\nu \rightarrow \infty, \sin \frac{1}{2} \theta \rightarrow 0 \text { and a finite and } \neq 0\right) \\
& a=(2 \nu+1) \sin \frac{1}{2} \theta .
\end{align*}
$$

Because we are interested in a formula for $P_{v}^{\mu}(\cos \theta)$ we use the relation [35] , [36]

$$
\begin{equation*}
2 Q_{\nu}^{\mu}(\cos \theta) \sin \pi \mu=\pi\left\{P_{v}^{\mu}(\cos \theta) \cos \mu \pi-\frac{P(\nu+\mu+1)}{\Gamma(\nu-\mu+1)} P_{v}^{-\mu}(\cos \theta)\right\} \tag{2.39}
\end{equation*}
$$

with $Q_{V}^{\mu}(\cos \theta)$ the associated Legendre function of the second kind and order $v . \Gamma(x)$ is the Gamma function. Using the relation $\Gamma(1+x)=$ $x \Gamma(x)$ and substituting $\mu=1$ we find

$$
\begin{equation*}
P_{v}^{l}(\cos \theta)=-v(v+1) \frac{J_{1}\left[(2 v+1) \sin \frac{1}{2} \theta\right]}{\left(v+\frac{1}{2}\right) \cos \frac{1}{2} \theta} \cong-v(v+1) \frac{J_{1}\left[(2 v+1) \sin \frac{1}{2} \theta\right]}{v+\frac{1}{2}} \tag{2.40}
\end{equation*}
$$

Now we compute

$$
\begin{align*}
& \frac{d P_{v}^{1}(\cos \theta)}{d \theta} \cong-v(v+1) \frac{J^{\frac{1}{1}}\left[(2 v+1) \sin \frac{1}{2} \theta\right]}{v+\frac{1}{2}} \times \frac{(2 v+1) \cos \frac{1}{2} \theta}{2} \cong \\
& -v(v+1) d_{1}^{\prime}\left[(2 v+1) \sin \frac{1}{2} \theta\right] \tag{2.41}
\end{align*}
$$

After applying the boundary condition $E_{\phi}=0$ we obtain

$$
\begin{equation*}
(2 v+1) \sin \frac{1}{2} \alpha_{0}=j_{11}^{\prime}, \tag{2.42}
\end{equation*}
$$

$j_{11}^{\prime}$ being the first zero of $J_{1}^{\prime}(x)$. In the region $\alpha_{0} \leqslant 15$ the values of $v$ computed from (2.42) are virtually identical with the values of Fig. 2.7. Next we wish to introduce the radius $\rho$ in the formula for $E_{\phi}$ and $E_{\theta}$ and we note that

$$
(2 v+1) \sin \frac{1}{2} \theta=(2 v+1) \sin \frac{1}{2} \alpha_{0} \frac{\sin \frac{1}{2} \theta}{\sin \frac{1}{2} \alpha_{0}}
$$

Furthermore, we see chat (Fig. 2.6) $\sin \frac{1}{2} \theta \cong \frac{1}{2} \sin \theta=\rho a / 2 R$ and $\sin \frac{1}{2} \alpha_{o} \cong a / 2 R$.

So $(2 v+1) \sin \frac{1}{2} \theta \cong j_{11} p$ and we find

$$
\begin{equation*}
E_{\phi}=-e^{j \frac{\pi}{z}(v+1)} \frac{e^{-j k R}}{R} v(v+1) j_{1}^{\prime}\left(j_{11}^{\prime} \rho\right) \sin \phi . \tag{2,43}
\end{equation*}
$$

A/similar computation yields

$$
\begin{equation*}
E_{\theta}=e^{j \frac{\pi}{2}(v+1)} \frac{\hat{y}^{-j k R}}{k} v(v+1) \frac{J_{1}\left(j_{11}^{\prime} \rho\right)}{J_{11} \rho} \cos \phi . \tag{2.44}
\end{equation*}
$$

The computation of the radiation pattern of a conical horn antenna is possible by using the formulae (2.24) and (2.25). In these formulae the aperture fields are written in cylindrical components, while in (2.37), (2.43) and (2.44) spherical components are used to describe the electromagnetic field in the horn. So before the substitution of the aperture fields in the formulae (2.24) and (2.25), the following
transformations are necessary:

$$
\begin{align*}
& E_{r}^{\prime}=E_{\theta} \cos \theta \cong E_{\theta}  \tag{2.45}\\
& H_{r}^{\prime}=H_{\theta} \cos \theta \cong H_{\theta},  \tag{2.46}\\
& E_{\phi}^{\prime}-E_{\phi}  \tag{2.47}\\
& H_{\phi}^{\prime}=H_{\phi} \tag{2.48}
\end{align*}
$$

The relations (2.45) and (2.46) are valid because the flare angle of the cone is small. Expressions (2.47) and (2.48) mean a change in notation. In the derivation of (2.45) to (2.48) incl. we have neglected the space loss caused by the distance $x$ (Fig. 2.6). For a horn with $R=14,4 \lambda$ and $d \sim \frac{1}{2} \lambda$ this results in an error of about $3 \%$. After all these preparations we find for the electromagnetic field in the aperture $S_{A}$ :

$$
\begin{array}{rlrl}
E_{r}^{\prime} & =Z_{0} H_{\phi}^{\prime} & \quad E_{\phi}^{\prime} & =-Z_{0} H_{r}^{\prime}  \tag{2.49}\\
\text { with } \\
E_{r}^{\prime} & =f(\rho) e^{-j k d \rho^{2}} \cos \phi^{\prime} & \text { and } E_{\phi}^{\prime} & =g(\rho) e^{-j k d \rho^{2}} \sin \phi^{\prime}
\end{array}
$$

where

$$
f(p)=A \frac{J_{1}\left(j_{11}^{\prime} p\right)}{J_{11} p}
$$

and

$$
\begin{equation*}
g(\rho)=-A J_{1}^{\prime}\left(j_{11}^{\prime} p\right) \tag{2.51}
\end{equation*}
$$

$A$ is a constant. In the following considerations we take $A=1$.
In order to study the frequency-independent properties of the conical horn antenna in more detail we substitute the formulae (2.49) and (2.50) in the expressions (2.24) and (2.25). Using the relation [37]:

$$
\begin{equation*}
e^{j u p \cos \left(\phi-\phi^{\prime}\right)}=v_{0}\left(u_{p}\right)+2 \sum_{n=1}^{\infty} j^{n} j_{n}(u p) \cos n\left(\phi-\phi^{\prime}\right) \tag{2.52}
\end{equation*}
$$

we find

$$
\begin{equation*}
E_{\theta}=\frac{j k a^{2}}{2 r} e^{-j k r} \frac{1+\cos \theta}{2} \cos \phi I_{E}(u, v) \tag{2.53}
\end{equation*}
$$

with

$$
I_{E}(u, v)=\int_{0}^{1}\left[\{f(\rho)-g(\rho)\} J_{0}(u p)-\{f(\rho)+g(\rho)\} J_{2}(u p)\right] e^{-j v \rho^{2}} \rho d \rho
$$

and

$$
\begin{equation*}
E_{\phi} \quad=-\frac{j k a^{2}}{2 r} e^{-j k r} \frac{1+\cos \theta}{2} \sin \phi I_{H}(u, v) \tag{2.54}
\end{equation*}
$$

with
and

$$
I_{H}(u, v)=\int_{0}^{1}\left[\{f(\rho)-g(\rho)\} J_{0}(u \rho)+\{f(\rho)+g(\rho)\} J_{2}(u \rho)\right] e^{-j v \rho^{2}} \rho d \rho
$$

$$
u=k a \sin \theta, v=k d .
$$

For further considerations it is convenient to have the following relations at our disposal:

$$
\overline{\underline{S}(\underline{I},+)}=\frac{1}{2} R_{e}\left[E \times \underline{H}^{*}\right]=\frac{1}{2} Z_{0}^{-1}|\underline{E}|^{2} \underline{a}_{r}=\frac{1}{2} Z_{o}^{-1}\left(\left|E_{\theta}\right|^{2}+\left|E_{\phi}\right|^{2}\right) \underline{a}_{r} .
$$

Use has been made of (2.19). The power radiated per unit solid angle is $P(\theta, \phi)=r^{2}|S(\theta, \phi)|$ and is of course independent of the distance $r$; it is given by the expression

$$
\begin{equation*}
P(\theta, \phi)=\frac{1}{2} Z_{0}^{-1}\left(\frac{k a^{2}}{2}\right)^{2} \cos ^{4} \frac{\theta}{2}\left\{\cos ^{2} \phi\left|I_{E}(u, v)\right|^{2}+\sin ^{2} \phi\left|I_{H}(u, v)\right|^{2}\right\} . \tag{2.55}
\end{equation*}
$$

By inspection it can be seen that $I_{E}(0, v)=I_{H}(0, v)$. Suppose that $P(\theta, \phi)$ has a maximum value for $\theta=0$. Then this value is given by

$$
\begin{equation*}
P(0,0)=\frac{1}{2} Z_{o}^{-1}\left(\frac{k a^{2}}{2}\right)^{2}\left|I_{E}(0, v)\right|^{2} \tag{2.56}
\end{equation*}
$$

The power radiation pattern $F(\theta, \phi)$ is defined by means of the following expression

$$
\begin{equation*}
F(\theta, \phi)=\frac{P(\theta, \phi)}{P(0,0)} . \tag{2.57}
\end{equation*}
$$

From (2.55), (2.56) and (2.57) it follows immediately that

$$
\left.F(\theta, \phi)=\left|I_{E}(0, v)\right|^{-2} \cos ^{4} \frac{\theta}{2}\left\{\cos ^{2} \phi\left|I_{E}(u, v)\right|^{2}+\sin ^{2} \phi\left|I_{H}(u, v)\right|^{2}\right\} .2 .28\right)
$$

Next we define the power radiation pattern in the E-plane and in the H-plane ( $\phi=0$. and $\phi=\frac{\pi}{2}$ respectively).
The power radiation pattern in the E-plane becomes

$$
\begin{align*}
& F_{E}(\theta)=F(\theta, 0)=\left|I_{E}(0, v)\right|^{-2}\left|I_{E}(u, v)\right|^{2} \cos ^{4} \frac{\theta}{2}, \\
& F_{E}(\theta)=f_{E}(u, v) \cos ^{4} \frac{\theta}{2} . \tag{2.59}
\end{align*}
$$

For the power radiation pattern in the H-plane we find

$$
\begin{align*}
& F_{H}(\theta)=F\left(\theta, \frac{\pi}{2}\right)=\left|I_{H}(0, v)\right|-2\left|I_{H}(u, v)\right|^{2} \cos ^{4} \frac{\theta}{2}, \\
& F_{H}(\theta)=f_{H}(u, v) \cos ^{4} \frac{\theta}{2} . \tag{2.60}
\end{align*}
$$

The functions $f_{E}(u, v)$ and $f_{H}(u, v)$ are defined by the relations (2.59) and (2.60) respectively.
Let us now return to the conical horn antenna and its frequency-independent properties. That the antenna indeed possesses these properties appears most clearly by studying the power radiation pattern $F_{H}$ in the $H-p l a n e$ and the power radiation pattern $F_{E}$ in the $E-p l a n e$. The functions $F_{H}$ and $F_{E}$ depend on $\theta$ and on the quantities $u$ and $v$. These quantities contain the dimensions $d$ and $a$. If $d$ and are given, then the flareangle $a_{0}$ can be found by means of equation (2.31). To be sure that the results of the following calculations are applicable as generally as possible, it is preferable to study the functions $f_{H}(u, v)$ and ${ }^{*} E^{(u, v)}$. This is a resonable procedure because we are dealing with antennas which have a rather large aperture. This means that a large part of the energy is concentrated around the axis of the antenna. Thus the factor $\cos ^{4} \frac{\theta}{2}$ represents only a minor correction.
Substitution of the expressions (2.51) in the formulae for $f_{E}(u, v)$ and $f_{H}(u, v)$ gives

$$
\begin{equation*}
f_{E}(u, v)=\left|\frac{\int_{0}^{1}\left\{j_{0}\left(j_{11} \rho\right) J_{0}(u p)-j_{2}\left(j_{11}^{\prime} p\right) J_{2}(u p)\right\} e^{-j v p^{2}} \rho d \rho}{\int_{0}^{1} j_{0}\left(j_{11}^{1} p\right) e^{-j v p^{2}} \rho d \rho}\right|^{2} \tag{2.61}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{H}(u, v)=\left[\left.\frac{\int_{0}^{1}\left\{v_{0}\left(j_{11} \rho\right) J_{0}(u \rho)+j_{2}\left(j_{11}^{\prime} \rho\right) j_{2}(u \rho)\right\} e^{-j v \rho^{2}} \rho d \rho}{\int_{0}^{1} J_{0}\left(j_{11} \rho\right) e^{-j v \rho^{2}} \rho d \rho}\right|^{2}\right. \tag{2.62}
\end{equation*}
$$

In thederivationof (2.61) and (2.62) the following recurrence relations of the Bessel function have been used

$$
\begin{align*}
& J_{m}^{\prime}(z)=\frac{m}{z} J_{m}(z)-J_{m+1}(z)  \tag{2.63}\\
& J_{m}^{\prime}(z)=-\frac{m}{z} J_{m}(z)+J_{m-1}(z)
\end{align*}
$$

For purposes of comparison we prefer to calculate the functions
$f_{E}^{\prime}(u, v)=10^{10} \log f_{E}(u, v) \quad$,
$f_{H}^{\prime}(u, v)=10^{10} \log f_{H}(u, v)$.


Fig. 2.8. Beanwidth of perfectly conducting conical horn antenna with small flare angle; H-plane.

These functions have been computed with the ELX8 digital computer. With a view to getting a convenient representation of the numerical results, the following procedure has been adopted. In a rectangular coordinate system lines of constant beamwidth have been plotted. As an example, the $10-\mathrm{dB}$ Line in the H -plane has been found in the following manner. Take $f_{h}^{\prime}(u, v)=10$, prescribe the number $v$ and find the number $u$, which satisfies the equation $f_{H}^{\prime}(u, v)=10$.

Then we plot the quantity $\frac{v}{2 \pi}=\frac{d}{\lambda}$ along the abscissa. Along the ordinate we plot the quantity $\alpha=\frac{\pi u}{V}=\frac{\pi a \sin \theta}{d}$. The results are collected in Fig. 2.8 and Fig. 2.9 for the $\mathrm{H}-\mathrm{plane}$ and the E-plane respectively. From Fig. 2.8 it can be seen that the beamwidth is indeed highly independent of frequency on condition that $3 / 8<d / \lambda<3 / 4$. The condition $3 / 8<d / \lambda<3 / 4$ implies a relative bandwidth of $1: 2$. Especially the 10-dB beamwidth is nearly constant in the frequency region where $3 / 8<d / \lambda<3 / 4$. The $5-d B$ beanwidth and the $20-d B$ beanwidth are somewhat more dependent on the frequency. If the dimensions of a conical horn antenna are given, then the value of $d$ is fixed. Suppose that this antenna is used in a frequency band so that $d / \lambda<1 / 4$. Then the aperture is approximately an equiphase plane and the classical theory of horn antennas can be applied. This theory predicts that the beamwidth is larger according as the frequency is lower. This fact can also be observed in Fig. 2.8.

Let us now choose $\lambda$ in such a way that $\frac{d / \lambda}{}$ varies from $\frac{1}{2}$ to 1 . This gives also rise to a relative bandwidth $1: 2$. However, the picture is now different. For the value of $d / \lambda$ given by $1 / 2<d / \lambda<3 / 4$ the beamwidth is still constant as function of frequency. For the values of $d / \lambda$ between $3 / 4$ and 1 the beamwidth increases as $d / \lambda$ increases. Besides the phenomenon of the splitting of the beam is observed for $7 / 8<d / \lambda \leqslant 1$. This means that the function $f_{H}^{\prime}(u, v)$ does not have its maximum value for $\theta=0$, but for two other values of $\theta$ on either side of the direction $\theta=0$. So there are two values of $\theta$ for which the function $f_{H}(u, v)$ has a value which is, for instance, 1 dB higher than the value of ${ }^{f} H^{(u, v)}$ for $\theta=0$. Fig. 2.8 a shows the main lobe of a radiation pattern with beamsplitting.


A glance at Fig. 2.9 shows immediately that the beamwidth in the E-plane is more dependent on frequency. Furthermore, we see that the beamwidth in the $H$-plane and in the E-plane is different for the same frequency. This means that the power radiation pattern is asymmetric with respect to the angle $\phi$. We also observe that sometimes the beamwidth is not uniquely defined, since the radiation pattern does not decrease monotonously with increasing 6 . This phenomenon is illustrated in Fig.2.9a. Moreover we observed that the splitting of the beam takes place at a lower frequency. In spite of these imperfections we can say that a conical horn antenna with a quadratic phase distribution exhibits indeed frequency-independent properties.


Fig. 2.9a. Illustration of a power radiation pattern in which the power decreases non-monotonously.


Fig. 2.9. Beamwidth of perfectly conducting conical horn antenna with small flare angle; E-plane.

The sidelobes in the E-plane are caused by the fact that $E_{r}^{\prime}$ is rather large at the rim $r^{\prime}=$ a. To prove this assertion we have computed the power radiation pattern of an aperture with a field distribution given by (2.49) and $(2.50)$ and with $g(0)=-f(\rho)=-J_{1}\left(j_{1} \rho\right)$. Now we are sure that $E_{r}^{\prime}$ is zero at the rim $r^{\prime}=a$. The results of this computation show that indeed the sidelobes have disappeared. We also have computed the power radiation pattern of an aperture with a field distribution given by $(2.49)$ and $(2.50)$ and $g(\rho)=-f(p)=-ل_{1}\left(j_{1}^{\prime} \rho\right)$. We know that
$J_{1}(0)=0$ and $J_{1}\left(j_{11}^{\prime}\right)=0.58$. So we should expect that high sidelobes exist in the power radiation pattern. A computation confimed this expectation.
In the final part of this section we shall study the gain of such a horn antenna. The definition of the gain function $G(\theta)$ is given by the relation

$$
\begin{equation*}
G(\theta, \phi)=\frac{P(\theta, \phi)}{\frac{1}{4 \pi}+}, \tag{2.65}
\end{equation*}
$$

where $P_{+}$represents the power radiated by the antenna. $P_{+}$can be found by effecting an integration of Poynting's vector over the aperture $S_{A}$ of the antenna. Using the relations (2.49) and (2.50) we find

$$
\begin{align*}
& P_{t}=\int_{0}^{a} \int_{0}^{2 \pi} \frac{1}{2} \operatorname{Re}\left[E x H^{*}\right] r^{\prime} d r^{\prime} d \phi^{\prime}=\frac{1}{2} z_{0}^{-1} \int_{0}^{a} \int_{0}^{2 \pi}\left[\left|E_{r}^{\prime}\right|^{2}+\left|E_{\phi}^{\prime}\right|^{2}\right] r^{\prime} d r^{\prime} d \phi^{\prime}= \\
& \frac{1}{2} Z_{0}^{-1} \pi a^{2} \int_{0}^{1}\left\{|f(\rho)|^{2}+|g(\rho)|^{2}\right\} \rho d \rho . \tag{2,66}
\end{align*}
$$

Suppose that $P(\theta, \phi)$ has a maximum value for $\theta_{0}$; $\phi_{0}$. Then the gain $G$ of the antenna is defined by $G=G\left(\theta_{0}, \phi_{O}\right)$. Next we restrict ourselves to the case that $\theta_{0}=0$. Then we find for the gain

$$
\begin{equation*}
G=\frac{\left|k a \int_{0}^{1}\{f(\rho)-g(\rho)\} e^{-j v \rho^{2}} \rho d \rho\right|^{2}}{\int_{0}^{1}\left\{|f(\rho)|^{2}+|g(\rho)|^{2}\right\} \rho d \rho} \tag{2.67}
\end{equation*}
$$

In the derivation of (2.67) use has been made of (2,56). The integral in the denominator of (2.67) is calculated in the following way. Substituting the expression (2.51) in this integral and replacing jip by $x$ and $A$ by 1 gives

$$
\left(1 / j_{11}^{\prime}\right)^{2} \int_{0}^{11}\left[\left\{\frac{j_{1}(x)}{x}\right\}^{2}+\left\{j_{1}^{1}(x)\right\}^{2}\right] x d x
$$

This integral can be transformed to the next two after using (2.63)

$$
\left(1 / j_{11}^{\prime}\right)^{2} \int_{0}^{j_{11}^{1}} j_{0}^{2}(x) x d x-2\left(1 / j_{11}^{\prime}\right)^{2} \int_{0}^{j_{11}^{\prime}} j_{1}^{\prime}(x) j_{1}(x) d x
$$

## For the first integral we find [38]

$$
\begin{aligned}
& \int_{0}^{11} x_{0}^{1} j_{0}^{2}(x) d x=\frac{\left(j_{11}^{\prime}\right)^{2}}{2}\left[\left\{J_{0}^{1}\left(j_{11}^{\prime}\right)\right\}^{2}+\left\{j_{0}\left(j_{11}^{1}\right\}^{2}\right]=\right. \\
& \frac{\left(j_{11}\right)^{2}}{2}\left[\left\{J_{1}\left(j_{11}^{\prime}\right)\right\}^{2}+\frac{1}{\left(j_{11}^{\prime}\right)^{2}}\left\{J_{1}\left(j_{11}^{\prime}\right)\right\}^{2}\right]
\end{aligned}
$$

The second integral

$$
-2\left(1 / j_{11}^{\prime}\right)^{2} \int_{0}^{11} j_{1}^{1}(x) j_{1}(x) d x=-\left(\frac{1}{j_{11}^{\prime}}\right)^{2}\left\{j_{1}\left(j_{11}^{1}\right)\right\}^{2}
$$

For the gain $G$ we then find

$$
\begin{equation*}
G=\frac{2(k a)^{2}}{\left\{J_{1}\left(j_{11}^{1}\right)\right\}^{2}\left\{1-\left(1 / j_{11}^{1}\right)^{2}\right\}}\left|\int_{0}^{1} J_{0}\left(j_{11}^{1} \rho\right) e^{-j \vee \rho^{2}} \rho d \rho\right|^{2} \tag{2.68}
\end{equation*}
$$

This formula can be written in the somewhat more simple form

$$
\begin{align*}
& C=C(k a)^{2} A(v) \text { with } C=8.38 \text { and }  \tag{2.69}\\
& A(v)=\left|\int_{0}^{1} J_{0}\left(J_{11}^{1} \rho\right) e^{-j v \rho^{2}} \rho d \rho\right|^{2}
\end{align*}
$$

The gain of an antenna is mostly expressed in decibels. Therefore we study the quantity $g=10^{10} \log G$ and we find that

$$
\begin{equation*}
9=20^{10} \log \frac{2 \pi a}{\lambda}-L(v) \tag{2.70}
\end{equation*}
$$

where

$$
L(v)=-10^{10} \log A(v)-9.23 .
$$

The function $L(V)$ has been plotted in Fig. 2.10.
The gain of a conical horn antenna can now be found from formula (2.70) and Fig. 2.10, provided the conditions; under which the formulae (2.50) and (2.51) are derived, are fulfilled. These conditions are: $\alpha_{0} \leq 150$ and $k R \gg 1$. From equation (2.70) and Fig. 2.10 we conclude that a maximum gain for prescribed diameter $2 a$ and fixed frequency is

obtained if $d=0$; this implies that the aperture is an equiphase plane. So the slant length $\mid=R+d$ (Fig. 2.6) should be infinite long. This raises the question of how to obtain a maximum gain for prescribed parameters, for instance, the slant length 1 . Let us now consider a conical horn antenna with fixed slant length 1 . The dimensions of the antenna are completely determined if we also choose the dia meter 2a. Formula (2.70) suggests that for a fixed frequency a large gain can be realised if we choose 2 a large. However, this gives also rise to a large value of $d / \lambda$ and thus to a large value of $L(v)$. So there seems to be an optimum value of the gain for prescribed slant length I and fixed frequency. Let us try to find the condition for Which this optimum gain is obtained for fixed slant length and frequency.
From Fig. 2.6 it can be derived that

$$
\begin{equation*}
d / \lambda \cong(a / \lambda)^{2} /\left(21 / \lambda, \text { provided } \alpha_{o} \leqslant 150\right. \tag{2.71}
\end{equation*}
$$

Then

$$
\begin{equation*}
9=10^{10} \log C+10^{10} \log \frac{4 \pi 1}{A}+10^{10} \log v A(v) . \tag{2.72}
\end{equation*}
$$

So the gain has a maximm value if $10^{10} \log \vee A(v)$ has a maximum value. The function $10^{10} \log \vee$ (A) $\vee$ has been plotted in Fig. 2.11. The maximum value of the gain occurs if $d / \lambda=25 / 64$. And in that case we find for the gain

$$
\begin{equation*}
9=20^{10} \log \frac{2 \pi a}{\lambda}-2,86 \quad[d B] \tag{2.73}
\end{equation*}
$$



Fig. 2.11. Maximum gain for fixed slant length and fixed frequency.

It should be noted that the results given in the formulae (2.70) and (2.73) can also be found in [39]. However, no derivation of the results is given there and a reference is lacking also. To the best of the autor's knowledge Gray and Schelkunoff were the first to calculate the gain of a conical horn antenna. They did not publish the results of their calculations, but these can be found in a paper by King [40]. In this paper it is pointed out that optimum gain for fixed axial length $R$ can be obtained if $d / \lambda=0,3$. It is very easy to prove that the expression (2.71) is also valid if we replace $\mid$ by the axial length $R$, provided $d \ll R$, which implies that the horn antenna should be long. So with our theory it may be expected that maximum gain for fixed axial length occurs when we choose $d / \lambda=25 / 64$, It should be noted that the exact value of $d / \lambda$ for which the function $10^{10} \log V A(v)$ has a maximum can not be found accurately. From Fig. 2.11 we observed that the choice $d / \lambda=0.3$ gives rise to a difference in sain of 0.2 dB compared with the choice $d / \lambda=25 / 64$. Recently Hamid [41] reported a good agreement between the calculations of Gray and Schelkunoff and his own calculations of the gain of a conical horn antenna. He reported a difference of $\pm 0.09 \mathrm{~dB}$ between the gain calculated by him and the results of King. The calculations of Hamid are based on the geometrical theory of diffraction of J.B. Keller.
It is also possible to choose a fixed value of the angle $\alpha_{0}$ and a fixed frequency and to adjust the length of the horn antenna in such a way that a maximum gain is obtained. If $\alpha_{0}$ is constant, then $a / d$ is con-
stant, as can be derived from (2.31). The expression (2.69) can be written in a somewhat other form

$$
\begin{equation*}
G=\left(\frac{a}{d}\right)^{2} C v^{2} A(v) \tag{2.74}
\end{equation*}
$$



Fig. 2.12. Maximum gain for fixed flare angle and fixed frequency.

The quantity $10^{10} \log V^{2} A(v)$ has been plotted in Fig. 2.12. Now we see that the gain has a maximum if $d=0.53 \lambda$ and this value of determines the value of $2 a$.

Suppose that the dimensions of the horn antenna are specified, then equation (2.74) can be used for finding the frequency for which the gain has a maximum. Again we find that $d=0.53 \lambda$, where $d$ is a fixed quantity. In conclusion we may say that frequency independence of the gain occurs in the same frequency region where the beamwidth is fre-quency-independent. Obviously, the requirement for minimum frequencydependence of the beamwidth is the same as for maximum gain, as was also to be expected from Fig. 2.5 .

### 2.3 Experimental investigation of the power radiation pattern of a frequency-independent conical horn antenna with a small flare angle.

The main conclusion of the precedingsection is that a conical horn antenna possesses a power radiation pattern which under certain conditions is independent of frequency, especially in the H-plane. Besides, it is obvious that Fig. 2.8 and Fig. 2.9 together can be used as a design chart. However, in the derivation of the results plotted in the two diagrams mentioned above some approximations have been made. These approximations restrict the usefulness of Fig. 2.8 and Fig. 2.9 somewhat. In this section we shall first investigate the limits of the usefulness of these two diagrams. In the latter part of this section we shall describe experiments that confirm the theoretical predictions.

Suppose that we wish to design a conical horn antenna with a power radiation pattern independent of the frequency in a relative frequency band of $1: 2$. From Fig. 2.9 we see that we have to choose $d / \lambda<3 / 4$ in order to prevent the main lobe of the pattern from splitting. On the other hand we must choose $d / \lambda>3 / 8$ in order to be sure that the desired frequency band is obtained. Fig. 2.8 shows that the choice $3 / 8<d / \lambda<3 / 4$ indeed gives rise to a power radiation pattern, which is independent of the frequency, although some broadening of the beam occurs at the lower end of the desired frequency band. Fig. 2.9 shows us that the pattern in the E-plane will vary somewhat more with frequency.

In the preceding section we have assumed that $\alpha_{0} \leq 15^{\circ}$. This imposes a restriction with respect to the power radiation pattern which can be realised with antennas of the type that we are discussing. Let us investigate this question in more detail. From this preceding section we know that

$$
\begin{align*}
d & =a \tan \frac{1}{2} \alpha_{0} \text { or }  \tag{2.31}\\
\frac{d}{a} & \cong \frac{\alpha_{0}}{2} .  \tag{2.75}\\
\text { So } \quad \frac{d}{a} & <\frac{1}{2} \frac{\pi}{12} \quad \text { and } \quad \frac{\pi a}{d}>24 .
\end{align*}
$$

From Fig. 2.8 we see that $\frac{\pi a}{d} \sin \theta_{10}, H=4.8$, where $2 \theta_{10}, H$ denotes the 10 dB beamwidth in the H-plane.

Thus

$$
\begin{gather*}
\sin \theta_{10}, H<\frac{4.8}{24}=0.2 \text { and } \\
\theta_{10}, H<12^{\circ} . \tag{2.76}
\end{gather*}
$$

In a similar way we find for the 20 dB beamwidth in the $\mathrm{H}-\mathrm{plane}$

$$
\begin{equation*}
\theta_{20, H}<19^{\circ} . \tag{2.77}
\end{equation*}
$$

A comparison of Fig. 2.8 with Fig. 2.9 shows that the beamwidth in the E-plane is somewhat larger than in the $H-p l a n e$.

The theory developed so far can be used only for the design of broadband conical horn antennas with a rather narrow beam. These antennas are very suitable as feeds in cassegrain antennas, where the feeds i1luminate a rather small subreflector. More details concerning cassegrain antennas are given in [42]. In practice the $10-\mathrm{dB}$ beamwidth or the $20-\mathrm{dB}$ beamwidth of the feed is specified and it is the task of the designer of the feed to meet the required specification. This can be done by using the following formulae


Fig. 2.13. 10- $d B$ beamwidth and 20-dB beamwidth in $H$-plane of frequencyindependent conical horn antenna with small flare angle against flare angle $\alpha_{0}$.

$$
\begin{equation*}
\frac{\pi a}{d} \sin \theta_{10 . H}=4.8 \quad \frac{\pi a}{d} \sin \theta_{20, H}=7.7 \tag{2.78}
\end{equation*}
$$

Using (2.78) and the relation

$$
\begin{equation*}
d=a \tan \frac{1}{2} \alpha_{0} \tag{2.31}
\end{equation*}
$$

we have calculated the curves of Fig. 2.13, which gives the flare angle $\alpha_{0}$ for prescribed beamwidth in the H-plane. By means of the relation

$$
\begin{equation*}
R_{/ d}=\frac{2}{a_{0}{ }^{2}} \tag{2.35}
\end{equation*}
$$



Fig. 2.14. Length of frequency-independent conical horn antenna with small flare angle against flare angle.
we can find $\mathrm{R} / \mathrm{d}$. The results are given in Fig. 2.14 and show that large values of $\mathrm{F} / \mathrm{d}$ are necessary if the flare angle $\alpha_{\mathrm{O}}$ becomes small. This is the case if we try to design an antenna with a power radiation pattern with a rather narrow beam. Up till now we have not found the values of $\sigma_{0}$ and $R / d$. The dimensions of the conical horn antenna are completely specified if the value of $d$ is known. The value of $d$ depends on the frequency band for which the antenna will be used. From the first part of the section we know that the value of $d / h$ is between $3 / 8$ and $3 / 4$. Suppose that the lowest frequency for which the antenna will
be used is given by $f_{1}$, then $\lambda_{1}=c / f_{1}$ and

$$
\begin{equation*}
d=\frac{3}{8} \lambda_{1} \tag{2.79}
\end{equation*}
$$

Summerising we may formulate the design procedure as follows. Choose the $10-\mathrm{dB}$ beamwidth in the $\mathrm{H}-\mathrm{pl}$ ane. From Fig. 2.13 the $20-\mathrm{dB}$ beamwidth and the angle $\alpha_{o}$ are found. Now Fig. 2.14 gives the value of $R / d$. The choice of $d$ depends on the desired frequency band, in which the antenna will be used. If $d$ is known, $R$ can be found and this completes the design.

In order to verify the theory developed in this study we have compared the measured power radiation pattern of a conical horn antenna with the theoretical power radiation pattern. The measurements have been carried out in the frequency band between 7 GHz and 14 GHz . The dimensions of the horn antenna are given in Fig. 2.15. They are not exactly equal to the dimensions obtained from the design procedure of the first part of this section. The reason for the discrepancy is that this horn antenna was already available before the theory, described in the present study, was developed.

In fact, some preliminary measurements with the horn have already been described [4]. Suppose that $f_{1}=7 \mathrm{GHz}$. Then from (2.79) it follows that $d=16.1 \mathrm{~mm}$. This value differs only slightly from the actual value of 17.4 mm . So the antenna can be used for an experimental verification of the theory.


Fig. 2.15. Illustration of frequency-independent conical horn antenna. $2 \mathrm{a}=264 \mathrm{~mm} ; \mathrm{d}=17,4 \mathrm{~mm} ; \alpha_{0}=150$.

The $T E_{1}$-mode in the horn is launched by coupling the cone to a circular waveguide in which the $\mathrm{TE}_{11}$-mode propagates. The diameter of the waveguide is 28 mm . In order to investigate, whether the dominant mode can propagate through the waveguide for frequencies between 7 GHz and 14 GHz without exciting higher modes, we have composed a table with the cut-off frequencies $f_{C}$ of several modes which can possible be excited.
Table 1

| mode | $\mathrm{f}_{\mathrm{c}}[\mathrm{CHz}]$ |
| :---: | :---: |
| $\mathrm{TE}_{11}$ | 6.281 |
| TM | 01 |
| $\mathrm{TE}_{21}$ | 8.206 |
| $\mathrm{TM}_{11}$ | 10.420 |
| $\mathrm{TE}_{01}$ | 13.075 |
| $\mathrm{TM}_{21}$ | 13.075 |

The table gives rise to the following considerations:
(i) the circular waveguide can be used for frequencies aboven 6.281 GHz. However, it is advisable to choose the lowest frequency somewhat above 6.281 GHz , to be sure that the losses are low. Moreover, the connection between the generator and the transmitting antenna at the test. range consists of a normal $X$-band waveguide with a cut-off frequency of 6.557 GHz . So it was decided to staxt the measurements at 7 GHz ,
(ii) There are several modes with a cut-off frequency between 7 GHz and 14 GHz . So in principle these modes can be excited if there are discontinuities in the waveguide. A discontinuity is the connection between the waveguide and the cone. For physical reasons we may say that only modes with the same $\phi^{\prime}$-dependence as the $T E_{11}$-mode can be excited. So it must be expected that the $\mathrm{TM}_{1}{ }^{-}$ mode will be excited in the frequency band from 13.075 fly to 14 OHz ,



Photograph 2. Equipment for the measurement of the radiation pattern of antennas. (Scientific-Atlanta instruments).
P.otograpl: 1. Conical horn antenna under test on the turntable.
(iii) If there is a good agreement between the computed and the measured power radiation pattern in the frequency band from 13.075 GHz to 14 GHz , then we may draw the conclusion that the influence of higher modes, excited at the waveguide-cone transition, is negligible as far as the radiation pattern is concerned.

For the measurement of the power radiation pattern use has been made of an antenna test range of 180 m . length. The antenna under test is used as a receiving antenna and is mounted on a turntable. The antenna under test rotates while a plane wave is incident upon it. The plane wave is produced by a transmitting antenna situated at a distance of 180 m . from the turntable. So the far field region condition (2.20) is satisfied. The transmitting antenna is a paraboloid reflector type with a diameter of 1.20 m .


Fig. 2.16. Beamwidth of conical horn antemna of Fig. 2.15 against frequency. - , theoretical, H-plane, .-.-. theoretical, E-plane, - , experimental,H-plane, - experimental, E-plane.

$\theta$ (deg.)

Fig. 2.17. Power radiation pattern of the conical horn antenna of Fig. 2.15 at 8 GHz .
.--., theoretical, H-plane and E-plane,
_-, experimental, $\mathrm{H}-\mathrm{plane}$,
_- experimental,E-plane.

In photo 1 an antenna under test is mounted on the turntable. On theright hand side of photo 2 the receiver used in the measurements is shown. The right part of the console contains the recording equipment and some instruments for operating the turntable. A more comprehensive description of this type of measurements can be found in [43] and [44], where many references are also given.

With the equipment described above we have measured the power radiation pattern of the antenna of Fig. 2.15 as a function of frequency. The results of the measurements have been collected in Fig. 2.16 together with theoretical results, and they show good agreement. It should be noted that beamsplitting is observed for frequencies between 13 GHz and 14 GHz . Furthermore it was impossible to sketch the 20 dB Line between 13 GHz and 14 GHz owing to the capricious behaviour of the sidelobes.
For purposes of illustration the complete power radiation pattern in the H-plane and the E-plane has been included for the frequencies 86 Hz , 13 GHz and 14 GHz and are shown in Fig. 2.17, Fig. 2.17a and Eig. 2.17b respectively. The agreement between theoretical en experimental results is good for 8 GHz . In Fig. 2.17a we observe that the theoretically predicted beamsplitting in the E-plane does not occur in the experimentical results. In Fig. $2,17 \mathrm{~b}$ we have shifted both the theoretical and the experimental power radiation pattern in the E-plane about 2 dB with respect to the H-plane patterns. This was done to keep the curves within the frame of the diagram. In fact, the value of the maxima of $f_{H}(0, v)$ and $f_{E}(0, v)$ are equal as can be seen from (2.59) and (2.60). From Fig. 2.17b we concluded that at 14 GHz beamsplitting in the E-plane occurs indeed. Another conclusion is that the agreement between theoretical and experimental results is not so good at this frequency. Probably this is caused by the excitation of the $\mathrm{TM}_{11}$-mode. Finally, we have measured the V.S.W.R. of the antenna as a function of the frequency. We found that the V.S.W.R. was less than 1.15 in the frequency range between 7 GHz and 14 GHz .

In conclusion we may say that conical horn antennas with a bandwidth of 1 : 2 can be designed as described in this section and the agreement between theoretical predictions and experimental results is resonably good. The bandwidth is restricted by the occurrence of the beamsplitting of the pattern and the excitation of higher modes at the transition from
waveguide to cone. In cases where beamsplitting presents no difficulties, a larger bandwidth can be obtained. However, in that case it is necessary to improve the bandwidth of the waveguide, which is coupled to the conical horn antenna.

$\longrightarrow \theta$ (deg.)
Fig. 2.17 ${ }^{\text {a }}$. Power radiation pattern of the conical horn antenna of Fig. 2.15 at 13 GHz .
..-.", theoretical, H-plane,
-.-.. theoretical, E-plane,
$\longrightarrow$ experimental, H-plane,
——, experimental,E-plane.


Fig. 2.17 ${ }^{\mathrm{b}}$. Power radiation pattern of the conical horn antenna of Fig. 2.15 at 14 GHz .
——.., theoretical, H-plane,
-----, theoretical, E-plane,
$\longrightarrow$ experimental, $\mathrm{H}-\mathrm{plane}$,
$\longrightarrow$ experimental, E-plane.

### 2.4 Theory of the equiphase surfaces of a frequency-independent conical horn antenna with a small flare angle.

In the preceding two sections it was found both theoretically and experimentally that the conical horn antena has a power radiation pattern which is independent of frequency in a relative frequency band $1: 2$, provided the dimensions of the horn are chosen correctly. From Fig. 2.13 we draw the conclusion that the 20 dB beamwidth of this type of antenna is less than $20^{\circ}$. So this antenna is very suitable as a feed in a cassegrain antenna, A cassegrain antenna consists of a large paraboloid reflector and a small hyperboloid reflector (Fig. 2.18).


Fig. 2.18. Diagram of cassegrain antenna.

The feed illuminates the hyperboloid reflector. This implies that the beanwidth of the power radiation pattern of the feed should be narrow. The theory of the cassegrain antenna starts with the assumption that the equiphase planes of the feed are spherical, at least in the vicinity of the hyperboloid reflector. This assumption allows the designer of a cassegrain antenna to treat the feed as a point source, located at the so called phase centre. It is important that the position of the phase centre is independent of the frequency in the same frequency band where the beamwidth is constant. In fact, a change in the position of the phase centre disturbs the phase distribution over the paraboloid reflector and this gives rise to a reduction of the gain of the cassegrain antenna [45].

So it is important to study the equiphase surfaces of the conical horn antenna with frequency-independent power radiation pattern. To start this study we repeat the formulae (2.53) and (2.54), which give the electric field in the far field region

$$
\begin{align*}
& E_{\theta}=\frac{j k a^{2}}{2 r} e^{-j k r} \frac{1+\cos \theta}{2} \cos \phi I_{E}(u, v),  \tag{2.53}\\
& E_{\phi}=-\frac{j k a^{2}}{2 r} e^{-j k r} \frac{1+\cos \theta}{2} \sin \phi I_{H}(u, v) . \tag{2.54}
\end{align*}
$$

The functions $I_{H}(u, v)$ and $I_{E}(u, v)$ are both complex for all values of $u$ and $v$ except $v=0$. So $I_{H}(u, 0)$ and $I_{E}(u, 0)$ are real functions. In case $V=0$ we are dealing with an aperture $S_{A}$ (Fig.2.3) with a constant phase field distribution. An open circular waveguide is an example of such an aperture. The equiphase surfaces are now given by $r=$ constant. This implies that the equiphase surfaces are spheres and the phase centre coincides with the centre of the aperture $S_{A}$.

If the functions $I_{H}(u, v)$ and $I_{E}(u, v)$ are complex, then we may write

$$
\begin{equation*}
I_{H}(u, v)=\left|I_{H}(u, v)\right| e^{j\left[\psi_{H}(u, v)\right]} \tag{2.80}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{E}(u, v)=\left|I_{E}(u, v)\right| e^{j\left[\psi_{E}(u, v)\right]} \tag{2.81}
\end{equation*}
$$

and $\psi_{H}(u, v)-\psi_{H}(0, v)$ describes the phase variations in the H-plane with respect to the point $u=0$, along a circle with radius $r$. The function $\psi_{E}(u, v)-\psi_{E}(0, v)$ has the same meaning, but now in the E-plane. The conclusion that can be drawn now is that the sphere with radius $r$ is not an equiphase surface. In this case, too, the equiphase surfaces may be spheres, but the centre of the spheres does not coincide with the origin of the coordinate system. However, this is only possible if the functions $\psi_{H}(u, v)$ and $\psi_{E}(u, v)$ are identical. If the functions $\psi_{H}(u, v)$ and $\psi_{E}(u, v)$ differ, we may conclude that the centre of curvature of the equiphase lines in the H-plane is not the same point as the centre of curvature of the equiphase 1 ines in the $E-p l a n e$. We shall now speak about the phase centre in the $H-p l a n e$ and the phase centre in the E-plane respectively. We shall now show that the above situation occurs in the conical horn antennas, the properties of which are described in this study. To study the position of the two phase centres in more detail the functions

Fig. 2.19.


Phase variations in the $H$ plane along a circle with large radius $r$ against $\frac{\pi a}{d} \sin \theta$ for several values of $d / \lambda$. The centre of the circle coincides with the centre of the aperture of the conical horn antenna.

Fig. 2. 20.


Phase variations in the E-plane along a circle with large radius $r$ against $\frac{\pi d}{d} \sin \theta$ for several values of $d / \lambda$. The centre of the circle coincides with the centre of the aperture of the conical horn antenna.


Fig. 2.21. Curves of constant $X_{H}(\theta) / d$-value against $d / \lambda$ for a conical horn antenna with small flare angle.

$$
\phi_{H}(u, v)=\frac{360}{2 \pi}\left[\psi_{H}(u, v)-\psi_{H}(0, v)\right]
$$

and

$$
\phi_{E}(u, v)=\frac{360}{2 \pi}\left[\psi_{E}(u, v)-\psi_{E}(0, v)\right]
$$

have been computed for several values of $u$ and $v$. In Fig. 2.19 and Fig. 2.20 we have ploted $\phi_{H}(u, v)$ and $\phi_{E}(u, v)$ respectively as function of $a=u / v=\frac{\pi a}{d} \sin \theta$ for some values of $d / \lambda$. In Fig. 2.19 we have plotted $\phi_{H}(u, v)$ only for values of $\frac{\pi a}{d} \sin \theta$ which are within the 20 dB points,


Fig. 2.22. Curves of constant $X_{E}(\theta) / d$ value against $d / \lambda$ for a conical horn antenna with small flare angle,

This can be verified by comparing Fig, 2.19 with Fig, 2.8. The same policy has been followed with respect to Fig. 2.20. With these curves it is possible to find the equiphase lines in the $H-p l a n e$ and the $E-$ plane. In Fig. 2.23 a diagram of a conical horn is given and it is supposed that point $P$ is in the far field region of the antenna.

If the circle with radius $r$ and centre 0 is known, then the equiphase line through $P$ can be constructed, because $X_{H}(\theta)=\frac{\lambda}{360} \phi_{H}(u, v)$. The


Fig. 2.23. Horn antenna and equiphase line PQ in far field region.
same procedure can be adopted for finding the equiphase line through $P$ in the $E-p l a n e$. In the latter case $X_{E}(\theta)=\frac{\lambda}{360} \phi_{E}(u, v)$. From the fact that the functions $\phi_{H}(u, v)$ and $\phi_{E}(u, v)$ are positive we conclude that the two centres of curvature are shifted into the horn.
Now that we are able to find the equiphase lines in the H-plane and the E-plane, there remain two questions to be solved. First we have to investigate whether the equiphase lines in the $H-p l a n e$ and the E-plane are circles or not. In the second place we have to investigate the frequency dependence of the equiphase lines. We prefer to investigate first the second question. For this purpose we have composed a diagram (Fig. 2.21), which gives lines of constant $X_{H}^{(\theta)} / \mathrm{d}$ as a function of $d / \lambda$.
In Fig. 2.22 the same information has been gathered for the E-plane. From these two diagrams we conclude that the equiphase lines in the H-plane and in the $E-p l a n e$ are indeed independent of frequency in the range $\frac{1}{2}<\frac{d}{\lambda}<1$. In the range $3 / 8<d / \lambda<\frac{1}{2}$ the equiphase lines are slightly dependent on the frequency. Suppose that the antennas under discussion is used as a feed in a reflector antenna, then the phase efficiency [4] of this reflector antenna can be found using the diagrams Fig. 2.21 and Fig. 2.22.

For the investigation concerning the question whether the equiphase lines are circles we adopt the following procedure. Fig. 2.24 shows a circle with radius $r$ and an equiphase line in the $H-p l a n e$ through $P$. Suppose
this equiphase line is a circle with centre 0 . Then we compute the distance $p$ between 0 and $O^{\prime}$ from the phase variations $x_{H}(\theta)$. If the equiphase line is a circle then $p$ does not depend on the angle $\theta$.


Fig. 2.24. Geometrical figure for calculating the phase centre of a horn antenna.

Let $O^{\prime} Q=r+p$ and $Q S=x_{H}(\theta)$.
Applying the cosine rule we find

$$
(r+p)^{2}=p^{2}+\left\{r+x_{H}(\theta)\right\}^{2}+2 p\left\{r+x_{H}(\theta)\right\} \cos \theta
$$

which gives

$$
\begin{equation*}
p=\frac{x_{H}^{(\theta)}\left\{x_{H}^{(\theta)+2 r\}}\right.}{2 r(1-\cos \theta)-2 x_{H}^{(\theta)} \cos \theta} . \tag{2.83}
\end{equation*}
$$

Expression (2.83) simplifies if $r$ is very large and $\theta \neq 0$. In that case we may write, except for $\theta=0$,

$$
\begin{equation*}
p=\frac{x_{H}(\theta)}{1-\cos \theta} \tag{2.84}
\end{equation*}
$$

Using the definition of $X_{H}(\theta)$ and substituting the first expression of (2.82) gives

$$
\begin{equation*}
\left(\frac{\mathrm{e}}{\mathrm{~d}}\right)_{H}=\frac{1}{2 \pi} \frac{\psi_{H}^{(u, v)-\psi_{H}(0, v)}}{1-\cos \theta} \frac{\lambda}{d} . \tag{2.85}
\end{equation*}
$$

In a similar way we find for the E-plane

$$
\begin{equation*}
\left(\frac{p}{d}\right)_{E}=\frac{1}{2 \pi} \frac{\psi_{E}(u, v)-\psi_{E}(0, v)}{1-\cos \theta} \frac{\lambda}{d} . \tag{2.86}
\end{equation*}
$$

The functions $\left(\frac{p}{d}\right)_{H}$ and $\left(\frac{g}{d}\right)_{E}$ have been calculated as a function of $\theta$ for the antenna of Fig. 2.15. These calculations have been performed for three values of $d / \lambda$. The results of the computations are gathered in Fig. 2.25 and Fig. 2.26. From these diagrams we may conclude that no phase centre in H-plane or E-plane exists.


Fig. 2.25. Location of phase centre of conical horn antenna in H-plane for some values of $d / \lambda$.


Fig. 2.26. Location of phase centre of conical horn antenna in E-plane for some values of $d / \lambda$.

However, on closer examination we see that for small values of $d / \lambda$ the equiphase lines in the $H-p l a n e$ and the E-plane are approximately circles, at least in the vicinity of the direction $\theta=0$. For large values of $d / \lambda$ the equiphase lines are not circles. This phenomenon has an influence on the phase efficiency as a function of frequency. In order to investigate this effect it is advisable to use the diagrams in Fig. 2.21 and Fig. 2.22. However, it should be noted that this investigation can be carried out only if the dimensions of the reflector antenna are known. As we are studying the properties of the feed only, it is clear that this investigation is outside the scope of the present study.

From the previous discussion we have concluded that Fig. 2.21 and Fig. 2.22 are important for the practical use of the broadband feeds, the properties of which are described in the present study. Therefore there is need for an experimental verification of the theoretical results of this section. These experiments will be described in the next section.

### 2.5 Experimental investigation of the phase radiation pattern of a frequency-independent conical horn antenna with a small flare angle.

From the preceding section we have learned that the frequency-independent antennas which are the subject of the present study, have no phase centre. The second conclusion was that the phase efficiency of a paraboloid reflector antenna, illuminated by a frequency-independent conical horn antenna, can be determined using Fig. 2.21 and Fig. 2.22. So there is need for an experimental confirmation of the theoretical results of Fig. 2.21 and Fig. 2.22. Unfortunately, Fig. 2.21 and Fig. 2.22 are not suitable for a direct experimental confirmation, because the results of phase measurements are given in terms of degrees, while in Fig. 2.21 and Fig. 2.22 the information concerning the phase radiation pattern is gathered in terms of distances. However, the diagrams of Figs. 2.21 and 2.22 are derived from the same numerical results as those of Figs. 2.19 and 2.20. The only difference is that in Figs.2.21 and 2.22 more information has been collected than in Figs. 2.19 and 2.20, which are only given for the purpose of reference. To obtain an
experimental confimation of the numerical results which are used for composing Figs. 2.21 and 2.22 it is sufficient to measure the quantities $\phi_{H}(u, v)$ and $\phi_{E}(u, v)$. Therefore, it was decided to measure these quantities as a function of $\theta$ for some values of $d / \lambda$.

In principle, it is possible to carry out these measurements with two probes. One probe has a fixed position P (Fig. 2.24) with respect to the antenna under test. The other is moving along an arc of a circle PS. Connecting these two probes to a phasemeasuring circuit we obtain the quantities $\phi_{H}(u, v)$, $\phi_{E}(u, v)$ respectively, as a function of $\theta$. However, this method is not very convenient for the following reason. The distance $r$ (Fig. 2.24) should be so long that the probes are in the far field region of the antenna under test. This requirement imposes a restruction on the distance $r$, which is given by

$$
\begin{equation*}
r \geqslant \frac{2 D^{2}}{\lambda} \tag{2.20}
\end{equation*}
$$

D being the diameter of the antenna under test. For an antenna with $D=10 \lambda$, we find $r \geq 200 \lambda$. To measure the phase variations $\phi_{H}(u, v)$ and $\phi_{E}(u, v)$ with an accuracy of, for instance, $2 \pi / 72$ rad, it is necessary to be sure that the distance $r$ is constant within $\lambda / 72$, which obviously offers mechanical problems. The $\lambda / 72$ criterion has been chosen because the accuracy of the phase measuring circuit is approximately $5^{\circ}$. Even if we choose a less stringent criterion than $\lambda / 72$, for instance, $\lambda / 16$, the method proposed above gives mechanical problems.

A better method of measuring $\phi_{H}(u, v)$ and $\phi_{E}(u, v)$ is the following. The antenna under test rotates around the point 0 , which coincides with the centre of the aperture of the antenna under test. At the same time a plane wave is incident upon the antenna along $P 0$. This plane wave is produced by a transmitting antenna in $P$. The reference signal is coupled out from the transmission line between the generator and the transmitting antenna (Fig. 2.27).
It can be proved that the phase variations, which are measured, if the antenna under test rotates around an axis through 0 , are indeed equal to $\phi_{H}(u, v)$ and $\phi_{E}(u, v)$ respectively. The proof of this assertion can not be given by means of the well-known reciprocity theorem of antennas. This theorem states that the ratio of the gain function of an antenna used as a transmitting antenna and the effective receiving cross-


Fig. 2.27. Diagram of the measuring system for the measurement of phase variations.
section of the antenna, when the antenna is used as a receiving antenna is the same for all antennas. So this theorem is formulated in terms of energy, and consequently it cannot be used for proving the above assertion, which is concerned with measuring of phase-differences.However, the proof of the above assertion can be derived from a recent paper of De Hoop [46]. The details of the proof are found in appendix B.

The accuracy of the measuring method proposed above is chiefly determined by the accuracy with which the axis of rotation coincides with the aperture.To be sure that thisis indeed the case, the following method has been adopted. Suppose that an open circular waveguide is mounted on the turntable in such a way that the aperture of this radiator coincides with the axis of rotation. Then we know from the preceding section and from the paper of De Hoop [46] that the phase varia tion is zero if the waveguide rotates. We shall use this criterion to determine whether the axis of rotation lies within the aperture of the conical horn antenna. Therefore, the antenna is mounted on the turntable and a thin metal plate is connected to the antenna. The plate coincides with the aperture of the antenna. In the centre of the plate is a hole, which acts as the aperture of a circular waveguide. The dia-
meter of the hole is 28 mm . and the thickness of the plate is 1 mm . The details of the system are given in Fig. 2,28,


The precise position of the antenna with respect to the turntable is found by mounting the antenna on the turntable in such a way that the measured phase variation is zero if the antenna rotates. Next, the plate is removed and the measurement of the phase variation is repeated. In this case the quantities $\phi_{H}(u, v)$ and $\phi_{E}(u, v)$ respectively are measured. In Fig. 2.29 an example of the results of these two measurements has been plotted. The measurements have been carried out for the an tenna of Fig. 2.15 and for the frequency 8.6 GHz .

The method of measuring described above has been used to measure the quantities $\phi_{H}(u, v)$ and $\phi_{E}(u, v)$ for several frequencies. The measurements have been performed for the antenna of Fig. 2.15. An anechoic chamber, designed by Emerson and Cuming, was used. The distance $r$ between the transmitting antenna and the antenna under test was 4.8 m . So the distance requirement $(2.20)$ is satisfied for frequencies below 10 GHz . However, for frequencies above 10 GHz the requirement (2.20) is not satiesfied. For frequencies below 15 GHz the requirement

$$
\begin{equation*}
r \geqslant \frac{D^{2}}{\lambda} \tag{2.87}
\end{equation*}
$$

can be satisfied. So it is to be expected that the results of the measurements for frequencies above 10 GHz deviate somewhat from the theoretical predictions.

Photograph 3 shows a picture of the antenna mounted on the turntable in the anechoic chamber. Photograph 4 shows the same picture, but now with the plate connected to the antenna, Finally we report that the receiver of photograph 2 is used as the phase measuring circuit.


Fig. 2.29. Measured phase variations in $H$-plane at 8.6 GHz .
a: antenna of Fig. 2.15,
$b$ : antenna of Fig. 2.15 with plate.


Photograph 3. Conical horn antenna of Fig. 2.15 mounted on a turntable in the anechoic chamber.


Photograph 4. Conical horn antenna of Fig. 2. 15 with plate mounted on a turntable in the anechoic chamber.


Fig. 2. 30 Measured phase variations in H-plane of the antenna of Fig. 2.15
d , theoretical.
$0 \frac{d}{\lambda}=0.5000$,
$+\frac{d}{\lambda}$
$=0.7500$.

- $\frac{d}{\lambda}=0.5625$,
$0 \frac{d}{\lambda}=0.8125$.
* $\frac{d}{\lambda}=0.6250$,


Fig. 2.31. Measured phase variations in E-plane of the antenna of Fig. 2.15 —, theoretical.
$0 \frac{d}{\lambda}=0.5000$,
$+\frac{d}{\lambda}=0.7500$,

- $\frac{d}{\lambda}=0.5625$,
$\square \frac{d}{\lambda}=0.8125$.
* $\frac{d}{A}=0.6250$,

The results of the measurements are collected in Fig. 2.30 and Fig. 2.31 for the $\mathrm{H}-\mathrm{pl}$ ane and the E-plane respectively. Tabel 11 can be used for converting the $d / \lambda$ values into frequencies.

Table II

| $d / \lambda$ | $f[\mathrm{GHz}]$ |
| :---: | :---: |
| 0.5000 | 8.6 |
| 0.5625 | 9.7 |
| 0.6250 | 10.8 |
| 0.7500 | 12.9 |
| 0.8125 | 14.0 |

This table has been composed assuming that $d=17,4 \mathrm{~mm}$. From Fig, 2.30 and Fig. 2.31 the following conclusions and comments may be formulated:
(i) the agreement between experimental results and theoretical predictions is rather good for frequencies below 10.8 GHz , especially in the H-plane. In fact, the maximum deviation between theory and experimental results was less than $25^{\circ}$. The experimental results are slightly smaller than the theoretical predictions. An explanation of this deviation has not been found;
(ii) the discrepancy between experimental and theoretical results at 14 GHz might be caused by the excitation of the $T M_{11}$-mode;
(iii) the discrepancy between experimental and theoretical results at the higher frequencies might be also caused by the fact that the distance requirement $(2,20)$ is not satisfied for frequencies above 10 GHz .

In conclusion we may say that the agreement between experimental results and theoretical predictions is rather good. So the diagrams of Fig. 2.21 and Fig. 2.22 can indeed be used for determining the phase efficiency of a paraboloid reflector antenna, illuminated by a fre-quency-independent conical horn antenna.

## CHAPTER 3

## CONICAL HORN ANTENNAS WITH SYMMETRICAL RADIATION PATTERN

### 3.1 Circular aperturewith a symetrical radiation_pattern.

In the sections 2.2 and 2.3 we have seen that the radiation pattern of a conical horn antenna is not symuetrical with respect to the antennaaxis. A second phenomenon that was observed is that there exist rather high sidelobes in the $E-p l a n e$. This implies that the conical horn an tenna of Fig. 2.15 is not very suitable as a feed in a cassegrain an tenna, as drawn schematically in Fig. 3.1. In order to prove this as sertion we have computed the fraction of the total energy which is radiated within the cone angle $\theta$ for various values of $\theta$.


Fig. 3.1. Diagram of cassegrain antenna,

The calculations have been performed for the frequency 8 GHz . The re sults are collected in Fig. 3.2. Together with Fig. 2.17 we may formulate the following conclusions. If the system is designed in such a way that in the $H-p l a n e$ the edge illumination at the subreflector is 10 dB , then only $63 \%$ of the energy is intercepted by the subreflector. If we apply an edge illumination of 15 dB then $88 \%$ of the energy is inter cepted by the reflector. Finally we see that $91 \%$ of the energy will reach the subreflector if the edge illumination is 20 dB .

This unfavourable situation is, of course, caused by the high sidelobes in the E-plane. Therefore it would be desirable if a conical horn antenna could be designed with a symmetrical radiation pattern which, for instance, is identical with the radiation pattern in the $H-p l a n e$ of


Fig. 3.2 Fraction of the energy radiated within a cone-angle against $\theta$. Antenna of Fig. 2.15.
the antenna of Fig. 2.15. Moreover, we recall that a feed for a parabolic reflector for radio-astronomical investigations should possess a symmetrical radiation pattern as well. This is of importance if one wishes to study the polarisation characteristics of radio sources. In case of antennas for radio-astronomical investigations, however the feed is placed at the focus of the paraboloid. Therefore, in this case, a feed with a beanwidth larger than that of the antenna of Fig. 2.15 should be applied. So we see that it is necessary to have at our disposal a theory concerning feeds with symmetrical radiation patterns. In the remaining part of this section we shall develop a theory of symmetrical radiation patterns of circular apertures. In the following considerations use will be made of a special class of solutions of Maxwell's equations. These solutions were discovered by Rumsey [47].

To introduce these solutions we observe that, if the equations curl $E(r)=-j \omega \mu_{0} H(r)$ and curl $\underline{H}(\underline{r})=j \omega \varepsilon_{o} E(\underline{r})$ possess solutions of the type $E(\underline{r})=\mathrm{CH}(\underline{r})$, then $\mathrm{C}= \pm j Z_{0}$.

Substitution of the relation $\underline{E}(\underline{r})=C \underline{H}(\underline{r})$ in each of the two Maxwell equations shows immediately that $C= \pm j Z_{0}$. We shall denote these two types of solution by $E_{\alpha t}(r)$ and $E_{\beta}(r)$ :

$$
\begin{equation*}
E_{\alpha}(r)=j Z_{0} H_{\alpha}(r) \text { and } E_{\beta}(\underline{r})=-j Z_{0} H_{\beta}(\underline{r}) \tag{3.1}
\end{equation*}
$$

It is very interesting to study Poynting's vector of this type of elec-
tromagnetic field. We find

$$
\begin{align*}
& S_{\alpha}(r)=\operatorname{Re}\left(E_{\alpha}(r) e^{j \omega t}\right) \times \operatorname{Re}\left(H_{\alpha}(r) e^{j \omega t}\right)=Z_{o-\alpha r}^{H} \times H_{\alpha i}= \\
& -\frac{1}{2 j} Z_{0} H_{\alpha} \times H_{\alpha}^{*} \tag{3.2}
\end{align*}
$$

 $H_{\alpha}$ represent the real and imaginary part of ${\underset{H}{\alpha}}$. The asterisk denotes complex conjugate.

For the other solution we find

$$
\begin{equation*}
\underline{S}_{B}(r)=-Z_{O} H_{B r} \times \underline{H}_{B i}=-\frac{1}{2]} Z_{O} H_{B}^{*} \times \underline{H}_{B} \tag{3.3}
\end{equation*}
$$

We notice that $S_{\alpha}$ and $S_{B}$ have the remarkable property that they are independent of time.

The types of electromagnetic field as discussed above were first studied by Rumsey. Some other properties of these fields, which are not relevant to the present considerations, can be found in [47]. Especially elementary sources which generate the electromagnetic fields (3.1) is given. It is possible to find other sources of the electromagnetic fields (3.1). Therefore the following lemma has been formulated.


Fig. 3.3. Antenna within closed surface S. $^{\text {. }}$

## Lemma 1.

If the electric and magnetic fields on a closed surface $S$ are related by the relation $E\left(r^{\prime}\right)= \pm J Z_{0} H\left(r^{\prime}\right)$ (Fig. 3.3), then the electric and magnetic fields in a point $P$ axe also related by $E(r)= \pm Z_{0} H(r)$. Proof. Substitution of $E\left(r^{\prime}\right)= \pm J Z_{0} H\left(r^{\prime}\right)$ in the expressions (2.4) and (2.5) imnediately gives the result

$$
\begin{equation*}
E(\underline{r})= \pm j Z_{0} \underline{H}(\underline{r}) . \tag{3.4}
\end{equation*}
$$

In the next lemma we formulate a property of the radiation field of an antenna with aperture $S_{A}$ (Fig. 2.2) and we assume that the tangential electric field and the tangential magnetic field are zero on the surface $S_{C}$.

## Lemma 2.

If the electric and magnetic fields in an aperture $S_{A}$ satisfy the relation $E_{\alpha}\left(\underline{r}^{\prime}\right)=+j Z_{o} \underline{H}_{\alpha}\left(\underline{r}^{\prime}\right)$, then the electromagnetic field in the far field region is circularly polarised in every point. The sense of polarisation is counter-clockwise with respect to the direction of propagation.

Proof. From expression (2.19) we know that $\underline{a}_{r} \times E_{\alpha}(\underline{r})=Z_{o} \underline{H}_{\alpha}(\underline{r})$.
Lemma 1 gives the relation $E_{\alpha}(\underline{r})=j Z_{0} \underline{H}_{\alpha}(r)$.
So $j\left\{\underline{a}_{r} \times \underline{E}_{\alpha}(\underline{r})\right\}=j Z_{o} \underline{H}_{\alpha}(\underline{r})=\underline{E}_{\alpha}(\underline{r})$ and
$j \underline{a}_{r} \times\left\{E_{\alpha \theta} \underline{a}_{\theta}+E_{\alpha \phi} \underline{a}_{\phi}\right\}=E_{\alpha \theta} \underline{a}_{\theta}+E_{\alpha \phi} \underline{a}_{\phi}$.
And we see that

$$
\begin{equation*}
E_{\alpha \theta}=-j E_{\alpha \phi} \tag{3.5}
\end{equation*}
$$

for every value $\theta$ and $\phi$.

A similar property can be formulated for the electromagnetic field given by $E_{\beta}=-j Z_{o} \underline{H}_{\beta}$.
If the electric and magnetic fields in the aperture $S_{A}$ satisfy the relation $E_{B}\left(\underline{r}^{\prime}\right)=-j Z_{0} \underline{H}_{B}\left(\underline{r}^{\prime}\right)$, then the electromagnetic field in the far field region is circularly polarised in every point. The sense of po larisation is clockwise with respect to the direction of propagation. The components of the electric field in the far field region are related by

$$
\begin{equation*}
E_{\beta \theta}=+j E_{\beta \phi} \tag{3.6}
\end{equation*}
$$

In the following lemmas we shall restrict ourselves to a circular aperture $S_{A}$ as defined in Fig. 2.4. Furthermore we assume a quadratic phase distribution across the aperture $S_{A}$.

## Lemma 3

Let the electromagnetic fields in the aperture $S_{A}$ be given by

$$
\begin{align*}
& E_{\alpha}\left(r^{\prime}\right)=+j z_{0} H_{\alpha}\left(r^{\prime}\right) \text { and } \\
& E_{\alpha}\left(r^{\prime}\right)=e_{\alpha 1}\left(r^{\prime}\right) e^{j n \phi^{\prime}} \text { with } \\
& e_{\alpha 1}\left(r^{\prime}\right)=\left\{\left\{_{\alpha 1}\left(r^{\prime}\right) a_{r^{\prime}}+g_{\alpha 1}\left(r^{\prime}\right) a_{\phi},\right\} e^{-j v}\left(r^{\prime}\right) ;\right. \tag{3.7}
\end{align*}
$$

${\underset{\sim}{r}}{ }^{\text {, }}$ and ${\underset{\phi}{\phi}}$, are the unit vectors in the circular aperture $S_{A}$.
Then the electromagnetic field in the far field region is given by:

$$
\begin{align*}
& E_{\alpha \mid \theta}=-j E_{\alpha \mid \phi}=F_{\alpha 1}(r, \theta) e^{j n \phi} \text { with } \\
& F_{\alpha \mid}(r, \theta)=j^{n-1} \frac{j k a^{2}}{4 r} e^{-j k r} \times \\
& \int_{0}\left[\left\{f_{\alpha 1}(\rho)-j g_{\alpha 1}(\rho) \cos \theta\right\} \times\left\{J_{n-1}(u \rho)-J_{n+1}(u \rho)\right\}\right. \\
& \left.-j\left\{g_{\alpha 1}(\rho)+j_{\alpha 1}(\rho) \cos \theta\right\}\left\{j_{n-1}(u \rho)+J_{n+1}(u \rho)\right\}\right] e^{-j v \rho^{2}} \rho d \rho . \tag{3.8}
\end{align*}
$$

Proof. From the substitution of the relations given in (3.7) in the expression (2.24) and using the relations

$$
\begin{aligned}
& \int_{0}^{2 \pi} e^{j n \phi^{\prime}} \cos \left(\phi-\phi^{\prime}\right) e^{j u \rho \cos \left(\phi-\phi^{\prime}\right)} d \phi^{\prime}=\pi j^{n-1} e^{j n \phi}\left\{d_{n-1}(u \rho)-\lambda n+1(u \rho)\right\} \\
& \int_{0}^{2 \pi} e^{j n \phi^{\prime}} \sin \left(\phi-\phi^{\prime}\right) e^{j u \rho \cos \left(\phi-\phi^{\prime}\right)} d \phi^{\prime}=-j \pi j^{n-1} e^{j n \phi}\left\{\mu_{n-1}(u \rho)+j{ }_{n+1}(u \rho)\right\}
\end{aligned}
$$

the result (3.8) follows immediately.
Although the next three lemmas are quite similar to lemma 3 , we shall formulate them rather extensively. This method of working offers the opportunity to define all the quantities needed in the following argumentation.

## Lemma 4.

Let the electromagnetic field in the aperture $S_{A}$ be given by

$$
\begin{align*}
& E_{a}\left(r^{\prime}\right)=j Z_{o} H_{a}\left(r^{\prime}\right) \quad \text { and } \\
& E_{a}\left(r^{\prime}\right)=e_{a 2}\left(r^{\prime}\right) e^{-j n \phi^{\prime}} \text { with }  \tag{3.10}\\
& e_{a 2}\left(r^{\prime}\right)=\left\{f_{\alpha 2}\left(r^{\prime}\right) a_{r^{\prime}}+g_{\alpha 2}\left(r^{\prime}\right) a_{\phi^{\prime}}\right\} e^{-j v\left(\frac{r^{\prime}}{a}\right)}
\end{align*}
$$

Then the electromagnetic field in the far field region is given by

$$
\begin{aligned}
& E_{\alpha 2 \theta}=-j E_{\alpha 2 \phi}=F_{\alpha 2}(r, \theta) e^{-j n \phi} \text { with } \\
& F_{\alpha 2}(r, \theta)=j^{n-1} \frac{j k a^{2}}{4 r} e^{-j k r} \times \\
& \int_{0}^{1}\left[\left\{f_{\alpha 2}(\rho)-j g_{\alpha 2}(\rho) \cos \theta\right\} \times\left\{j_{n-1}(u \rho)-J_{n+1}(u \rho)\right\}\right. \\
& +j\left\{g_{\alpha 2}(\rho)+j f_{\alpha 2}(\rho) \cos \theta\right)\left\{\left\{\left(J_{n-1}(u \rho)+J_{n+1}(u \rho)\right\}\right] e^{-j v \rho^{2}} \rho d \rho \cdot(3.11)\right.
\end{aligned}
$$

Proof. From the substitution of the relations given in (3.10) in the expression (2.24) and using the relations

$$
\begin{aligned}
& \int_{0}^{2 \pi} e^{-j n \phi^{\prime}} \cos \left(\phi^{\prime} \phi^{\prime}\right) e^{j u p \cos \left(\phi^{\left.-\phi^{\prime}\right)}\right.} d \phi^{\prime}=\pi j^{n-1} e^{-j n \phi}\left\{j_{n-1}(u p)-j_{n+1}(u p)\right\} \\
& \int_{0}^{0 \pi} e^{-j n \phi^{\prime}} \sin \left(\phi^{\left.\prime-\phi^{\prime}\right)} e^{j u p \cos \left(\phi^{\left.-\phi^{\prime}\right)}\right.} d \phi^{\prime}=j \pi j^{n-1} e^{-j n \phi}\left\{j_{n-1}(u p)+j_{n+1}(u p)\right\}\right. \\
& \text { e result (3.111) follows immediately. }
\end{aligned}
$$

The next two lemmas are given without proof.

## Lemma 5.

Let the electromagnetic fields in the aperture $S_{A}$ be given by

$$
\begin{align*}
& E_{\beta}\left(r^{\prime}\right)=-j Z_{O} H_{\beta}\left(r^{\prime}\right) \quad \text { and } \\
& E_{\beta}\left(r^{\prime}\right)=e_{\beta}\left(r^{\prime}\right) e^{j n \phi^{\prime}} \text { with }  \tag{3.13}\\
& \Theta_{\beta 1}\left(r^{\prime}\right)=\left\{f_{\beta 1}\left(r^{\prime}\right) a_{r^{\prime}}+g_{\beta 1}\left(r^{\prime}\right) a_{\phi^{\prime}}\right\} e^{-j v}\left(\frac{r^{\prime}}{a}\right)^{2} .
\end{align*}
$$

Then the electromagnetic field in the far field region is given by

$$
\begin{align*}
& E_{B \mid \theta}=j E_{B \mid \phi}=F_{B 1}(r, \theta) e^{j n \phi} \text { with } \\
& F_{\beta 1}(r, \theta)=j^{n-1} \frac{j k a^{2}}{4 r} e^{-j k r} \int_{0}^{1}\left[\left\{f_{\beta 1}(\rho)+j g_{\beta 1}(\rho) \cos \theta\left\{\left\{J_{n-1}(u \rho)-j_{n+1}(u p)\right\}\right.\right.\right. \\
& \left.-j\left\{g_{\beta 1}(\rho)-j f_{\beta!}(\rho) \cos \theta\right\}\left\{J_{n-1}(u p)+J_{n+1}(u \rho)\right\}\right] e^{-j v \rho^{2}} \rho d \rho \tag{3.14}
\end{align*}
$$

## Lemma 6.

Let the electromagnetic fields in the aperture $S_{A}$ be given by

$$
\begin{align*}
& E_{B}\left(r^{\prime}\right)=-j Z_{O} H_{B}\left(r^{\prime}\right) \quad \text { and } \\
& E_{B}\left(r^{\prime}\right)=e_{B 2}\left(r^{\prime}\right) e^{-j n \phi^{\prime}} \text { with }  \tag{3.15}\\
& \underline{e}_{B 2}\left(r^{\prime}\right)=\left\{f_{B 2}\left(r^{\prime}\right) \underline{a}_{r^{\prime}}+g_{B 2}\left(r^{\prime}\right) \underline{a}_{\phi}\right\} e^{-j \vee}\left(\frac{r^{\prime}}{a}\right)^{2} .
\end{align*}
$$

Then the electromagnetic field in the far field region is represented by

$$
\begin{align*}
& E_{\beta 20}=+j E_{B 2 \phi}=F_{\beta 2}(r, \theta) e^{-j n \phi} \\
& F_{B 2}(r, \theta)=j n-1 \frac{j k a^{2}}{4 r} e^{-j k r} \int_{0}^{1}\left[\left\{f_{B 2}(\rho)+j g_{B 2}(\rho) \cos \theta\right\}\left\{j_{n-1}(u \rho)-j_{n+1}(u p)\right\}\right. \\
& \left.+j\left\{g_{B 2}(\rho)-j f_{\beta 2}(\rho) \cos \theta\right\}\left\{J_{n-1}(u \rho)+j j_{n+1}(u \rho)\right\}\right] e^{-j v \rho^{2}} \rho d \rho \tag{3,16}
\end{align*}
$$

Next we formulate a property of the power radiation pattern of an aperture $S_{A}$ with aperture fields as specified in lemma 3.

Let the electromagnetic fields in the aperture $S_{A}$ be given by

$$
\begin{align*}
& E_{\alpha}\left(r^{\prime}\right)=j Z_{o} H_{\alpha}\left(r^{\prime}\right) \text { and } \\
& E_{\alpha}\left(r^{\prime}\right)=e_{\alpha 1}\left(r^{\prime}\right) e^{j n \phi^{\prime}} \tag{3.7}
\end{align*}
$$

Then in the far field region Poynting's vector is

$$
\begin{equation*}
\underline{S}(\underline{r})=z_{0}^{-1}\left|F_{\alpha 1}(r, \theta)\right|^{2} a_{r} \tag{3.17}
\end{equation*}
$$

From the lemmas 2 and 3 we know that

$$
Z_{o} H_{\alpha}(\underline{r})=-j E_{\alpha}(\underline{r})=-j\left(\underline{a}_{\theta}+j \underline{a}_{\phi}\right) F_{\alpha 1}(r, \theta) e^{j n \phi}
$$

Applying formula (3.2) we find

$$
\begin{aligned}
& \underline{S}(r)=Z_{0} \frac{1}{2 j}\left(H_{\alpha}^{*} \times \underline{H}_{\alpha}\right)= \\
& Z_{0}^{-1} \frac{1}{2 j}\left|F_{\alpha 1}(r, \theta)\right|^{2}\left\{\left(\underline{a}_{\theta}-j \underline{a}_{\phi}\right) \times\left(\underline{a}_{\theta}+j \underline{a}_{\phi}\right)\right\}= \\
& Z_{0}^{-1}\left|F_{\alpha 1}(r, \theta)\right|^{2} a_{r}
\end{aligned}
$$

So we see that the aperture fields as specified in (3.7) give rise to a radiation field with the property that the power radiation pattern is symmetrical with respect to the antenna-axis. This is not a remarkable property, because it can be proved that a circular aperture with an electromagnetic field of the type $e^{+j n \phi^{\prime}}$ gives rise to a symmetrical power radiation pattern. The precise form of the power radiation pattern depends of course on the vector function $e_{\alpha 1}\left(r^{\prime}\right)$.
However, one general property of the function $F_{a l}(r, \theta)$ can be derived quite easily. Using the property of the Bessel function that $J_{n}(0)=0$ with the exception that $J_{0}(0)=1$, we see that $F_{\alpha 1}(r, \theta)$ is zero for $\theta=0$ if $n \neq 1$. Therefore we conclude that especially the case $n=1$ is of practical importance. It should be noted, however, that antennas with a radiation pattern which has a zero in the forward direction are sometimes used for autotracking purposes [48], [49]. But the study of these antennas is beyond the scope of the present study.

Finally, it is obvious that the aperture fields of the lemmas 4,5 and 6 give rise to symmetrical power radiation patterns as well.

So far we have formulated properties of radiation fields which are circularly polarised in every point, and we have introduced aperture fields which can generate them. With these types of electromagnetic field one can compose also radiation fields with a symmetrical power radiation pattern, but which are linearly polarised. In fact, it is well-known that a linearly polarised plane wave can be decomposed into two circularly polarised plane waves, one of them with clockwise polarisation, the other with counter-clockwise polarisation. On the other
hand, one can find a linearly polarised plane wave as a superposition of two circularly polarised plane waves, one of them with clockwise polarisation, the other with counter-clockwise polarisation. We shall use this idea to construct radiation fields which are linearly polarised and possess symmetrical power radiation patterns. Moreover, we shall derive the aperture fields, which can generate them.

Theorem 1.
A superposition of the radiation fields as specified in the lemas 3 and 6 produces a radiation field which is linearly polarised, provided we choose

$$
\begin{aligned}
& f_{\alpha 1}\left(r^{\prime}\right)=f_{B 2}\left(r^{\prime}\right) \text { and } \\
& g_{\alpha 1}\left(r^{\prime}\right)=-g_{\beta 2}\left(r^{\prime}\right)
\end{aligned}
$$

Moreover, the power radiation pattern is symmetrical with respect to the antenna - axis. The aperture fields which can generate this electromagnetic field are represented by

$$
\begin{align*}
& E_{r}^{\prime}=2 f_{\alpha 1}(0) \cos n \phi^{\prime} e^{-j v p^{2}}, \\
& E_{\phi}^{\prime}=2 j g_{\alpha 1}(0) \sin n \phi^{\prime} e^{-j v \rho^{2}},  \tag{3.18}\\
& Z_{o} H_{r}^{\prime}=2 f_{\alpha!}(\rho) \sin n \phi^{\prime} e^{-j v p^{2}}, \\
& Z_{o} H_{\phi}^{\prime}=-2 j g_{\alpha 1}(0) \cos n \phi^{\prime} e^{-j v p^{2}} w i t h \\
& \rho=r^{\prime} / a
\end{align*}
$$

Proof. From the lemmas 3 and 6 we know that

$$
\begin{aligned}
& E_{\alpha 1 \theta}=e^{j n \phi} F_{\alpha 1}(r, \theta) \text { and } E_{\alpha 1 \phi}=j E_{\alpha 1 \theta} . \\
& E_{B 2 \theta}=e^{-j n \phi_{F_{B 2}}(r, \theta) \text { and } E_{B 2 \phi}=-j E_{B 2 \theta} .}
\end{aligned}
$$

With the choice $f_{\alpha 1}\left(r^{\prime}\right)=f_{\beta 2}\left(r^{\prime}\right)$ and $g_{\alpha 1}\left(r^{\prime}\right)=-g_{\beta 2}\left(r^{\prime}\right)$ we see that $F_{\alpha 1}(r, \theta)=F_{\beta 2}(r, \theta)$.
The sum of the two fields is now given by

$$
\begin{align*}
& E_{\theta}=E_{\alpha 1 \theta}+E_{\beta 2 \theta}=2 F_{\alpha 1}(r, \theta) \cos n \phi \text { and } \\
& E_{\phi}=E_{\alpha 1 \phi}+E_{\beta 2 \phi}=-2 F_{\alpha 1}(r, \theta) \sin n \phi . \tag{3.19}
\end{align*}
$$

So the phase-difference between the two components of the electric field is 0 or $\pi$, which means that the electromagnetic field is linearly polarised.

The magnetic field can be found from (3.19) with the relation

$$
\begin{equation*}
Z_{o} \underline{H}(r)=\underline{a}_{r} \times \underline{E}(r) . \tag{2.19}
\end{equation*}
$$

Then we find for the time-average of Poynting's vector

$$
{\bar{S}(\underline{r},+)^{+}}^{+}=\frac{1}{2} \operatorname{Re}\left(E \times \underline{H}^{*}\right)=\frac{1}{2} Z_{0}^{-1}\left(\left|E_{\theta}\right|^{2}+\left|E_{\phi}\right|^{2}\right) \underline{a}_{r}=2 Z_{0}^{-1}\left|F_{\alpha 1}(r, \theta)\right|^{2} \underline{a_{r}}
$$ which is independent of the angle $\phi$. Thus the power radiation pattern is symmetrical with respect to the antenna-axis. The aperture fields, which give rise to the radiation field as specified in (3.19), can be found by summing up the aperture fields as specified in lemma 3 and 6 . We then find

$$
\begin{aligned}
& E_{r}^{\prime}=\left\{f_{\alpha 1}(\rho) e^{+j n \phi^{\prime}}+f_{\beta 2}(\rho) e^{-j n \phi^{\prime}}\right\} e^{-j v \rho^{2}}=2 f_{\alpha 1}(\rho) \cos n \phi^{\prime} e^{-j v \rho^{2}}, \\
& E_{\phi}^{\prime}=\left\{g_{\alpha 1}(\rho) e^{+j n \phi^{\prime}}+g_{\beta 2}(\rho) e^{-j n \phi^{\prime}}\right\} e^{-j v \rho^{2}=2 j \phi_{\alpha 1}(\rho) \sin n \phi^{\prime}, e^{-j v \rho^{2}},} \\
& Z_{o} H_{r}^{\prime}=\left\{-j f_{\alpha}(\rho) e^{+j n \phi^{\prime}}+j f_{\beta 2}(\rho) e^{-j n \phi^{\prime}}\right\} e^{-j v \rho^{2}}=2 f_{\alpha 1}(\rho) \sin n \phi^{\prime} e^{-j v \rho^{2}} \\
& Z_{o} H_{\phi}^{\prime}=\left\{-j g_{\alpha}(\rho) e^{+j n \phi^{\prime}}+j g_{\beta 2}(\rho) e^{-j n \phi^{\prime}}\right\} e^{-j v \rho^{2}}=-2 j g_{\alpha 1}(\rho) \cos n \phi^{\prime} e^{-j v \rho^{2}}
\end{aligned}
$$

which completes the proof.
From the electromagnetic fields as discussed in lemma 3 and 6 we can find a radiation field similar to the one of theorem 1 . The only difference is that we have to assume

$$
f_{\alpha 1}\left(r^{\prime}\right)=-f_{\beta 2}\left(r^{\prime}\right) \quad g_{\alpha 1}\left(r^{\prime}\right)=g_{\beta 2}\left(r^{\prime}\right)
$$

However, on closer examination we see that these fields are the same as those of theorem 1, apart from a rotation in $\phi$ (and $\phi^{\prime}$ ) over $\frac{\pi}{2 n}$. Combining the electromagnetic fields of lemma 4 and 5 we can formulate a theorem similar to theorem 1 . We shall state it without proof.

Theorem 2.
Superposition of the radiation fields as specified in lemma 4 and 5 produces a radiation field which is linearly polarised, provided we choose

$$
\begin{aligned}
& f_{\alpha 2}\left(r^{\prime}\right)=f_{\beta}\left(r^{\prime}\right) \text { and } \\
& g_{\alpha 2}\left(r^{\prime}\right)=-g_{\beta}\left(r^{\prime}\right) .
\end{aligned}
$$

Moreover, the power radiation pattern is symmetrical with respect to the antenna-axis. The aperture fields, which generate this electromagnetic field are given by

$$
\begin{align*}
& E_{r}^{\prime}=2 f_{\alpha 2^{\prime}}(\rho) \cos n \phi^{\prime} e^{-j v p^{2}}, \\
& E_{\phi}^{\prime}=-2 j g_{\alpha 2}(\rho) \sin n \phi^{\prime} e^{-j v \rho^{2}},  \tag{3.20}\\
& Z_{o} H_{r}^{\prime}=-2 f_{\alpha 2}(\rho) \sin n \phi^{\prime} e^{-j v \rho^{2}}, \\
& Z_{o} H_{\phi}^{\prime}=-2 j g_{\alpha 2}(\rho) \cos n \phi^{\prime} e^{-j v p^{2}} .
\end{align*}
$$

It should be noted that the aperture fields of (3.18) and (3.20) are indeed of a different type. So, in general, they will give rise to a different power radiation pattern in the two cases.
The choice

$$
\begin{aligned}
& f_{\alpha 2}\left(r^{\prime}\right)=-f_{B 1}\left(r^{\prime}\right) \text { and } \\
& g_{\alpha 2}\left(r^{\prime}\right)=g_{\beta 1}\left(r^{\prime}\right)
\end{aligned}
$$

leads to a symmetrical power radiation pattern as well. However, this pattern is the same as specified in theorem 2, apart from a rotation over (and $\phi^{\prime}$ ) of $\frac{\pi}{2 n}$.

At this point of the considerations it is useful to return to the beginning of this section. There we have stated that there is a need for symetrical power radiation patterns, which are of the same form as, for instance, the H-plane pattern of the antenna of Fig. 2.15. Up till now we have only developed a theory of symmetrical power radiation patterns. These patterns are the same form as the H-plane pattern of the antenna of Fig. 2.15 provided the corresponding functions $\Theta_{a}, 2$ and $e_{B 1,2}$ can be found. So the question is now to find a structure, for instance a circular waveguide, which guides waves of the type as
discussed in the theorems 1 and 2. This problem will be discussed in the sections 3.2 and 3.4 . In section 3.3 we shall investigate the power radiation patterns in more detail.

### 3.2 Propagation of waves_in_a_circular_cylindrical waveguidewith anisotropic boundary.

In the formulae (3.18) and (3.20) we have specified the electromagnetic fields in a circular aperture, which produce a symmetrical radiation pattern. The next task is to investigate, how these aperture fields can be generated. Because we are dealing with a circular aperture it is but natural to try to generate these electromagnetic fields in a circular waveguide (Fig. 3.4).


Fig. 3.4. Circular waveguide.

Therefore we investigate whether modes with a transverse electric field and a transverse magnetic field as specified in (3.18) and (3.20) with $v=0$ can exist in a circular waveguide with a perfectly conducting boundary. We know that in such a waveguide the tangential electric field is zero at the boundary. But then the normal component of the magnetic field is also zero [50]. The expressions (3.18) and (3.20) prescribe that in that case the normal component of the electrical field should be zero as well, provided $n \neq 0$. Using [50] again we see that the tangential component of the magnetic field is also zero at the boundary. This implies that there are no currents in the waveguide wall. So it is impossible to generate the electromagnetic fields
of (3.18) and (3.20) in a circular waveguide with a perfectly conducting boundary, even if we use a sum of $T E$-modes and $T M$-modes instead of one mode.

Suppose that we wish to design a circular waveguide in which modes can exist with a transverse electric field and a transverse magnetic field as specified in (3.18) and (3.20) with $v=0$. From the divergence equations we derive that these modes have $E_{z}^{\prime}$ and $H_{z}^{\prime}$ components, which in general are unequal zero. Next we shall prove that these modes can exist in a circular waveguide with a very special anisotropic boundary. This boundary is characterized by the conditions

$$
\begin{align*}
& E_{z}^{\prime}=Z_{z} H_{\phi}^{\prime}  \tag{3.21}\\
& E_{\phi}^{\prime}=Z_{\phi} H_{z}^{\prime} .
\end{align*}
$$

We assume that the real parts of $Z_{z}$ and $Z_{\phi}$ are zero. In that case we are sure that the time-average power flow in the radial direction is zero.
So $z_{z}=j x_{z}$ and

$$
\begin{equation*}
z_{\phi}=j x_{\phi} \tag{3.22}
\end{equation*}
$$

$X_{\phi}$ and $X_{z}$ are the circumferential and longitudinal surface reactances respectively. The question of the realisation of this surface reactance will be discussed in one of the forthcoming sections. The electromagnetic field in a waveguide with an anisotropic boundary, defined by the equations (3.21) and (3.22), is the sum of a TE field and a TM field, because there exist an $H_{z}^{\prime}$ and $a n E_{z}^{\prime}$ at the boundary. This type of field is called a hybrid field.
Suppose that the TE field has a generating function [51]

$$
\begin{equation*}
\because\left(r^{\prime}, \phi^{\prime}, z\right)=A_{1} J_{n}\left(k_{c} r^{\prime}\right) \sin n \phi^{\prime} e^{-\gamma z}, \tag{3.23}
\end{equation*}
$$

the $\quad \cdots$ field being generated by

$$
\begin{equation*}
\psi_{2}\left(r^{\prime}, \phi^{\prime}, z\right)=J_{n}\left(k_{c^{\prime}} r^{\prime}\right) \cos n \phi^{\prime} e^{-Y z}, \tag{3.24}
\end{equation*}
$$

with $k_{c}^{2}=k^{2}+\gamma^{2}$.
Then we can derive the components of the electromagnetic field of a TE field by means of the following expressions [52]

$$
\begin{array}{ll}
E_{r}^{\prime}=-\frac{1}{r^{\prime}} \frac{\partial \psi_{1}}{\partial \phi^{\prime}}, & H_{r}^{\prime}=\frac{1}{j \omega \mu_{0}} \frac{\partial^{2} \psi_{1}}{\partial r^{\prime} \partial z}, \\
E_{\phi}^{\prime}=\frac{\partial \psi_{1}}{\partial r^{\prime}}, & H_{\phi}^{\prime}=\frac{1}{j \omega_{0}} \frac{1}{r^{\prime}} \frac{\partial^{2} \psi_{1}}{\partial \phi^{\prime} \partial z},  \tag{3.25}\\
E_{z}^{\prime}=0, & H_{z}^{\prime}=\frac{1}{j \omega \mu_{0}}\left(\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right) \psi_{1} .
\end{array}
$$

For a TM field we find

$$
\begin{array}{ll}
E_{r}^{\prime}=\frac{1}{j \omega \varepsilon_{0}} \frac{\partial^{2} \psi_{2}}{\partial r^{\prime} \partial z}, & H_{r}^{\prime}=\frac{1}{r^{\prime}} \frac{\partial \psi_{2}}{\partial \phi^{\prime}}, \\
E_{\phi}^{\prime}=\frac{1}{j \omega \varepsilon_{0}} \frac{1}{r^{\prime}} \frac{\partial^{2} \psi_{2}}{\partial \phi^{\prime} \partial z}, & H_{\phi}^{\prime}=-\frac{\partial \psi_{2}}{\partial r^{\prime}},  \tag{3.26}\\
E_{z}^{\prime}=\frac{1}{j \omega \varepsilon_{0}}\left(\frac{\partial^{2}}{\partial z^{2}}+k^{2}\right) \psi_{2}, & H_{z}^{\prime}=0,
\end{array}
$$

Then we find for the electromagnetic field in the waveguide

$$
\begin{align*}
& E_{r}^{\prime}=\left\{\frac{-n}{r^{\prime}} A_{1} J_{n}\left(k_{c} r^{\prime}\right)-\frac{Y}{j \omega \varepsilon_{0}} A_{2} J_{n}^{\prime}\left(k_{c} r^{\prime}\right)\left(k^{2}+\gamma^{2}\right)^{\frac{1}{2}}\right\} \cos n \phi^{\prime},  \tag{3.27}\\
& E_{\phi}^{\prime}=\left\{A_{1} j_{n}^{\prime}\left(k_{c} r^{\prime}\right)\left(k^{2}+\gamma^{2}\right)^{\frac{3}{2}}+\frac{Y}{j \omega \varepsilon_{0}} A_{2} \frac{n}{r^{\prime}} J_{n}\left(k_{c} r^{\prime}\right)\right\} \sin n \phi^{\prime},  \tag{3.28}\\
& z_{0}^{H} H_{r}^{\prime}=\left\{\frac{-Y}{j k} A_{1} J_{n}^{\prime}\left(k_{c} r^{\prime}\right)\left(k^{2}+\gamma^{2}\right)^{\frac{1}{2}}-z_{o} A_{2} \frac{n}{r^{\prime}} J_{n}\left(k_{c} r^{\prime}\right)\right\} \sin n \phi^{\prime},  \tag{3.29}\\
& Z_{o} H_{\phi}^{\prime}=\left\{\frac{-y}{j k} A_{1} \frac{n}{r^{\prime}} J_{n}\left(k_{c} r^{\prime}\right)-Z_{0} A_{2} j_{n}^{\prime}\left(k_{c} r^{\prime}\right)\left(k^{2}+y^{2}\right)\right\} \cos n \phi^{\prime},  \tag{3.30}\\
& E_{z}^{\prime}=\frac{\gamma^{2}+k^{2}}{j \omega \varepsilon_{0}} \quad A_{2} J_{n}\left(k_{c} r^{\prime}\right) \cos n \phi^{\prime},  \tag{3,31}\\
& H_{z}^{\prime}=\frac{\gamma^{2}+k^{2}}{j \omega \mu_{0}} \quad A_{1} J_{n}\left(k_{c} r^{\prime}\right) \sin n \phi^{\prime} . \tag{3.32}
\end{align*}
$$

The prime in $J_{n}^{\prime}\left(k_{c} r^{\prime}\right)$ means differentiating with respect to $k_{c} r^{\prime}$. In the expressions (3.27) to (3.32) incl. we have omitted the common factor $e^{-\gamma z}$.
By inspection it may be shown that these expressions are of the same type as (3.18) provided

$$
\begin{equation*}
A_{1}=Z_{0} A_{2} \tag{3.33}
\end{equation*}
$$

The choice

$$
\begin{equation*}
A_{1}=-Z_{0} A_{2} \tag{3.34}
\end{equation*}
$$

gives rise to expressions which are the same as specified in (3.20). Obviously, the relations (3.33) and (3.34) yield a restriction for the value of $Z_{\phi}$ and $Z_{z}$. This restriction may be found by applying the boundary conditions (3.21).

We find

$$
\begin{equation*}
\frac{k^{2}+\gamma^{2}}{J^{2} \varepsilon_{0}} A_{2} J_{n}\left(k_{c} a\right)=Z_{z}\left\{\frac{-\gamma}{J \omega \mu_{o}} \frac{n}{a} A_{1} J_{n}\left(k_{c} a\right)-A_{2} j_{n}^{1}\left(k_{c} a\right)\left(k^{2}+\gamma^{2}\right)^{\frac{1}{2}}\right\} \tag{3.35}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{\phi} \frac{k^{2}+y^{2}}{J \omega \mu_{0}} A_{1} J_{n}\left(k_{c} a\right)=A_{1} J_{n}^{1}\left(k_{c} a\right)\left(k^{2}+y^{2}\right)^{\frac{1}{2}}+\frac{y}{J \omega \varepsilon_{o}} \frac{n}{a} A_{2} J_{n}\left(k_{c} a\right), \tag{3.36}
\end{equation*}
$$

a being the radius of the waveguide. Substitution of $A_{1}= \pm Z_{0} A_{2}$ in (3.35) and (3.36) gives

$$
\begin{equation*}
z_{z} z_{\phi}+z_{0}^{2}=0 \tag{3.37}
\end{equation*}
$$

This relation has been derived also in [15] using a completely different approach.

For the case $A_{1}=Z_{0} A_{2}$ we derive the dispersion equation from (3.36). The result is

$$
\begin{equation*}
\left\{z_{\phi} \frac{\left(k^{2}+y^{2}\right)^{\frac{1}{2}}}{j \omega k_{0}}-\frac{Y}{j k} \frac{n}{k_{c}^{a}}+\frac{n}{k_{c} a}\right\} J_{n}\left(k_{c} a\right)=J_{n-1}\left(k_{c} a\right) \tag{3.38}
\end{equation*}
$$

where use has been made of the second recurrence relation of (2.63). In case $A_{1}=-Z_{0} A_{2}$ we find

$$
\begin{equation*}
\left\{z_{\phi} \frac{\left(k^{2}+\gamma^{2}\right)^{\frac{1}{2}}}{j \omega \mu_{0}}+\frac{\gamma}{J k} \frac{n}{k_{c}^{a}}+\frac{n}{k_{c} a}\right\} J_{n}\left(k_{c} a\right)=J_{n-1}\left(k_{c} a\right) \tag{3.39}
\end{equation*}
$$

In the preceding section we have pointed out that the case $n=1$ is of practical significance. Therefore, we shall restrict ourselves in the following considerations to the case $n=1$. In the section 3.4 we shall discuss how a circular waveguide with the boundary conditions as specified in (3.21) can be realised. We shall then see that a physical realisation is possible for the case $Z_{\phi}=0$ and $Z_{z}=\infty$. So in the remaining part of this section we shall assume that $Z_{\phi}=0$ and $Z_{z}=\infty$, which is in agrement with (3.37). Now the dispersion equations reduce to the form


Fig. 3.5. $\beta / k$ against $2 a / \lambda$ for circular waveguide with anisotropic boundary: a: $H E_{11}^{(1)}$-mode,
b: fast $H E_{11}^{(2)}$-mode,

$$
\text { c: slow } H E_{11}^{(2)} \text {-mode. }
$$

$$
\begin{equation*}
\left(1 \pm \frac{\gamma}{j k}\right) \frac{1}{k_{c}^{a}} j_{1}\left(k_{c} a\right)=j_{0}\left(k_{c} a\right) \tag{3.40}
\end{equation*}
$$

For a propagating mode we have $\gamma=j \beta$. The dispersion equation (3.40) gives the value of $\beta / k$ for a prescribed value of $k a$.

Let us now consider the solutions of equation (3.40). The $B / k$ - versus 2a/d curve of this equation has been plotted in Fig. 3.5.

We see that the curve has two branches with one common point. The branch marked with the symbol a is related to the solution with $A_{1}=$ $Z_{0} A_{2}$ wheras the other branch, marked $b$ is related to the solution with $A_{1}=-Z_{0} A_{2}$. We shall call the mode associated with the branch a the $H E_{11}^{(1)}$-node. The other mode is the $H E_{11}^{(2)}$-mode.

The common point can be found by putting $\bar{\beta} / \mathrm{k}=0$ in equation (3.40). The result is

$$
\begin{align*}
& \frac{1}{k a} J_{1}(k a)=J_{0}(k a) \text { or } \\
& J_{1}^{\prime}(k a)=0 \tag{3.41}
\end{align*}
$$

The first root of this equation is $k a=1.841$ or ${ }^{2 a} / \lambda=0.58$. The condition ( 3.41 ) is exactly the same as the one which gives the cut-off frequency of the $T E_{11}$-mode in a perfectly conducting waveguide with radius $a$. The second root of (3.41) is ka $=5.331$ or $2 a / \lambda=1.69$ and gives the cut-off frequency of a higher hybrid mode.
Let us now investigate the transverse electric field of the $H E_{1}^{(1)}$-mode. For this mode we have $A_{1}=Z_{0} A_{2}$ and the components $E_{r}^{\prime}$ and $E_{\phi}^{\prime}$ can be found in the following way.

$$
\begin{align*}
E_{r}^{\prime} & =-A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}}\left\{\frac{1}{k_{c} r^{\prime}} J_{1}\left(k_{c} r^{\prime}\right)+\frac{\beta}{k} J_{1}^{\prime}\left(k_{c} r^{\prime}\right)\right\} \cos \phi^{\prime} \\
& =-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-B^{2}\right)^{\frac{1}{2}}\left[\left\{\jmath_{0}\left(k_{c} r^{\prime}\right)+J_{2}\left(k_{c} r^{\prime}\right)\right\}+\frac{B}{k}\left\{J_{0}\left(k_{c} r^{\prime}\right)-J_{2}\left(k_{c} r^{\prime}\right)\right\} \cos ^{\prime}\right. \\
& =-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-B^{2}\right)^{\frac{1}{2}}\left\{\left(1+\frac{B}{k}\right) J_{0}\left(k_{c^{\prime}} r^{\prime}\right)+\left(1-\frac{B}{k}\right) J_{2}\left(k_{c} r^{\prime}\right)\right\} \cos \phi^{\prime} \\
& \equiv-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-B^{2}\right)^{\frac{1}{2}}\left(1+\frac{B}{k}\right) f_{1}\left(k_{c} r^{\prime}\right) \cos \phi^{\prime} \tag{3.42}
\end{align*}
$$



Fig. 3.6. The functions $f_{1}\left(k_{c} a \rho\right)$ and $9_{1}\left(k_{c} a \rho\right)$ against $\rho$.
a: $T E_{11}$-mode of perfectly conducting waveguide.
$H E_{11}^{(1)}$-mode,
b: $2 \mathrm{a} / \lambda=0.6 ; c: \frac{2 \mathrm{a}}{\lambda}=0.8$;

$d: \frac{2 a}{\lambda}=1.0$
e: $2 a / \lambda=1.4 ; f: 2 a / \lambda=1.8$.

In (3.42) use has been made of the formulae (2.63).
In a similar way we find

$$
\begin{align*}
E_{\phi}^{\prime} & =\frac{1}{2} A_{2} Z_{0}\left(k^{2}-B^{2}\right)^{\frac{1}{2}}\left\{\left(1+\frac{\beta}{k}\right) J_{0}\left(k_{c} r^{\prime}\right)-\left(1-\frac{\beta}{k}\right) J_{2}\left(k_{c} r^{\prime}\right)\right\} \sin \phi^{\prime} \\
& =\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}}\left(1+\frac{B}{k}\right) g_{1}\left(k_{c} r^{\prime}\right) \sin \phi^{\prime} \tag{3.43}
\end{align*}
$$

The functions $f_{1}\left(k_{c} r^{\prime}\right)$ and $9_{1}\left(k_{c} r^{\prime}\right)$ are plotted in Fig. 3.6 for several values of $2 a / \lambda$. InFig. 3.6a we have plotted the corresponding functions of the $T E_{11}$-mode in a perfectly conducting waveguide. From these figures two conclusions can be drawn.
(i) For increasing values of $2 a / \lambda$ we observe that the function $g_{1}\left(k_{c} r^{\prime}\right)$ undergoes only a minor change, whereas the function $f_{l}\left(k_{c} r^{+}\right)$ changes drastically.
(ii) For a frequency at which $2 \mathrm{a} / \lambda=0.6$ we see that the components of the electromagnetic field of the $H E_{11}^{(1)}$-mode are virtually the same as of the $T E_{11}$ mode.


Fig. 3.7. $\beta / k$ against $2 a / \lambda$ for $H E_{11}^{(1)}$ mode. Large values of $2 a / \lambda$.

From conclusion (i) we see that the value of $E_{r}^{\prime}$ at the boundary $r^{\prime}=a$ decreases for increasing values of $2 a / \lambda$. In chapter 2 we have seen that
the high sidelobes in the E-plane radiation pattern of a conical horn antenna are caused by the fact that the value of $E_{r}^{\prime}$ is rather large at the boundary $r^{\prime}=a$. So the conical horn antenna with the special anisotropic boundary discussed in this section gives us the possibility to improve the sidelobe behaviour in the E-plane.

We shall discuss this phenomenon in more detail in section 3.6 . Then we shall also use Fig. 3.7.

From equation (3.27) to (3.30) incl. and the relation (3.33) we may conclude that the electric field lines of the $H E_{11}^{(1)}$-mode are of the same form as the magnetic field lines apart from a rotation in $\phi^{\prime}$ of $90^{\circ}$. From conclusion (ii) we know that the electrical field lines of the HE (1)mode are virtually of the same form as those of the $T E_{11}$ mode in a perfectly conducting waveguide, at least for $2 a / \lambda=0.6$. So it is now possible to sketch the field lines of the $H E_{11}^{(1)}$-mode for $2 \mathrm{a} / \lambda=0.6$. This has been done in Fig. 3.8, where also a sketch of the field lines of the $T E_{11}$-mode is given.


Fig. 3.8. Transverse electric field lines and transverse magnetic field lines.
a : $T E_{11}$ mode,
b: HE ${ }_{11}^{(1)}$-mode for $2 a / \lambda=0.6$.

It is now possible to make some qualitative remarks about the problen of generating the $H E_{11}^{(1)}$ mode. Let us couple a perfectly conducting waveguide with radius $a$, in which the $T E_{11}$-mode propagates, to a waveguide with the same radius but with boundary conditions as specified in (3.21) and with $Z_{z}=\infty$ and $Z_{\phi}=0$. (See Fig. 3.9).


Fig. 3.9. Transition from perfectly conducting waveguide to waveguide with anisotropic boundary.

Then we are sure that $2 a / \lambda>0.58$. This implies that the $H E_{11}^{(2)}$-mode will not be excited in waveguide 2 . Then remains the question whether the $H E_{11}^{(1)}$-mode will be excited in waveguide 2 . If the components of the electromagnetic field of the $H E_{1}^{(1)}$-mode depend on the coordinates of the waveguide in a similar way as in the case of the $T E_{11}$-mode, then we may expect that only a minor part of the energy will be reflected. From Fig. 3.8 we conclude that this condition is satisfied and it seems that the excitation of the $H E_{11}^{(1)}$-mode offers no important difficulties.

For the sake of completeness we have calculated the transverse electric field of the $\mathrm{HE}_{11}^{(2)}$-mode as well.
For this mode we have $A_{1}=-Z_{0} A_{2}$.

$$
\begin{align*}
E_{r}^{\prime} & =\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}}\left\{\left(1-\frac{\beta}{k}\right) J_{0}\left(k_{c} r^{\prime}\right)+\left(1+\frac{\beta}{k}\right) J_{2}\left(k_{c} r^{\prime}\right)\right\} \cos \phi^{\prime} \\
& \equiv \frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}}\left(1-\frac{\beta}{k}\right) f_{2}\left(k_{c} r^{\prime}\right) \cos \phi^{\prime} \cdot  \tag{3.44}\\
E_{\phi}^{\prime} & =-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}}\left\{\left(1-\frac{\beta}{k}\right) J_{0}\left(k_{c} r^{\prime}\right)-\left(1+\frac{\beta}{k}\right) J_{2}\left(k_{c^{\prime}} r^{\prime}\right)\right\} \sin \phi^{\prime} \\
& \equiv-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}}\left(1-\frac{\beta}{k}\right) g_{2}\left(k_{c} r^{\prime}\right) \sin \phi^{\prime} . \tag{3.45}
\end{align*}
$$

The functions $f_{2}\left(k_{c} r^{\prime}\right)$ and $9_{2}\left(k_{c} r^{\prime}\right)$ are calculated for three values of $2 a / \lambda$. The results are plotted in Fig. 3.10 and show us that for $2 a / \lambda=$ 0.55 the components of the electromagnetic field of the $H E_{11}^{(2)}$-mode are quite similar to those of the electromagnetic field of the $T E_{11}$-mode in a perfectly conducting waveguide. However, if $\beta / k$ approaches the value one, the picture changes completely. Now we see that the function


Fig. 3.10. The functions $f_{2}\left(k_{c} a \rho\right)$ and $g_{2}\left(k_{c} a p\right)$ against $\rho$.
$\mathrm{a}: 2 \mathrm{a} / \lambda=0.55$,
$b: 2 a / \lambda=0.50$,
c: $2 \mathrm{a} / \lambda=0.45$.
$f_{2}\left(k_{c} r^{\prime}\right)$ is larger in the neigbourhood of the boundary, whereas the function $g_{2}\left(k_{c} r^{\prime}\right)$ is zero at the boundary. So this mode is not suitable for antenna applications.

Branch b of Fig, 3.5 suggests that slow waves can exist if $2 a / \lambda<0.44$. Therefore we shall investigate the occurence of these waves in more detail.

Now the generating function of the TE field is given by

$$
\begin{equation*}
\psi_{3}\left(r^{\prime}, \phi^{\prime}, z\right)=A_{3} I_{n}\left(\Gamma_{c} r^{\prime}\right) \sin n \phi^{\prime} e^{-\gamma z}, \tag{3.46}
\end{equation*}
$$

whereas the $T M$ field has the generating function

$$
\begin{equation*}
\psi_{4}\left(r^{\prime}, \phi^{\prime}, z\right)=A_{4} I_{n}\left(r_{c} r^{\prime}\right) \cos n \phi^{\prime} e^{-\gamma z} \tag{3.47}
\end{equation*}
$$

$I_{n}$ is the modified Bessel function [53] and $\Gamma_{c}^{2}=-\left(k^{2}+\gamma^{2}\right)$. Then the components of the electromagnetic field are

$$
\begin{align*}
& E_{r}^{\prime}=\Gamma_{c}\left\{\frac{-n}{\Gamma_{c} r^{\prime}} A_{3} I_{n}\left(\Gamma_{c} r^{\prime}\right)-\frac{\gamma}{j \omega \varepsilon_{0}} A_{4} I_{n}^{\prime}\left(\Gamma_{c} r^{\prime}\right)\right\} \cos n \phi^{\prime},  \tag{3.48}\\
& E_{\phi}^{\prime}=\Gamma_{c}\left\{A_{3} I_{n}^{\prime}\left(\Gamma_{c} r^{\prime}\right)+\frac{\gamma}{j \omega \varepsilon_{0}} A_{4} \frac{n}{\Gamma_{c} r^{\prime}} I_{n}\left(\Gamma_{c} r^{\prime}\right\} \sin n \phi^{\prime},\right.  \tag{3.49}\\
& Z_{0} H_{r}^{\prime}=\Gamma_{c}\left\{\frac{-\gamma}{j k} A_{3} I_{n}^{\prime}\left(\Gamma_{c} r^{\prime}\right)-Z_{0} A_{4} \frac{n}{\Gamma_{c} r^{\prime}} I_{n}\left(\Gamma_{c} r^{\prime}\right\} \sin n \phi^{\prime},\right.  \tag{3.50}\\
& Z_{0} H_{\phi}^{\prime}=\Gamma_{c}\left\{\frac{-\gamma}{j k} \frac{n}{\Gamma_{c} r^{\prime}} A_{3} I_{n}\left(\Gamma_{c} r^{\prime}\right)-Z_{0} A_{4} I_{n}^{\prime}\left(\Gamma_{c^{\prime}}\right\} \cos n \phi^{\prime},\right.  \tag{3.51}\\
& E_{z}=\frac{k^{2}+\gamma^{2}}{j \omega \varepsilon_{0}} A_{4} I_{n}\left(\Gamma_{c} r^{\prime}\right) \cos n \phi^{\prime},  \tag{3.52}\\
& H_{z}=\frac{k^{2}+\gamma^{2}}{j \omega \varepsilon_{0}} A_{3} I_{n}\left(\Gamma_{c} r^{\prime}\right) \sin n \phi^{\prime}, \tag{3.53}
\end{align*}
$$

In the expressions (3.48) to (3.53) incl. we have omitted the factor $e^{-\gamma Z}$. Also in this case we find that the condition

$$
\begin{equation*}
A_{3}=Z_{0} A_{4} \tag{3.54}
\end{equation*}
$$

gives rise to an electromagnetic field as specified in (3:18).
Electromagnetic fields of the type of (3.20) can be found by substitution of

$$
\begin{equation*}
A_{3}=-Z_{0} A_{4} \tag{3.55}
\end{equation*}
$$

In both cases we find again that

$$
\begin{equation*}
Z_{z} z_{\phi}+z_{0}^{2}=0 \tag{3.37}
\end{equation*}
$$

If we restrict ourselves to the special case $Z_{1}=0$ and $Z_{Z}=\infty$ we derive for the dispersion equation

$$
\begin{equation*}
\left(1 \pm \frac{\gamma}{j k}\right) \frac{n}{\Gamma_{c}^{a}} I_{n}\left(\Gamma_{c} a\right)=I_{n-1}\left(\Gamma_{c}^{a}\right) \tag{3.56}
\end{equation*}
$$

The - sign corresponds to the solution with the condition (3.54) and the + sign refers to that with the condition (3.55).
In the special case $n=1$ these equations reduce to

$$
\begin{equation*}
\left(1 \pm \frac{\beta}{k}\right) \frac{1}{\Gamma_{c}^{a}} I_{1}\left(\Gamma_{c} a\right)=I_{o}\left(\Gamma_{c}^{a}\right) \tag{3.57}
\end{equation*}
$$

From the fact that the functions $I_{1}\left(\Gamma_{c} a\right)$ and $I_{o}\left(\Gamma_{c} a\right)$ are positive [53] and $\beta / k$ is greater than one we see that the equation with the - sign has no solution at all. The solution of the other equation is plotted as branche c in Fig. 3.5. Comparing branch band branch cof Fig. 3.5 we see that branch $c$ is the continuation of branch $b$ of Fig. 3.5, and we observe that there exists a continuous transition from the East to the slow waves. Therefore, it is reasonable to assume that the electromagnetic field of this mode is similar to that plotted in Fig. 3.10. In order to verify this assumption we have calculated the transverse electric field of the slow $H E_{11}^{(2)}$-mode. The next two expressions serve as a starting-point

$$
\begin{align*}
E_{r}^{\prime} & =\frac{1}{2} \Gamma_{c} A_{4} Z_{0} \cos \phi^{\prime}\left\{\left(1-\frac{B}{k}\right) I_{0}\left(\Gamma_{c} r^{\prime}\right)-\left(1+\frac{B}{k}\right) I_{2}\left(\Gamma_{c} r^{\prime}\right)\right\} \\
& \equiv \frac{1}{2} \Gamma_{c} A_{4} Z_{0}\left(1-\frac{B}{k}\right) f_{3}\left(\Gamma_{c} r^{\prime}\right) \cos \phi^{\prime}  \tag{3.58}\\
E_{\phi}^{\prime} & =-\frac{1}{2} \Gamma_{c} A_{4} Z_{0} \sin \phi^{\prime}\left\{\left(1-\frac{B}{k}\right) I_{0}\left(\Gamma_{c} r^{\prime}\right)+\left(1+\frac{B}{k}\right) I_{2}\left(\Gamma_{c} r^{\prime}\right)\right\} \\
& =-\frac{1}{2} \Gamma_{c} A_{4} Z_{0}\left(1-\frac{B}{k}\right) g_{3}\left(\Gamma_{c} r^{\prime}\right) \sin \phi^{\prime} \tag{3,59}
\end{align*}
$$

Use has been made of the recurrence relations [53]

$$
\begin{align*}
& \frac{2 Y}{z} I_{Y}(z)=I_{\gamma-1}(z)-I_{\gamma+1}(z) \\
& 2 I_{Y}^{\prime}(z)=I_{Y-1}(z)+I_{\gamma+1}(z) . \tag{3.60}
\end{align*}
$$



Fig. 3.11. The functions $f_{3}\left(k_{c} a p\right)$ and $g_{3}\left(k_{c} a p\right)$ against $p$.
$a: 2 a / \lambda=0.41$,
b: $2 \mathrm{a} / \lambda=0.44$.

In Fig. 3.11 we have plotted two typical examples, namely for $2 a / \lambda=0.41$ and $2 a / \lambda=0.44$.

Observing Fig. 3. 10 and Fig. 3.11 we conclude that neither the fast nor the slow $H E_{11}^{(2)}$-mode is suitable for antenna applications. Moreover this mode can only exist if $2 a / \lambda<0.58$. The properties of the $H E_{11}^{(1)}$ mode, however, indicate that this mode can be used for antenna applications and that the excitation of the mode is not a serious problem. In the next section we shall investigate the radiation pattern of an open circular waveguide with aperture fields equal to the transverse electromagnetic fields of the $H E_{11}^{(1)}$ mode.

### 3.3 Power radiation pattern of an open circular waveguide with anisotropic boundary.

One of the results of section 3.2 is that the $H E_{11}^{(1)}$-mode has the interesting property that the component $E_{r}^{\prime}$ has only a small value at the boundary of the waveguide, provided the frequency is not too close to the cut-off frequency. This implies that the radiation pattern of an open waveguide which supports this mode, will have lower sidelobes than in the corresponding case of the $T E_{11}$ mode in a perfectly conducting waveguide. Therefore, it is interesting to calculate the radiation pattern of an open circular waveguide with an anisotropic boundary. We start by writing down the aperture fields in the following form:

$$
\begin{align*}
& E_{r}^{\prime}=-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}} f\left(k_{c} r^{\prime}\right) \cos \phi^{\prime},  \tag{3.61}\\
& E_{\phi}^{\prime}=\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}} g\left(k_{c} r^{\prime}\right) \sin \phi^{\prime},  \tag{3.62}\\
& Z_{0} H_{r}^{\prime}=-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}} f\left(k_{C} r^{\prime}\right) \sin \phi^{\prime},  \tag{3.63}\\
& Z_{0} H_{\phi}^{\prime}=-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}} g\left(k_{c^{\prime}} r^{\prime}\right) \cos \phi^{\prime}, \tag{3.64}
\end{align*}
$$

with

$$
\begin{align*}
& f\left(k_{c} r^{\prime}\right)=\left(1+\frac{\beta}{k}\right) J_{0}\left(k_{c} r^{\prime}\right)+\left(1-\frac{\beta}{k}\right) J_{2}\left(k_{c} r^{\prime}\right),  \tag{3.65}\\
& g\left(k_{c} r^{\prime}\right)=\left(1+\frac{\beta}{k}\right) J_{0}\left(k_{c} r^{\prime}\right)-\left(1-\frac{\beta}{k}\right) J_{2}\left(k_{c} r^{\prime}\right), \tag{3.66}
\end{align*}
$$

and

$$
k_{c}=\left(k^{2}-B^{2}\right)^{\frac{1}{2}}
$$

Moreover, we assume that the aperture is an equiphase plane; so $v=0$. Substitution of the expressions (3.61) to (3.64) incl. in the formulae (2.24) and (2.25), and using the relations:

$$
\begin{align*}
& \int_{0}^{2 \pi} \cos \phi^{\prime} \cos \left(\phi-\phi^{\prime}\right) e^{j u \rho \cos \left(\phi-\phi^{\prime}\right)} d \phi^{\prime}=\pi \cos \phi\left\{J_{0}(u \rho)-J_{2}(u \rho)\right\},  \tag{3.67}\\
& \int_{0}^{2 \pi} \sin \phi^{\prime} \sin \left(\phi-\phi^{\prime}\right) e^{j u \rho \cos \left(\phi-\phi^{\prime}\right)} d \phi^{\prime}=-\pi \cos \phi\left\{J_{0}(u \rho)+J_{2}(u \rho)\right\},  \tag{3.68}\\
& \int_{0}^{2 \pi} \sin \phi^{\prime} \cos \left(\phi^{-} \phi^{\prime}\right) e^{j u \rho \cos \left(\phi-\phi^{\prime}\right)} d \phi^{\prime}=\pi \sin \phi\left\{J_{0}(u \rho)-J_{2}(u \rho)\right\}, \tag{3.69}
\end{align*} \int_{0}^{2 \pi} \cos \phi^{\prime} \sin \left(\phi-\phi^{\prime}\right) e^{j u \rho \cos \left(\phi-\phi^{\prime}\right)} d \phi^{\prime}=\pi \sin \phi\left\{J_{0}(u \rho)+J_{2}(u \rho)\right\}, ~ l
$$

which can be derived quite easily from the formulae (3.9) and (3.12), we find

$$
\begin{aligned}
& E_{\theta}=-\frac{1}{4} A_{2} Z_{0}\left(k^{2}-B^{2}\right)^{\frac{1}{2}} \frac{j k a^{2}}{4 r} e^{-j k r} \cos \phi x \\
& \int_{0}^{1}\left\{F\left(\rho a_{1}, \theta\right) J_{0}(u \rho)-G(\rho a 1, \theta) J_{2}(u \rho)\right\} \rho d \rho \\
& E_{\phi}= \frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}} \frac{j k a^{2}}{4 r} e^{-j k r} \sin \phi x \\
& \text { with } \int_{0}^{1}\left\{F\left(\rho a_{1}, \theta\right) J_{0}(u \rho)-G\left(\rho a_{1}, \theta\right) J_{2}(u \rho)\right\} \text { pd } \rho \\
& a_{1}= k_{c} a .
\end{aligned}
$$

The functions $F\left(\rho a_{1}, \theta\right)$ and $G\left(p a_{1}, \theta\right)$ are defined by the relations

$$
\begin{aligned}
& F\left(\rho a_{1}, \theta\right)=\left\{f\left(\rho a_{1}\right)+g\left(\rho a_{1}\right)\right\}(1+\cos \theta) \\
& G\left(\rho a_{1}, \theta\right)=\left\{f\left(\rho a_{1}\right)-g\left(\rho a_{1}\right)\right\}(1-\cos \theta), \\
& h \\
& \rho=r^{\prime} / a .
\end{aligned}
$$

with

The expressions (3.71) and (3.72) are of the same form as (3.19). So they describe a symmetrical power radiation pattern, as was to be expected. The expressions (3.71) and (3.72) can be written in the following abbreviated form

$$
\begin{align*}
& E_{\theta}=-\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}} \frac{j k a^{2}}{4 r} e^{-j k r} \cos \phi \quad I(\theta), \\
& E_{\phi}=\frac{1}{2} A_{2} Z_{0}\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}} \frac{j k a^{2}}{4 r} e^{-j k r} \sin \phi \quad I(\theta),  \tag{3.74}\\
& I(\theta)=2 \int\left\{\left(1+\frac{\beta}{k}\right) J_{0}\left(\rho a_{1}\right) J_{0}(u p)(1+\cos \theta)-\right. \\
& \left.\left(1-\frac{\beta}{k}\right) J_{2}\left(\rho a_{1}\right) J_{2}(u \rho)(1-\cos \theta)\right\} \rho d \rho . \tag{3.75}
\end{align*}
$$

with

In the derivation of $I(\theta)$ use has been made of the formulae (3.65) and (3.66). Poynting's vector is given by

$$
\underline{S}(r, \theta, \phi)=\frac{1}{2} Z_{0}^{-1}\left(\frac{k a^{2}}{4 r}\right)^{2}\left(\frac{1}{2} A_{2} Z_{0}\right)^{2}\left(k^{2}-\beta^{2}\right) \times|I(\theta)|^{2} \underline{a}_{r}
$$

The power radiated per unit solid angle is $P(\theta, \phi)=r^{2} \mid \underline{S}(r, \theta, \phi)$ and the power radiation pattern is then represented by

$$
\begin{equation*}
F(\theta)=\left|\frac{I(\theta)}{I(0)}\right|^{2} \tag{3.76}
\end{equation*}
$$

with

$$
I(0)=4\left(1+\frac{e}{k}\right) \int_{0}^{1} J_{0}\left(\rho_{1}\right) p d \rho
$$

The function $F(\theta)$ can be written in a closed form if we use the formula [54]

$$
\begin{align*}
& \int_{0}^{p} J_{n}\left(k_{1} \rho\right) s_{n}\left(k_{2} \rho\right) p d \rho=\frac{p}{k_{1}-k_{2}^{2}}\left\{k_{2} J_{n}\left(k_{1} p\right) J_{n-1}\left(k_{2} p\right)-\right. \\
& \left.k_{1} J_{n-1}\left(k_{1} p\right) J_{n}\left(k_{2} p\right)\right\} . \tag{3.77}
\end{align*}
$$

By means of this formula we can calculate the following integrals

$$
\begin{aligned}
& \int_{0}^{1} J_{0}\left(a_{1} \rho\right) \rho d \rho=\frac{1}{a_{1}} J_{1}\left(a_{1}\right) . \\
& \int_{0}^{1} J_{0}\left(a_{1} \rho\right) J_{0}(u \rho) \rho d \rho=\frac{1}{a_{1}^{2}-u^{2}}\left\{a_{1} J_{1}\left(a_{1}\right) J_{0}(u)-u J_{0}\left(a_{1}\right) J_{1}(u)\right\} . \text { (3.79) } \\
& \int_{0}^{1} J_{2}\left(a_{1} \rho\right) J_{2}(u \rho) \rho d \rho=\frac{1}{a_{1}^{2}-u^{2}}\left\{u J_{2}\left(a_{1}\right) J_{1}(u)-a_{1} J_{1}\left(a_{1}\right) J_{2}(u)\right\} . \text { (3.80) } \\
& \text { For the function } F(\rho) \text { we now find }
\end{aligned}
$$

$$
\begin{align*}
& F(\theta)=\frac{a_{1}}{2 J_{1}\left(a_{1}\right)} \frac{1}{a_{1}^{2}-u^{2}}\left[(1+\cos \theta)\left\{a_{1} J_{1}\left(a_{1}\right) y_{0}(u)-u\right)_{0}\left(a_{1}\right) J_{1}(u)\right\} \\
& \left.+a(1-\cos \theta)\left\{a_{1} d_{1}\left(a_{1}\right) J_{2}(u)-u_{2}\left(a_{1}\right) J_{1}(u)\right\}\right] . \tag{3.81}
\end{align*}
$$



Fig. 3.12. Power radiation pattern of radiating circular waveguide with anisotropic boundary.

$$
\begin{array}{ll}
\mathrm{a}: 2 a / \lambda=0.6 ; & \mathrm{b}: 2 \mathrm{a} / \lambda=0.8 ; \\
\mathrm{d}: 2 \mathrm{a} / \lambda=1.2 ; & \text { e: }: 2 a / \lambda=1.4 ; \quad \text { f: } 2 a / \lambda=1,0 ; \\
\mathrm{g}: 2 a / \lambda=1.8 .
\end{array}
$$



Fig. 3.13. Beamwidth against $2 a / \lambda$ of radiating circular waveguide with anisotropic boundary.

In the formula for $F(\theta)$ we have used the abbrevation

$$
\begin{equation*}
\alpha=\frac{1-\beta / k}{1+B / k} . \tag{3.82}
\end{equation*}
$$

It may be recalled that the function $F(\theta)$ represents the power radiation pattern of an open circular waveguide with aperture fields equal to the transverse part of the electromagnetic field of the $H E_{11}^{(1)}$-mode. We are now able to calculate this pattern for several values of $2 a / \lambda$. The procedure, which has been adopted is as follows. Choose the value of $2 a / \lambda$. From Fig. 3.5 or Fig. 3.7 we find $B / k$. After calculating $\alpha$ and $a_{1}$ we can find the function $F(\theta)$. In Fig. 3.12 we have plotted the function $10^{10} \log F(\theta)$ for several values of $2 a / \lambda$ between 0.6 and 1.8 , whereas in Fig. 3.13 we have plotted the $3,5,10,15,20$ and 30 dB points for several values of $2 a / \lambda$ between 1.4 and 2.4 . These figures can be used as a design chart. For instance, suppose that we wish to design a feed for a parabolic reflector antenna. Suppose further that this feed should have a symmetrical power pattern with a $20-\mathrm{dB}$ beamwidth of $120^{\circ}$. (Among other factors this choice depends, of course, on the ratio of the focal distance and the dianeter of the reflector). Then we see that this requirement can be met with a feed having $2 a / \lambda=1.6$. So, after specifying the frequency for which this feed will be used, we can find the diameter of the radiating waveguide.

The next task then is to find a physical structure which acts as a waveguide with the anisotropic boundary defined in the previous section by the relation (3.21), with $Z_{\phi}=0$ and $Z_{Z}=\infty$. This question will be discussed in the following section.

### 3.4 Circular corrugated waveguide.

In this section we shall prove that a circular corrugated waveguide in a limited frequency region acts as an anisotropic waveguide as discussed in the preceding sections (Fig. 3.14).


Fig. 3.14. Circular corrugated waveguide.

A corrugated waveguide consists of a central part (I) and equally spaced grooves (II). Such a waveguide is a periodic structure and an exact theory of it should start by writing down the electromagnetic fields in the central part in the form of a series of space harmonics. The following step is then to find the electromagnetic fields in the grooves. After applying the boundary conditions at $r^{\prime}=$ a dispersion equation is obtained. The solution of the equation is a difficult task. This procedure has been followed in the design of linear accelerators [55], [56], where the distance between two consecutive grooves is of the order of half a wavelength. In our case, however, the distance between two consecutive grooves is so short that there are many grooves per wavelength. This implies that it is permissible to ignore the periodic nature of the waveguide. The electromagnetic fields in the central part of the waveguide can now be determined by treating the structure as a waveguide with an impedance boundary. In the following we shall indicate a second reason for abandoning the treatment of the corrugated waveguide as a periodic structure. In section 3.5 we shall deal with conical horn antennas of which the boundary consists of
closely spaced grooves. They have no periodic nature and therefore we expect that a theory of them can be developed only if we describe the properties of the boundary in terms of an impedance boundary. Our next task is to prove that the waveguide, sketched in Fig. 3.14, exhibits indeed the property that $Z_{\phi}=0$ and $Z_{z}=\infty$ for $r^{\prime}=a$. Therefore, we observe that the region II between $r^{\prime}=a$ and $r^{\prime}=b$ is in fact a radial waveguide, which is short-circuited at $r^{\prime}=b$. The electromagnetic fields in a radial waveguide can be derived in a way similar to the one in which we have found the electromagnetic fields in a circular waveguide. The modes which can exist in a radial waveguide (Fig. 3.15) represent waves propagating in the direction $+r^{\prime}$ or $-r^{\prime}$.


Fig. 3.15. Radial waveguide.

They are $T E$-modes and $T M$-modes with respect to the z-axis. The $T M$-modes can be derived from the generating function [57]

$$
\begin{align*}
& \psi_{\mathrm{TM}}\left(r^{\prime}, \phi^{\prime}, z\right)=f_{n}\left(k_{c} r^{\prime}\right) \cos n \phi^{\prime} \cos \frac{m \pi z}{t_{2}}  \tag{3.83}\\
& k_{C}^{2}=k^{2}-\left(\frac{m \pi}{t_{2}}\right)^{2}
\end{align*}
$$

We shall specify the function $f_{n}\left(k_{c} r^{\prime}\right)$ later on. The components of the electromagnetic field of this mode can now be found using (3.26).

The results are:

$$
\begin{align*}
& E_{r}^{\prime}=\frac{-1}{\sqrt{\omega \varepsilon_{0}}} \frac{m \pi}{t_{2}} \frac{d f_{n}\left(k_{c^{\prime}}\right)}{d r^{\prime}} \cos n \phi^{\prime} \sin \frac{m \pi z}{t_{2}}  \tag{3.84}\\
& E_{\phi}^{\prime}=\frac{1}{j \omega \varepsilon_{0}} \frac{n}{r^{\prime}} \frac{m m}{f_{2}} f_{n}\left(k_{c^{\prime}}\right) \sin n \phi^{\prime} \sin \frac{m \pi z}{f_{2}},  \tag{3.85}\\
& E_{Z}^{\prime}=\frac{1}{j \omega \varepsilon_{0}}\left\{k^{2}-\left(\frac{m \pi}{t_{2}}\right)^{2}\right\}_{n}\left(k_{c} r^{\prime}\right) \cos n \phi^{\prime} \cos \frac{m \pi z}{t_{2}},  \tag{3.86}\\
& H_{r}^{\prime}=-\frac{n}{r^{\prime}} f_{n}\left(k_{c^{\prime}} r^{\prime}\right) \sin n \phi^{\prime} \cos \frac{m \pi z}{f_{2}},  \tag{3.87}\\
& H_{\phi}^{\prime}=-\frac{d f_{n}\left(k_{c} r^{\prime}\right)}{d r^{\prime}} \quad \cos n \phi^{\prime} \cos \frac{m \pi z}{f_{2}},  \tag{3.88}\\
& H_{z}^{\prime}=0 . \tag{3.89}
\end{align*}
$$

By inspection we see that the boundary conditions at $z=0$ and $z=+_{2}$ are satisfied. The components of the electromagnetic field of the TEmode can be derived from the generating function:

$$
\begin{equation*}
\psi_{T E}\left(r^{\prime}, \phi^{\prime}, z\right)=\hbar_{n}\left(k_{c} r^{\prime}\right) \cos n \phi^{\prime} \sin \frac{m \pi z}{\psi_{2}} \tag{3.90}
\end{equation*}
$$

and (3.25). The results are:

$$
\begin{align*}
& E_{r}^{\prime}=\frac{n}{r^{\prime}} f_{n}\left(k_{c} r^{\prime}\right) \sin n \phi^{\prime} \sin \frac{m \pi z}{f_{2}},  \tag{3.91}\\
& E_{\phi}^{\prime}=\frac{d f_{n}\left(k_{c} r^{\prime}\right)}{d r^{\prime}} \cos n \phi^{\prime} \sin \frac{m \pi z}{t_{2}},  \tag{3.92}\\
& E_{z}^{\prime}=0,  \tag{3.93}\\
& H_{r}^{\prime}=\frac{1}{j \omega \mu_{0}} \frac{m \pi}{t_{2}} \frac{d f_{n}\left(k_{c^{\prime}}\right)}{d r^{\prime}} \cos n \phi^{\prime} \cos \frac{m \pi z}{t_{2}},  \tag{3.94}\\
& H_{1}^{\prime}=\frac{-1}{j \omega \mu_{0}} \frac{m \pi}{t_{2}} \frac{n}{r^{\prime}} f_{n}\left(k_{c^{\prime}} r^{\prime}\right) \sin n \phi^{\prime} \cos \frac{m \pi z}{f_{2}}  \tag{3.95}\\
& H_{z}^{\prime}=\frac{1}{j \omega \mu_{0}}\left\{k^{2}-\left(\frac{m \pi}{t_{2}}\right)^{2}\right\}_{n}\left(k_{c^{\prime}} r^{\prime}\right) \cos n \phi^{\prime} \sin \frac{m \pi z}{f_{2}} \tag{3.96}
\end{align*}
$$

In this case too, the boundary conditionsat $z=0$ and $z=\dagger_{2}$ are satisfied. For waves propagating in the positive $r^{\prime}$-direction we have to take $f_{n}\left(k_{c} r^{\prime}\right)=H_{n}^{(2)}\left(k_{c} r^{\prime}\right)$ whereas for waves propagating in the negative $r$-direction $f_{n}\left(k_{c} r^{\prime}\right)=H^{(1)}\left(k_{c} r^{\prime}\right)$. So we see that for propagating waves $k_{c}^{2}>0$ or $k^{2}>\left(\frac{m \pi}{t_{2}}\right)^{2}$. From the expressions (3.84) to (3.96) incl. we conclude that the dominant mode is the TM-mode with the components $E_{z}^{\prime}, H_{\phi}^{\prime}$ and $H_{r}^{\prime}$. If we choose $t_{2}<\frac{\lambda}{2}$ then only the dominant mode can propagate. Under these conditions we find for the electromagnetic field in the radial waveguide with a short-circuit at $r^{\prime}=b$ :

$$
\begin{align*}
& E_{z}^{\prime}=-j \omega \mu_{o}\left\{A H_{n}^{(1)}\left(k r^{\prime}\right)+B H_{n}^{(2)}\left(k r^{\prime}\right)\right\} \cos n \phi^{\prime},  \tag{3.97}\\
& H_{r}^{\prime}=-\frac{n}{r^{\prime}}\left\{A H_{n}^{(1)}\left(k r^{\prime}\right)+B H_{n}^{(2)}\left(k r^{\prime}\right)\right\} \sin n \phi^{\prime},  \tag{3.98}\\
& H_{\phi}^{\prime}=-\left\{A \frac{d H_{n}^{(1)}\left(k r^{\prime}\right)}{\delta r^{\prime}}+B \frac{d H_{n}^{(2)}\left(k r^{\prime}\right)}{d r^{\prime}}\right\} \cos n \phi^{\prime} . \tag{3.99}
\end{align*}
$$

Applying the boundary condition $E_{Z}=0$ for $r^{\prime}=b$ and using the relations

$$
\begin{align*}
& H_{n}^{(1)}\left(k r^{\prime}\right)=J_{n}\left(k r^{\prime}\right)+j Y_{n}\left(k r^{\prime}\right)  \tag{3.100}\\
& H_{n}^{(2)}\left(k r^{\prime}\right)=J_{n}\left(k r^{\prime}\right)-j Y_{n}\left(k r^{\prime}\right) \tag{3.101}
\end{align*}
$$

we obtain the final result:

$$
\begin{align*}
& E_{Z}^{\prime}=E_{0}\left\{J_{n}\left(k b^{\prime}\right) Y_{n}\left(k r^{\prime}\right)-J_{n}\left(k r^{\prime}\right) Y_{n}(k b)\right\} \cos n \phi^{\prime}  \tag{3.102}\\
& Z_{0} H_{\phi}^{\prime}=-j E_{0}\left\{J_{n}(k b) Y_{n}^{\prime}\left(k r^{\prime}\right)-J_{n}^{\prime}\left(k r^{\prime}\right) Y_{n}(k b)\right\} \cos n \phi^{\prime}  \tag{3.103}\\
& Z_{0} H_{r}^{\prime}=\frac{n}{j k r^{\prime}} E_{0}\left\{J_{n}(k b) Y_{n}\left(k r^{\prime}\right)-J_{n}\left(k r^{\prime}\right) Y_{n}(k b)\right\} \sin n \phi^{\prime} \tag{3,104}
\end{align*}
$$

The primes in $J_{n}^{\prime}\left(k r^{\prime}\right)$ and $Y_{n}^{\prime}\left(k r^{\prime}\right)$ (3.103) means differentiating with respect to the argument $k r^{\prime}$. $E_{0}$ is a new constant and $Y_{n}\left(k r^{\prime}\right)$ is the Neumann function [58]. Next we define $Z_{\phi}$ by the relation

$$
\begin{equation*}
Z_{\phi}=\frac{\int_{0}^{E_{1}^{\prime}+t_{2}} d z}{\int_{0}^{t_{1}+t_{2}^{\prime}} d z} \tag{3.105}
\end{equation*}
$$

and $Z_{z}$ by the relation

$$
\begin{equation*}
z_{z}=\frac{\int_{0}^{+_{1}^{+t_{2}}} E_{z}^{\prime} d z}{\int_{0}^{+_{1}^{++_{2}}} d z} \tag{3.106}
\end{equation*}
$$

So $Z_{\phi}$ and $Z_{z}$ are average values over one period of the structure From the expressions (3.102) to (3.104) incl. we see that there exists no $E_{\phi}^{\prime}$ at the opening of the groove. $E_{\phi}^{\prime}$ is also zero on the dams between the grooves. However, $H_{z}^{\prime}$ is non-zero at the dams, because there flows a current in the $\phi^{\prime}$ direction. So $z_{\phi}=0 . E_{z}^{\prime}$ is non-zero at the opening of the groove. If we assume that the width of the dams is negligible, then we can conclude that $Z_{z}=\infty$, provided we choose the frequency in such a way that $H_{\phi}^{\prime}$ is zero at the opening of the groove. The conditions $Z_{\phi}=0$ and $Z_{z}=\infty$ are just the conditions under which the considerations of the preceding sections are valid. However, some remarks should be made in order to indicate the restrictions of the theary:
(i) the electromagnetic field at the opening of the grooves is very complicated, because apart from the propagating TM-mode, there exist also evanescent modes, which are not taken into account;
(ii) the quantity $t_{1}$ does not appear in our theory;
(iii) the condition $H_{\hat{\phi}}^{\prime}=0$ at the opening of the grooves depends on the frequency. In the sections 3.2 and 3.3 we have assumed that $Z_{z}$ and $Z_{\phi}$ were independent of the frequency. So the theory is valid only at frequencies for which $H_{\phi}^{\prime}=0$. However, the condition $H_{\phi}^{\prime}=0$ is approximately satisfied in limited frequency bands. In other words, symmetrical radiation patterns can be obtained only in limited frequency bands.

Within the restrictions of our theory the condition $Z_{\phi}=0$ offers no difficulty, whereas the condition $Z_{Z}=\infty$ is equivalent with

$$
\begin{equation*}
J_{n}(k b) Y_{n}^{\prime}(k a)-J_{n}^{\prime}(k a) Y_{n}(k b)=0 \tag{3.107}
\end{equation*}
$$

If we assume that $k a \gg 1$ and $k b \gg 1$, which means that we are dealing with a waveguide with large diameter, then it is permissible to apply the following approximations [60]:

$$
\begin{align*}
& J_{n}(z) \cong\left(\frac{2}{n z}\right)^{\frac{1}{2}} \cos \left(z-\frac{n \pi}{2}-\frac{\pi}{4}\right),  \tag{3.108}\\
& \gamma_{n}(z) \cong\left(\frac{2}{\pi z}\right)^{\frac{1}{2}} \sin \left(z-\frac{n \pi}{2}-\frac{\pi}{4}\right) .
\end{align*}
$$

Substituting (3.108) in (3.107) and using the recurrence relations

$$
\begin{equation*}
z_{v}^{\prime}(z)=\frac{-v}{z} z_{v}(z)+z_{v-1}(z) \tag{3.109}
\end{equation*}
$$

where $Z_{v}(z)$ stands for $J_{v}(z), Y_{v}(z)$ resp., we obtain the equation

$$
\begin{equation*}
\tan k(b-a)=-k a / n \tag{3.110}
\end{equation*}
$$

If the diameter of the waveguide is large, for instance ka $>5 \pi$, then we may use the approximation $k(b-a)=\frac{\pi}{2}$ if $n=1$. From section 3.1 we know that the case $n=1$ is the most important one and we shall restrict our further considerations to that case. An exact solution of equation


Fig. 3.16. Depth of the grooves against diameter of waveguide; fixed frequency.
(3.107) can be found by prescribing the value of ka and solving the equation for $k b$. For $\frac{2 a}{\lambda}<5$ the results are collected in Fig. 3.16. For values of $2 a / A>5$ equation (3.110) can be used. The main conclusion is that for fixed frequency the depth of the grooves increases if the diam meter or the waveguide decreases. We shall return to this phenomenon in the following section, where we shall apply the theory of this section.


In Fig. 3.17 we have plotted the same numerical results, but in a somewhat different way. From Fig. 3.17 we may derive the depth of the grooves, and we can see that this depth is a function of the frequency if the diameter is fixed. To obtain some insight into the frequency-dependent behaviour of the corrugated waveguide, one has to solve Maxwell's equation for various combinations of ka and kb. Substitution of the trans verse part of the electromagnetic field in the formulae which represent the radiation field, offers the possibility to investigate the frequen-cy-dependence behaviour of the corrugated conical horn antenna. However, this is a comprehensive task. In addition, in order to be complete, one should also compute the transmission coefficient of the HE ${ }_{1}^{1)}$ mode in the corrugated waveguide and the reflection coefficient of the $T_{11}-$ mode in the perfectly conducting waveguide. To obtain quickly insight into the frequency-dependent behaviour of corrugated conical horn antennas, we have used an experimental approach, although it is desirable that the solutions of the above problems should be found. So in the following sections of this study we shall describe some experiments, which will give sone idea about the usefulness of the corrugated conical horn antennas.

### 3.5 The power radiation pattern of the corrugated conical horn antennas with small flare angle and small aperture

The purpose of this section is to study the power radiation pattern of conical horn antennas with a corrugated boundary of the same type as discussed in section 3.4. As in chapter 2 , we shall restrict our considerations to conical horn antennas with a flare angle $\alpha_{0}<15^{\circ}$. This offers the possibility to treat the antenna as an open circular waveguide radiator. The radiation pattern of this radiator can be computed rather easily; if necessary a quadratic phase field distribution across the aperture may be assumed. In addition, it is now possible to use the results of the preceding section, because the conical horn antenna can be considered to be a cylindrical waveguide with a cross-section which increases only slightly from the top of the cone towards the aperture. It should be noted that the grooves are assumed to be perpendicular to the wall of the antenna. However, the angle $\alpha_{0} \leqslant 15^{\circ}$ and, consequently, the theory of the preceding section can still be applied. This implies that a theory of corrugated conical horn antennas with small flare angle can be formulated, but only for the frequency which satisfies equation (3.107).

From Fig. 3.16 one may conclude that for a fixed frequency the depth of the grooves increases towards the apex of the cone. However, it is desirable to advoid the mechanical difficulties of constructing horn antennas with variable depth of the grooves. In fact, this depth was chosen constant. A consequence of this procedure is that the depth of the first grooves at the throat of the horn are not optimised with respect to the matching of the transition from perfectly conducting waveguide to corrugated waveguide and with respect to the excitation of the HE [1] -mode. Especially one is not sure that no unwanted modes are excited.

The difficulties described above are in fact of the same type, as has already been noticed at the end of section 3.4 . So an experimental approach to the solution of the above problems has been adopted. However, further theoretical investigation is necessary. In this connection we remark that some preliminary results concerning these problems have been published by Bryant [61].

To investigate whether the theory of section 3.4 is valid, one has to measure the power radiation pattern of corrugated conical horn antennas as a function of the frequency. If the theory is valid, then one should observe a symetrical power radiation pattern for the frequency which satisfies (3.107), provided the depth of the groove at the aperture and the diameter of the aperture are substituted in (3.107). With a view to carrying out the above investigation, three antennas with different aperture diameter have been constructed. (Fig. 3.18). The dimensions of these antennas are sumarised in Table III.


Fig. 3.18. Corrugated conical horn antenna.

In Fig. 3.18 we may distinguish three regions. The first is the circular waveguide and the first part of the conical horn antenna, where the boundary is perfectly conducting. The second region is that part of the horn antenna which consists of the corrugated boundary. The third part is the radiating aperture $S_{A}$. The length $p$ has been determined experimentally. The criterion that has been used for this purpose was that the reflection coefficient should be below 20 dB .

TABLE $\|\|$

| antenna | $2 a$ <br> $[\mathrm{~mm}]$ | $2 a^{\prime}$ <br> $[\mathrm{mm}]$ | $\alpha_{0}$ | $p$ <br> $[\mathrm{~mm}]$ | $t_{1}$ <br> $[\mathrm{~mm}]$ | $t_{2}$ <br> $[\mathrm{~mm}]$ | $d^{\prime}$ <br> $[\mathrm{mm}]$ | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 62.3 | 28 | 150 | 12.4 | 2 | 2 | 9 | 14 |
| 2 | 91 | 28 | 150 | 12 | 2 | 2 | 9 | 28 |
| 3 | 121.3 | 28 | 150 | 13.5 | 2 | 2 | 9 | 42 |

$n$ is the number of the grooves.
The power radiation pattern of the three antennas of table III has been measured as a function of the frequency. Moreover, the pattern has been calculated for the frequency which satisfies (3.107). These calculations are performed by multiplying the integrand of (371) and of (3.72) by $\exp \left[-j v \rho^{2}\right] ; \vee$ has the same meaning as in chapter 2 . For the substitution of (3.65) and (3.66) in (3.71) and (3.72) one needs the value of $\theta / k$, which has been found by solving (3:40). The results of the measurements and the computations are given in Fig. 3.19 to Fig. 3.21 incl. In addition these also show the reflection coefficient of the antennas as a function of the frequency. The information concerning the reflection coefficient has been obtained by means of a sweep-technique.


Fig. 3.19. Beamwidth against frequency for antenna 1. $x$, theoretical , $H$-plane and E-plane, -, experimental, H-plane, $\quad$, experimental, E-plane.


Fig. $3.19^{\text {a }}$.
Reflection coefficient against frequency for antena 1.

The conclusions that can be drawn from Fig. 3.19 to Fig. 3.21 incl are:
(i ) The power radiation patterns are symmetrical for the frequency that satisfies equation (3.107);
(ii) the powex radiation patterns are approximately symmetrical in a rather large frequency band; the lowest frequency in this band is the one of (i). It should be noted that this conclusion is only valid if we restrict ourselves to the 3,10 and 20 dB points;
(iii) the antennas 2 and 3 possess a power radiation pattern that is symmetrical within the 30 dB points and in the same large frequency band as mentioned in conclusion (ii);
(iv) the beamwidth of the antennas 1,2 and 3 is a function of the frequency. This is not surprising, because the phase difference between rim and centre of the aperture is too small to give rise to a frequency-independent antenna. In fact, even for antenna 3 we find from (2.31) that $d / \lambda=0.26$ at 10 GHz .

The argumentation which has been used in (iv) to make plausible that antenna 3 cannot possess frequency-independent properties, is not completely satisfactory for the following reason. Fig. 2.8 and Fig. 2.9 show that the beamwidth of a conical horn antenna cannot be independent of the frequency if $d / \lambda=0.26$. However, in the derivation of the theory which underlies Fig. 2.8 and Fig. 2.9 the amplitude distribution corresponding to the $T E_{1 v}$ mode has been assumed. In general, this distribution differs from the one which exists in the aperture of antenna 3 .


Fig. 3.20. Beamwidth against frequency for antenna 2.
x, theoretical , H-plane and E-plane,
-, experimental, H-plane, D,experimental, E-plane.


Fig. $3.20^{\mathrm{a}}$.
Reflection coefficient against frequency of antenna 2.

Moreover, Fig. 2.8 and Fig, 2.9 are valid only if the amplitude distribution is independent of the frequency. Obviously, this is not the case for the aperture fields of a corrugated conical horn antenna, as can be concluded from Fig. 3.6. It should be noted that the diagrams of Fig. 3.6 have been composed under the assumption that $Z_{2}$ and $Z_{\phi}$ are independent of the frequency, which is not the case for a corrugated conical horn antenna. This is a second reason for supposing that the aperture fields of corrugated conical horn antennas are dependent on the frequency.


Fig. 3.21. Beamwidth against frequency for antenna 3.
$x$, theoretical , Hoplane and E-plane,

- experimental, H-plane, $\quad$,experimental, E-plane.



### 3.6 Theoretical investigation of frequency - independent conical horn antennas with small flare angle and anisotropic boundary.

The results of the preceding section indicate that a symmetrical power radiation pattern can be obtained with a corrugated conical horn antenna, at least for the frequency which satisfies (3.107). If the diameter of the aperture is not too small a symmetrical radiation pattern is obtained in a rather large frequency band. These results raise the question whether it is possible to combine the frequency-independent properties of the conical horn antenna with perfectly conducting boundary and the symmetry properties od the corrugated conical horn antenna of the preceding section.

In this section we shall perform calculations concerning the above question and in the last section of this study some experimental results will be described. The theoretical considerations start with the assumption that

$$
\begin{equation*}
Z_{i}=0 \text { and } Z_{z}=\infty \text {. } \tag{3.111}
\end{equation*}
$$

These assumptions imply that $Z_{\phi}$ and $Z_{z}$ are independent of the frequency. Although the assumptions (3.111) are not valid for a corrugated conical horn antenna as described in section (3.4) and (3.5) it is still useful to start with them for the following two reasons:
(i) the results of this section will show that useful antennas can be designed, provided the above assumptions are valid. This will stimulate investigations with the aim to synthesise a boundary with the above properties,
(ii) in the next section weshall show that the above assumptions are acceptable for corrugated conical horn antennas, but only in a limited frequency range.

It is very interesting to compare the results of this section with results described in chapter 2 . Therefore we assume that the flare angle $\alpha_{0} \leqslant 150$. Then we know from $(2.75)$ that

$$
\begin{equation*}
\frac{d}{a} \cong \frac{a_{0}}{2} \tag{2.75}
\end{equation*}
$$

Suppose that $\frac{d}{\lambda}>\frac{1}{4}$, then $\frac{2 a}{\lambda}=2 \frac{2}{a_{0}} \frac{1}{4}>3.8$

From Fig. 3.7 we observe that $B / k \geqslant 0.98$. The equation (3.40) now reduce to the following one

$$
\begin{equation*}
J_{0}\left(k_{C} a\right)=0 \tag{3.113}
\end{equation*}
$$

So

$$
\begin{equation*}
k_{c} a=j_{01}=a\left(k^{2}-\beta^{2}\right)^{\frac{1}{2}} \tag{3.114}
\end{equation*}
$$

where $J_{01}$ is the first zero of $J_{0}(x)$
Substitution of

$$
\begin{equation*}
\left(k^{2}-B^{2}\right)^{\frac{1}{2}}=\frac{J_{01}}{a} \tag{3.115}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{c} r^{\prime}=j_{01} \frac{r^{\prime}}{a} \tag{3,116}
\end{equation*}
$$

together with $\beta / k=1$ in the expressions (3.61) to (3.66) incl. gives

$$
\begin{align*}
& E_{r}^{\prime}=-Z_{0} A_{2} \frac{j_{01}}{a} J_{0}\left(j_{01} \frac{r^{\prime}}{a}\right) \cos \phi^{\prime},  \tag{3.117}\\
& E_{\phi}^{\prime}=Z_{0} A_{2} \frac{j_{01}}{a} J_{0}\left(j_{01} \frac{r^{\prime}}{a}\right) \sin \phi^{\prime}  \tag{3.118}\\
& Z_{0} H_{r}^{\prime}=-Z_{0} A_{2} \frac{j_{01}}{a} J_{0}\left(j_{01} \frac{r^{\prime}}{a}\right) \sin \phi^{\prime},  \tag{3.119}\\
& Z_{0}^{H_{\phi}^{\prime}}=-Z_{0} A_{2} \frac{j_{01}}{a} J_{0}\left(j_{01} \frac{r^{\prime}}{a}\right) \cos \phi^{\prime} . \tag{3.120}
\end{align*}
$$

The electric field lines and the magnetic field lines of this mode can be constructed easily. This has been done in Fig. 3.22.


Fig. 3.22. Transverse electric field lines and transverse magnetic field lines of the $H E{ }_{11}^{(1)}$-mode for large value of $2 a / \lambda$.

A comparison of Fig. 3.8 with Fig. 3.22 shows that for large value of $2 a / \lambda$ the field lines become straight lines. This fact demonstrates again that the transverse electric field and the transverse magnetic field of the $H E_{11}^{(1)}$-mode depend on the value of $2 a / \lambda$. This is not the case for modes in a perfectly conducting waveguide.


Fig. 3.23. Beamwidth of conical horn antenna with small flare angle and anisotropic boundary.

Substitution of (3.117) to (3.120) inc1. in (2.24) and (2.25) gives the radiation field. It should be noted that in (2.24) and (2.25) now $v=k d$. Following the same procedure as in chapter 2 a similar diagram as in Fig. 2.8 has been composed and is given in Fig. 3.23. We note that this diagram has already been published elsewhere. [62]. As we are concerned with symmetrical power radiation pattern, it is sufficient to compose one diagram. From Fig. 3.23 we observe that indeed a frequency-independent antenna with a symmetrical power radiation pattern can be obtained, provided it is possible to design a boundary which is described by frequency-independent $Z_{\phi}$ and $Z_{Z}$, satisfying the relation (3.111). Furthemore, we observe that there exist no sidelobes in the pattern and beamsplitting occurs for a larger value of $d / \lambda$ compared with the situation of Fig, 2.9.

For the sake of completeness we have also composed a diagram similar to the one of Fig. 2.21. This diagram is given in Fig. 3.24. From this diagram the equiphase surfaces can be constructed. It is obvious that the equiphase surfaces are independent of the frequency too. The curves of Fig. 3.24 are of the same form as the curves of Fig. 2.21. So we may conclude that the antennas studied in this section have no phasecentre.


Fig. 3.24 Curves of constant $X(\theta) / d$-value against $d / \lambda$ for conical horn antenna with small flare angle and anisotropic boundary,

In Fig. 3.2 we have plotted the fraction of the total energy which is radiated within the cone-angle for various values of $\theta$. These data are related to the antenna of Fig .2 .15 and are given for 8 GHz . The same information has been plotted in Fig. 3.25 for an antenna with the same dimensions as the antenna of Fig. 2.15 but with a boundary, specified by (3.111). Fig. 3.25 is also only valid for 8 GHz . In con-
ciusion we see that in this case a larger fraction of the total energy is radiated between the angles $-\theta$ and $\theta$ as in the corresponding case of the antenna of Fig. 2.15.


Fig. 3.25.
Fraction of the energy radiated within the cone-angle $\theta$ against $\theta$.
——, conical horn antenna with small flare angle and perfectly conducting boundary,
....., conical horn antenna with small flare angle and anisotropic boundary.
The dimensions are identical with those of the antenna of Fig. 2.15.

### 3.7 Experimental investigation of frequency-independent corrugated conical horn antennas with small flare angle.

The purpose of this section is to investigate whether frequency-independent radiation patterns can be obtained with a corrugated conical horn antenna. The idea is to choose the dimensions of the horn in such a way that a frequency-independent horn antenna is obtained pruvided the corrugated boundary can be described by (3.111). The next step is to measure the radiation pattern of this antenna as a function of the frequency. Then it is possible to investigate in which frequency band a symmetrical radiation pattern exists.

In order to carry out these measurements and to facilitate the comparison with the results of chapter 2 an antenna was constructed with the same flare angle and aperture as the antenna of Fig. 2.15. The inside of the antema consists of a corrugated boundary. The dimensions of the antenna are given in Table IV and the symbols have the same meaning as in Fig. 3.18. The value of $p$ was chosen experimentally in order to obtain a good matching.

TABLE IV

| antenna | $2 a$ <br> $[\mathrm{~mm}]$ | $2 a$ <br> $[\mathrm{~mm}]$ | $\alpha_{0}$ | $p$ <br> $[\mathrm{~mm}]$ | $t_{2}$ <br> $[\mathrm{~mm}]$ | $t_{2}$ <br> $[\mathrm{~mm}]$ | $d$ <br> $[\mathrm{~mm}]$ | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 264 | 28 | 150 | 26 | 10.2 | 2.3 | 9 | 34 |

The power radiation pattern was measured using the antenna test range described in chapter 2. The results are given in Fig. 3.26 and the conclusion can be drawn that indeed a symmetrical power radiation pattern can be obtained in the frequency band from about 7 GHz to 10 GHz .


Fig. 3.26. Beanwidth against frequency for antenna 4.
-, experimental, H~plane,
Q, experimental, E-plane,
$x$, theoretical, H-plane and E-plane.


Fig. 3.27. Power radiation pattern of antenna 4 at 8.3 GHz .

The second conclusion is that the beawwidth in the H-plane is virtually independent of the frequency in the band from 7 GHz to $15,5 \mathrm{GHz}$. However the pattern in the $E$ plane exhibits a rather large variation as a function of the frequency. Finally the theoretically predicted beamwidth has also been plotted in the diagram. This value can be calculated for the frequency that satisfies (3.107) and we see that a symmetrical power radiation pattern is obtained in a frequency range around this frequency. A complete power radiation pattern has been included also in Fig. 3.27 and shows good agreement between theory and experiment.

Note that in the above antenna the width of the dans is about twice the width of the grooves, which is not in accordance with the assumption made in section 3.4. The dimensions of the grooves and the dams has been chosen in the same way as has been done by Kay [63]. In this report the results of an experimental study concerning corrugated conical horn antennas with large flare angle are described.


Fig. 3.28. Beanwidth against frequency for antenna 5.
*, experimental, H-plane,
$\square$. experimental, E-plane,
x, theoretical, H-plane and E-plane.


Fig. 3.29. Measured phase variations in $H$-plane of antenna 5.

- $\frac{d}{\lambda}=0.5000$,
- $\frac{d}{\lambda}=0.5625$,
$+\frac{d}{\lambda}=0.7500$,
* $\frac{d}{\lambda}=0.6250$,
$0 \frac{d}{\lambda}=0.8125$,
—— theoretical.


Fig. 3.30. Measured phase variations in E-plane of antenna 5.
$0 \frac{d}{\lambda}=0.5000$,
$+\frac{d}{\lambda}=0.7500$.

- $\frac{d}{\lambda}=0.5625$,
$\square \frac{d}{\lambda}=0.8125$,
* $\frac{d}{\lambda}=0.6250$,
__ theoretical.

In order to have better agreement with the theoretical assumptions of section (3.4) a new antenna was constructed. This antenna has the same flare angle and aperture as the above antenna, but the width of the dams was chosen as small as possible. The dimensions of this antenna are collected in Table $V$.

TABLE V

| antenna | 2 a <br> $[\mathrm{mm}]$ | $2 a^{\prime}$ <br> $[\mathrm{mm}]$ | $\alpha_{0}$ | p <br> $[\mathrm{mm}]$ | $\dagger_{1}$ <br> $[\mathrm{~mm}]$ | $\dagger_{2}$ <br> $[\mathrm{~mm}]$ | $\mathrm{d}^{\prime}$ <br> $[\mathrm{mm}]$ | n |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 264 | 28 | $15^{0}$ | 26 | 3.8 | 2.3 | 9 | 67 |

The power radiation pattern of this antenna has been measured also and the results are given in Fig. 3.28. The main conclusion is that the results are virtually the same as for the former antenna, although the variations in beamwidth as a function of the frequency are a little smoother except for the dip at 10.5 GHz in the $10-\mathrm{dB}$ and $20-\mathrm{dB}$ curves. For the frequency band from 7 GHz to 8 GHz we observed a very broad beam in the E-plane. These results are not plotted in the diagram. We have also measured the phase variation along a circle with a centre that coincides with the centre of the aperture of the antenna. The measurements have been performed in the same way as described in section 2.5. The results are collected in Fig. 3.29 and Fig. 3.30 and good agreement with the theoretical predicted values, at least for the frequency for which the depth of the grooves was a quarter of a wavelength.

## APPENDIX A

The expression for the electric field in the farfield region is represented by

$$
\begin{align*}
& \underline{E}(\underline{r})=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} \underline{a}_{r} \times \int_{S_{A}}\left(\underline{n} \times \underline{E}\left(\underline{r}^{\prime}\right)-z_{0}\left[\underline{a}_{r} \times\left\{\underline{n} \times \underline{H}\left(\underline{r}^{\prime}\right)\right\}\right]\right) \times \\
& e^{j k r^{\prime} \sin \theta \cos \left(\phi-\phi^{\prime}\right)-j k \frac{\left(r^{\prime}\right)^{2}}{2 r} d S .} \tag{2,21}
\end{align*}
$$

This can be written in the abbreviated form

$$
\begin{align*}
& E_{\theta}=\frac{j k}{4 \pi} \frac{e^{-j k r}}{r} I_{\phi},  \tag{A.1}\\
& E_{\phi}=-\frac{j k}{4 \pi} \frac{e^{-j k r}}{r} I_{\theta} \tag{A.2}
\end{align*}
$$

with

$$
\begin{aligned}
& I=\int\left(n \times E\left(\underline{r}^{\prime}\right)-Z_{O}\left[a_{r} \times\left\{n \times \underline{H}\left(r^{\prime}\right)\right\}\right]\right) \times \\
& e^{j k r^{\prime}} \sin \theta \cos \left(\phi-\phi^{\prime}\right)-j k \frac{\left(r^{\prime}\right)^{2}}{2 r} d S
\end{aligned}
$$

Using the abbreviation $M=n \times \underline{\underline{E}}\left(\underline{r}^{\prime}\right)-Z_{0}\left[\underline{a}_{r} \times\left\{\underline{n} \times \underline{H}^{\prime}\left(\underline{r}^{\prime}\right)\right\}\right]$
we see that

$$
\begin{equation*}
I_{\theta}=\int_{S_{A}} M_{e} e^{j k r^{\prime} \sin e \cos \left(\phi-\phi^{\prime}\right)-j k \frac{\left(r^{\prime}\right)^{2}}{2 r}} d S \tag{A.3}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{\phi}=\int_{S_{A}} M_{\phi} e^{j k r^{\prime} \sin \theta \cos \left(\phi-\phi^{*}\right)-j k \frac{\left(r^{\prime}\right)^{2}}{2 r}} d S \tag{A.4}
\end{equation*}
$$

The calculation of $M_{\theta}$ and $M_{\phi}$ can be carried out easily if we use Fig. 2.4. Then we find

$$
\begin{equation*}
E\left(\underline{r}^{\prime}\right)=\left(E_{r}^{\prime} \cos \phi^{\prime}-E_{\phi}^{\prime} \sin \phi^{\prime}\right) a_{x}+\left(E_{r}^{\prime} \sin \phi^{\prime}+E_{\phi}^{\prime} \cos \phi^{\prime}\right) \underline{a}_{y}, \tag{A.5}
\end{equation*}
$$

$a_{x}, \underline{a}_{y}$ and $\underline{a}_{z}$ are unit vectors in a rectangular coordinate system.

Moreover we see that the vector $\underline{n}$ equals ${\underset{a}{z}}^{*}$. So

$$
\begin{equation*}
\underline{n} \times \underline{E}\left(r^{\prime}\right)=-\left(E_{r}^{\prime} \sin \phi^{\prime}+E_{\phi}^{\prime} \cos \phi^{\prime}\right) a_{x}+\left(E_{r}^{\prime} \cos \phi^{\prime}-E_{\phi}^{\prime} \sin \phi^{\prime}\right) a_{y} . \tag{A.6}
\end{equation*}
$$

In a similar way we derive that

$$
\begin{equation*}
\underline{n} \times \underline{H}\left(\underline{r}^{\prime}\right)=-\left(H_{r}^{\prime} \sin \phi^{\prime}+H_{\phi}^{\prime} \cos \phi^{\prime}\right) \underline{a}_{x}+\left(H_{r}^{\prime} \cos \phi^{\prime}-H_{\phi}^{\prime} \sin \phi^{\prime}\right) \underline{a}_{y} . \tag{A,7}
\end{equation*}
$$

We know that

$$
\begin{align*}
M_{\theta}= & \left\{a_{z} \times E\left(\underline{r}^{\prime}\right)\right\} \cdot a_{\theta}-Z_{0}\left[a_{r} \times\left\{\underline{a}_{z} \times H\left(r^{\prime}\right)\right\}\right] a_{\theta}= \\
& \left\{a_{z} \times E\left(r^{\prime}\right)\right\} \cdot a_{\theta}+Z_{0}\left\{a_{z} \times H\left(r^{\prime}\right)\right\} \cdot a_{\phi} \tag{A.8}
\end{align*}
$$

and

$$
\begin{align*}
M_{\phi}= & \left\{\underline{a}_{z} \times \underline{E}\left(\underline{r}^{\prime}\right)\right\} \cdot \underline{a}_{\phi}-Z_{0}\left[\underline{a}_{r} \times\left\{\underline{a}_{z} \times \underline{H}\left(\underline{r}^{\prime}\right)\right\}\right] \cdot a_{\phi}= \\
& \left\{\underline{a}_{z} \times \underline{E}\left(\underline{r}^{\prime}\right)\right\} \cdot \underline{a}_{\phi}-Z_{0}\left\{\underline{a}_{z} \times \underline{H}\left(r^{\prime}\right)\right\} \cdot a_{\theta} \tag{A.9}
\end{align*}
$$

Substitution of the relations

$$
\begin{aligned}
& \underline{a}_{r}=\sin \theta \cos \phi \underline{a}_{x}+\sin \theta \sin \phi \underline{a}_{y}+\cos \theta \underline{a}_{z}, \\
& \underline{a}_{\theta}=\cos \theta \cos \phi \underline{a}_{x}+\cos \theta \sin \phi a_{y}-\sin \theta \underline{a}_{z}, \\
& \underline{a}_{\phi}=-\sin \phi \underline{a}_{x}+\cos \phi \underline{a}_{y}
\end{aligned}
$$

and (A.6) and (A.7) in (A.8) and (A.9) gives the following result:

$$
\begin{equation*}
M_{\theta}=\cos \left(\phi-\phi^{\prime}\right)\left[-E_{\phi}^{\prime} \cos \theta+Z_{o} H_{r}^{\prime}\right]+\sin \left(\phi-\phi^{\prime}\right)\left[E_{r}^{\prime} \cos \theta+Z_{o} H_{\phi}^{\prime}\right] \tag{A.10}
\end{equation*}
$$

$$
\begin{equation*}
M_{\phi}=\cos \left(\phi-\phi^{\prime}\right)\left[E_{r}^{\prime}+Z_{o} H_{\phi}^{\prime} \cos \theta\right]+\sin \left(\phi-\phi^{\prime}\right)\left[E_{\phi}^{\prime}-Z_{o} H_{r}^{\prime} \cos \theta\right] \text {. } \tag{A.11}
\end{equation*}
$$

Combining (A.11) with (A.1) and (A.4) we obtain

$$
\begin{align*}
& E_{\theta}=\frac{j k}{4 \pi} \frac{e^{-j k r}}{r} \iint_{S_{A}}\left[\left\{E_{r}^{\prime}+Z_{o} H_{\phi}^{\prime} \cos \theta\right\} \cos \left(\phi-\phi^{\prime}\right)+\left\{E_{\phi}^{\prime}-Z_{o} H_{r}^{\prime} \cos \theta\right\} \sin \left(\phi-\phi^{\prime}\right)\right] \\
& x e^{j k r^{\prime}} \sin \theta \cos \left(\phi-\phi^{\prime}\right)-j k \frac{\left(r^{\prime}\right)^{2}}{2 r} d S \tag{A.12}
\end{align*}
$$

The combination of (A.10) with (A.2) and (A.3) results in

$$
\begin{align*}
& E_{\phi}=\frac{j k}{4 \pi} \frac{e^{-j k r}}{r} \iint_{S_{A}}\left[\left\{E_{\phi}^{\prime} \cos \theta-Z_{0} H_{r}^{\prime}\right\} \cos \left(\phi-\phi^{\prime}\right)-\left\{E_{r}^{\prime} \cos \theta+Z_{0} H_{\phi}^{\prime}\right\} \sin \left(\phi-\phi^{\prime}\right)\right] \times \\
& e^{j k r^{\prime}} \sin \theta \cos \left(\phi-\phi^{\prime}\right)-j k \frac{\left(r^{\prime}\right)^{2}}{2 r} d S \tag{A.13}
\end{align*}
$$

After applying the substitutions $r^{\prime}=\rho a, d S=a^{2} \rho d \rho d \phi^{\prime}$, $u=k a \sin \theta$ and $v=k a^{2} / 2 r$ in (A.12) and (A.13) we find the expressions (2.24) and (2.25)

## APPENDIX B

The purpose of this appendix is to sumarise the results of De Hoop's paper [46] and to use them as a theoretical foundation of the method of phase measurement as has been described in section 2.5. In [46] an antenna has been considered as a transmitting as well as a receiving antenna. Let us first sumarise the results of [46] for the case that the antenna is considered to be transmitting. The starting points are the formulae (2.11) and (2.12). We use essentially the notation of chapter 2 , but some minor changes will be made to facilitate the comparison with [46].

Point $P$ is assumed to be in the far field region of the antenna. Then the following approximation of $r_{0}=\left|r-r^{\prime}\right|$ is valid:

$$
r_{0}=\left|r-r^{\prime}\right|=\left[(\underline{r}, \underline{r})-2\left(\underline{r}, \underline{r}^{\prime}\right)+\left(\underline{r}^{\prime}, r^{\prime}\right)\right]^{\frac{1}{2}} \cong r-\left(\underline{r}^{(1)}, \underline{r}^{\prime}\right)(B, 1)
$$

where $r=(r, r)^{\frac{1}{2}}$ and $r^{(1)}=\frac{r}{r}$.


1: generator
2: waveguide
3: antenna

Fig. B, 1. Antenna with closed surface $S$.

Then we write for the electric field in $P$

$$
\begin{align*}
& E_{T}(r)=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} r^{(1)} \times \int\left[\left\{n \times E_{T}\left(r^{\prime}\right)\right\}+\right. \\
& \left.-Z_{0} r^{(1)} \times\left\{n \times H_{T}\left(r^{\prime}\right)\right\}\right] e^{j k\left(r^{(1)}, r^{\prime}\right)} d S \\
& E_{T}(r)=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} E_{T}\left(r^{(1)}\right) . \tag{B.2}
\end{align*}
$$

The subscript $T$ denotes the transmitting situation and $S$ represents any closed surface surrounding the antenna. For the magnetic field in $P$ we find

$$
\begin{equation*}
Z_{o} H_{T}(r)=\frac{-j k}{4 \pi} \frac{e^{-j k r}}{r} r^{(1)} \times E_{T}\left(r^{(1)}\right) \tag{B.3}
\end{equation*}
$$

Suppose now that a plane wave is incident upon the antenna from the direction $-r^{(1)}$. The plane wave is represented by

$$
\begin{align*}
& \left.E_{i}=B e^{j k\left(r^{(1)}\right.}, r^{\prime}\right)  \tag{B.4}\\
& \left.Z_{0} H=B \times \underline{r}^{(1)} e^{j k\left(r^{(1)}\right.}, r^{\prime}\right)
\end{align*}
$$

B specifies the amplitude and the state of polarisation.
Apart from the incident field there exists a scattered field denoted by $E_{S}$ and $H_{S}$, and the total field in case of receiving is given by

$$
\begin{align*}
& E_{R}=E_{i}+E_{S}, \\
& \underline{H}_{R}=H_{1}+H_{S}, \tag{B.5}
\end{align*}
$$

The subscript $R$ denotes the receiving case.
In [46] the following reciprocity relation has been proved:

$$
\begin{equation*}
\int_{S}\left(E_{T} \times H_{R}-E_{R} \times H_{T}\right) \cdot n d S=z_{0}^{-1} B \cdot E_{T}\left(\underline{C}^{(1)}\right) \tag{B,6}
\end{equation*}
$$

It should be noted that the constant in the right-hand side of (B.6) differs somewhat from the one in equation (5.4) in [46]. This is caused by a slightly different definition of the function ${\underset{F}{T}}^{\left(r^{(1)}\right.}{ }^{(1)}$. Again, $S$ denotes any closed surface surrounding the antenna.


1: generator in case of transmitting
1: load in case of receiving
2: waveguide
3: antenna
4: coordinate system.

Fig. B.2. Antenna and coordinate system.

If we choose $S$ as indicated in Fig. B. 2 and assume that the antenna system is perfectly conducting, we may restrict the integration in the left-hand side of (B.6) to a cross-section of the waveguide at $z=0$. If the waveguide between the generator/load and the antenna is long enough, then we can find a reference plane $z=0$ where only the dominant mode exists. It is then possible to perform the integration of the left-hand side of (B.6). For this purpose a rectangular coordinate system is introduced. (Fig. B. 2). The positive $z$ direction points towards the antenna. The coordinates $x$ and $y$ determine the position of a point in a given cross-section of the waveguide.
From the theory of wave propagation in cylindrical waveguides [59] we know that the transverse part $E_{+}$of the electric field vector and the transverse part $H_{+}$of the magnetic field vector can be written as

$$
\begin{align*}
& E_{+}(x, y, z)=V(z) \underline{(x, y)}, \\
& \underline{H}_{+}(x, y, z)=I(z) \underline{h}(x, y), \tag{B.7}
\end{align*}
$$

where the voltage $V(z)$ and the current $I(z)$ describe the longitudinal dependence, and $\varrho(x, y)$ and $h(x, y)$ are the transverse vector functions of the mode. If a waveguide is analysed on an impedance basis, the vector functions $\underset{( }{e}(x, y)$ and $h(x, y)$ are normalised in such a way that

$$
\begin{equation*}
\int\{\underline{e}(x, y) \times \underline{n}(x, y)\} \cdot \underline{1}_{z} d x^{3} d y=1 \tag{B.8}
\end{equation*}
$$

Substitution of (B.7) and (B.8) in the left-hand side of (B.6) gives the following result:

$$
\begin{equation*}
\int_{S}\left(E_{T} \times H_{R}-E_{R} \times H_{T}\right)=n d S=V_{T} I_{R}-V_{R} I_{T} \tag{B.9}
\end{equation*}
$$

After introducing the impedance $Z_{T}$ of the antenna system observed at $z=0$ and the impedance $Z_{L}$ of the load observed at $z=0$, we may write

$$
\begin{align*}
& V_{T}=Z_{T} I_{T} \\
& V_{R}=-Z_{R} I_{R} \tag{B.10}
\end{align*}
$$

where the minus sign in the second expression of (B.10) is due to the
fact that the positive $z$-direction has been chosen towards the antenna. Substitution of (B.10) in (B.9) gives

$$
\begin{align*}
& \quad \int_{S}\left(E_{T} \times \underline{H}_{R}-E_{R} \times \underline{H}_{T}\right) \cdot n d S=\left(Z_{T}+Z_{R}\right) I_{R} I_{T}  \tag{B.11}\\
& \quad \int_{S}\left(E_{T} \times H_{R}-E_{R} \times \underline{H}_{T}\right) \cdot n d S=-\left(\frac{1}{Z_{R}}+\frac{1}{Z_{T}}\right) V_{T} V_{R} \cdot  \tag{B,12}\\
& \text { Combining (B.6) with (B.11) results in } \\
& Z_{0}^{-1} B \cdot E_{T}\left(r^{(1)}\right)=\left(Z_{T}+Z_{R}\right) I_{T} I_{R} . \tag{B.13}
\end{align*}
$$

Combining (B.6) with (B. 12) gives

$$
\begin{equation*}
z_{0}^{-1} B \cdot \underline{F}_{T}^{\left(r^{(1)}\right)}=-\left(\frac{1}{Z_{R}}+\frac{1}{z_{T}}\right) V_{T} V_{R} \tag{B.14}
\end{equation*}
$$

Let us now assume that the point 0 in Fig. B. 1 coincides with the centre of the aperture of the antenna.
Then the equations (B.13) and (B.14) give rise to the formulation of the following theorem.

Suppose that a plane wave is incident upon an antenna successively from different directions given by the vector -r ${ }^{(1)}$. Suppose further that the phase variations of the transverse part of the electric field vector or the transverse part of the magnetic field vector are measured with respect to the phase in case the plane wave is incident perpendiculary upon the antenna. Then (B.13) and (B.14) show that these phase variations are identical with the phase variations of $\mathrm{F}_{\mathrm{T}}$ ( $^{(1)}$ ). If the phase variations are measured in the above way, one should take care that the antenna under test rotates around an axis through the aperture, because the calculations of $F_{T}\left(r^{(1)}\right)$ are performed in a coordinate system, the origin of which coincides with the centre of the aperture.

The measurements described in section 2.5 are based on the above theorem.

Finally, the author wishes to express his appreciation to De Hoop for making available some unpublished notes, which were relevant to our problem.

## SUMMARY

This thesis refers to feeds for reflector antennas. In the introduction an attempt has been made to describe the properties which a good feed should possess. Subsequently a review of the recent literature concerning feeds has been given.

In chapter 2 the properties of conical horn antennas with small flare angles are studied. The slant length of the horn has been chosen in such a way that the phase distribution across the aperture of the horn antenna is a quadratic function of the length of the radiusvector in the aperture. It has been proved in section 2.2 that these antennas have power radiation patterns which are independent of the frequency in a rather large frequency band. The theory of the preceding section has been verified in section 2.3. and it has been shown that frequencyindependent conical horn antennas can be designed in a relative frequency range $1: 2$. The phase radiation patterns of the above antennas have been studied theoretically in section 2.4. The conclusion is that the phase radiation pattern is independent of the frequency as well. Moreover,it turns out that these antennas do not possess a phase centre. An experimental study of the phase radiation pattern has been undertaken and is described in section 2.5. For this study a new method of measurement has been developed. Good agreement between theory and experiment was obtained.

It should be noted that the theory of chapter 2 applies to conical horn antennas with a perfectly conducting boundary. A property of these antennas is that their radiation patterns are not symmetrical with respect to the antenna-axis. Moreover, there exist rather high sidelobes in the E-plane. For some applications these sidelobes and the asymmetry are undesirable.

In the first section of chapter 3 a theory concerning symmetrical radiation patterns of circular apertures is developed. In section 3.2 wave propagation in a cylindrical waveguide with a special anisotropic boundary is discussed and it is proved that the transverse part of the
electromagnetic fields is of the same type as the aperture fields found in section 3.1. So an open radiating cylindrical waveguide with the anisotropic boundary, specified in section 3.2, gives rise to a symmetrical radiation pattern. These patterns are discussed in section 3.3. In the next section a corrugated cylindrical waveguide is studied and it is proved that this waveguide possesses the special anisotropic boundary discussed in section 3.2, however, only for one frequency. It may be expected that the theory of the sections 3.3 and 3.4 is also valid for corrugated conical horn antennas with small flare angle. Section 3.5 contains some experimental results of corrugated conical horn antennas with small flare angle. These results confirm the theory of the preceding sections. Moreover, it is shown that symmetrical power radiation patterns are obtained in a rather large frequency range, especially if the aperture is not small.
The frequency-independent properties of the conical horn antenna with perfectly conducting boundary are obtained by a right choice of the dimensions of the antenna. This raises the question whether it is possible to combine the frequency-independent properties of the conical horn antenna with perfectly conducting boundary and the symmetry properties of the conical horn antenna with anisotropic boundary. Calculations concerning this question are given in section 3.6 and show that frequency-independent conical horn antennas with a symmetrical radiation pattern can be obtained provided the anisotropic boundary which has been assumed in section 3.6 can be realised independent of the frequency. This question has been investigated experimentally in section 3.7. In this section the properties of corrugated conical horn antennas with small flare angles and large apertures are studied. The dimensions of the antennas are chosen in such a way that again the phase distribution across the aperture is a quadratic function of the length of the radiusvector in the aperture. The experimental results show that indeed a symmetrical radiation pattern can be obtained in a frequency range from 8 GHz to 10 GHz , while acceptable patterns are obtained in the frequency range from 10 GHz to 15 GHz with the exception of a small frequency range around 10.5 GHz . Finally the phase radiation pattern of the above antenna has been studied and good agreement with the theoretical predictions was found, at least for the frequency for which the depth of the grooves is a quarter of a wavelength.

## SAMENVATTING

Dit proefschrift heeft betrekking op belichters voor reflector antennes. In de inleiding is een poging gedaan de eigenschappen te beschrijvan, die een goede belichter dient te bezitten. Vervelgens is een overzicht van de recente literatur aver belichtera gegeven.

In hoofdstuk 2 worden de eigenschappen van conische hoorn antennes met een kleine tophoek bestudeerd, De lengte van de hoorn antenne is zodanig gekozen dat de faseverdeling over de apertuur een kwadratische funktie is van de lengte van de radiusvector in de apertur. In paragraaf 2.2 wordt bewezen dat deze antennes een vermogensstralingsdia gram bezitten, dat onafhankelijk is van de frequentie in een tamelijk grote frequentieband. De theorie van de vorige paragraaf is geverifieerd in paragraaf 2.3 en or is aangetoond dat indexdad frequentieonafhankelijke conische hoorn antennes ontworpen-kunan woxden-in-oen relatieve frequentieband $2 \rightarrow+$ Het fasestralingsdiagram is theoretisch onderzocht in paragraaf 2.4. Defonctusie is dat het faveotratirgsixagram evencens onafhankelijk is van de-fequentie, Bovendien blijkt dat deze antennes geen fasecentrumbezitten. Een experimenteel onderzoek naar het fasestralingsdiagram is in paragraaf 2.5 beschreven. Hemnodig yoox dit anderzook sen nieuwe meetmethode te ontwikketer*-De overeensteming tussen theoretische enperimentele fecultaten-wat goadr-m

De theorie van hoofdstuk 2 is geldig voor conische hoorn antennes met een perfect geleidende wand. Een eigenschap van deze antennes is dat het stralingsdiagram niet symmetrisch is met betrekking tot de antenneas. Bovendien bezitten-dewe antennes hege-zijlusen-in het- Evelakvan het stralingsdiagram Voor sonmige toepassingen-zijn-dege-gijluseen-en de quymetie-orgewerrst. In de eerste paragraaf van hoofdstuk 3 is een theorie betreffende symmetrische stralingsdiagrammen van cirkelvormige aperturen ontwikkeld.

Het onderwerp van paragraaf 3.2 is golfvoortplanting in een cirkelcylindrische golfgeleider met een anisotrope wand./
dat de transversale veldverdeling van hetzelfde type is als de aperturvelden, die in paragraaf 3.1 gevonden zijn. Dus een open cirkelcylindrische golfgeleider met de anisotrope wand, die in paragraaf 3.2 mader gespecificeerd-is, heeft een symetrisch stralingsdiagram. Deze diagramen zifnonderwerp-vandiscussie in paragraaf 3.3. In de volgende paragraaf worden cirkelcylindrische golfgeleiders met groeven in de wand bestudeerd en de conclusie is dat deze golfgeleiders een anisotrope wand bezitten met dezelfde eigenschappen als in paragraaf 3.2 verondersteld werd, echter slechts voor een frequentie. Men mag verwachten dat de theorie van de paragrafen 3.3 en 3.4 ook geldig is voor conische gegroefde hoorn antemnes met kleine tophoek. Paragraaf 3.5 bevat enige experimentele resultaten verkregen met conische gegroefde hoorn antennes met kleine tophoek. Beze resultaten bevestigen de theorie van de vorige paragrafen. Bovendien is aangetoond dat sxmmetrische stralingsdiagrammen kunnen worden verkregen in een tamelijke grote frequentieband, speciaal als de apertuur niet te klein is.

De frequentie-onafhankelijke eigenschappen van de conische hoorn anteme met perfect geleidende wand worden verkregen door een juiste keuze van de afmetingen van de antenne, Mon kan zich mur afvagen ofhet mogelijk is de frequentie-onafhankelijke eigenschappen van de normale conische hoorn antenne met perfect geleidende wand te combinexen met de symmetrie.eigenschappen van de conische gegroefde hoorn antenne, Berekeningen betreffence deze kwestie zijn in paragraaf 3.6 opgenomen en de conclusie is dat frequentie-onafhankelijke conische hoorn antennes met een symmetrisch stralingsdiagram inderdaad ontworpen kunnen worden onder voorwaarde dat de anisotrope wand, die in paragraaf 3.6 verondersteld werd, gerealiseerd kan worden voor iedere frequentie. De laatste kwestie is experimenteel onderzocht in paragraaf 3.7. In deze paragraaf worden de eigenschappen van conisch gegroefde hoorn antennes met kleine tophoek en grote apertur bestudeerd.

De afmetingen van de antennes zijn weer zodanig gekozen dat een fasevordeling over de apertuur ontstat, die een kwadratische functie is van de lengte van de radiusvector in de apertur. De experimentele resultaten laten zien dat inderdaad symmetrische stralingsdiagrammen worden verkregen in een frequentieband van 8 CHz tot 10 GHz , terwij1 acceptabele diagrammen worden verkregen in een frequentieband van 10 CHz tot 15 GHz met uitzondering van een kleine frequentieband om
$10,5 \mathrm{GHz}$. Tenslotte werd het fasestralingsdiagram van de bovengenoemde antenne bestudeerd en een goede overeenstemming werd gevonden tussen de experimentele resultaten en de theoretische resultaten, tenminste voor de frequentie waarvoor de diepte van de groeven een kwart van de golflengte was.

$$
x
$$
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## Errata

p. 23: $2^{\text {nd }}$ line: "fase" should be "phase".
p. 77: 15 th line: "(3.1) is" should be "(3.1) are".
p. 100: $k_{C}$ should be $\Gamma_{C}$.
p. 111: formula (3.105): $H_{\phi}^{\prime}$ should be $H_{z}^{\prime}$.

## STELLINGEN

1. 

De symmetríe eigenschappen van het stralingsdiagram van hoorn antennes kunnen niet gevonden worden door uit te gaan van een model van de antenne waarbij het apertuurvlak uitgebreid wordt met een oneindig grote vlakke plaat die perfekt geleidend is.

Collin R.E. and Zucken F.t., "Antenna Theom", part 1, page 73, fomulae (3.27a) and (3.27b).
2.

Tegen de wijze warop Shih en Bergstein de resultaten van hun berekeningen presenteren zijn bedenkingen aan te voeren.

Shth B.L. and Bergstein L., "Suntheets of nowniform antenna arrays using lambala functions", Proc. I.E.E., vol. 114, no. 9, sept. 1967, pp 1237-1241. Reinders W., "Niet wiform belichte lineaire oonfiguraties met een sinusvormige positieverdeling en een optimaal stralingediagrom". Vevelag afstudeerwerk EPA-6, oktober 1065.
3.

De afleiding die Clarricoats geeft van de randvoorwaarden die toegepast moeten worden om de modes in een gegroefde conische golfgeleider met grote tophoek te vinden is niet korrekt.

Clarmicoata E.J.B., "Analysis of sphemioal hybrid modes in a commoated oonical horn". Etectronic Letters, 1 st May 1969, vol. 5, no. $9, p .189$.

De randvoorwaarden, die toegepast moeten worden om de modes in een gegroefde conische golfgeleider te vinden, kunnen gevonden worden door in het theoretische model de groeven te vervangen door sferische groeven. Jansen J.K.M., Jeuken M.E.J. and Lambrechtse C.W., "The scatar feed", T. $H$. report $70-E-12$, december 1969.
5.

De meetmethode welke door Maxum is toegepast ter bepaling van de resonantielengte van een komplexe gleuf in de bovenkant van een rechthoe kige golfgeleider is niet korrekt, omdat de gleuf in het transmissie lijnmodel wordt voorgesteld als een shunt element.

> Maxum B.J., "Resonant Slots with Independent Control of Amplitude and Phase", I.E.E.E., AP-8, 1960, pp 384-389. Van Gemert J.J.A., "Een niet-uniform belichte, ongelijk gespatieerde gleufontenne, met optimaal stralingsdiagrom", Verslag afstudeerwerk ETA-12, juni 1967.
6.

Om radio-astronomische antennes met een lage ruistemperatur te verkrijgen verdienen conische gegroefde hoorn antennes met grote tophoek als belichter de voorkeur boven open gegroefde cylindrische golfpijpen waarin meerdere modes toegepast worden.

Vu T.B. and Vu Q.H., "Optimum feed for lavge radio-telescopes: experimental results". Electronic Letters $19^{\text {th }}$ March 1970, vol.6, p. 159.
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In verband met de toenemende urbanisatie en de voortdurend stijgende vraag naar elektrische energie is het gewenst dat het onderzoek naar transportmiddelen voor elektrische energie, welke ondergronds kunnen worden aangebracht, wordt gestimuleerd. De centrale overheid dient hierbij het initiatief te nemen. De benodigde fondsen zouden gevonden
kunnen worden door een temporisering van het onderzoek aan kernenergiecentrales toe te passen.

## 8.

Het is gewenst dat de voorlichtingsorganen van verenigingen ter bescherming van landschapsschoon bij publikatie van alternatieve voorstellen met betrekking tot vestiging van nieuwe elektrische centrales niet na laten de financiele konsekwenties van hun alternatieve oplossingen aan te geven.

Natuurbescheming 1968-1969. Verstag van de werkzaomheden van de Contact-Commissie voox Natuur en Landechapsbescheming.

## 9.

Het feit dat in de monumentenwet niet is voorgeschreven binnen welke termijn de Kroon een beslissing dient te nemen met betrekking tot een ingediend bezwaarschrift schept een ongewenste rechtsonzekerheid.

## 10.

Nu de laatste stukken woeste grond van het voormalige moerasgebied de Peel ontgonnen zijn en bovendien de archieven van de dorpen, die om dit gebied liggen, geordend en toegankelijk gemaakt worden ontstaat de behoefte aan een monografie waarin de geschiedenis van de Peel beschreven wordt. Deze monografie dient tenminste de volgende onderwerpen te bevatten: een beschrijving van het gebruik van de Peel, van de eigendomsrechten en van de ontginningen.

Phitipe J., Jansen $t$, en Claessens Th., "Geschiedenis van de Londbow in Limburg 1750-1914", Van Gorcum, Assen 1965. Van Emstede E., "Varia Peellandiae Histomiae ex fontibus", Deume, 1965 t/m 1970.

