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CHAPTER 1: 

In trod uction 

Man has always been trying to develop his capabilities beyond the 

limitations of the human body. This resulted in various kinds of technica! 

developments llke cars, airplanes, submarines, wired and wireless 

telecommunication etcetera, etcetera ...... . 

In the field of extendlng human sight various developments can be 

mentioned that make it possible to see objects at tremendous distances or 

to see things that are so small that man hasn't even been aware of their 

existence. An extra challenge is to look inside non-transparent objects 

without the need to open them. This Jatter extension of the eye is 

obviously very useful in medicine, where it can be necessary to look 

inside a patient to make a diagnosis without the need of an operation. 

A well-known technique for investigating and imaging the interior of 

living beings is X-ray photography. More recently ultrasound also proved 

to be very useful in medlcal imaging, and one of the most recent 

deveiopments in medica! imaging is Magnetlc Resonance Imaging (MRI) . 

One of the reasons why uitrasound became so popular is the fact that the 

radiation is much less harmful than X-rays. 

This thesis descrlbes a new technica! realization of an imaging 

technique using both ultrasound and computed tomography. First, a short 

look will be taken at some highlights in the history of ultrasonic imaging 

and at some ultrasound techniques which are being used in medica! 

imaglng at the moment. 

1.1 Hlstory 

One of the very few, if not the only positive effect of a war is the 

stimulation of technica! developments. As in many other techniques 

presently in use for peaceful purposes this has also been the case in the 

development of ultrasound techniques. The idea of transmitting an 

underwater "sound beam" and receiving the echoes from submerged 



obstacles was born in connection with the Titanic disaster in 1912. It 

was during World War ( 191 7) that Paul Langevin succeeded in 

developing a pulse-echo system for the detectlon of submarines which 

was in fact the first sonar (SOund Navigation And Ranging) system. 

Although ultrasound had already been in use for therapeutic purposes for 

some years (Pohlman, 1939) it took until 1947 before the first attempts to 

use ultrasound in diagnostic appllcations were published (Dussik et al., 

1947). In those first applications ultrasound was used in a way, similar 

to the use of X-rays, to produce some kind of "shadow" images of the 

head (Hu eter and Bolt, 1951). These images we re used to determine 

deviations in the geometry of the ventricles of the brain in order to 

detect brain tumors. Although the first results seemed to be very 

promising, the shadow imaging turned out to be disappointlng because the 

images proved to be merely transmission patterns of the skull and 

contained hardly any, or no information at all about the brain (Ballantine 

et al., 1954) . This caused a severe set-back in the development of 

ui trasound transmission techniques. 

During World War II higher frequencies became available in 

ultrasound, and pulse-echo systems were developed for non-destructlve 

material testing. As soon as the war was over the results were published 

and shortly after that these techniques found their applicatlon in medica! 

imaging. Around 1950 several pulse-echo scanners were produced 

simultaneously by independent investigators (Ludwig and Struthers, 1950, 

French et al., 1950, Howry and Bliss, 1952). During the first decade the 

development of the pulse-echo techniques was rather slow, but after 1960 

these techniques developed rapidly into a very widespread and commonly 

used imaging technique in clinical practice. A not often recognized, but 

important reason for this acceleration in the development of the pulse­

echo techniques was the discovery of piezoelectric ceramics as new 

transducer materlals. In Section 1.2 a short description of several pulse­

echo techniques will be given. 

In spite of the fact that the development of the transmlsslon 

techniques had suffered the previously mentioned set-back, a few 

investigators kept working on these techniques and some of them 

achieved quite an improvement (see Section 1.3). Nevertheless 

transmission techniques did not become of any clinical significance. 

Around 197.4 the interest in transmission techniques revived a little as a 

result of the introduction of computed tomography. This was originally 
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lntroduced In the field of X-ray imaging but it also proved to be 

applicable in ultrasound imaging. More detailed information about 

transmission techniques will be given in Section 1.3. 

Another application of ultrasound in medicine is the use of the 

Doppler effect to study movement within the body. The first applications 

of this technique were in the late fifties and it developed quite rapidly 

into a frequently used diagnostic tool. The Doppler imaging techniques 

wil! not be discussed here, as this subject Is beyond the scope of this 

study. Interested readers are referred to Reid (1978), Baker et al. (1978), 

Hoeks (1982) and Reneman and Hoeks (1982). 

1.2 Pulse-echo technlques 

In this paragraph a brief description will be given of the ultrasound 

pulse-echo techniques that are commonly used in clinical diagnosis at the 

moment. Most of the modern diagnostic pulse-echo systems have sound 

frequencies ranging from about 1 to 1 O MHz. In a. pulse-echo system a 

short ultrasound pulse is transmitted into the body by a transducer. Parts 

of the acoustic energy of thls pulse reflect on various boundaries and 

scatterers within the body and travel back towards the transducer. The 

time between the generation of a pulse and the reception of an echo 

indicates the depth of the structure on which the pulse was reflected. In 

pulse-echo systems the sound propagation velocity within the body is 

assumed to be known and constant. 

In the followlng paragraphs brief descript!ons will be given of 

several possibilities to represent the echoes on a screen, mostly of a 

cathode ray tube. More detailed descriptions of these pulse-echo 

techniques are given by Kossoff (1976), Wells (1978), Somer (1978) and 

Macovski (l 983a) . 

* The A-mode (amplitude-mode). 

In thls mode the envelope of the received echo-signals Is shown as a 

vertical deflection of the trace on the screen. This gives an image as in 

Figure 1.1 a. 

* The B-mode (brightness-mode). 

In thls mode the envelope is shown as the brlghtness of the trace 

lnstead of the vertical deflection as shown in Figure 1.1 b. 

3 
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Fig .1.1) Modes for representing reflections within a single sound beam. 
a) A-mode, b) B-inode, c) M- or TM-mode. 

* The M- or TM-mode (time-motion-mode). 

This mode is used to document the movement of structures. In this mode 

ultrasound pulses are generated repeatedly at a constant time-interval 

and the B-mode Jlnes from these pulses are written as adjacent lines on 

a display. In this way recordlngs are obtained whlch correspond to the 

position of the reflecting structures as a functlon of time. Figure 1.1 c is 

an example of an M-mode recording in the case that the surface of the 

structure moves between the dashed Jines. 

* The linear scan. 

The linear scan is perfo'rmed as fellows. The transducer is moved along a 

straight line perpendlcular to the dlrection of the sound beam. The 

B-mode lines recorded with this transducer are written as vertical llnes 

on the screen and the horlzontal position of the lines on the screen is 

related to the position of the transducer. In thls way a sort of cross­

sectional image can be produced as shown in Figure l .2a. An important 
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development in llnear scanning was the introduction of the linear array 

transducer (Bom, 1971). This kind of transducer offers the possibility of 

electronically moving the ultrasound beam combined with the possibility 

to focus the beam at a variable depth (dynamic focussing). Technica! 

developments have made it possible to obtain up to 50 scans per second 

which enables real-time imaging. This is a very useful feature in various 

applications, for example in cardlology and obstetrics. 

* The sector scan. 

With this kind of scanning it is not the position of the transducer that 

varies but the direction of the sound beam. Because the direction of the 

B-mode lines on the display is the same as the direction of the 

ultrasound beam, this technique produces cross-sectional images too. 

Whereas the linear scan produces rectangular images the sector scan 

produces sector shaped images (Flgure l.2b). The sector-scan is 

partlcularly useful when there is only a small area through which the 

object of interest can be investigated (for example in imaging the heart 

between two ribs). Sector scanning also offers the possibility of real-time 

imaging. This can be achieved by using a rotating or "wobbling" 

transducer drlven by a motor or by using a phased array transducer. With 

the latter it is possible to sweep the ultrasound beam without mechanica! 

movements (Somer, 1968). 

@ 

/@/ >'' 
/ ' , ,.. 

Il 
Fig .1. 2) Scanning techniques for reflection imaging. 

a) Linear scan, b) sector scan, c) compound scan. 
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* The compound scan. 

Major drawbacks of the linear and of the sector scan are that the 

resolution in the direction of the beam and the resolution in the 

direction normal to the beam are different so that point-shaped reflectors 

are imaged as small lines perpendicular to the direction of the beam. 

Furthermore, only surfaces normal or almost normal to the direction of the 

beam produce a clear echo. These problems are iargely solved by the 

compound scan. With this technique, shown in Figure l .2c, sector or linear 

scans are recorded in several directions within one plane. When these 

scans are shown on an integratlng display or film so that the brightness 

of each scan is added to the previous ones, the quality of the obtained 

image is much better than with the single scans. A disadvantage of this 

method is that it is almost impossible to make real-time recordings. This 

is why the compound scan has not become very popular in clinical 

practice. 

* Reflectlon tomography. 

In this technique linear or sector scans are recorded in many directions 

within one plane (many more than in compound scanning), digitized and 

stóred in a computer. By means of this computer such a set of scans can 

be reconstructed into an image of the scan plane (Wade, 1978, Hlller and 

Ermert, 1980). This technique gives very clear images with a constant 

resolution in all directlons but it requires expensive equipment and it 

has no real-time imaging capabillties because of the time consuming 

scanning process. Only recently a rast, and very expensive, scanning 

system has been developed which indicates the possibility of producing 

real-time images (Newerla, 1987). 

1.3 Transmission techniques 

The first ultrasound transmission images (called ultrasonograms) were 

based on the assumption that, as in X-ray imaging, tissue structures 

could be imaged because of differences in absorption of transmitted 

radiation. In X-ray imaging it is possible to record the intensity 

distribution in a whole plane at once. This proved to be impossible with 

ultrasound transmission imaging. Therefore, a device was developed with 

a transmitting and a receiving transducer -mounted on opposite sides of 

the object in a way that made it possible to scan a plane, normal to the 

6 



beam dlrectlon, In order to measure the absorption of the ultrasonlc 

energy In the object between the transducers for every point in that 

plane, so that a shadow image could be obtained similar to an X-ray 

photograph. (Hueter and Bolt, 1951). This technique was meant to be used 

in the detection of brain tumors because it was assumed that the images 

depicted the geometry of the ventricles of the brain. However, soon it 

turned out that the contrast In the images caused by brain structures 

was negllgible compared to the contrast caused by inhomogeneities of the 

skull (Ballantine et al., 1954). 

Although this technique did not serve its original goal, it has been 

developed further because i t was expected to have other biomedical 

applications. These developments concentrated mainly on image converters 

which are devices in which the intensity of the received ultrasound field 

is scanned electronically and converted dlrectly into a "shadow" image on 

a screen. Although image converters offered the possibility of real time 

imaging and eliminated the need of mechanica! scanning, there has never 

been much interest in these transmission images, probably because of the 

rapid developments in the pulse-echo techniques. 

The latest development in transmission imaglng is computed 

tomography (Greenleaf et al., 197 4, 1975, Carson et al., 1976, 1977, Glover 

and Sharp, 1977, Greenleaf et al., 1979, Mol, 1981. Stapper and Sollie, 

1985). The princlples of this technique are not expla ined here because 

they will be discussed in detail la ter on in this thesis. Al though 

investigators in this area state that transmission tomography has at least 

some clinical relevance, up to now thls technique has not been accepted 

in clinical practice, probably because the systems that have been 

developed are all very complicated and expens ive while their imaging 

capabilities are limlted. 

This thesis deals with the development of a low-cost and simple 

ultrasound transmission tomography system (Sollie and Stapper, 1987) . In 

the next chapter a brief explanation of the tomographic principle will be 

given and the advantages and disadvantages of computed ultrasound 

transmission tomography will be discussed. It will be explained why this 

lmaglng system has been developed In spite of the seemingly small 

interest from clinical practice. In Chapter 3 the theory of reconstructing 

an image from the measured data is described and in Chapter 4 the 
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physical quantities that can be measured with the tomography system will 

be glven together wlth their measurement methods. In Chapter 5 and 6 

the measurement apparatus is described in increasing detail. Chapter 7 is 

about several types of ultrasound transducers and their posslble 

applications in the tomography system. In Chapter 8 the effects of phase 

cancellatlon and interference will be dlscussed. These effects prove to be 

an important problem in transmission measurements as well as in 

reflection measurements using ultrasound. In Chapter 9 some results 

obtained with the described tomograph will be presented. Flnally, in 

Chapter 10, a dlscussion of the project will be given together with a 

number of recommendations for further development of the descrlbed 

tomography system. 
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CHAPTER 2: 

Motivation of the Study 

In this chapter it is explained why ultrasound transmission 

tomography has been chosen to be the subject of this study, in spite of 

the fact that there does not seem to be much clinical interest in it at 

the moment. 

Before dlscussing the advantages and disadvantages of ultrasound 

transmission tomography compared to other medical imaging techniques, it 

may be useful to give a very brief description of its principles. This 

description will be given in Sectlon 2.1. Then, in Section 2.2, the 

advantages and dlsadvantages of ultrasound in genera! and ultrasound 

transmission tomography in particular will be discussed, and in 

Section 2.3 the aim and the motivation of the study, described in this 

thesis, will be given. 

2 .1 The princlples of ultrasound transmission tomography 

In ultrasound transmisslon tomography two transducers are used which 

are submerged in a water tank and mounted opposite to each other. The 

object is also submerged and between the two transducers (Figure 2.1) . 

An ultrasound pulse is transmitted by one of the transducers and travels 

through the object and the water to the other one. From this recei ved 

pulse some acoustical properties of the material along the path of the 

sound pulse can be derived. The method for doing this will be described 

later in this thesis. The transducers move simultaneously along a straight 

line perpendicular to the direction of the transmitted sound beam and the 

properties of the intervening material are determined at constant sample 

intervals along that line. In thls way a llnear scan of the cross-section 

of the object is obtained in one directlon. Such a linear scan is called a 

projection. A number of these projectlons are measured in different 

directlons within one plane and stored in a computer which reconstructs a 

cross-sectional image of the distribution of a physical quantity from this 

9 
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device 

pulse 
transmitter 

Fig. 2 .1) Schema tic representation of the scanning process used in 
ul trasound transmission tomography. 

set of linear scans. This process is drawn schematically in Figure 2.1. 

All steps of the tomographic process will be described in detail in 

the next chapters. 

2.2 Advantages and disadvantages 

In this sectlon ultrasound transmission tomography is compared to 

several other medica! im·aging techniques. 
\ 

X-ray imaging (Macovski, 1983a): the most important advantage of 

ultrasound above X-rays is, that sound radiation is, at least in the 

intensities used in diagnostic appllcatlons , harmless where X-rays are 

not . Another advantage is that ultrasound has a much lower propagation 

velocity. In most biological tissues the ultrasound propagation velocity is 

10 



different for different tissues and ranges from about 1450 to 1600 m/s 

while the X-ray propagation velocity is 3 x 108 mis and the same for all 

tissues. Because of the constant value of the propagation velocity, in 

X-ray imaging only the attenuation coefficients can be used to 

differentiate between tissues, where In ultrasound imaglng it is possible 

to determlne the attenuation coefflclents, the sound propagation 

veloclties and the reflection coefficients of different tissues . An 

additional advantage of ultrasound Is that the generation of ultrasound is 

much easier and less expensive than the generation of X-rays. 

A disadvantage of ultrasound compared to X-rays Is the much lower 

frequency that has to be used, because for the higher frequencies the 

sound is attenuated too much. In spite of the lower propagation velocity, 

this means that the wavelength of ultrasound (about 10-4 m to 10-3 m) is 

much larger than the wavelength of X-rays ( <l 0-10 m). This difference 

causes the resolution in X-ray imaging to be much better than in 

ultrasound lmaging because it Is lmposslble to visuallze structures 

smaller than the wavelength directly. Diffraction occurs when the size of 

the structures in the examined object is comparable to the wavelength, so 

X-ray imaging does not suffer from diffractlon effects where ultrasound 

images can sometimes be distorted severely by diffraction. 

Another important imaging technlque nowadays is MRI (Magnetic 

Resonance Imaging), also known as NMR (Nuclear Magnetic Resonance) . Up 

to now. thls imaging technique has been considered to be harmless to the 

patient, so compared to MRI, ultrasound has no advantage concerning 

safety. In addition to that MRI can yleld a higher resolution than 

ultrasound imaging and it has the possibillty of lmaging parts of the 

body containing bone or air, which is almost lmposslble with the standard 

ultrasound techniques. 

The main disadvantage of MRI is that it is a very complicated and 

extremely expenslve technique which makes lt unlikely that MRI will 

become a generally applied clinical investlgation. 

Apart from the imaging techniques mentioned above there are other 

ones such as positron emission tomography (PET), digital subtraction 

radiography, thermography and endoscopy. Because these techniques are 

limited to small areas of medicine, there is no need for comparison with 

ultrasound tomography, so they will not be dlscussed here. 

Most of the advantages and dlsadvantages of uitrasound mentioned 

above do not only hold for transmission tomography but also for 
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pulse-echo techniques. In the next paragraphs pulse-echo lmaglng wlll be 

compared with transmisslon tomography. In these paragraphs a pulse-echo 

imaging system wlll mean a llnear or sector scanner. Compound scanning 

and reflection tomography are rarely used in clinical practlce so these 

techniques have not been lncluded in the comparlson. 

A clear advantage of transmlssion measurements is that, when a 

single pulse ls transmitted, only one distinct pulse is received whereas 

in reflection measurements a noisy slgnal is received, composed of the 

reflections of a large number of reflecting interfaces and scatterers. The 

single pulse in transmisslon measurements ellmlnates the need of a TGC 

(Time Galn Control, Wells, 1978) and offers the possibility of uslng 

straightforward data acqulsition methods as will be shown later in 

this thesis. Because of this, the hardware can be very slmple and 

inexpensive. 

Another advantage of transmisslon tomography is that, in addit!on to 

the ability of imaging the topographical anatomy, it offers the possibility 

of performing a certaln degree of tissue characterization (Greenleaf, 

1978, Miller et al., 1979, Stapper and Sollie, 1987). Using transmission 

tomography different acoustical properties of the object under study, such 

as the sound propagation velocity, the attenuation coefficient and the 

frequency dependence of the attenuation can be determlned, whereas in 

reflection imaglng only differences in acoustical impedance and scatterer 

density are detected. Sometlmes a pulse-echo system can perform 

"attenuation" measurements, but in that case the measured values give 

the mean value over a certain depth range and the values become less 

reliable when that range gets smaller. The word "attenuatlon" is written 

between quotes because it is not the real attenuation that is belng 

measured but the frequency dependence of the attenuation (see 

Chapter 4). The tissue characterizlng ability of the tomograph can 

be improved when the transmission measurements are combined with 

reflection measurements. Apart from the improved tissue characterization 

such a combined measurement offers the posslbility of using the values 

from a sound propagatión veloclty measurement to correct the reflection 

image. In this way the topographic accuracy of the reflection image 

can be improved (Kim et al., 1984). The technica} possibilities of 

implementing such a combination will be shown to be plausible in 

Chapter 4 and 5. 

Furthermore, transmission tomography has the advantage that the 
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resolution in the plctures is the same in all directions and that 

interfaces between different tissues give a contrast independent of thelr 

orientatlon. This is not the case in reflection imaging (Wells, 1966). 

Of course transmission tomography does also have disadvantages. One 

ls that the object to be imaged needs to be submerged in water. Another 

disadvantage is that the object has to be accessible from all dlrections in 

the plane of interest. These conditions, together with the fact that it is 

imposslble to image gas containing structures, limit the applicability of 

transmission tomography to certain parts of tbLlody such as limbs or 

breasts. Another, very Important disadvantage of transmission tomography 

is that it is, at least in the simple configuration described in this 

thesis, impossible to obtain real-time images, in fact, none of the 

ultrasound tomography systems developed up to now has been capable of 

real-time imaging. 

Because of the aforementioned differences compared with pulse-echo 

techniques, ultrasound transmission tomography will never be able to 

replace reflection imaglng but it may be a very useful extension of the 

use of ultrasound in medica! imaging. 

2 .3 Alm of the project 

The alm of this project is not to investigate the principles or the 

clinical applicability of ultrasound transmission tomography but to 

investigate the technica! posslbllities of realizing a simple and low-cost 

medica! imaging system without using dedicated or expensive electronic 

components or computer equipment. 

Ultrasound transmisslon tomography was first reported by Greenleaf et 

al. in 1974 and !t has been studied by several investlgators. Up to now 

the technica! realizatlons of the prl11ciple have been too complicated and 

expenslve to have had any clinical signlflcance. Ho";ever, the results 

obtained with these first experimental set-ups do lndlcate possible 

clinical usefulness, especially in imaging the human breast (Carson et al" 

1976, Glover, 1977, Greenleaf et al" 1978, Schreiman et al"1984), but it 

also proved possible to image the human head (Dlnes et al" 1981) and 

extremltles contalning bone (Carson, 1977). Besldes the non invasive 

diagnostic applications, ultrasound tomography offers possibillties for in 

vitro studies (Mol, 1981, Mill er, 1979). These promlsing re sul ts pro vide 
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one of the reasons for trying to develop a new implementation of the 

technique. 

Two other, closely related and perhaps even more important aspects 

of the study are simplicity and cost. The aim is not to develop an 

imaging system capable of producing better images than the existing 

ones, but a system that produces images of equal, or sometimes worse 

quallty, but in a simpler way and at much less cost. In the following 

paragraph the importance of simplicity and cost will be explained. 

Because of the very rapid technica! developments during the last 

decades the technica! possibilities of medica! imaging have become 

largely extended. On the one hand this is a very positive development 

because medica! imaging becomes applicable in more and more areas with 

a still increaslng diagnostic value and accuracy. On the other hand this 

development also has clear negatlve effects. One of them is that the 

imaging systems become more and more complicated and sophisticated with 

all the associated problems concerning malntenance, reliability, safety 

and especially the operatlng of the equipment. 

Another negative aspect is that the increasing image quality 

enhances the tendency of the lmaging systems to replace the conventional 

diagnosis instead of supporting lt. Medlcine has always been an 

interactlon between human beings in the first place and therefore medica! 

diagnosis is mainly a subjective process of perception, communication, 

intuition and experience. If the reliability of this subjective process can 

be lmproved by using objective technica! resources or if the technica! 

resources offer the physician the opportunity to concentrate more on the 

mental or psychological aspects of the illness, then the applicatlon of 

these techniques is an enhancement of the diagnostlc process. However, if 

the technica! resources (like imaging techniques) are going to substitute 

a part of the subjective diagnostic process, then there is no improvement, 

only replacement. Moreover, this will lead to a technica! instead of a 

human concept of the patient which might cause a degradation of the 

diagnostic process in particular, but also of medicine in genera!. 

· A third negative aspect of the rapid technica! developments is that, 

linked with the increase of complexity and sophistication of medica! 

equipment, there is also an increase in the cost involved. This means 

that the application of such equipment has to be limited because in 

medicine there is only a limlted amount of money available. When we 

draw a graphical representation of the percentage of the population for 
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whlch a medica! action is appllcable as a function of the cost of that 

action we get a curve as shown in Flgure 2.2. It is obvious that the most 

attractive and challenging developments for engineers and scientists are 

towards the tail of the curve, for there He the borders of knowledge and 

technology. It is equally obvlous, however, that the number of people 

served by the developments in the tail of the curve is very small. 

Because of the attractiveness of developments in the tail of the curve 

much research is concentrated there, leaving a gap in developments lying 

closer to the top of the curve. From the previous dlscussion it can be 

concluded that, if a medlcal imaglng system serving a large percentage of 

the population is to be developed, it must be a slmple and low-cost 

system which is, as a consequence, not capable of producing an image 

quality as high as the more complicated and expensive systems. It is 

obvious that, after the technica! realization, the usefulness of such a 

system will have to be proved in clinical practice, but it is expected 

that the slmpllcity and the low cost of the system will compensate its 

llmltations. 

PERCENTAGE î 
OF' THE 
POPULAT!ON 

ULTRASOUND TRANSMJSSION TOMOGRAPHY 

M.RJ. 

-COST 

Fig. 2. 2) Percentage of the population for which a medlcal action is 
appllcable as a functlon of the cost of that action. The 
estimated positions of some medica! imaging systems are 
lndicated. 
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Based on the above consideratlons it is the opinion of the author 

that ultrasound transmission tomography can be a posltlve and useful 

contrlbutlon to medical diagnosis. Thls is the reason why a project has 

been started, of which this study is the first part. This project has the 

ultimate goal of developing a clinically useful ultrasound tomograph, 

using only a standard personal computer and simple, readily avallable 

electronic components. In Flgure 2.2 the global positions of some imaglng 

systems from clinical practice are given together with the estimated 

position of the ultrasound transmission tomography system descrlbed in 

this thesis. 

From the goals mentioned in the previous paragraphs it may be 

obvious that the emphasis of thls study is on the technica! aspects of 

ultrasound transmission tomography rather than on its theoretica! 

background. 
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CHAPTER 3: 

Image Reconstruction 

This chapter describes the relationship between a function and i ts 

projections. In this description the function is a two-dimensional 

distribution of a physical quantity and the projections are one­

dimensional sets of measured data. 

In this chapter it will be explained how, and under which conditions, 

a two-dimenslonal function can be represented by the collection of line 

integrals of that function along all lines in the plane. A set of line 

integrals taken along all lines in one direction is called a projection. 

The representation of a function by lts projections is called the Radon­

transform and consequently the reconstruction of a function from its 

projections is the inverse Radon-transform. The name of Radon has been 

connected to this problem because he was the first one who gave an 

extensive descriptlon of it (Radon, 1917). although, according to Cormack 

(1983), the Dutch physicist Lorentz had provided a solution for a special 

case of the problem several years earlier. An interesting detail is that 

Radon had no reason for stating and solving the problem other than that 

it was a very interesting mathematica! problem and a challenge to solve 

lt. It took until 1936 for the mathematica! solution to be applied in a 

physical situation (Cormack, 1983). The first well-known appllcation of 

the inverse Radon-transform was in radlo-astronomy and it was presented 

by Bracewell in 1956. In 1973 the principle of image reconstruction from 

projectlons was introduced in medica! radlology by EMl Ltd. of England 

(Macovski, l 983a) and it soon became a very popular medica! imaging 

technlque. Nowadays the inverse Radon-transform has a wide variety of 

applications in several areas of sclence and technology (Herman and 

Lewitt, 1979, Deans, 1983). 

The image reconstruction from projections is mostly called 

computerized tomography (CT) or computer asslsted tomography (CAT) 

because the inverse Radon-transform is almost always performed wlth the 

aid of a computer. The word tomography is derived from the greek words 

tomos, which means slice or section, and grapheln, whlch means to draw. 

17 



This chapter deals with the mathematica! background of computerized 

tomography and is subdlvided in the following way. In Section 3.1 a 

physical derivation w!ll be given of the filtered back-projection image 

reconstruction method together wl th a physical lnterpretation of the 

central-section theorem and the Fourler-transform reconstruction method. 

In Section 3.2 the Radon-transform wil! be discussed and the deflnition of 

a projection will be given. In Section 3.3 the definitlons of the Fourier­

transforms used in this chapter wil! be given in order to provlde an easy 

reference to them. Then, in Section 3.4, the central-section theorem wil! 

be derived and in Section 3.5 some methods of performlng the inverse 

Radon-transform wil! be presented in their analytica! form . Following 

that, in Section 3.6, there will be some discussion as to why the filtered 

back-projection has been chosen to perform the image reconstruction in 

the ultrasound tomography system. Furthermore the discrete form of the 

filtered back-projection will be given together with some remarks on the 

consequences of discretlzation. Finally, in Section 3. 7, the conditlons wil! 

be formulated which must be satisfied when the dlstribution of a physical 

quantity is to be determined from its measured projections. 

The reader who is not interested in the exact mathematics of the 

problem can confine himself to the reading of the Sections 3.1 and 3.7. 

The sections 3.2 to 3.6 do not contain information that is essential for 

understanding the rest of this thesis. Although Section 3.1 may be 

omitted lf sections 3.2 to 3.6 are to be read, thls section may be useful 

in understanding the other sections. 

3.1 Physical interpretation 

This section contains the physical interpretat!on of the image 

reconstruction by means of filtered back-project!on. Physical 

interpretations of the central-section theorem and the Fourier-transform 

reconstruction method will also be given. 

The description of the f!ltered back-projection wil! be done by means 

of showing the reconstruction of a single "pole" shaped object in the 

origin of the plane (Figure 3.la). Since the reconstruct!on is a linear 

process, the superpositlon principle wlll hold. Thus, if a discrete, two­

dimensional function is thought of as a set of these ''poles" with 

different lengths and packed closely together, it will be obvious that the 
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Fig. 3 .1) The original object used for the physical derivation of the 
filtered back-projection. a) Two-dimensionai object, b) projection 
of the object. 

discussion given in this section holds for any other two-dimensional 

function as long as its value is zero outside the measured area. In the 

pictures used in this section the two-dimensional functions will be shown 

in two ways: one way is representing the values of the function in the 

plane by different grey levels and the other way is giving a three­

dimensional representation in which the height above a point represents 

the value of the function in that point. 

In Section 2.1 it was explained that for each transducer position 

along the linear scans the measured value is related to the values of a 

physical quantity along the path of the ultrasound pulse. Such a path is 

often called a ray. 

In the derlvation of the filtered back-projection two assumptions will 

be made. The first is that the relationship between a measured value and 

the actual values along the corresponding ray is glven by a line lntegral. 

This means that the measured value is the sum of all values along the 

ray. The second assumption is that the rays are straight lines between 
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Fig. 3. 2) Images obtained by the back-projection of different numbers of 
projectlons of the object In Flgure 3.1 . 
al 1 projection, b) 8 projections, c) 128 projections. 
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the transmittlng and the receiving transducer. These assumptions imply 

that the measured values from one linear scan are a set of line integrals 

along lines in the same direction. As mentioned in the introduction of 

this chapter, such a set of line integrals is called a projection. A 

projection can be written as a one-dimensional function of the position of 

the measured ray within the scan. Keeping in mind the mentioned 

assumptions it is easy to see that the projections of the object from 

Figure 3.la will all look like the one shown in Figure 3.lb. 

First an attempt wlll be made to reconstruct the original function by 

simply projecting the projections back into the plane, all values from a 

projection are "smeared out" along the rays from which they have been 

measured. The back-projection of one projection will give an image like 

the one shown in Figure 3.2a. All projections are subsequently smeared 

out into the same plane, each one in the direction from which it has 

been measured. The final image is the sum of the back-projected images 

of all projections. In Figure 3.2b and 3.2c this result is shown for 

back-projection from 8 and 128 different angles. Note that the projections 

are always measured at a constant angular interval over a range of 180 

degrees. From Figure 3.2c it is obvious that the reconstructed image 

glves some representation of the origlnal one, but also that it is 

severely blurred by the fact that the rays have been smeared out 

throughout the whole plane and not only in the origin. In order to obtain 

a good reconstruction of the original function we will have to try to 

compensate for thls blurring effect. To do this a two-dimensional filter 

has to be applied to the back-projected image. Because the back­

projection only consists of adding the "smeared out" projections, the 

process is linear. Therefore, it is also possible to apply such a filter 

before the back-projection. In that case it is necessary to use a one­

dimensional filter on each projection. After this filtering, the projections 

of the "pole" shaped object will look like the one given in Flgure 3.3a. 

The back-projected image from 128 of these filtered projections is given 

in Figure 3.3b. 

As we have mentioned before, a more complicated function than the 

one in our example can be seen as composed of a number of these 

"poles". When such a function is to be reconstructed from its projections, 

the filter to compensate the blur has to be applied to each point of all 

projections. This means that the projections have to be convolved with 

that filter. An example of the effect of filtering on a more complicated 
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PROJECTION 

OF f(x,y) 

Fig. 3. 3) a) Filtered projection. b) Image obtalned by the back-projectlon 
of 128 filtered projections. 

Before filtering: After filtering: 

Fig. 3. 4) Unfil te red and fil te red verslon of a more complica ted projectlon. 
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projectlon is shown in Figure 3.4. At this point it will probably be clear 

why this reconstruction method is called the filtered back-projection or 

convolution back-projection method. 

Because the central-section theorem is a very important theorem in 

the area of image reconstruction and a lot of reconstruction methods are 

based on lt, this theorem will be given here, together with its physical 

meaning, but without going into mathematica! details . If we consider the 

two-dimensional Fourier-transform of a function, then the central-section 

theorem states that the values of this transform on a line at a n angle () 

and going through the orlgin, give the one-dimensional Fourier-transform 

of the projection of the function taken at the same angle e. A graphical 

presentation of the central-section theorem is given in Figure 3 .5. The 

central-section theorem can be explained in the following way . The two­

dimensional Fourier-transform decomposes the function into a set of 

infinitely wide two-dimensional sinusoids. A part of s ome of these 

sinusoids is shown in Figure 3.6. From this figure we can see that, if we 

take the projection of a function at some angle e, the n only the sinusoids 

in the direction of the projection will contribute to that projection. All 

other sinusoids in the plane wil! have a projected value of zero because 

Fig. 3. 5) Graphical representation of the central-section theorem. 
~ Two-dimensional Four!er-transform of a function f(x,y). 
lllIIlll One-dimensional Fourier-transform of the projection of f(x,y) 

taken at the angle e. 
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PROJECTION 

PROJECTION 

PROJECTION 

Fig. 3. 6) Some sinusoids in which a two-dimensional function is 
decomposed by Fourler-transformation. Of each sinusoid the 
projectlon in the same dlrectlon is shown. 

the rays experlence equal positive and negative contributions from them. 

Thus, if the one dimensional Fourier-transform of this projection is used, 

only the frequencies of the sinusolds in the direction of the projectlon 

wil! be found. In the Fourier plane these frequencies lie on a line 

through the origin at an angle e (Figure 3 .5). 

From the central-section theorem another method of reconstructing a 

function from its projections becomes quite obvious: a one-dimensional 

Fourier-transform on all projections is performed and those transforms are 

put together in a plane, each transform along a line through the origln 

in the directlon of its corresponding projection. Then a two-dimensional 

inverse Fourier-transform on that plane will yleld the reconstructlon of 
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the measured function. This method of reconstruction is called the 

Fourier-transform method. Although this reconstruction method seems to 

be quite simple, the implementation on a computer gives rise to some 

problems concerning the two-dimensional interpolation that is necessary 

because the function to be transformed is given on a discrete polar grid 

whereas the computer represents an image on a rectangular grid. This is 

why the flltered back-projection has been chosen to be used in the 

ultrasound tomography system described in this thesis. 

3.2 The Radon-transform 

This section describes the Radon-transform. The description wil! be 

limited to the special case of the transform for a two-dimensional 

function which is to be represented by one-dimensional projections. After 

the description of the transform a definition of a projection wlll be 

given. 

Let us assume a two-dimensional distribution of a physical quantity 

that can be denoted as the function f(x,y) which is zero outside a limited 

region D of the x-y plane (Figure 3.7a). When polar coordinates are used 

instead of Cartesian coordinates, then the relation between the polar and 

the Cartesian representation of this function can be written as : 

fp(r.-) = f(rcos-, rsinizJJ, where the subscript "p" indicates that the functlon 

is given in polar coordinates. We also assume a line Lt& determined by 

two parameters: the distance t from Lt& to the origin and the angle e 
between Lt& and the Y-axis. The distance t has to be signed to get a 

unique definition of Lte, as can be seen from Figure 3.7. In physical 

terms we refer to f(x,y) as "the object" and to Lte as a "ray". 

Now we define a two-dimensional function p(t,fJ). The value of p(t,fJ) 

is the line-integral of f(x,y) along the line Lto. Note that t and e are 

not the normal polar coordinates but the parameters determlning L1e; if 

t = O, then p(t,fJ) can have different values for different vaiues of e. When 

s Is the distance along Lts, for example from the point A to the point B 

in Figure 3. 7b, then the value of p(t,fJ) is : 
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p(t,e) = I f(t cose - s sine, t sine + s cose) ds 

Lt9 

(3.2.1) 

The two-dimènslonal functlon deflned by Eq. (3.2.1) is called the Radon­

transform of the function f(x,y), so when the operator R(.J represents the 

Radon-transform then Rff(x,y)J = p(t,e). It can be seen from the geometry of 

the problem that: 

p(t,e) = p(-t,e+n) = p(-t,e-n) = p(t,e+2kn), k Is an integer (3.2.2) 

So the Radon-transform p(t,e) of a function f(x,y) is periodic in e with a 

period of 2n. 

When we take all line-lntegrals from Eq. (3.2.1) for one value of e as 

a function of t, we get a one dimensional function p9(t) which is called 

-x 

\. 

-x 

Fig. 3. 7) The coordinate system used in the description of the Radon­
transform. a) Coordinates in the object plane and the projection 
of f(x,y) at the angle e. b) Coordinates of a point on a ray, 
point A is the origin for the coordinate s. 
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a projection. A projectlon of the function f(x,y) is defined as: 

pe (t) = J f(t cose - s sine, t sine + s cose) ds 

Lteo 

(3.2.3) 

Here is Lteo the part of the line Lte within the area Q where f(x,y) is 

nonzero. It will be clear that pe(t) = p(t,e), where e is a constant. In 

Figure 3. 7a a projection of f(x,y) is drawn for one arbitrary value of e. 
Based on the descriptlon of the Radon-transform and the definition of 

a projection, conditions can be formulated which a two-dimensional 

function must satisfy to be "projectable" (Radon, 1917) . These conditions 

are: 

- The function has to be limited in space, that is: there exists a finite 

value of q for which f(x,y)=O for all values of x and y for which 

holds: x•+y• > q• (or in polar coordinates: fp(r.~J=O for r > q). 

The function has to be bounded, that is : there exists a finite value 

m for which Jf(x,y)/ < m for every x,y. 

In our case the function f(x,y) is the distribution of a physical quantity 

in a limited object and these conditions are, therefore, always satisfied. 

3.3 Fourier-transfonns 

In this section the definitions of the Fourier-transforms and their 

corresponding inverse transforms in one and two dimensions will be given 

for reference purposes. 

The one-dimensional Fourier-transform F(X) of a function f(x) is 

defined as: 

F(X) = J f (x) e-z-.txx dx (3.3.1) 

lts inverse transform is given by: 

f (x) = I F(X) ea-.txx dX (3.3.2) 

-· 
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Analogously, when F(X, Y) is the two-dlmenslonal Fourler-transform of the 

function f(x,y) then: 

F(X, Y) = I I f(x,y) e-2-.t(xx.ry) dx dy (3.3.3) 

With the inverse transform: 

f(x,y) =II F(X,Y) e2•t(xX+yY) dX dY (3.3.4) 

This can be written ln polar coordlnates by substituting x = rcos/d, y = rsinld, 

X = Rcose and Y = Rsine ln Eq. (3.3.3): 

2W " 

Fp (R,e) = J J fp (r,(11) e-2• 1Rrcos<9-•! r dr d(ll 

0 0 

And the inverse transform: 

2W -

fp(r,(11) =II Fp(R,e) e2•1rRcos<•-lli R dR de 

0 0 

(3.3.5) 

(3.3.6) 

When (Il is integrated only from 0 to n these transforms can be written 

as: 

" . 
Fp (R, eJ = J J fp (r, (Il) e-211tRr cos <11-•! /r I dr d(ll (3 .3.7) 

0 --

And: 

Il • 

fp (r,(11) = I I Fp (R, e; e2"111rRcos<•-ll) IR/ dR de (3.3.8) 

0 -· 
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3.4 The central-sectlon theorem 

To be able to derive the inversion formula of the Radon-transform it 

is useful to present the so-called central-section theorem first . 

When we take the one-dimensional Fourier-transform Pe(R) (see 

Eq. (3.3.1) ) of a projection at angle fJ as defined by Eq. (3 .2.3), we get: 

Pe (R) = J po (t) e-zwtRt dt 

= f [ J f(tcosfJ-ss-in9,tsinfJ+scosfJ) e-2111R 1 ds] dt 

-· Lt1111 

(3.4 .1) 

The combination of the two integrals represents a surface-integral on Q 

because f(x,y) = 0 outside the region o. When we change the variables in 

Eq. (3.4.1) from pol ar to Cartesian, sa that t = x cose + y sinfJ, this expression 

can be rewritten as: 

P11 (R) =II f(x,y) e-2•l(Rxcos9+Ryslo0) dx dy 

(J 

(3.4.2) 

When this result is compared with the definition of the two-dimenslonal 

Fourier-transform in Eq. (3.3 .3) we see that: 

Po (R) = F(R cos9,R sine) (3.4 .3) 

This result is known as the central-section theorem or as the projection­

slice theorem. In words the central-section theorem states that the 

Fourier-transform P11(R) of a projection p11(t) of ·. f(x,y) at angle 9 is 

identical to a section through the two-dimensional Fourier-transform 

F(X, Y) of f(x,y) taken along a line going through the origln and at an 

angle 9 wîth the X-axîs (see Flgure 3.5). 

This result proves to be very important in the derivatlon of inverse 

Radon-transform methods. 
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3.5 The inverse Radon-transform 

In this section the analytica! descriptions will be given of four 

methods of performing the inverse Radon-transform. As in the previous 

sections, we confine ourselves to the special case of a two-dimensional 

function f(x,y) which is to be reconstructed from its one-dimensional 

projections pe(t). 

The first method of performing the inverse Radon-transform is using 

the inversion formula given by Radon himself (1917), which can be 

written as (Barrett and Swindell, 1977): 

" 
fp (r,,;) 

1 J J dpe(t)/dt 
=-de -

2n• r cos (9-,;) - t 
dt (3.5.1) 

0 

Where fp(r,{d) is the representation in polar coordinates of f(x,y). 

The second method is very straightforward and based on the central­

section theorem (Eq. (3.4.3)). If we take the one-dimensional Fourier­

transform Pe(R) of each projection pe(r) and represent these transforms in 

the Fourier plane On polar coordinates) as one two-dimensional function 

Pp(R,e), then the central-section theorem implies that the two­

dimensional inverse Fourier-transform of Pp(R,e) is fp(r,,;). So, when 

F-1 f.J denotes the inverse two-dimensional Fourier-transform, then the 

second inversion formula can be written as: 

fp (r, ,;) = F-1 {Pp (R, eJ J (3 .5.2) 

This method of performing the Radon-inversion is referred to as the 

Fourier-transform method because the inversion is performed via the 

Fourier domain. 

The third method for the Radon-inversion can be derived from 

Eq. (3.5.2) by performing the Fourier-transform and representing the 

function fp(r,,;) in Cartesian coordinates. If we use the definition of the 

Fourier-transform given in Eq. (3.3.8) then, after applylng the eosine 

subtract!on formula, the lnvers!on formula Eq. (3.5.2) can be written as: 
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Il • 

fp (r' pJ} = J J Pp (R, fJ) e21ltR(rcoucos9+rslusln9) IR/ dR dfJ (3.5 .3) 

0 -· 

lf we re present fp(r,pJ) In Cartesian coordinates by substituting x = r cospJ 

and y = rsiniz1. then Eq. (3.5.3) becomes : 

Il • 

f(x,y) = J J Pp (R , fJ) e2"tR(xcos11+yslnB) /R/ dR dfJ 

0 -· 

This expression can be rewritten as: 

Il 

f(x,y) = J g(x cosfJ+y sinfJ, fJ) dfJ, 

0 

with: g(t,fJ) = J Pp (R,e)/R/ ezrrtRt dR 

(3 .5.4) 

(3.5.5a) 

(3.5.5b) 

So g(t,e) is the one-dimensional inverse Fourier-transform with r espect to 

the first variable of Pp(R,e)/R/. Because a product in the Fourier domain is 

equivalent to a convolution in the spatial domain, g(t,e) can also be 

written as: 

g(t,eJ = p(t,eJd(tJ (3.5.6) 

Where * is the convolution sign and h(t) is the inverse Fourier-transform 

of IR/. So the third Radon-inversion formula can be written as: 

Il 

t(x,y) = J p(t,eJd(tJ de, with: t = x cose+y sine (3.5.7) 

0 

In this case the inverse Radon-transform is performed in the spatial 

domaln. The Radon-lnversion accordlng to Eq. (3.5.5) or Eq. (3 .5. 7) Is called 

the flltered back-projection or convolution back-projectlon method. This 
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name comes from a physlcal interpretatlon of the inversion formula. 

Eq. (3.5.5a) and the integrand in Eq. (3.5.7) are the convolution of a 

projection p(t,e) with a filter function h(t), which accounts for the first 

part of the name. For the explanatlon of the term back-projection we use 

Eq. (3 .2. l), where p(t,e) was defined as the llne-lntegral along the ray 

Lto of the functlon f(x,y) with x = t cose - s sine and y = t sine+ s cose. 

When we multiply these equations for x and y on bath sides with case 

and sine respectively and add the two resulting equations we get: 

t = x cose + ysine. So, in Eq. (3.5.5a) and Eq. (3.5.7) the value of f(x,y) at the 

point (x,y) Is obtained by adding the values from the filtered projectlons 

belonging to all rays passing through that point. In other words, the 

values of the filtered projections are "projected back" into the plane 

along the rays from which they were obtained. 

The fourth method of performing the Radon-inversion is known as the 

algebraic reconstruction technique or ART (Glover et al., 1970). This 

technique is mentioned here for completeness and only a very global 

description will be given. A very detailed description of the method has 

been given by Herman et al. (1973). ART is an lterative process, 

performed in the following way. The startlng point of the process is an 

estimate fe(x,y) of the function f(x,y). Very aften the estimated values of 

this function are taken zero for all values of x and y. From the function 

fe(x,y) the projections pee(t) are calculated along the same rays Lto as 

used in the determination of the measured projections pe(t) (see 

Section 3.1 and Figure 3.1). Each value pee(t) in the projectlons of the 

estimated function is compared with the corresponding measured one, 

pe(t), and then, based on this comparison, the values of the estimated 

function on the ray Lte are altered. This alteration of the values of 

fe(x,y) can be done In two ways. The first one is called additive ART. In 

this case the difference between the values of pe(t) and pee(t) is spread 

evenly along the ray Lteo, where D is the measured region and Lten the 

part of Lto within that region. So the new values of fe(x,y) are 

calculated according to: 

feNEw(x,y) fe (x,y) + 
Pe (t) - Pee (t) 

l/Lteol/ 
(3.5.8) 

In this expression l/Lteol/ lndlcates the length of Lteo. The other method 

of. adapting the estimated function is called multiplicative ART. In this 
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method, the values of fe(x,y) are altered according to the ratio of the 

measured and the estimated projection values, so: 

f~Nndx,y) fe (x,y) 
pe (t) 

Pee (t) 
(3.5.9) 

After adapting fe(x,y) for all rays a new estimate of f(x,y) has been 

obtained with which the process can be repeated. This continues until 

the difference between the estimated and the measured projections does 

not decrease anymore. When this is the case, fe(x,y) is considered to be 

an optima! approximation of the measured function. 

3.6 Filtered back-projection and quantizatlon 

In the previous section four methods to perform the inverse Radon­

transform have been presented in their analytica! form. In practice we 

will use a digital computer to perform the image reconstruction, so we 

will need a discrete version of the inverse Radon-transform. In this 

section one of the four described methods will be chosen to be 

implemented on a computer and the consequences of the conversion into a 

discrete form of that method wil! be discussed. 

First the choice of the method. An experiment, performed by a 

student in our research group, indicated that the direct implementation of 

the inversion formula presented by Radon as given in Eq. (3.5.1) is rather 

complicated. Furthermore it is known that the discrete determination of a 

derivative tends to cause numerical instability and is very sensitive to 

noise. Besides the problems concerning noise and numerical instability, 

the denominator of the in te grand in Eq. (3.5.1) has a singulari ty for 

t = r cos (e--). Because of this the numerical approximation of the integral 

will need an excessive amount of computation time. These problems are 

probably the reason for the fact that no practical use of this inversion 

formula is mentioned in the literature. 

In spite of the fact that the ART was originally designed as a 

discrete Radon-inversion, there are problems associated with this method, 

as indicated by the rather contradicting publications written on this 

subject (Gordon et al" 1970, Gilbert, 1972, Herman et al., 1973). These 

problems mainly concern the convergence of the algorithm, the sensitivity 
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to nolse and the computation time. A detailed dlscusslon of these 

problems is beyond the scope of this thesis. Attempts to implement an 

ART algorithm on a personal computer for the reconstruction of 

measurements showed the aforementioned problems (Muijtjens, 1985). In 

several cases the algorlthm showed a poor convergence. Furthermore it 

proved to be quite difficult to determine correct projections from the 

estimated two-dimenslonal functions and it turned out that the algorithm 

was time consuming and sensitive to noise. Although ART was very 

popular in the first appllcations of computed tomography, it was later 

almost completely replaced by the so called direct reconstruction 

technlques (the filtered back-projection and the Fourler transform 

method). Thls was because of the previous!y mentioned problems, combined 

with the fact that ART is not guaranteed to converge to the correct 

image of the measured two-dimensional distribution (Gilbert, 1972). 

From the previous paragraphs it may be obvious that the choice of a 

reconstruction technique is now restricted to the Fourier-transform 

method and the flltered back-projection method. The image quality of 

both methods wil! be approximately the same because both methods are 

based on the same Radon-inversion principle. The filtered back-projection 

seemed to be the most suitable one for implementation on a very small 

computer because no Fourier-transforms are needed. Furthermore the 

discrete inverse Fourier-transform that is necessary when using the 

Fourier-transform method, has to be calculated on a Cartesian grid, 

whereas the functlon which has to be transformed is defined on a polar 

grid, because of the nature of the central-section theorem. Therefore, 

with this method, a two-dimensional interpolation will be needed in the 

discrete reconstruction (Mersereau and Oppenheim, 197 4) . These fa cts are 

the reasons why the filtered back-projection technlque has been chosen 

to be implemented in the ultrasound tomography system that is described 

in this thesis. 

In the derivation of the filtered back-projectlon in Section 3.4 it was 

assumed that the projections were known for all ray positions t and for 

all angles e. In practice, however, the projections are known for only a 

limited number of discrete values of t and also for only a limited number 

of angles e. In the followlng the consequences of this quantizatlon will 

be described. 

For the reconstruction of an image we have at our disposal a set of 

N projections, measured at angles n.e.e (n is an Integer and JSnSN). Each 
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of these projections consists of M equispaced samples at positions milt (m 

is also an integer and lSmSM) . So, when Lp ls the length of each llnear 

scan, then L1t = Lp/M and ..10 = n/ N because the s cans are measured over a 

range of 180 degrees . A consequence of sampling the projections is, that 

thelr Fourier-transforms become perlodlc with a period of J/L1t. Because 

the projectlons are spatially limited, whlch means that they are equal to 

zero outside a finlte interval, the Fourler-transforms of these projections 

wilt be unlimited. So, when such a projection is sampled, the repeated 

spectra wilt interfere with the original spectrum, making it imposslble to 

obtaln a distortlon-free estimation of the real projection from the 

sampled one. This effect, known as aliasing, can be prevented with a 

low-pass pre-sampling filter with a cut-off frequency less than 1/ (2L1t). 

Unfortunately it is impossible to filter the object itself, so t he only 

pre-sampling filter action present is caused by the low-pass character of 

the measuring process. Because the cut-off frequency of this filter is 

hard to determlne at wlll, the sampllng frequency has to be adjusted to 

the measurement process. For the rest of this section it is assumed that 

the sampling frequency is high enough to prevent aliasing. The practical 

values of the sampling frequency used in the measuring apparatus will be 

glven in Chapter 9. 

Although the absence of aliasing is assumed, there is still another 

limitatlon due to the sampled nature of the projections. This limitation is 

that the real projections can only be estimated wlth a limited bandwidth 

of 1/(2L1t) (Nyquist theorem). From thls lt obvious that the reconstructed 

functlon can at best only be a band llmited estimatlon fB(x,y ) of the 

orlginal function f(x,y). Apart from being band limited the function 

f9(x,y) has to be represented in a discrete way also, so the reconstructed 

image fB(x,y) is a function of kL1x and 1L1y rather than of x and y, with 

lSkSK and lSlSL, where K and L are the respective dimensions of the 

reconstructed area in the X and the Y directlon. To obtain the values of 

fB(kL1x,lL1y) by back-projection, the integral in Eq. (3.5.5a) or Eq. (3.5.7) 

has to be evaluated ln a discrete way. The simplest way to do this is by 

using the trapezoidai rule, so the discrete back-projection can be writte n 

as: 

N 
fB(k..1x,lL1y)::: ..19 I g(k..1x cos(nL19)+1L1y sin(nL19),nL19) 

n=l 
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From this expression it can be seen that g(t',n.lle) has to be known for 

t' = k.llx cos (n.lle) + l.lly sin (n.lle). As will be shown in the following, g(t,n.119) 

is the discrete, filtered projection, so its values will only be known at 

the positions nLlt. These positions will, in general, not coinclde with the 

mentioned value of t', so an interpolation wil! be needed to determlne 

the value of g(t',nile). The interpolation used here will be a linear 

interpolation because it gives equally good or better results than other 

techniques (Rowland, 1979) and it is one of the simplest and fastest 

interpolation techniques for implementation on a small computer. In the 

Fourler domain this lnterpolatlon can be represented as a low-pass filter 

l(R) which removes the repeated spectra introduced by the sampling and, 

by dolng so, recovers the original signa!. In the case of linear 
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Fig. 3. 8) The effects of sampling, linear interpolation and low-pass 
filtering in the spatial domain (left) and the Fourier domain 
(right) . a) Sampled signa!, b) after linear interpolation (I(R)) 
without low-pass filtering and c) after llnear interpolation and 
low-pass filtering with L(R). 
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interpolation, l(R) =sinc2 (R) (Rowland, 1979), and therefore there are still 

some high frequency components remaining from the repeated spectra (see 

Flgure 3.Ba). This is also obvlous when the spatial domain representation 

of the linearly interpolated function is drawn. Such a representation can 

have rather sharp angles at the sample points (Figure 3.Ba), giving rise 

to high frequency components in the Fourier-transform. This effect can be 

reduced by applying a low-pass filter L(R) before the interpolation is 

performed (Figure 3.Bb). This low-pass filter suppresses the repeated 

spectra so that after the interpolation little or no unwanted high 

frequency components will remain. This low-pass filter can be combined 

with the filtering that was already necessary for performing the filtered 

back-projection, so the filtering given in Eq. (3.5.5b) can now be written 

as: 

g(t,6) = J Pp (R,6)'1/(R) e2"1Rt dR (3.6.2) 

In this expresslon W(R) = /R/L(R). More details about the choice of a 

suitable filter function W(R) will be given in Chapter 6 where the actual 

implementation of the discrete filtered back-projection will be discussed. 

In summary, image reconstruction using the discrete filtered back­

projection is performed in three steps. The first step is the discrete 

convolution of the sampled projections with the filter function w(t), which 

is the inverse Fourier-transform of the function W(R): 

H 
g(mL!.t,nil6) = Lf.t I p(iL!.t,nL!.6) Pf((m-i)M) 

i=l 
(3.6.3) 

Note that p(iL!t,nL!.fJ) = O for 1 < 1 and 1 > M so no summation from -" to 00 is 

needed. The second step is the interpolation: 

t '-m 'Llt 
g(t ',nL!.6)=g(m 'Lf.t,nL!.6) - /g((m '+l)M,nL!:.6)-g(m 'M,nil6)] (3.6.4) 

Lf.t 

Where m' is the largest value of m for which mL!.ts;t'. The third step in 

the reconstruction process is the discrete back-projection: 
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N 
fa (kilX, llly) = 119 I g(kilX cos (nll9) + llly sin (nll9), nll9) 

n=l 
(3.6.5) 

In practice the last two steps are combined. The interpolation is 

performed at the moment that a value of g(t',nlle) Is needed during the 

back-projection process. 

The effect of the quantization of e is quite compllcated to describe 

analytically and there is also an interaction between the sampling of e 
and the sampling of t. A rather detailed discussion of the effect of the 

quantization of e is given by Lewitt (1983). Lewitt states that, in most 

appllcations, no additional errors will be introduced when the number of 

projections, N, and the number of rays in a projection, M, satlsfy the 

following criterion: 

rrM 
N-1 > (3.6.6) 

2 

The effect of radial sampling will be evaluated in practice in Section 9.1 

where some results of the reconstruction by filtered back-projection of 

simulated data will be shown. In Section 10.1 some remarks wlll be made 

on the influence of the discrete reconstruction process on the accuracy of 

the resulting image. 

3. 7 Necessary conditlons for applicatlon 

In this section the condltions are given which must be satisfied when 

the Radon-transform and lts inverse are to be used in a practical 

appllcation. These conditlons wlll not be dlscussed here in depth because 

they follow dlrectly from the prevlous sectlons or they have been 

discussed in detail in the literature. 

1) When a function is to be reconstructed from sets of measured data 

these sets have to be projections. In other words: the measured values 

must have a one-to-one relationshlp with line-integrals of the two­

dlmensional distrlbution of a physlcal quantity in the scan plane. 

2) The measured projectlons have to be complete, so the area where the 
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measured distributlon is not equal to zero, must have been covered 

entirely by the scan plane. 

3) The measured runction f(x,y) has to be isotropic. This means that, ir 

po(t) denotes a projection or f(x,y) at an angle e, then ror all values 

or e: 

J po(t) dt =IJ f(x,y) dx dy = c 

{} 

(3.7.1) 

Where C Is a constant independent of e. The effects of anisotropy on 

computed tomography have been studied extensiveiy by Brandenburger et 

al. (1981). 

4) The previous condition is in fact a special case of the genera! 

condition that the set of projectlons must be consistent, that is, all 

projections have to be projections of the same two-dimensional function. 

For example, a set of inconsistent projections will be obtained when a 

large measurement error occurs in only one projection . This set will be 

inconsistent because one projection seems to contain a projected structure 

which is not present in the other projections. A set of projections wiil 

also be inconsistent if there is data missing from one or more projections. 

It has been shown that in some cases a set of inconsistent projections 

can still be reconstructed into a reliable image (Choi et al" 1982). 
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CHAPTER 4: 

Measurement Principles 

This chapter dlscusses the physical quantities that can be measured 

in the ultrasound tomography system described in this thesis, together 

wlth their measurement principles. 

Section 4.1 describes the measurement of the local sound propagation 

velocity. In the following, the sound propagation velocity wil! also be 

referred to as speed of sound or sound velocity. In Section 4.2 the 

"attenuation slope" measurement will be discussed. The attenuation slope 

is the derivative with respect to frequency of the attenuation coefficient 

at the center-frequency of the transmitted pulse. In the literature this 

attenuatlon slope is often, in fact lncorrectly, referred to as the 

attenuation coefficlent. In Sectlon 4.3 the measurement of the actual 

attenuation coefficient will be discussed. 

For each measurement it wil! be proved that the related physical 

quantity can be reconstructed from the measured values by showing that 

the condltlons from Section 3. 7 are satisfied. Because the scan plane is a 

rotating rectangle during the scan process (see Section 2. 1), not all 

points of the scan plane will be projected in each projectlon. To be sure 

that the projections are complete, the second demand of Section 3. 7 will 

be narrowed down to the demand that the measured quantity must be zero 

outside the object which is being measured. 

At the end of this chapter, in Section 4.4, there will be a description 

of the possibllity of performing reflection measurements with the 

tomography system in addition to the other three measurements. Although 

this measurement has not been reallzed yet, it is described here because 

there is work in progress on the implementation of the reflection 

measurement as an extension of the ultrasound tomography system. 
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4.1 The sound propagatlon veloclty 

In the tomography system the determination of the local sound 

propagation velocity in a cross-section of an object is performed by 

time-of-flight measurements. At each transducer position the time 

between the moment of transmlssion of the ultrasound pulse and the 

moment of arrival at the receiving transducer is measured. The technica! 

details on this measurement will be described in Sectlon 5.1. 

It was stated in the previous chapter (Sectlon 3. 7} that, in order to 

reconst.ruct a relevant image trom the measurements, it is necessary that 

the measured tlme-of-flight values represent line-integrals along the 

path of the sound pulse of a two-dimensional distribution. It can be seen 

that the time-of-flight values are indeed line-integrals. Each measured 

value is the total of all time-of-flight values at small parts, ds, on the 

path, L, of the sound pulse between the transducers. When v(s,t) is the 

local speed of sound, where t is the coordinate giving the position along 

the linear scan and s the coordinate along the path of the sound pulse 

(Figure 4.1 }, it is obvious that the time-of-flight value on ds at position 

s is ds/v(s, t). So, the total time-of-flight T(t) between the two 

transducers at position t is: 

T(t) = J --1
-­

v(s, t) 
L 

ds (4.1.1) 

Because of this result, the sets of time-of-flight values measured 

along the linear scans are projections of the distribution of the local 

time-of-flight per unit length, 1/v(x,yJ. A set of these scans, measured 

in different directions can, therefore, be reconstructed into an image of 

1/v(x,y). This image can be transformed into an image of the local sound 

propagation veloclty v(x,y) by inverslon of all values in the image. 

It can be seen that the condition that the time-of-flight has to be 

zero outside the object is not satlsfied because the object is surrounded 

by water and water has a finite sound velocity. However, the 

measurements can easily be made to satisfy thls condition, by subtractlng 

the time-of-flight value measured wlth only water between the 

transducers from the other measured values. This wil! yield an image of 

the local time-of-flight per unit length values minus the value in 

water. This image can be converted lnto the Image of the absolute local 
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OBJECT 

Fig.4.1) Definition of the coordinates used in the description of the 
measurements. 

time-of-flight by adding to all values in the image the time-of-flight 

obtained with only water between the transducers, divided by the 

distance between the transducers. 

From the previous paragraphs it can be concluded that the first two 

conditions from Section 3. 7 are satisfied. The other conditions will now 

be examined. Although there are some biologica! materials that show 

anisotropy, biologica! materlals will be assumed to be isotropic for the 

rest of this chapter. In Chapter 10 the possible effects of anisotropy wil! 

be discussed as far as they are known. lf the measurements can be 

performed without large errors there are no other reasons for the 

projections to be inconsistent so all conditions from Section 3.7 are 

satisfied in the case of the measurement of the local sound velocity. 
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4.2 The attenuatlon slope 

The physical quantlty discussed in this section ls generally called 

the attenuation coefficient. In the course of this sectlon lt wl.11 become 

clear why thls is not entirely correct and why the name attenuation 

slope should be preferred. 

In a homogeneous, attenuating medium the relation between the 

transmltted sound intensity, Jr, and the recelved intenslty, IR, for a 

plane wave is glven by (Hlll, 1978, Nyborg, 1978, the "Lambert-Beer law" 

of attenuatlon): 

(4.2.1) 

In this expression L is the distance between the transducers and a is the 

attenuation coefficient of the materlal between the transducers. The 

lntensity J is defined as the amount of power transferred through a unit 

area (Wells, 1978, Cracknell, 1980) and it is expressed in wm-2 or 

Js-1rn-2• The attenuation coefflcient a is frequency dependent. In the 

literature (Parry and Chivers, 1979, Simonds, 1983, Janssen, 1986) lt is 

shown that this dependence can be written in genera! as: 

a(w) ao+ai (w/c) 0 (4.2 .2) 

Here ao, ai and n are rnaterial dependent constants and c is a sealing 

constant which serves to make the part of the expression between the 

brackets dirnenslonless . The nurnerical value of c is taken as equal to 1 

and therefore c wlll be ornltted in the rest of this sectlon. The 

expression for a(w) given by Eq. (4.2.2) is assumed to be valid throughout 

the frequency range of 1-1 O MHz, which is the range normally used in 

diagnostic applications of ultrasound. In the l!terature it is generally 

assumed that, in this diagnostic range, the dispersion is negligible. 

Therefore, although frequency dependent attenuation implies the presence 

of at least sorne dispersion (Kramers-Kranig relations), the dlspersion is 

neglected in the derivations given in this chapter. Possible effects of 

neglecting the dispersion will be discussed ln Section 10.6. 

In the very early days of medica! ultrasound lt was thought that, for 

blologlcal tissues, the value of n in Eq. (4.2.2) is equal to 2. This 

assumptlon was based on the classical theory for absorption of ultrasound 
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In llqulds and gases (Cracknell, 1980). Very soon, however, lt was noted 

that thls assumptlon was not correct (Pohlman, 1939) and it was shown 

that the attenuatlon In tissues has an approximately linear frequency 

dependence (Hueter, 1948, Wells, 1975). More recently it was shown that 

some tissues have a nonlinear dependence on the frequency. In genera!, 

the value of n in Eq. (4.2.2) is between 1 and 2 (Hlll, 1978) and 

sometimes even larger (n = 4 in the case of Rayleigh scattering). 

Based on the assumption that the attenuatlon is proportional to the 

frequency, Dlnes and Kak (1979) showed that it is posslble to determine 

the integrated attenuation of an ultrasound pulse passing through tissues 

from the difference in the center frequencles of the spectra of the 

transmitted and the received pulse. They showed that this method is more 

accurate than direct measurement of the received amplitude or intensity. 

The reason for this higher accuracy is the fact that amplitude or 

lntensity measurements also measure the signal losses caused by 

reflectlon and refractlon, whereas the een ter frequency difference Is much 

less sensitive to those effects . The change in the center frequency of a 

sound pulse passing through an attenuating medium is caused by the 

frequency dependence of the attenuation. Because of this frequency 

dependence the higher frequencies are attenuated more than the lower 

frequencies which causes a decrease in the center frequency. In the 

following this decrease will be called the center frequency down shift. 

The method proposed by Dlnes and Kak can only be used to determine 

an attenuatlon coefficient that is proportlonal to the frequency, that is if 

In Eq. (4.2.2) ao = 0 and n = 1. These assurnptions are not necessary when 

the decrease In the center frequency is used only to determine the 

derlvatlve with respect to frequency of the attenuatlon coefficient and 

not to determine the attenuatlon coefficient itself. The remainder of this 

section deals wlth the determination of this attenuatlon slope by means 

of the center frequency down shift measurement. 

Many lnvestigators have lndicated that a pulse, transmitted by a 

standard ultrasound transducer, can be consldered as a eosine wlth a 

Gaussian envelope (Dlnes and Kak, 1979, Ophir and Jaeger, 1982, Flax et 

al., 1983, Slmonds, 1983). The sampling and Fourier-transforming of some 

typ Ic al sound pulses confirmed tha t this is also the case for the 

transducers used in the tomography systern described in this thesis 

(unpublished results), so in the following a Gaussian pulse shape will be 

assumed. 
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Fig. 4. 2) Time domaln (left) and frequency domain (right) 
representation of a Gausslan sound pulse. 

In the time domain a transmitted sound pulse can be represented as: 

f(t) = A cos (iJrt) exp (-tZ/2urz) (4.2.3) 

In this expression exp (x) • ex, iJr is the transmitted <;enter frequency, ar 

is a measure for the wldth of the pulse and A is the . amplitude of the 

pulse. In the frequency domain this pulse can be written as: 

-((,)-iJr) z 
F((;)) =Pexp[ J 

2uz 
(4.2.4) 

In this expression a = ar-1 and P is a constant. A graphical representation 

of f(t) and F((;)) is given in Figure 4.2. To be able to evaluate the 

center frequency down shift of an ultrasound pulse passing through an 

inhomogeneous object along a ray L, we first evaluate the center 

frequency down shift, dw, on a small part ds of L. On ds the object can be 

considered to be homogeneous, so the attenuation coeff!clent is constant. 

Furthermore, the center frequency down shift on ds is small and therefore 

the curve given by Eq. (4.2.2) is approxlmated by a straight line for 

frequencies close t o fü. ·The spectrum R((;)) of the pulse after passing the 

distance ds is then : 

-((,)-iJr) z 

R ( (;)) = P exp [ 2uz J exp [-ao -a1 [ (;)-iJr J ds] (4.2.5) 
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For a Gaussian spectrum the received center frequency iJR of R(GJ) can be 

determined from: 

dR(GJ) 1 = 0 

dGJ GJ=li! 
(4.2.6) 

Differentiating Eq. (4.2.5), it turns out that Eq. (4 .2.6) is satisfied if: 

(4.2.7) 

The center frequency down shift diJ o.n the path ds is: 

(4 .2.8) 

From this the total center frequency down shift, .6i.J, for a pulse travelling 

along the ray L can be obtalned. This can be written as: 

.6iJ = J diJ = J ai uz ds (4.2.9) 

L L 

Using Eq. (4.2.2) and keeping in mind the assumption that n=l for 

frequencies close to iJr, this expression can also be written as: 

(4.2.10) 

From Eq.(4.2.10) it can seen that the center frequency down shift of 

an ultrasound pulse travelling along the ray L is proportional to the line 

lntegral of the derivative of a(GJ). This means that if the center 

frequency down shift is · measured at different transducer positions along 

a llnear scan, a projection of the frequency derivative of a(GJ) can be 

obtained if a' is known. In Figure 4.3 a graphical representation of the 

measured quantity is given. At this point it will be obvious that the 

name attenuation slope measurement is to be preferred above attenuation 

measurement. 
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Fig. 4. 3) Graphical representation of the attenuat!on slope. 

In the foregolng it was shown that the first condition from 

Sectlon 3. 7, whlch states that the measurements must yield projections, is 

satisfied. The other conditlons wlll now be discussed. The attenuation 

slope of water is negligible compared to that of tissues (Dines and Kak, 

1979), so the second condition that distribution must be space limlted is 

satlsfled. As stated in the previous section, tissues will be assumed to 

be isotroplc whlch means that the condition of an isotropic distribut!on is 

also sat!sfled. Finally, it can be assumed that, provided that there are no 

large measurement errors, the projections are consistent. 

Summarizlng, it can -be concluded that for the center frequency down 

shift measurement the conditions for reconstructibility are satisfled, so it 

is posslble to obtaln an image of the local attenuation slope from these 

measurements . The technical impiementation of the center frequency down 

shift measurement will be described in Sectlon 5.2. 
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4.3 The attenuatlon coefflcient 

This section describes the determination of the distribution of the 

attenuation coefficient by means of an amplitude measurement. Although 

it was stated in the previous section that this kind of attenuation 

measurement is, in genera!, less accurate than the center frequency down 

shift measurement, the amplitude measurement has been implemented in 

the tomography system. The reason for doing this is that the center 

frequency down shift measurement only determines the frequency 

derlvative of the attenuation coefficient whereas the amplitude 

measurement yields the actual value of the attenuation (lncluding the 

losses from reflection and refraction) . Thus, the amplitude measurement 

can give additlonal information about the measured object. 

Figure 4.4 serves to illustrate the difference between the two 

attenuation measurements . In this figure the values obtained from both 

kinds of measurements are given. This figure also shows an example of 

the case that two materials give the same value for the attenuation 

r/)B 

I 
I 

-(.J 

Fig.4.4) Comparison of the attenuation and the attenuatlon slope of two 
materials A and B. w is the transmitted center frequency, -A and 
-B are the attenuation slope values and CXA and CXB are the 
attenuation values. Note that -A = -B and CXA f. CXB . 
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slope measurement whereas the values obtalned from the amplitude 

measurement wlll be different. 

Another reason for performing the amplitude measurement ls that the 

values of the amplitude may be useful ln correctlng the errors ln the 

center frequency down shift measurement caused by phase cancellation or 

interference. A detailed descrlption of the phase cancellation and 

lnterference errors and possible correctlons of those errors will be given 

in Chapter 8. 

The attenuatlon of an ultrasound pulse travelling through a medium 

has already been given in Eq. (4.2.1). Because the intensity of the sound 

is proportlonal to the square of the amplitude of the wave, thls can be 

written as: 

ln(AR/Ar) -J5I a(s) ds 

L 

(4.3.1) 

In this expression L is the path of the sound pulse (the ray), s ls the 

coordinate along the ray and Ar and AR are the respective amplitudes of 

the transmitted and the received sound pulses. 

In order to determine the value of the line integral in Eq. (4.3.1) from 

the measured amplitude of the received slgnal AR, the amplitude Ar of 

the transmitted signa! must be known. Because the attenuation in water 

is negligible (Hili, 1978), it can be assumed that Ar= AR for a 

measurement with only water between the transducers. Thus, if the 

amplitude of the received pulses for all transducer positions along a 

linear scan are measured and the natura! Jogarithm of the ratio of these 

measured values and the values rneasured in water are taken, a set of 

line integral values of the attenuation coefficient will be obtained. This 

means that such a set of values is a projection, so the first condition for 

reconstructlbility from Section 3.7 is satisfied. 

It will be obvious that in the water surroundlng the object AR/Ar= 1, 

so ln(AR/ Ar) = 0. This means that the value of the measured quantity is 

equal to zero outsid·e the object, so the second condition for 

reconstructibility is also satisfied. 

Regardlng the conditions of lsotropy and consistency of the 

projectlons, the consideratlons from the prevlous sectlons also hold for 

the amplitude measurement. 

From the prevlous lt can be concluded that in the case of the 
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amplitude measurement the condltlons for reconstructlbllity are satlsfled. 

It should be noted that the tlme-of-fllght, the center frequency down 

shift and the amplitude can be measured from the same received pulse. 

So, after a complete scan Oinear and rotatlonal) of an object it Is 

possible to obtain the images of the dlstrlbutlon of three independent 

physical quantities in the measured cross-section. These quantities are 

the local sound propagatlon velocity, the frequency derivative of the 

attenuation coefflcient and the attenuatlon coefflcient itself. 

4.4 The refiectivity 

This sectlon is a preliminary one because the measurement described 

here has not been implemented yet. The purpose of this section is to 

indicate that it may be possible to perform a rneasurernent of the 

reflectlvity simultaneously with the three measurements described in the 

previous sectlons. 

The dlstribution of the reflectivlty in a cross-section of an object 

can be described as follows. The local reflectivity in a point of a 

cross-section is the ratio of the amplitudes of a sound pulse arriving at 

that point and its reflection from that point in the directlon of the 

incident pulse. 

The measurements, which have thus far been described in this 

chapter, use the part of the ultrasound that passes through the object. It 

is aiso possible to use the transmitting transducer as a receiver 

imrnediately after a pulse has been transmitted and thus rneasure the 

reflected signals returning from the object. It would be possibie to obtain 

a conventional linear B-scan frorn these echoes at each angle of 

projection. The combination of all these scans frorn different angles would 

then give a compound scan. This method of reflectlvity measurement will, 

however, need very fast analog to digital converters and a large amount 

of computer memory or some kind of two-dirnensional analog storage. 

Because of the aim of simplicity and low cost it is being tried to find 

another way to perform the reflectivity rneasurement. The present idea 

will be explained in the followlng. 

The method for measuring the reflectivity is based on the fact that, 

Uke in the transmlsslon measurements, an Image of the reflectivity can 
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be reconstructed from projections. If the measured echo-slgnal Is 

lntegrated in time (which Is easy to perform electronlcally), a line­

lntegral of the reflectivlty along the path of the sound pulse will be 

obtained. Because of this, the set of values of the lntegrated echo­

slgnals taken along a llnear scan wlll be a projection of the reflectivlty 

dlstributlon in the plane of Interest. A problem with thls is that the 

amplitude of the reflected signa! not only depends on the reflectivity 

along the ray, but also on the attenuation. This causes the reflections 

frorn structures at a larger distance from the transducer to have a lower 

amplitude than reflections from a structure with the same reflectivlty, 

but closer to the transducer. So, the integrated slgnal Is not a pure line 

integral of the reflectivity, but a line lntegral of a quantity that 

depends on both the reflectivlty and the attenuation. In order to be able 

to reconstruct an image of the reflectivity from these measurements, a 

correction for the attenuatlon will be necessary. This correction can be 

performed either during the measurement by using a time-gain­

compensation (as in conventlonal echo scanning) or durlng the 

reconstruction. The latter will probably give better results because in 

that case the values of the local attenuatlon coefficient, obtained from 

the transmission measurements, can be used. Other advantages of 

correctlng during the reconstructlon is that the hardware can be much 

slmpler and that the attenuation correction can be combined with a 

correction for the variation in the sound velocity. Thls veloclty 

correctlon can be performed using the local sound velocity values 

obtained from the tlme-of-fllght measurements. 

To see whether the measurements of the reflectlvlty can be 

reconstructed into a relevant image, it is not sufflclent to know that the 

measurements are projections, the other conditlons from Section 3. 7 will 

also have to be satlsfled. 

The condition that the function has to be space limlted is satisfied 

because no echoes will occur when the sound beam is outside the object. 

The condition concerning the isotropy of the measurement is not 

satisfied because the ·amplitude of a reflection from an Interface is, 

among others, dependent on the angle between the interface and the 

sound beam. At this moment lt is not easy to predict how thls will affect 

the reconstructed image. Thls will have to be tested in practlce. 

At present there are no reasons to assume that Incomplete projectlons 

will occur, so it will be assumed that the demand for the completeness of 
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the projections ls satlsfled. 

From the prevlous lt can be concluded that, although some problems 

may have to be overcome, l t does seem to be. possi ble to perform · 

reflectivity measureroents wlth the tomography system. The 

lmplementation of a reflectlvlty measurement ls worth trying because lt 

would probably improve the dlagnostic value of the measurements 

performed with the ultrasound tomography system. 
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CHAPTER 6: 

Measurement Techniques 

This chapter describes the techniques that are used to perform the 

measurements whlch have been discussed in the previous chapter. The 

technica! details of the implementation wlll be a volded as much as 

possible. An extensive description of these details will be given in 

Chapter 6. 

In this chapter, and also in the following ones, the word 

"measurement" is used both for the determination of the characteristics of 

the received signa! and for the complete process of scanning a cross­

sectlon of an object. In most cases it will be clear from the context 

whlch kind of measurement is referred to . In the cases where confusion 

may arise, the process of scanning a cross-section will be referred to as 

a scan or as the scanning process. 

The contents of this chapter are the following : Sectîon 5.1 will 

describe the time-of-flight measurement which is used to determine the 

local sound propagation velocity. In Section 5.2 the center frequency 

down shift measurement will be described. This measurement is used to 

determine the local frequency derivative of the attenuation which is 

called the local attenuation slope. Sectlon 5.3 deals with the 

measurement of the amplitude of an ultrasound pulse. The amplitude 

measurement is used to determine the actual attenuation coefficient. 

Finally, in Sectlon 5.4, some remarks wil! be made on the possible 

technique for the measurement of the reflected ultrasound. Thls last 

section will be a prellminary one similar to Section 4.4. 

5.1 The time-of-filght measurement 

To determine the tlme-of-flight of a pulse the exact moment of 

arrival of that pulse has to be measured. To do this accurately when only 

one pulse has been transmitted, a very fast analog to digital converter 

would be needed and a cross-correlation technique would have to be 
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applied (Greenleaf et al., 1975, Glover and Sharp, 1977). Because thls 

method is expensive, another method for measuring the time-of-flight 

developed has been developed. This method will be described in the 

following paragraphs. 

The time-of-flight measurement in the tomography system is 

performed using a reverberation technique (Baas, 1984, Stapper and Sollle, 

1985). This reverberation technique is lllustrated in Flgure 5.1. The 

arrival of an uitrasound pulse at the receiving transducer triggers the 

high voltage pulse generator, whlch excites the transmitting transducer. 

So, each time a pulse is received a new pulse is transmitted. In this way 

the system reverberates with a frequency that is deter.mined by the 

time-of-fllght of the sound pulse between the transducers and the delay 

in the electronic circuitry. The latter is constant. The electronic delay 

does not have to be small to be negligible; lt only needs to be constant 

because the reconstruction only uses the tlme-of-flight values relative 

to the values measured in the surrounding water (see Section 4.1). As 

the electronic delay is present in both the values measured in the object 

and the values measured in water it wil! not influence the reconstructed 

image. The detectlon of the arrival of a sound pulse wlll be dlscussed 

later in this section. The time-of-flight of the sound putse can be 

determined by measuring the total duration of a number of cycles, say N, 

of the reverberation and dividing this duration by N. This measurement is 

performed by the component indicated as the time measuring device in 

Figure 5.1. The duration of the N cycles is measured using a counter 

whlch counts at a frequency of 1 MHz. Thls counter starts counting at the 

arrival of the first of the N pulses and stops at the arrival of the last. 

Note that the reverberation continues irrespective of the counter being 

active or not. After the N cycles, the counter is read and lts value is 

stored by a micro-computer. 

Using the reverberation technique, the accuracy of the measured 

time-of-flight values can, in theory, be improved at will by increasing 

the value of N. In practice however there are limitations to the value of 

N. If N is too large, then an overflow of the counter will occur. If this 

overflow occurs in every measured value there is no problem. In that 

case the error in the measured values is a constant which wil! be 

eliminated in the reconstruction process. If the overflow only occurs in 

some of the m!!asurements, the error w!ll not be eliminated, making it 

difflcult to reconstruct a useful image from the measurements. Besides 
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Fig. 5 .1) Schema tic diagram of the tlme-of-flight measurement . 
The slgnals at the positions A to D are shown in Flgure 5.2 
and Flgure 5.3. 

the posslble overflow, a large val ue of N will also slow down the 

measurement because the time needed to determlne one sample will 

increase as N lncreases. In the measurements, N is chosen to be as large 

as posslble under the condition that itn overflow wlll not occur for the 

largest expected time-of-flight value . Most of the measurements are 

performed with N :2: 400. 

The detection of the arrival of a pulse is performed as follows: the 

signa! from the receiving transducer is amplified and fed into a detection 

circuit conslsting of a level detector and a zero-crossing detector 

(Figure 5.1) . The level detector compares the signal from the amplifier 

with a threshold whlch is just above the maximum nolse level. As soon as 

the signa! exceeds the threshold the level detector activates the zero­

crossing detector which generates a pulse at the next zero-crossing of 

the signa! (Figure 5.2). This pulse ls used to lndlcate the moment of 

arrl val of the sound pul se and it triggers the high vol t age pulse 

generator. The level detector only indicates whether a pulse is recelved 

and with the zero- crossing detector the exact moment of arrival is 

determined. The reason for this is that the zero-crossing is independent 

of the amplitude of the sound pulse whereas the moment of the crossing 

of the threshold does depend on the amplitude. This ls illustrated in 

Flgure 5.2a. 
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Fig. 5. 2) The received signal and the output signals of the level 
detector and the zero-crossing detector. The signals are 
indicated with the corresponding letters in Figure 5.1. 
a) Shows why the zero- crossing is taken as the moment of 
arrival and not the threshold crossing, b) shows why it is 
necessary to use a threshold relative to the amplitude. I and 
II refer respectively to the signa! with the iargest and the 
signal with the smallest amplitude. 

The dynamic range of the received signal is rather large. If a 

structure containing bone is measured, the difference between the 

smallest and the largest received signa! can be 70 dB or even more. If the 

amplifier, connected to the receiving transducer, has a fixed gain high 

enough to obtain a reliable detection of the smallest signal it wil! 

saturate for the largest signals. If this saturation occurs, the amplifier 

will need some time to recover, which causes the zero-crossing to carne 

too late or even to disappear entirely. To prevent this the amplifier Is 

given an automatic gain control which reduces the gain when the 

amplitude of the received signa! increases. 

Because the automatic gain control of the receiving amplifier is a 

very simple one, the amplitude of the amplifier output signa! will not be 

completely constant over the full range of the galn control. If a flxed 

threshold level were to be used, thls could cause the zero-crossing 

detector to be activated toa late (Flgure 5.2b). To prevent this, a better 

galn control would be nèeded. It proved, however, to be much slmpler to 

use a threshold level relatlve to the amplitude of the signa!. The latter 

solution has the addltional advantage that it enables, to some extent, a 

reliable detectlon of the arrlval of sound pulses with amplitudes that are 

outside the control range of the automatic gain control. The determinatlon 

of the amplitude of the signa! will be described in Sectlon 5.3. 
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If the reverberatlon technlque is applied as described earlier it will 

not functlon properly. There are two reasons for this. The first is 

obvious: the reverberation will have to start when the system is switched 

on or when a pulse is not detected. To be sure that the reverberation 

will always restart when it has been interrupted, the system has a start 

up oscillator which functlons as a "on demand pacemaker". When, after 

the detection of a pulse, the next pulse is not detected within a certain 

preset time, which is longer than the longest expected time-of-flight, 

this circuit will trlgger the high voltage pulse generator to generate a 

new pulse. 

The other reason why the reverberatlon technique will not functlon 

is that spurious pulses can occur, for example by a vibration of the 

water tank or by electromagnetlc interference. Each spurious pulse wlll 

also start to reverberate, causing the measured frequency to become a 

higher harmonie of the original reverberation frequency. This would, of 

course, give very large errors in the measured time-of-flight. To prevent 

this a time window is used. This window disables the pulse generator for 

some time immediately after a pulse has been transmitted, so that a 

spurious pulse that occurs withln this window will not start a 

reverberation. To prevent the lntroduction of a higher harmonie of the 

reverberation frequency, the length of the window has to be at least half 

the cycle time of the reverberation. In that case, a spurious pulse 

s s 
c ~IL 

__5 WJNDOW =+! LJ 
D _Jl ~ ~ L 

:+- NORMAL INTERVAL-+: :+- NORMAL INTERVAL-+: 

Fig.5.3) Principle of the time window. The pulses indicated with an "S" 
are spurious pulses, the letters to the left of the signals refer 
to Figure 5 .1. 

59 



received after the window time wlll start to reverberate, but it will also 

activate the window again which will stop the reverberatlon of the 

original pulse (Figure 5.3). This means that a spurious pulse can cause 

one cycle of the reverberation to be shorter than the others, but because 

the measured value is the mean of 400 cycles this will not introduce a 

large error. It is easy to see that, lf the window is set to half the cycle 

time, one spurious pulse can cause an error in the time-of-flight which 

is at worst (0.5 / 400) x 100 t = 0.125 %. Because the sound velocity in soft 

tissues ranges from about 1450 m/s to 1650 m/s (Parry and Chivers, 1979), 

the time-of-flight in soft tissues will range from about 90 µs to 105 µs 

(the distance between the transducers is approximately 15 cm) . If a bone 

of 4 cm diameter is present, the smallest value for the time-of-flight will 

be about 80 µs (the sound velocity in bone is about 3500 m/s). This means 

that the expected range of the time-of-flight values is be from about 80 

to 105 µs. When the time-window is shorter than the smallest expected 

value (80 µs) and longer than half the largest expected value (53 µs), it 

will prevent all possible higher harmonies of the reverberation frequency 

without interfering with the measurements. To mlnimize the errors 

introduced by spurious pulses the window will be chosen to be as large 

as possible. For a window of 80 µs the worst possible error introduced by 

a spurious pulse is 0.06 % and the probability that a random spurious 

pulse will actually introduce an error is maximally 24 %. 

To prevent errors that can be introduced by vibrations of the 

transducers when their scan movement is stopped for each measurement, 

the transducers move with a constant speed along the scan. Because of 

this a time-of-flight value obtained during the linear scan will be a 

mean of the values withln a small strip instead of the value of one 

single ray. 

The accuracy of the time-of-flight values obtained with the 

reverberation technique is about 25 ns, lf a 1 MHz counter is used and 400 

cycles of the reverberation. From this it can be calculated that a 

structure with a diameter of 5 mm and a sound velocity deviatlng 1 % 

(:::: 15 m/s) from lts surroimdlngs, can still be detected. Because of the fact 

that changes in time of flight are measured, the detectablllty of a 

structure will depend on the combination of size and sound velocity 

contrast. In Chapter 9 and 10 this will be evaluated further. 
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5.2 The center frequency down shift measurement 

The measurement described in this section does not determine the 

center frequency down shift directly, it measures the center frequency of 

the received signal (Janssen, 1986). As stated in Section 4.2 the center 

frequency down shift in water is negligible, so the center frequency down 

shift of a received pulse can be determined by subtracting the center 

frequency of that pulse from the center frequency of a pulse measured in 

the water surrounding the object. 

In Section 4.2 it was derived that the center frequency of a pulse, 

whlch can be described by a eosine with a Gausslan envelope, is the 

frequency of that eosine. This frequency can be determlned by taking the 

Inverse of the duratlon of one period of the received signa!. So, in order 

to determine the center frequency of the pulse it is not necessary to 

sample and Fourier-transform the received signal, it Is sufficient when 

the time between subsequent zero-crossings is measured. This time is 

measured using a period detector and a · very high frequency counter 

(100 MHz) . The period detector is activated by the level detector of the 

time-of-flight measurement. As shown in Figure 5.4, the period detector 

generates a pulse which has the length of half a period of the received 

signa!. It is possible to make this pulse equal to one or one and a half 

period, but, as will be shown in Chapter 8, the first half period can be 

expected to yield the most reliable estimation of the center frequency. 

/ ." INPUTS : 1 1 

~i :: 
OUTPUT H 

Fig. 5. 4) Input and output signals of the period detection circuit . 
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The signa! from the perlod detector enables the high frequency 

counter, so this counter will only count during half a period of the 

received sound pulse. For a signa! with a center frequency of 2 MHz this 

means that the counter counts during 250 ns. The length of thi!I 250 ns 

wlll then be determined with an accuracy of 10 ns which is 4 \. It can be 

calculated that, to be able to recognize a structure of about 5 mm wlth 

this measurement accuracy, the structure would need to have a contrast 

of about 75 % with its surroundings. Because the difference in attenuation 

slope of tissues is often much smaller, this accuracy is insufficient. 

There are two ways to improve the accuracy of the measurement . The 

first is to increase the clock frequency of the counter. Because 100 MHz is 

already the upper limit of the specifications of the avallable components, 

increasing the clock frequency will be very difficult. The other way to 

improve the accuracy is to perform a number of independent measurements 

of the same quantity and take the average of the results. As there are 

already N (typlcally ~ 400) pulses available from the time-of-flight 

measurement this second method is more easily implemented. Each time 

the arrival of a pulse is detected by the level detector of the time­

of-fllght measurement, the period detectlon will be actlvated and it wlll 

subsequently connect the 100 MHz clock to the counter for the first half 

period immediately after the level detectlon . When the clock is 

dlsconnected the counter wil! keep lts last value and it will continue 

counting whe,n the clock is reconnected. After the 400 pulses the counter 

will be read by the micro-computer which stores the value and then 

clears the counter. 

It will be obvious that the signa! generated by the period detector 

can also be used to trigger the high voltage pulse generator and activate 

the time- window because this pulse starts exactly at the first zero­

crossing after the threshold of the level detector has been crossed (see 

Section 5 .1). This means that no separate zero-crossing detector is 

needed for the time-of-flight measurement. The schematic representation 

of the combination of the time-of-fllght and the center frequency down 

shift measurement is shówn in Figure 5.5. 

The accuracy of the values obtained for the average perlod duration 

can be calculated by statistica! means. In the following Tp is the length 

of the half period detected by the period detector and Te is the cycle 

time of the high frequency clock that drives the counter. In Figure 5.6 it 

is shown that, if kTc < Tp < (k+ l)Tc, then the counter counts either k or 

62 



LEVEL 
DETECTOR 

OBJECT 

START UP 
OSCILLATOR 

PERJOD 
DETECTOR 

100 MHz 
COUNTER 

PULSE 
GENERATOR 

TIME 
MEASURING 

DEVJCE 

TIME OF FUGHT 

WlNDOW 

MICRO 
COMPUTER 

CENTER FREQUENCY 

Fig.5.5} Schematic diagram of the combined time-of-flight and 
center frequency measurement. 
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Fig.5.6) Output of the perlod detector wlth two possible phases of the 
high frequency clock. With the upper clock signa! k+ 1 pulses 
will be counted, wlth the lower one k. 
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k+ 1 counts during Tp, dependent on the moment at whlch TP starts. The 

high frequency clock runs independent of the activity of the period 

detector. Furthermore, the transducers continue to move during the N 

cycles of the measurement, which causes slight variations in the interval 

between the onsets of two subsequent observations of Tp whlch makes 

the N observatlons of Tp statlstically independent. Let it be assumed 

that the probabllity that k+ 1 counts are counted, is equal to p. Then the 

probabillty that k counts are counted is equal to 1-p. Now a random 

variable X is defined, which is equal to the number of times the counter 

counts k+ 1 times during Tp. It is known from the statistics that the 

experiment described here will give a binomial probability dlstribution for 

X (Kreyszig, 1970). This distribution wlll have a mean value µx = Np and a 

variance a1x = Np(J-p). Because in the experiment Nis large, the binomial 

distribution of X can be approximated by a normal distribution with the 

same mean and variance. Because the measurements have a statistica! 

character it is not possible to represent the accuracy as a single value. 

lt can only be expressed in terms of a confidence interval. In order to 

have an indicatlon of the accuracy of the measurement the confidence 

interval for Tp must be known when there is a total number Kr as the 

counter value after N measurements. In this case the estimated value 

E/Tp} of Tp is equal to MTc/ N with M=Np(k+l) +N(J-p)k This yields: 

E[Tp} = (p+k)Tc. For a confidence level of 95 % the confidence interval for 

Tp can be determined as: 

{k+p -1.96/[p(l-p)/N]}Tc < Tp < /k+p +1.96/[p(l-p)/N}}Tc (5.2.l) 

To give an impression of the size of this interval , N=400 and k=25 are 

substituted and the limits of the confldence Interval are calculated for 

p=~. This value of p gi ves the worst case because p(l -p) has its 

maximum value for p=K The mentioned values yield the interval : 

254.5 < Tp < 255.5 (the values are given in ns). The signlficance of this 

result is that there is a probabillty of 95 % that the actual half period 

time Tp is approximated - with an accuracy better that 0.4 % by the value 

MTc/ N. 
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5.3 The amplltude measurement 

Wlth thls measurement the amplitude of the received pulses is 

determlned. Because of the alm of simplicity and low cost it is not 

deslrable to use very fast, expensive analog to dlgital converters. 

Therefore the ampll tude is measured using an electronic peak detection 

circuit (Baars, 1987). The function of thls peak detector is to generate a 

low-frequency voltage that is equal to the amplitude of the received 

pulses. This amplitude is the peak value of the double phase rectified 

signa! from the recelvlng transducer. As the output of the peak detector 

is a low-frequency (almost D.C.) signa!, a simple and cheap analog to 

digital converter can be used to determine the numerical value of the 

amplitude of the received signa!. 

It proved impossible to use a conventional peak detection circuit 

(Graeme, 1977) for this measurernent because such a circuit is not capable 

of handllng the high frequencies of the signa! (2 MHz) cornbined with the 

small duty cycle (about one pulse per 100 µs). Therefore, a new type of 

peak detector was developed, using a principle different frorn the 

conventional peak detection circuits. This peak detector utilizes the fact 

that the transducers move only a very small distance between the 

mornents of arrival of the subsequently received pulses, so the difference 

111~ 
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Fig.5. 7) Principle of the peak detection circuit used in the amplitude 
measurernent. 
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in amplitude between two successive pulses wlll be small (van den 

Keljbus, 1987). Thls means that the peak detector only needs to be 

capable of following relatively small changes in the amplitude of the 

signals. Flgure 5. 7 glves a schematic drawing of this peak detection 

circuit. It consists of a capacitor whlch is charged by a switched current 

!1 and discharged by a constant current Iz. The current h is switched by 

a pulse generator which connects the current Ii to the capacitor for a 

fixed time. The pulse generator can be trlggered by two comparators. 

These comparators compare the slgnal from the receiving transducer with 

the voltage Vc on the capacitor. When the signa! from the transducer 

exceeds Vc or -Vc one of the comparators will trlgger the pulse 

generator. Because the current Ii is fed into the capacitor for a flxed 

time, the voltage Vc will increase with a fixed amount á Vc each time one 

of the comparators is activated. The current Iz is chosen in such a way 

that the decrease of the capacitor voltage in the time between the 

arrival of the sound pulses is about á Vc/ 2 . This means that the change 

of the output voltage of the peak detector is á Vc/ 2 or -á Vc/ 2 each time 

a pulse arrives. If the currents !1 and Iz are chosen in such a way that 

á Vc/ 2 is equal to the largest expected difference between the amplitudes 

of two successive sound pulses, then the voltage Vc will always be 

within áVc from the amplitude of the last recelved signal. 

The accuracy of the amplitude measurement wlth the peak detector 

described above is áVc. In the measurements thls accuracy is about 12 mV 

while the amplitude of the received slgnal can range from the noise level 

(which is less than 500 mV) to about 10 V. Because a measured value 

covers typically 400 reverberation cycles the difference between two 

successive measurement values can not be larger than 4.8 V. Thls is 

almost half the total range of the amplitude, so this llmitation is not 

likely to introduce errors. 

Besides the abillty of tracing the amplitude of a high frequency 

signal with a small duty cycle, the described peak detector has the 

advantage that it is not sensltive to sudden, large dlsturbances in the 

signal. Such a disturbance wlll merely cause an increase of á Vc in the 

output slgnal of the peak detector. 

The ana!og to dlgltal converslon of the output voltage of the peak 

detector is performed each time the stepper motors, which move the 

transducers along the llnear scan, receive a pulse. Withln one scan of a 

cross-section of an object, the number of motor steps taken between the 
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sample points ls flxed and known, so wlthin a scan all amplitude values 

wlll contaln the same, known number of registrations. The converter used 

for the converslon of the amplitude signa! has a resolution of 12 bits, so 

the quantization error in one conversion value is less than 2.5 mv. With 

the error of 12 mV of the peak detector this causes the worst case error 

of the amplitude measurement to be 14.5 mv. 

At the end of the 400 reverberation cycles the microcomputer reads 

the counters of the time-of-flight measurement, the center frequency 

measurement and the register containing the sum of the conversion 

values taken within that sample, so the measurement values of these 

three measurements can be obtained simultaneously from the same 

received signals. The complete measuring system as it is at present is 

shown schematically in Figure 5.8. 
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Fig.5.8) Schematic diagram of the combined time-of-fllght, center 
frequency and amplitude measurement. 
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5.4 The rerlectlon measurement 

As stated before, the reflectivlty measurement has not been 

implemented yet. In thls sectlon a few remarks wlll be made on the 

implementation of thls measurement. 

In the transmlssion measurements there are two transducers, one is 

always used as a transmitter, the other always as a receiver. In the 

reflectivity measurements the transmitter must also be able to function 

as a receiver. Therefore, the rather sensltive pre-amplifier of the 

receiving electronics wlll have to be protected from being damaged by 

the high voltage pulse which excites the transducer when it transmlts 

the sound. This can for instance be done by using fast clamping diodes 

on the input of the receiving electronics, or by using an electronic 

switch which disconnects the receiving electronics during the 

transmission of the sound pulse. 

A problem with the reflectivity measurements in the tomography 

system is that, because of the reverberation technlque used for the 

transmission measurements, it is not possible to receive echoes from 

structures farther away from the transmittlng transducer than half the 

distance between the transducers. Echoes from structures farther away 

will arrive after the next pulse has been transmitted. This means that it 

wlll be necessary to perform a scan around 360 degrees to be able to 

obtain a complete Image of the reflectivity. Because the present scanning 

equipment only: permits a 180 degrees scan, a solution for this problem 

must be found. There are three possibilities. 

The first posslbility is to change the scanning gear in such a way 

that it permits a 360 degrees scan. 

The second possibility is to introduce an artificial delay which 

reduces the reverberation frequency to less than half lts original 

frequency. Such a delay will enable the receptlon of echoes from the 

complete depth range and, if lt is constant, it will not affect the 

transmission measurements (see Sectlon 5.1) . 

The third possibility Is to make both transducers suitable to function 

as a transmitter and as a receiver. In that case two 180 degrees scans 

can be performed, one with the first transducer as the transmitter and 

the ether with the second transducer as the transmitter. In this way each 

sound path will be measured in two separate parts. This latter method 

may need slightly more complicated electronics, but it has the advantage 
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that the reflectlvlty measurements use a smaller depth range which 

reduces the probablllty of measurement errors due to refractlon and 

attenuation. Another advantage of this method is that lt offers the 

opportunity to perform the transmlssion measurements twice for each ray 

whlch will improve the reliability of these measurements . 

At present lt not possible to give any lndication of the accuracy of 

the reflectivlty measurement because experimental resuits are not yet 

available. 
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CHAPTER 6: 

Implementation 

In this chapter the implementation of the hardware and the software 

of the ultrasound transmission tomography system will be described. This 

experimental system has been built with low-'cost, readily available 

electronic components and bath the measuring software and the image 

reconstruction software have been implemented on a standard personal 

computer. The reader who is less interested in these technica! details 

may omit the rest of this chapter; it does not contain information that is 

essential for the understanding of the next chapters. 

This chapter is subdivided in the following way: Section 6.1 describes 

the scanning part of the tomography system. In Section 6.2 the receiving 

and transmittlng electronlcs of the tomography system are described. 

Section 6.3 provides some additlonal details of the implementation of the 

three measurement techniques which have been described in the previous 

chapter. In Section 6.4 a brief, functional description of the measuring 

software is given and in Section 6.5 the implementation of the flltered 

back-projectlon image reconstruction technique will be discussed. This 

latter section wil! also deal with the design of the digital filters that 

are used for the reconstructlon. In the last section of this chapter, 

Section 6.6, some remarks will be made about the interfacing between the 

measuring electronics and the personal computer. 

6. l The scanning equipment 

The scanning equipment of the tomograph is mounted on a platform 

which can be placed over a water tank. A picture of the scanning 

equipment is shown in Flgure 6.1. The centra! part of the platform can be 

rotated by means of a stepper motor. On this central part two sets of 

parallel, straight rails have been mounted whlch gulde the carriages to 

whlch the transducers can be attached (Flgure 6.lb). These transducer 

carriers can also be moved by means of stepper motors. When the platform 
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Fig. 6 .1) The scanning gear of the tomography system. a) Top view 
showing the stepper motors and the rails of the transducer 
carriers. b) Bottom view showing the transducers. 
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is placed over a water tank, part of the transducer carriers will be 

immersed. 

The rotation of the centra! part of the platform is 0.10 degrees per 

motor step and the range of this rotation is about 190 degrees. The 

displacement of the transducer carriers is 0.106 mm per motor step and the 

maximum scan length is 15 cm. The distance between the transducer 

carriers of the transmitting and of the receiving transducer is also 15 cm. 

At each end of both the rotational and the linear scan ranges, micro 

switches have been mounted, that disconnect the stepper motors when the 

end of the scan range is reached, thus protecting the motors from being 

damaged when scanning beyond the maximum range is attempted. The 

micro switches also serve as reference points for the position of the 

transducer carriers and for the rotation angle of the centra! part of the 

platform. 

As shown in Figure 6.2, there are two water tanks, one for large 

objects and one for small objects. The inner side of both tanks and the 

submerged parts of the transducer carriers are covered with a spongy 

material to reduce unwanted reflections. The conically shaped large tank 

has been designed in such a way that reflections from the walls that may 

occur in spite of the sponge, are always deflected away from the 

transducers in order to ensure that they will not interfere with the 

received signals. 

6.2 The transmlttlng and receiving electronics 

This section describes the electronics of the tomography system which 

is common to all three measurements. The eiectronics specific to each of 

the three measurements is described in the next section. The system 

components described in this section are indicated in Figure 5.8 as the 

pulse generator, the start up oscillator, the window and the AGC­

amplifier. A schematic drawing of the electronics discussed in this 

section is given in Figure 6.3. To avoid possible confusion, only the 

components that are essential for the function of the electronics are 

shown in this figure. 

The high voltage pulse generator whlch excites the transmitting 

transducer consists of a mono-stable multivibrator ("one-shot") connected 

to two fast, high voltage field effect switching transistors. The length of 
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Fig.6.2) The water tanks with the scanning gear. 
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Fig.6.3) Schematic drawlng of the transmittlng and the rece1vmg 
electronics. The numbers of the inputs and the outputs 
refer to Figure 6.4. 

the output pulse of the one-shot can be controlled by means of a 

potentiometer in order to be able to adjust it to the resonance frequency 

of the transmitting transducer. During the pulse from the one-shot the 

output of the pulse generator is connected to the supply voltage which 

can be adjusted between 10 and 160 V. 

The start up oscillator consists of a retriggerable one-shot. When it 

is triggered this one-shot generates a pulse of about 150 µs. If the 

one-shot is triggered again during this pulse, a new pulse of 150 µs will 

be started without a change of the output. This means that the inverting 

output of the one-shot will only generate a positive going edge to 

t .rigger the high voltage pulse generator, when no trigger signa! is 

received from the time window withln 150 µs after the previous trigger 

signa!. When the one-shot triggers the pulse generator, it also triggers 

itself, so that it will keep generating trlgger signals every 150 µs as long 

as no trlgger signa! is recelved from the time window. 

The time window (see Section 5.1) conslsts of a one-shot and an 

AND-gate. The trigger pulses frC1:i1 the measuring electronics which 

trigger the high voltage putse generator also trigger the one-shot of the 
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window which closes the AND-gate for a preset time interval. This time 

interval can also be adjusted to the requirements of the measurement by 

means of a potentiometer. 

The receiving transducer has a built-in, single transistor buffer 

amplifier that serves to match the output lmpedance of the transducer 

element to the impedance of the connecting cable. The input impedance of 

the AGC-amplifier also matches the impedance of the connecting cable. 

The combination of the buffer in the transducer and the input stage of 

the AGC-amplifier has a fixed gain of 35 dB. The input stage is followed 

by an electronically adjustable attenuator with a maximum attenuation of 

65 dB and a second amplifier stage which has a gain of 65 dB. The 

attenuator consists of two voltage dividers, both with a fixed resistor 

and an electronically adjustable resistor (field effect transistor). The 

total attenuation is controlled by the output of a peak detector which is 

connected to the output of the last amplifier stage. In this way an 

automatic galn control (or AGC) has been implemented, which prevents 

the receiving amplifier from being overloaded for the expected range of 

the input signal (Section 5.1). The peak detection circuit used for thls 

AGC is a single sided verslon of that used for the amplitude measurement 

(Section 5.3). 

The AGC-amplifier is broad-band ln order to prevent errors in the 

phase of the output signa!. Such errors would affect the positions of the 

zero crossings in the amplified signa! and thus dlsturb the measurements 

of the time-of-flight and the center frequency. 

6.3 The measuring electronics 

The functlons of the measuring electronics have already been 

explained in Chapter 5. This section will provide some additlonal details 

on the implementation of the descrlbed measurement techniques. A 

schematic diagram of a part of the circultry described in the following 

paragraphs Is given in Figure 6.4. The parts discussed in this sectlon are 

the level detector, the perlod detector, the time measurlng device, the 

100 MHz counter and the peak detector and can be found in the schematic 

drawlng of .Flgure 5.8. 

The level detection circuit of the time-of-flight measurement is a 

comparator. The output of this comparator wlll be high when the input 
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Fig. 6. 4) Schema tic drawing of the measurlng electronics. The signals at 
positions A to D are presented in Flgure 6.5. The inputs and the 
outputs are connected wlth the outputs and the inputs with the 
same numbers in Flgure 6.3. 
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Fig. 6. 5 l Slgnals from the measurlng electronics. The letters to the left of 
the s!gnals !ndlcate the location of the signals in Flgure 6.4. 
The dashed lines and the arrows lndlcate the important relations 
between the different slgnals. 
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signa! is higher than the threshold voltage. This means that the 

comparator wil! generate a series of pulses each time a sound pulse is 

received (Flgure 6.5). Because the period detector of the center frequency 

measurement has to be activated only once for each recelved sound pulse 

only the first pulse from the level detecting comparator wlll be used. The 

other pulses wil! be suppressed by the output signa! of the time window. 

As mentioned in Section 5.1, the threshold voltage for the level detector 

has to be proportional to the amplitude of the received signa!. This can 

be achleved by deriving the threshold from the gain control voltage of 

the receivlng amplifier with a simple voltage dlvlde.r. Thls voltage 

divlder can be adjusted to the existing noise level. The total signa! 

amplitude range that ylelds a reliable detection of the sound pulse is 

determined by the comblnation of the range of the gain control of the 

AGC-amplifier and the range of the varlable threshold. This total range 

is about 80 dB. 

The period detector in Figure 6.4, whlch is used for both the 

time-of-fllght and the center frequency measurement (Section 5.2) , also 

consists of a comparator but in this case the output toggles each time 

the input signa! crosses the 0 V level. Thls comparator wlll generate 

pulses continuously because of the nolse that is always present 

(Figure 6.5) . The single pulse per received sound pulse that is needed for 

the measurements is selected using the pulse from the level detector. As 

shown in Figure 6.4 the pulse at the output of the level detector sets a 

fllp-flop. The output of this flip-flop opens the AND-gate which makes 

the trigger output of the period detector follow the output of the 

zero-crossing comparator. The trailing edge of the pulse that appears at 

the trlgger output will reset the flip-flop so that all pulses from the 

zero-crossing comparator are suppressed until the next pulse from the 

level detector sets the flip-flop again. The pulse from the trigger output 

also activates the time wlndow that disables the output of the level 

detector to ensure that the flip-flop of the perlod detector will stay in 

its reset state until the next sound pulse arrives. 

The pulse from the trigger output as described in the previous 

paragraph is the one needed for the time-of-flight and the mean 

frequency measurement because its leadlng edge is exactly at the first 

zero crossing after the detection of the arrival of a sound pulse and lts 

length is equal to half a period of the received sound signa!. For the 

time-of-flight measurement thls pulse is fed lnto a programmable dlvider. 
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Fiq. 6. 6) Schema tic representation of the electronics of the ultrasound 
transmission tomography system. 
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The output of this divider gates the 1 MHz clock to the time-of-flight 

counter and the 100 MHz clock to the center frequency counter during the 

time that N sound pulses are detected (N can be chosen between 10 and 

1650). The traillng edge of the signal from the programmable dlvider also 

indicates to the microcomputer that the values in the counters are ready 

to be read. After being gated by the programmable divlder the 100 MHz 

clock ls also gated by the output pulse from the perlod detector (trlgger 

output). Therefore, the 100 MHz counter only counts durlng half a period 

of N received sound pulses. After the N pulses have been detected the 

measurement of the next value is started by clearing the counters and 

resetting the programmable divider. 

The electronics of the amplitude measurement consist of a peak 

detector which has been described in Section 5 .3, a simple amplifier and 

an analog to dlgital converter. The amplifier is used because the 

maximum output voltage of the peak detector is approximately 2.5 V and 

the input range of the analog to digital converter is 10 V. The timing of 

the converslon is controlled by the measuring software which will be 

described in the next section. 

Figure 6.6 shows a schematic drawing of the complete electronics of 

the tomography system. From this figure and the previous descriptions it 

may be obvious that this system can be realized with simple, readily 

available and low-cost components. 

6.4 The measurlng software 

In this section a functional description of the measuring software 

will be given. The programming details are beyond the scope of this 

thesis and will not be discussed here. 

During a measurement the microcomputer performs a number of tasks: 

the controlling of the stepper motors of the scanning equipment, the 

reading and clearing of the time-of-flight counter and the center 

frequency counter, the resetting of the programmable divider at the 

correct moment and the controlling of the analog to digital converter for 

the amplitude measurement. 

Because the transducers must move at a constant speed in order to 

prevent mechanica! vibrations, the stepper motors will have to receive 

pulses at a constant time interval. To achieve this, the control of the 
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stepper motors is based on interrupts. A programmable timer repeatedly 

generates interrupts at a constant time interval that has been chosen 

before the measurement is started. Each time an interrupt from this timer 

occurs, an interrupt service routine is activated which sends a pulse to 

the previously selected stepper motors. 

To explain the measuring software, the events that occur during a 

measurement will now be described in chronological order. A flow chart of 

this software is given in Figure 6.7. When the program is started it 

begins by asking the user to enter the measurement parameters. These 

parameters are the number of projections that has to be measured 

(equally spaced over a range of 180 degrees). the number of samples that 

has to be measured within one projection, the distance between two 

succeeding samples and the scanning speed. After checking whether the 

entered combination of parameters can be realized, the program will 

initiallze the scanning equipment by moving the transducers to their 

starting position. During this initialization one sample is measured in 

order to test the measuring electronics and to check whether the time 

needed for the transducer carriers to move from one sample position to 

the next is long enough to perform the measurement of a sample. If an 

error occurs during this initialization the program is stopped to give the 

user an opportunity to correct the error. 

After a successful initialization the measurement of the first 

projection is started. To start the measurement of each sample the 

hardware counters and the software register containing the result of the 

analog to digital conversions are cleared and the programmable divider is 

reset. Note that the register for the conversion values is a software 

register and not the output of the analog to digital converter; this will 

be explalned in the next paragraph. As soon as this divider indicates 

that the measurement has been completed the counter values and the 

value in the register are read and these values are stored. During and 

after the measuring of a sample the motor steps ·are counted. When thls 

counting indicates that the position of the next sample is reached the 

measuring of the next sample wlll be started. 

The interrupt service routine for the timer interrupts does not only 

control the movement of the transducers . After sending a step pulse to 

the motors the routine also reads the output value from the analog to 

digltal converter, adds it to the register for the conversion values and 

starts the next converslon. The analog to digital converter used in the 
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system has a conversion time that is smaller than the time between two 

motor steps, even when the motors run at maximum speed. The number of 

conversions within one sample is thus equal to the number of motor steps 

per sample but with a maximum of 16. This maximum is caused by the 

fact that a 16-bit data format is used (the two counters are 16 bits 

wide) and a 12-blt analog to digital converter. It will be obvious that, if 

the number of conversions taken for one sample, is less than or equal to 

16, no overflow can occur in the sum of the conversion values stored in 

the 16 bits register. The transfer of the data during a measurement is 

shown schematlcally in Figure 6.8. 

When a l!near scan has been completed the three obtained projectlons 

are shown graph!cally on the screen of the microcomputer and, for about 
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Fig. 6. 8) Schema tic representatlon of the data .transfer during a 
measurement. The broad arrows indicate the directions of the 
data transfer, the thin arrows indicate the moments at which 
the various data transfers take place . 
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8 seconds, the user is given the opportunity to indicate that the scan is 

to be repeated at the same angle. This possibility can be useful when an 

error occurs in one of the measured values. If the user does not indicate 

that the measurement is to be repeated the platform is automatically 

rotated to the next projection angle and the next linear scan is 

performed. 

After the complete range of projection angles has been scanned, the 

user is given the opportunity to remove the object and perform a linear 

scan with no object between the transducers. This extra projection, called 

the track error, is used for the compensation of errors in the projections; 

its function will be explained further in Chapter 9. 

After the complete measurement of an object, the user can type some 

comments and all the measured projections are stored on a floppy disk, 

together with the measurement parameters and the user's comments. 

6.5 The image reconstruction software 

In Chapter 3 it was stated that chosen the filtered back-projection 

has been chosen to be implemented for the image reconstruction in the 

tomography system. The discrete version of the filtered back-projection 

has been described in Section 3.6. If the reader has omitted Section 3.6 

it may be advisable to omit this section also because it describes some 

details on the implementation of the filtered back-projection and 

Section 3.6 will referred to in some cases. 

Firstly there will be some explanation of the theory behind the 

determination of the center of rotation for the reconstruction process and 

then the design of the digital filters for the filtered back-projection will 

be discussed. Then a description will be given of the general features 

of the reconstruction software. The theory described in this section is not 

given in a separate theoretical chapter because it describes two aspects 

that are directly related to the implementation of the image 

reconstruction algorithm- and not to theory of the image reconstruction as 

such. 

6.5.1 The center of rotation 

To obtain a reliable image from the measured data, the posltion of 

the projected object wlthin the linear scan must be correct. In other 
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Fig. 6. 9) Back-projection of four projections of a delta function. 
a) Correct center of rotatlon, b) incorrect center of rotation. 

words, the back-projected rays from the projected position of the center 

of rotation of the measurement wil! have to go through one point in the 

reconstructed Image. Flgure 6.9 shows what happens lf this ls not the 

case for the reconstruction of a delta functlon . Because of the fact that 

the tomography system offers the opportunlty to choose both the width of 

the samples and the number of samples in a projection and because the 

reference point for the linear scan is not exactly known as a 

consequence of lnaccuracies of the micro-switches, it is not possible to 

indicate a fixed center of rotation. For each complete measurement the 

center of rotation wlll need to be determined separateiy in order to be 

able to reconstruct correct images. There are two methods to obtain a 

correct image when the center of rotatlon is not known. 

The first method ls to use the center of gravlty of the dlstribution 

in the scan plane. The center of gravity of a two-dlmenslonal functlon is 

defined as follows: If (Xc, yc) are the coordlnates of the center of gravlty 

then: 

" 

J x f(x,y) dx J y t(x,y) dy 

--
Xc and Yc (6.5.1) 

IJ t(x,y) dxdy IJ t(x,y) dxdy 

For the one-d!menslonal projection po(t) of f(x,y) the center of gravlty t e 
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is defined as: 

J t p9 (t) dt 

te (6.5.2) 

J p9 (t) dt 

In the case of a projectable functlon (Sectlon 3.2) all integrals in these 

expressions will be deflned (note that the values of the denominators in 

Eq. (6.5.1) and Eq. (6.5 .2) are equal). Using these definitions it can be 

proved that the projected position of the (xc,yc) is equal to te. From this 

property it follows that the positlon of the projections Is correct if the 

back-projected rays from the centers of gravity of all projections go 

through one point. In practice this holds under the condition that all 

calculated centers of gravity of the measured projections are correct. 

The second method to perform a correct reconstruction when the 

center of rotation of the measurement is unknown, is based on the fact 

that the projectlon of a single, fixed point trom the object describes a 

sine when it is taken as a function of the projectlon angle . Suppose that 

the linear scan Is at a fixed position and that the object is rotatlng 

around a flxed point durlng the measurement. In this case each point of 

the object will descrlbe a circle around the center of rotation whlch 

means that the projected posltlon of each point will describe a sine 

which has the projected position of the center of rotation as its zero 

level and the distance from that point to the center of rotatlon as lts 

amplitude (Flgure 6.10). If this is applied to the center of gravity of the 

distrlbution in the cross-section of the object, it will be obvious that its 

projected position as a function of the projection angle wlll also describe 

a sine around the projeèted position of the center of rotation. Therefore, 

if the positions of the centers of gravity of all projections are calculated, 

the position of the projected center of rotation can be estlmated by 

fitting a sine through the centers of gravity of the projections as a 

functlon of the projection angle and determining the zero level of that 

sine. 
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Fig.6.10) Projected position of an arbitrary point Q in the scan plane 
as a function of the · projection angle e. The definition of the 
coordinates has been given in Figure 3. 7. 

The reconstruction software offers the user the possibillty of 

choosing whether the center of rotation used for the reconstruction wlll 

be a fixed center of rotatlon (entered by the user), the center of gravity 

or the center of rotation estimated from the sine fitting. It is not 

possible to indlcate in genera! whlch method will yield the best results; 

this depends on the characteristics of the measured projections. Generaliy 

it can be assumed that, if the correlation coefflclent between the 

estlmated sine and the calculated positions of the centers of gravity is 

low (< 0.9) then probably it would be best to use a flxed center of 

rotatlon because the low correlation indicates that the centers of gravity 

of the projections cannot be calculated accurately as a consequence of 

noise or measurement errors in the projectlons. If the object has been 

moved during the .measurement lt is not advisable to use a fixed center 

of gravity for all projectlons; in that case the method using the seperate 

centers of gravity of each projection is likely to give the best results. 

Often the only way to determine whlch method is most suitable is to try 

all three and compare the results. It is difflcult to give criteria for this 

comparison if the internal structure of the object is not known; an 

important guideline is that errors generally lead to semi - circularly 

shaped distortions in the picture or to streaks outside the object. An 

example of the effect of an erroneous center of rotation on the 

reconstructlon of a cylindrlcal object is shown in Flgure 6.11. 
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Fig. 6 .11) Reconstruction of a cross-section of a slmulated, homogeneous, 
cylindrical object. a) Correct center of rotation, b) incorrect 
center of rotation. 

6.5.2 Digital filter design 

A very important aspect of the image reconstruction is the design of 

the digital filter with which the projections .must be convolved to 

compensate for the blurring caused by the back-projection. One way of 

obtaining such a filter is to take the discrete inverse Fourier-transform 

of the function W(R) = /RJL(R) which was derived in Section 3.6. The ideal 

shape of this filter function and its inverse Fourier-transform are shown 

in Figure 6 .12a. A problem with this method is that the function is 

llmited in the Fourier domain · and therefore unlimited in the spatial 

domain. In the implemented dlgital filter this would not be a problem if 

the filter terms are negligible .outside a relatively small area in the 

spatlal domain. However, because of the sharp cut-off of the filter in the 

Fourier domain, the filter will have a very large area with non­

negligible terms in the spatial domain. This means that, in order to 

reallze the wanted .filter characteristics, a very large digital filter would 

be needed which would lead to long computation times. In order to reduce 

the width of the filter à less sharp low-pass filter will need to be used, 

which would cause the filter function to become llke the one shown, 

schematically, in Figure 6.12b. It will be obvlous that, besldes decreasing 

the size of the filter, the smoother low-pass character of the filter will 

have an lncreasing effect on the frequency contents of the reconstructed 

image. Thls means that a trade-off must be found between the wldth On 
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Fig.6.12) Possible filter functions for the filtered back-projection. 
al Sharp low-pass filter. b) Smooth low-pass filter . 
Left: frequency domain , right: spatial domain. 
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the spatial domain) of the filter and the loss of high frequency 

components in the reconstructed image. 

As it proved rather dlfficult to flnd an optima! lmplementation of the 

filter W(R) and because the dlgltlzed verslon of this filter is not well 

deflned (Cho, 1974), a different approach to the design of the digital 

filters for the software was used, whlch is based on the method described 

by Cho (1974) . In the following paragraphs a brief descrlptlon will be 

glven of the principle of this method. 

The design of the dlgltal filter will be described for the case of 

projectlons of only 7 samples wide (in order to prevent the explanation 

from becomlng rather confusing). The principle of the filter design is the 

same for any number of samples per projection. 

Because the superposltlon principle holds (see Section 3.1) it is 

sufflclent to develop a filter whlch yields a correct reconstruction of a 

delta functlon In the center of the Image. In the following it wlll be 

assumed that the number of projections Is large enough to obtain a 

rotatlonally symmetrie reconstruction of the delta function. The 

reconstructed image of the delta functlon Is called the point spread 
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function and it can be considered to be the lmpulse response of the 

reconstruction process. Because the reconstructed image is rotationally 

symmetrie around the center of the image, the point spread function will 

only depend on the radial distance, r, to the center. The cross-sections 

through the center of the contlnuous and of the discrete point spread 

function of the unfiltered back-projection are shown in Figure 6.13. In 

the discrete case the point spread function can be represented by a 

vector p which contains the values of the point spread function on the 

concentric rings of which the discrete point spread function consists. 

The discrete spatial domain filter function w(t) will also be 

represented as a vector, W. Because w(t) is a symmetrlcal function with 

respect to t=O, the vector w only needs to contain one half of the 

discrete filter function. Note that p is the vectorial representation of a 

two-dimensional function and w of a one-dimensional function. 

In the reconstruction process, the projections (in this case delta 

functlons) are first convolved with the digltal filter function described 

by w and then these convolved projections are back-projected to obtain 

an image (in this case the point spread functloil). Because the projections 

are delta functions, the filter functlon itself is being back-projected, so, 

the discrete back-projection gives the relation between the filter 

function and the point spread function . If it is possible to find the 

inverse of this relation any wanted, discrete point spread function 

(including a two-dimensional delta functlon without blurring) can be 

defined and then the digital filter that will yield that point spread 

functlon can be derived. The geometry used in the following is shown in 

Flgure 6.14, together with the meaning of the vector W. 

First the influence of the elements of w on the discrete point spread 

function wlll be evaluated. If one ring of the discrete point spread 

function is observed, then the contribution of a filter term to the value 

on that ring is determined by the value of the total surface of the areas 

which are covered by both the concerning ring and by the back-projected 

"streak" from the concerning filter term, relative to the surface of the 

complete ring. In Figuré 6.14 this area is indicated for the contribution 

of filter term W1 to ring pz and for the. contrlbution of W4 to p". The 

values of the relative surfaces for all possible combinations of rings and 

filter terms in a matrix A are put in such a way that AH is equal to 

the contrlbution of w1 to pi, Az1 is the contribution of w1 to p11, 

etcetera. Now describe the relationship .between the vectors w and p can 
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Fig. 6 .13) Discrete and continuous point spread function of an unfiltered 
back-projectlon with the meaning of the vectorial 
representation. 
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Fig. 6 .14) Geometry used for the derivatlon of the digital filter design 
and the meaning of the vector W. 
~ Influence of w1 on p2 <= A21). 
~ Influence of W4 on p4 (= A44). 
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be described by means of the matrix equatlon: 

ji=Aif (6.5.3) 

Because A proves to be a non-singular, square matrix its inverse matrix 

A-1 wlll exist, so w can always be determined from ji using the following 

matrix equation: 

ii = A- 1 p (6.5.4) 

This result means that the point spread function of the reconstruction 

process can be chosen and the digital filter that yields the chosen point 

spread function can be determined by a simple matrix multipllcatlon. 

6.5.3 The software 

In the following a very brief description of the general features of 

the image reconstruction software will be given. 

The implementation of the filtered back-projection is part of a 

software package which also contains several utilities for the handling of 

the measured data and the reconstructed images. The software package is 

capable of handling at one time, the measurement data and the 

reconstructed images of all three measured physical quantities. This 

simplifies the comparison between the images of these quantities as they 

have been measured simultaneously. 

When the software is started, the main menu is presented to the 

user. This menu is concerned with manipulations of measured data and 

offers the following posslbilities: 

* Perform a reconstruction. 

* Display the measured projections. 

* Correct a projection manually. 

* Save the corrected projections on disk. 

* Display the measuring parameters wlth the comments. 

* Reread a set of proJections from the same measurement. 

* Read the data of another measurement. 

* Estimate the center of rotation by sine fitting. 

* Go to the second menu. 

The second menu concerns the handling of the reconstructed image. The 

items that can be chosen from the second menu are: 
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* Show the reconstructed image(s) in grey levels on the screen. 

* Print an image in grey levels. 

* Save an image on disk . 

* Read a previously saved image from disk. 

* Show a histogram of the grey levels within an image. 

* Rescale an image. 

* Apply a two dimensional moving average filter to an image. 

* Present an image in a quasi three-dlmenslonal way. 

* Return to the main menu. 

A further descrlption of the options of these two menus is beyond the 

scope of thls thesis. 

The software package for the image reconstructlon has mainly been 

wrltten in FORTRAN 77 and it has been implemented on an IBM-compatible 

personal computer. It was necessary that the routines for the grey level 

representation of the images on the screen or the printer, were written 

in assembler code. Therefore these routines will have to be changed or 

rewritten when it is desirable to. use other hardware to run the image 

reconstructlon software. 

In Figure 6.15 the three ways in which the reconstruction software 

can represent an image are shown. The number of grey levels displayed 

on the screen is 16, the number ·of grey levels in a prlnted image can be 

chosen by the user, with a maximum of 112 levels. These numbers of grey 

levels are determined by the hardware. This will not be discussed here 

any further . 

6. 6 Intert'acing 

This section deals with the interfacing between the personal 

computer and the measuring hardware. 

Up to now, the measurements with the tomography system have been 

performed uslng the comblnatlon of an IBM-compatible personal computer 

and an ITT 2020 microcomputer (the ITT 2020 is an Apple JI•-allke 

microcomputer). The ITT 2020 contains the interfaces to the measuring 

hardware. These interfaces have been designed in the Medica! Electronics 

group and can only be used ln Apple II compatible expansion slots. The 

function of the ITT 2020 is to be an intelligent interface between the 

measuring hardware and the personal computer. During the measurement 
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Fig.6.15) Three ways of representing a reconstructed image: a) grey 
levels on the screen (16 levels), b) quasi three-dimensional 
representation and c) grey levels on the printer (28 levels). 

94 



the ITT 2020 is controlled by the personal computer. For the 

communication between the two computers an RS-232 connection is used. 

This configuration of the measuring system is grown historically and 

although it functions properly, lt proves to be a rather unpractical one; 

to begin a measurement, programs have to be started on both computers 

and during the measurement both computers are completely occupied. 

To obta!n a more practical and flexlble system, it was decided to use 

an alternative way of interfacing the measuring hardware to the personal 

computer. The interface that has been chosen is the one according to the 

IEEE-488 (or IEC-625) standard (International Electrotechnlcal 

Commission, 1979, 1980). There are several reasons for choosing this type 

of lnterfacing. One of them is that, besides the software, the hardware 

also becomes transportable to other types of computers because there are 

IEEE-488 interfaces available for almost any type of computer. This can 

be an important advantage because of the rapid developments in the area 

of computer technology. Another advantage of the IEEE-488 interface is 

the transmission rate (1 Mbyte/second) which is much higher than that of 

the RS-232 connection (1.9 kbyte/second). Because of this, the 

transmission of the measured data will only use a very small percentage 

of the time needed for the complete measurement of a cross-sect!on which 

offers the possibility to perform parts or perhaps all of the image 

reconstruction during the measurement . In a research environment the 

IEEE-488 interface has the additional advantage that several measuring 

instruments can be equipped with an IEEE-488 interface so that they can 

easily be connected to the personal computer. 

All the necessary hardware for the IEEE-488 interface of the 

measuring hardware has already been designed, built and tested. The 

interface contains a single chip microprocessor which ls capable of 

control!lng the complete measurement by itself. This relleves the personal 

computer from the simple, but rather time consuming task of controlling 

the measurement. The built-in microprocessor is also capable of 

controlling the transmission of the measured data to the personal 

computer, so the only task of the personal computer during the 

measurement is to receive the data. The rest of the available time can 

be used solely for the image reconstruction. A detailed description of the 

hardware of the interface is given by Pijfers (1987). 

The stepper motors are equipped with a separate IEEE-488 interface 

because in this case they can be controlled both by the interface 
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microprocessor of the measuring hardware and by the personal computer. 

This increases the flexibllity of the system. 

To be able to use the IEEE-488 interface optimally, a universa! 

software package has been developed for the personal computer. This 

software can be used either interactively or linked to an application 

program. It has been written in FORTRAN 77 and it is almost completely 

independent of the hardware on which it runs (van den Buys, 1987). 

During the writing of this thesis, the measuring software for the 

built-in microprocessor (written in assembler) of the tomography system 

was still in the phase of testlng. 
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CHAPTER 7: 

Transducers 

Some research has been performed on the applicability of various 

types of transducers and transducer materials in the tomography system. 

Although the design of ultrasound transducers is not within the scope of 

this thesis, a very brief descriptlon wlll be given of the results of the 

studies that have been performed on this subject. 

The following items will be discussed in this chapter: In Section 7 .1 

the single element ceramic transducer will be described. This is the type 

of transducer normally used in the measurements with the tomography 

system. In Section 7.2 the use of both linear and annular ceramic 

transducer arrays will be discussed and Section 7 .3 deals with the 

appllcability of polyvinylidene fluoride (PVDF) as an alternative 

transducer material. 

7 .1 Single element ceramic transducers 

This section will describe the technica! details of the construct ion of 

the single element transducers used in the tomography system. A more 

genera! and extensive dlscussion of the single element transducer is 

given, for example, by Kossoff (1978) , Kikuchl (1978) or Silk (1984). 

The plezoelectrlc eiements used for the constructlon of the 

transducers are made of the material PXE-5. This is a trade name for a 

ceramlc material based on lead zirconate titanate (PZT). The elements 

t.hat are available are flat, clrcular disks with a diameter of 5 or 10 mm 

and a resonance frequency of 1 or 2 MHz. These elements are mou nted in a 

backing materiai which consists of a mixture of an artlficlal res ln and 

powdered tungsten. This mixture has an acoustlcal impedance which is 

very close to the acoustical impedance of the PXE-5 element and a very 

high attenuation coefflcient. These properties cause the acoustic energy 

radiated from the back of the transducer element to be absorbed 

cornpletely, so that, when the element is exited with a short eiectric 
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Fig. 7 .1) Cross-section of a single element transducer. 

TRANSDUCER 
ELEMENT 

pulse its osclllations will be damped heavily and only a very short 

ultrasound pulse will be generated. A second function of the backing is 

that, by absorbing the sound from the back of the transducer element, it 

prevents reflections from the back of the transducer or from the back of 

the element from lnterfering with the ultrasound radiated from or 

received at the front of the element. Flgure 7 .1 shows a cross-section of 

a typical transmitting transducer used in the tomography system. 

The construction of a receiving transducer is almost identical to that 

of the transmitting transducer, the only difference Is that in the case of 

a receivlng transducer a very small printed circuit board wlth a buffer 

amplifier (see Section 6.2) is enclosed in the backing. This prlnted circuit 

board is mounted far enough from the transducer element to have no 

influence on the properties of the backing. 

To keep the construction of the transducers simple the single element 

transducers used in the tomography system are not focussed and they 

have no matching layers to adapt their acoustical impedance to that of 

water. 

The transducers described here have a satisfying performance and 

they are very simple and cheap to produce. 
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7 .2 Transducer arrays 

The mechanica! scanning used in the tomography system (Section 6.1) 

has certain limitations concernlng speed and accuracy. Although in the 

experimental situation these limitations are not important, they will be 

important In practical appllcations of the system. Therefore, the 

posslbilities of replacing the moving single element transducer by a 

fixed, linear array whlch scans electronically have been studied. A 

linear array consists of a large number of rectangular transducer 

elements along a straight line (Figure 7.2a). Besldes the possibility of 

electronic scanning, the application of an array would also offer the 

posslbility of electronic focussing of the sound beam (Thurstone and Von 

Ramm, 1979, Assenza and Pappalardo, 1980). 

The applicabillty of a linear array has been studied by computer 

slmulation and by some experiments with a realization of a linear array 

which was constructed from a strip of a plezoelectric ceramic material. 

The slmulation software used for the study of the ultrasound field 

generated by a linear array was based on the theory described by 

Freedman ( 1970, 1971). Uslng the results of these simulations an 

electronic circuit has been designed and built. This is capable of 

generating a focussed sound beam with elght elements of the 

experlmental array. It proved that there was good agreement between the 

simulations and the field generated by the experimental array. A detalled 

descriptlon of the theory of the slmulation software as well as a 

description of the circuit and the array used for the generation of the 

focussed sound beam are given by Wardenier (1985). 

FOCUSSING ! NO FOCUSSJNG 

~~~~~~~~~~~~~~~~ 

Fig. 7. 2) Two possible geometrles of the elements of a transducer array. 
a) Linear array, the direction in wh!ch electronic focussing is 
possible is indicated. b) Annular array. 
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In spite of the fact that the focussing of the transmitted beam 

proved to be possible wlth relatlvely slmple means, it turned out that 

the practical application of a linear array in the tomography 

measurements is very difficult . The reasons for this are that, although 

the principle of electronic scanning is quite simple, the implementatlon 

needs a large amount of additional hardware (Mathljssen, 1986). 

Furthermore, it also proved to be very hard to construct a reliable array 

and a suitable linear array for application in the tomography system is 

not commercially available . Because of these problems the linear array 

has not been implemented in the present system. 

Although the electronic scanning with the linear, ceramic transducer 

array did not prove to be very applicable in the tomography system, the 

principle of electronic focussing may still be useful. With a linear array, 

electronic focussing can only be obtained in the direction parallel to the 

array (Figure 7 .2a). Therefore, the possibility of using an annular array 

has been studied. An annular array consists of concentric , ring-shaped 

elements (Figure 7 .2b) and it is capable of generating a sound beam 

which is focussed in all directions normal to the propagation direction of 

the sound beam (Waszczuk et al" 1983). 

The applicability of an annular array has also been studied by means 

of computer simulation and by constructing an experimental array . 

Because the simulation software for the linear array is based on the fact 

that such an array consists of rectangular elements, a new simulation 

program was necessary. This program is based on the principles of 

calculating a pressure field as described by Lockwood and Willette (1973), 

Harris (1981) and Tjötta and Tjötta (1982) . With the aid of this simulation 

program the dimensions of the implementation of an annular array have 

been determined and such an array has been constructed. A description of 

the software and construction of the array is given by Van den Keljbus 

(1987). A cross-section of the array is shown in Figure 7.3. 

It proved that, also in the case of the annular array, there was good 

agreement between the simulations and the implementation and that the 

annular array yielded à considerable narrowing of the beam profile as 

compared to the single element transducer (Figure 7.4). The effect of this 

improved beam profile on the tomographic measurements will be discussed 

in Chapter 9. 
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Fig. 7. 3) Cross-section of the implemented annular array. 
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Fig. 7. 4) Measured beam profiles. a) Circular single element transducer, 
b) annular array. The coordinate r is the radial distance to 
the center of the beam, z is the dlstance normal to the 
transducer surface. The values in the field for each distance z 
indicate the pressure relative to the pressure for r=O at the 
same distance z. 
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7 .3 PVDF transducers 

In the previous sectlon it was stated that it was difficult to 

constr,uct a suitable ceramic transducer array for appllcatlon in the 

tomography system. Therefore, the applicabllity of polyvinylidene fluoride 

(PVDF) for the constructlon of transducer arrays was studied . 

PVDF is a plastic with strong piezoelectric properties (Kawai, 1969). 

The important advantages of PVDF are that the transducer elements are 

made of a flexible foil which offers almost unlimited possibilities for the 

shape of the transducer. Furthermore, PVDF has a high internal damping 

and an acoustic impedance close to the acoustic impedance of water. 

These properties eliminate the need for a backing or a matching layer. 

An important disadvantage of PVDF is that, because of the low 

transmitting sensitivity, it is not very suitable for the construction of 

transmitting transducers (Swartz and Plummer, 1980, Somer et al., 1987). 

The research performed within the Medica! Electronics group up to 

now, concentrated on the applicability of PVDF for receiving transducers 

in the tomography system (Van Gljsel, 1987). Some experimental single 

element PVDF transducers have been constructed and tested. The 

Fig. 7. 5) Fan-beam scanning geometry. 
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experiments with these transducers lndicate that PVDF is a suitable 

material, but some practical problems concernlng the mounting of the 

transducers and the ampliflcation of the received signals will have to be 

solved. 

Because of the fact that PVDF is not suitable for the construction of 

transmittlng transducers, it Is not possible to replace the linear scan 

movement of the single element transmitting transducer in the tomography 

system by a scanning linear PVDF array. A method for avoiding the 

mechanica! linear scanning may be to use a fan-beam geometry which is 

very common in X-ray computed tomography. This geometry consists of a 

single transmitting transducer and a receivlng array (Figure 7.5) . The 

fan-beam geometry has not yet been implemented in the tomography 

system so lt not possible to give any comments on the performance of 

such a geometry here. 
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CHAPTER 8: 

Phase Cancella tion and In terf erence 

This chapter descrlbes the problems caused by phase cancellation and 

interference. These problems have been studied by means of computer 

simulation. Although the aim of this study was to evaluate the effects of 

phase cancellation and interference on the transmisslon measurements as 

performed in the tomography system, it should be noted that the results 

apply as well for reflection measurements (Sollle and Stapper, 1987). 

The contents of this chapter are the following: in Section 8.1 the 

problems and their causes will be described. Section 8.2 describes the 

slmulation method that has been used to estimate the magnitude of the 

errors that may arise and Section 8.3 discusses the results of these 

simulations. Finally, in Section 8.4, some methods wil! be described that 

may be used for the reduction or correction of the errors caused by phase 

cancellation or interference. 

8.1 The problem 

Although phase cancellation and lnterference are two different 

phenomena, they are discussed together here because their effect on the 

received electrical signa! is the same. Ftrstly phase cancellation and 

interference and their causes wlll be described (Busse and Miller, 1981). 

The term phase cancellation lndicates the effect that occurs when the 

phase of the acoustic wave arriving at the receiving transducer is not 

constant throughout the area of the transducer element (Figure 8.1). The 

electrical response of a normal plezoelectric transducer is proportional to 

the momentaneous average of the pressure on the element. Therefore, the 

electrical charge generated by the pressure at some point of the 

transducer surface can be enhanced or cancelled by pressures on other 

points of the surface. 

The dlstortion of the arrlving wave front can for example be caused 

by the fact that different parts of the sound beam travel through media 
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Fig. 8 .1) Schema tic representation of phase cancellation. The sound 
velocity in medium 1 is larger than in medium 2. The signals in 
the middle are the locally generated electrical responses, the 
signal on the right is the total response of the transducer. 

with different sound velocities. 

The term interference is used for the effect that occurs when sound 

waves in a medium travel simultaneously in different directions . The 

resulting wave will have spatial varlations in the intensity and the 

frequency of the sound because at each point of the sound field the 

momentaneous amplitudes of the different waves are added (Figure 8.2). 

Interference can be caused by refraction of a part or parts of the 

sound beam or by sound waves reflected from different surfaces or 

scattered by different scatterers. 

It may be obvious that the electrical signal from the receiving 

transducer shows the same result for waves whose momentaneous 

amplitudes are added on the transducer surface as for waves added in the 

medium in front of the transducer. Therefore, in the rest of this chapter 

phase cancellation will only be mentioned explicitly in the cases where 

there is, in some way, a difference between phase cancellation and 

interference. 
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Fig.8.2) Interference of two waves. a) And b) give the two seperate 
waves, c) gives the resulting wave pattern of the sum of the 
two waves. The arrows indicate the propagation direction of the 
wave fronts. (The pictures a) and b) are grey scale 
representations of two two-dimensional sinusoids, c) is the grey 
scale representation of the sum of these two slnusoids.) 

8.2 The simulation method 

As stated before, computer simulatlons have been performed to 

evaluate the effect of interference on the measured values. The sound 

pulses used in these simulations are sine waves with a Gaussian 

envelope. To simulate the interference, two or more of these sine waves 

are added with a known time delay and amplitude ratio. The frequency of 

the sines in the basic signals from which the interference signa! is equal 

to 2 MHz. Figure 8.3 shows the time domain and the frequency domain 
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Fig. 8. 3) Basic pulse used in the simulations. a) Time domain . The 
threshold is at 10 % of the maximum positive amplitude, the 
relevant zero-crossings are numbered from 1 to 4. b) Frequency 
domain. The center frequency is indicated. 

representation of the basic pulse that has been used to obtain the 

results shown in the next section. 

During a simulation run, a series of sets of consecutive basic pulses 

separated by different time delays were added in order to estlmate the 

interference errors as a function of the time delay. When the sets were 

composed of more than two basic signals, the time delay between all 

successive slgnals was made the same. When different amplitudes were 

used, the time sequence of the basic signals is related to their 

amplitude, the smallest one first as a worst case. For each time delay in 

a simulatlon run the following values are calculated from the composed 

signa!: 

- The position of zero-crossing 1 relative to its position in an 

undistorted wave (Figure 8.3), 

- The maximum posltive amplitude, 

- The respective center frequencies calculated from the distances 

from zero-crossing 1 to 2, 1 to 3 and 1 to 4 (Figure 8.3) . 
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The center frequency calculated from the maximum in the spectrum 

of the composed signal. 

The latter value is calculated in order to be able to compare the method 

of calculating the center frequency from the Fourier-transform with the 

method using the zero-crossings. The center frequency determination 

using the zero-crossings is performed for ~. 1 and 1 ~ period of the 

composed signal to find out which one is the least sensitive to 

interference. 

For each simulation run the signa! composed with a time delay equal 

to zero is taken as the reference signal. During the simulation run the 

relative deviations, with respect to the reference signa!, in the above 

mentioned values are determined as a function of the time delay between 

the basic signals. 

The error in the position of zero-crossing 1, which is the one used 

for the determination of the time-of-flight, is given in microseconds, the 

errors in the center frequency and the amplitude are gi ven in 

percentages relative to the concerning values in the reference signal. 

As indicated in Figure 8.3, the determination of which zero-crossing 

is number 1, is performed in the same way as in the hardware of the 

tomography system, it is the first zero-crossing after the crossing of a 

detection level which is related to the maximum positive amplitude of the 

signal. In the simulatlons the detection threshold is at 1 O % of this 

maximum amplitude. 

8.3 Simulation results 

The simulations described in the previous section have been 

performed for a large number of possible combinations of basic signals. 

Only a few typical results will be shown here. The other results will 

not be shown because they would not provide extra information. 

For comparison, the noise levels of the measurements are given first. 

The noise in the time-of-flight measurement is within ± 0.015 µs. For the 

center frequency measurement the noise is within ± 0.5 % and for the 

amplitude measurement it is within ± 0.4%. These values have been 

determined from a complete measurement, performed with no object in the 

water tank, so that all conditlons in thls measurement were identica! to 

those in a normal measurement. 
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Fig. 8. 4) Errors caused by simulated interference as a function of the 
time delay. Top curves: time-of-flight error, middle curves: 
center frequency error, bottom curves: amplitude error. 
a} Calculated using 2 basic slgnals with equal amplitudes. 
b} Caiculated using 2 basic signals with amplitude ratio 4, 
the smallest signal arriving first. 
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Figure 8.4 and Figure 8 .5 each show two sets of curves. Each set 

consists of three curves that represent the respect! ve errors in the 

time-of-flight, in the center frequency determined from the distance 

between zero-crossing 1. and 2 and in the amplltude values, all given as 

a function of the delay-time. Figure 8.4a has been calculated from a 

signa! composed of two basic signals with equal amplitudes. Figure 8.4b 

is the result of composing two signals with an amplitude ratio of 4 (the 

smallest one first}. Flgure 8.5a has been calculated with eight basic 

signals with equal amplitudes and Figure 8.5b was also obtained with 
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Fig.8.5) Errors caused by simulated interference as a function of the 
time delay. Top curves: time-of-flight error, middle curves: 
center frequency error, bottom curves: amplitude error. 
a) Calculated using 8 basic signals with equal amplitudes. 
b) Calculated using 8 basic signals with amplitude ratio 3, 
arriving according to increasing amplitude, the smallest one 
first . 
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eight basic signals but in this case each amplitude was 3 times the 

amplitude of the previous signal. 

Based on the results of the simulations it can be concluded that 

interference can cause severe errors, especially in the amplitude and in 

the center frequency. Furthermore it was found that using a larger 

number of zero-crossings or using a Fourier-transform for the 

determination of the center frequency did, in general, not reduce the 

effects of interference. Moreover, in the majority of the simulated cases, 

the center frequency calculated only from the first half period of the 
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composed signa! (between zero-crossing 1 and 2 in Flgure 8.3) showed 

smaller errors than the center frequency calculated from a larger number 

of zero-crossings. Because of this result and because of the fact that in 

a practical situatlon the zero-crossings later on in the signa! will be 

influenced by the resonance of the receiving transducer element, the 

center frequency in the tomography system is determined from the flrst 

half period of the received signa! (Section 5.2). 

Simulations using wider and narrower Gaussian envelopes of the sine 

functions in the basic signals showed that the width of the envelope has 

only a minor influence on the interference errors. For signals with a 

wider envelope the errors tend to be slightly smaller. 

8.4 Solutions 

In the previous sectlon it was shown that interference can cause 

rather large errors. Therefore, it is desirable to reduce or correct the 

interference errors. In this section some possibilitles for doing this will 

be discussed. 

To minimize the chance of the occurrence of interference, the sound 

beam should be kept as narrow as possible. The narrower the beam, the 

smaller the chance that parts of the beam will travel through media with 

different sound velocities or hit different reflectors or scatterers. 

The effects of phase cancellation may be reduced by using a smaller 

receivlng transducer element. This will, however, not reduce the effect of 

interference of the waves in the medlum in front of the transducer. 

A way of reducing the interference errors in the amplitude 

measurement is proposed by Klepper et al. (1977) and Miller et al. (1979) . 

They use receiving transducers that generate an electrical response 

which is proportlonal to the received acoustic energy, irrespective of the 

distribution of the phase of the wave on the transducer surface. Because . 

the electrical response of such a phase insensitive transducer does not 

contain the zero crossings needed for the center frequency measurements, 

the applicatlon of such a transducer in the tomography system would only 

be possible in combinatlon with a normal, phase sensitive transducer, 

otherwise the attenuation slope measurement would be impossible . The 

time of flight measurement would be possible with a phase insensitive 

transducer. In that case the moment of the passing the threshold would 
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Fig.8.6) A typical case of obvious interference errors in a measured 
attenuation slope projection. 

have to be used for the determination of the moment of arrival of the 

pulse and, therefore, the automatic gain control would have to be 

lmproved (Section 5.1). 

Some attempts have been made to correct the interference errors in 

the measured projections by means of software. Many interference errors 

can be easily recognized as large, relatively narrow peaks in the 

projections (Figure 8.6). A rather rigorous way of correcting these errors 

is to remove such peaks and replace their values by values obtained by 

linear interpolation between the values on both sides of the peak (Baars, 

1987). This method did give an improvement of the reconstructed images 

in some cases but in general the results of this correction method are 

not very promlsing; it removes only the large, obvious errors. 

Another, more sophisticated correction method is described by Heddes 

(1987). In this method it is assumed that the transducer element consists 

of vertical strips with a width equal to the sample dlstance (thls gives a 

geometry similar to the one shown in Flgure 8.1). Furthermore it is 

assumed that the signa! from each strip is a sine wlth a Gausslan 

envelope and a frequency equal to the resonance frequency of the 

transmlttlng transducer. Based on these assumptions, the signal from the 

complete transducer Is derived for all transducer positions along a linear 

scan by addlng the signals from the different strips. The time delays 

between these slgnals are equal to the differences between values of the 

samples in the tlme-of-flight projections that are covered by the 

aperture of the transducer (the transducer element covers 5 to 10 sample 
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positions, dependlng on the chosen sample distance). In the resulting 

signals, the magnitude of the errors in the center frequency and the 

amplitude is determined in the same way as in the described slmulatlons. 

Using the values of these errors, the correct values of the center 

frequency and of the amplitude can be estlmated from the measured 

values. In the calculation of the errors it has been assumed that the 

amplitudes of the pressures on each strip of the transducer is the same 

and, consequently, it was found that thls correction method only yielded 

improvement in measurements with a very low attenuation contrast. An 

improvement of the method may be achieved by using the measured 

amplitude values togethcr with the measured time-of-flight values in 

estimating the interference errors. 

It can be concluded that, up to now, no satisfying solutions have 

been found for the problem of interference. Although it ls possible to 

some extent to correct the interference errors in the measured projections 

manually, this is a very time consuming process and therefore the search 

is continued for a reliable way to correct the errors automatically. 
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CHAPTER 9: 

Results 

In this chapter some results will be presented which have been 

measured with the ultrasound transmission tomography system that is 

described in the previous chapters. 

First, in Section 9.1, some remarks wlll be made on the spatiai 

sampling during a measurement. Then, in Section 9.2, The so called "track 

error" and its correction will be discussed. Section 9.3 describes the 

composition and the production of the tissue mimlcking phantoms that 

have been used in the measurements. The results of the measurements on 

these phantoms are ·presented in Section 9.4. In Sectlon 9.5 the results 

are given for some measurements on biologica! tissues. Finally, in 

Section 9.6, Some remarks will be made concerning the effect on the 

measurements when using a focussed sound beam. 

9 . 1 Spatial sampling 

This section deals with the spatial sampllng in the measurements and 

it links up with Section 3.6. 

In Section 3.6 it was assumed that the low-pass character of the 

measuring process acts as a pre-sampling filter that prevents allasing. To 

see whether this assumption is true, an estimation of the filter function 

of the measuring process will be given. 

Both the wavelength of the sound (about 0. 7 mm) and the fact that 

the transducers keep moving during the measurement of one sample will 

introduce some spatial · low-pass filtering , but these effects will only 

affect structures with sizes on the order of 1 mm or less . A more 

important spatial low- pass filter is caused by the fact that t he aperture 

of the transducer covers several samples. In the measurements non­

focussed transducers are used with a diameter of either 5 or 10 mm. The 

sample distance is normally chosen in such a way that the transducer can 

be considered to act as a moving average filter with a width of at least 
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four sample distances. Because lt is very hard to determine the exact 

transfer function of the transducer, a simplifled model has been used 

here in which it is assumed that the sensitivity of the receiving 

transducer is uniform throughout the width of the transducer element and 

that the diameter of the sound beam is independent of the dlstance 

normal to the transducer surface. 

If r is the sample Interval within a projection, then G>s = 2n/ T is the 

spatial sample frequency. The transfer function of a moving average filter 

with a width of 4T has its first minimum at GJs/ 4. Because thls value is 

smaller than half the sample frequency the movlng average filter is a 

suitable pre-sampling filter for the prevention of allasing. The transfer 

function of the moving average filter is shown schematically in 

Figure 9.1. 

As mentioned before, the moving average filter is a rough 

approximation of the measuring process. In practice, the filter wlll not 

have a square spatial window but a window with smoother edges because 

the sensitivity of the transducer is not constant throughout the aperture 

of the transducer (Kossoff, 1978). These smoother edges wlll cause a 

faster decrease of the envelope of the transfer function of the filter 

h(s)Î 

' I 1 
1 1 
1 ' 1 1 

1 1 
I 1 
I 

- 2T 0 2 T -s 

IH(r.J)I î 

Fig.9.1) The spatial domaln representation (h(s)) and frequency domain 
representat!on (H(l.l)) of the approximate filter funct!on of the 
measurlng process; !.la Is the sample frequency, T is sample 
distance. The dashed lines indicate the effect of a smoothed 
spatial window. 
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which will give a better suppression of the spatial frequency components 

that cause aliasing (Figure 9.1). 

The sample dlstance has !;leen chosen to be approx!mately 1 mm for the 

following reasons: A smaller distance is not expected to yleld more 

information because in that case the sample distance Is smaller than the 

wavelength. A much larger distance will cause a worse performance of 

the pre-sampling filter because in that case the transducer aperture 

covers less sample distances. 

The previous paragraphs deal only with the spatial sampling within a 

projection. As mentioned in Section 3.6, lt is very difficult to give an 

analytica! description of the effect of the angular sampling. Therefore, 

the effect of the angular sampling will be evaluated by means of 

reconstructions using slmulated projections of an object with various 

angular sampling frequencles. The sample width wlthin the projections is 

the same for all the simulated projections. Figure 9.2 shows the results 

of the reconstructions of the slmulated data for 10, 25, 50, 75, 100 and 

·.:,··· ·. . 

·. '·, 

~,.:: 

Fig. 9. 2) Reconstructed images, obtained from various numbers of 
simulated projections. The images are shown both in a grey 
scale representatlon Oeft) and three-dirnenslonally (right). 
The images have been reconstructed from: a) 10, b) 25, 
c) 50, d) 75, e) 100 and f) 125 projections. 
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125 projections. The reconstruction filter used to obtain these results is 

the same as the one used for the reconstructlon of the real measurements 

presented in the following sections. From Figure 9.2 it can be seen that 

the reconstruction process introduces a conslderable amount of noise when 

a small number of projections is used. Beyond 75 projections, increasing 

the number of projections only yields a marginal improvement. 

In the presented case, where there were 64 samples per projection, 

the condition given by Eq. (3 .6.6) indlcates that, if the number of 

projections is 102 or more, the angular sampling will not influence the 

results of the reconstruction. The results in Figure 9.2 are In agreement 

with this; in fact, these results indlcate that even fewer projections than 

given by Eq. (3 .6.6) will be sufficient for the reconstruction of a reliable 

image. 

9. 2 The track error 

In the description of the measuring software (Section 6.4) lt was 

already mentioned that there exists a so-called "track error". In this 

section the cause of thls error and the way of correcting it will be 

described. 

The measurement of a linear scan is performed by moving the 

transducer carriers along two sets of parallel rails (Sectlon 6 . 1) . 

Figure 9.3 shows a drawing of such a transducer carrier. From this figure 

it can be seen that a small vertical deviation of one of the rails wil! 

result In both a horizontal dlsplacement of the transducer that is about 

6 times larger, and a small deviation of the direction of the sound beam. 

Because of inaccuracies in the rails, the distance between the 

transducers varies about 0.6 mm during a linear scan and the dlrection of 

the sound beam varies about 0.3 degrees. This yields a variation in the 

time-of-flight of about 0.4 µs, a variation in the measured center 

frequency of 0. 7% and a variation in the amplitude of about 3%. 

Figure 9.4a and Figure 9.4c show how this track error occurs in the 

reconstructed image. 

Especially in the time-of-flight measurement, the variations caused 

by the track error can be rather large compared to the variations caused 

by the object between the transducers and therefore a correction is 

needed. To perform this correction the projections are used that are 
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Fig. 9. 3) Schema tic drawing of a transducer carrier (si de view) with some 
essentlal d!mensions. 

measured at the end of each complete scan, without an object between 

the transducers (see Section 6.4). Before performing the reconstruction 

this projection is subtracted from the projections that have been measured 

with the object between the transducers . This subtraction combines the 

correction of the track error with the subtraction needed to obtain 

projection values that are zero for rays outside the object (Section 4.1 ). 

The Figures 9.4a and 9.4b respectively show the reconstructed images of 

a measurement with no object, without and with correction for the track 

error. In the latter image only the measuring noise remains . From these 

images it is obvious that the attenuation slope image obtained from the 

center frequency measurement , which is a statistica! measurement 

(Section 4.2), contains more no!se than the images from the other two 

measurements. The Figures 9.4c and 9.4d respectively show the 

reconstructions of the measurement of a tissue phantom, which is 

described in Section 9.4 (see Figure 9.11 ), without and with correction of 

the track error. From these images !t can be seen that the effect of the 

track error Is the most severe in the t!me-of-flight measurement. 

The reason for measurlng the track error after each complete scan is 
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that hitting a transducer carrier during the installation of an object or 

replacing a transducer may cause a slight bending of the rails which can 

cause changes in the track error. The r isk of bending the rails during 

the removal of the object is very small. 

Fig. 9. 4) Effect of the track error on reconstructed images. 
a) no object, not corrected, b) No object, corrected. 
c) with object, not corrected, d) With object, corrected. 
Top row: sound velocity, middle row: attenuation 
coefficient, bottom row: attenuation slope. 
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9.3 Tissue mlmicklng phantoms 

In order to evaluate the performance of the tomography system, 

objects are needed with a known internal geometry and known acoustical 

properties. These acoustical properties should resemble the acoustlcal 

properties of biologica! tissues because the tomograph is meant to be 

used for the imaging of biologica! tissues. Objects that meet these 

requirements are called tissue mimicking phantoms. This section describes 

the fabrication of the phantoms that were used in testing the tomography 

system. 

The basic material for the phantoms is agar gel. The acoustical 

propertles of this gel are very close to those of water but, by adding 

other materials it can be made to exhibit a wide range of speeds of 

sound and attenuation coefficients (Burlew et al., 1980). 

The sound velocity in the gel can be influenced by adding 

n-propanol, either during the fabrication or afterwards by diffusion. The 

sound velocity in the gel proves to have a linear relationship with the 

concentration of n-propanol. The range of the sound velocities that can 

be achieved with these phantoms is from about 1480 to 1600 m/s. This is 

a useful range because the sound velocîty of most biologica! tissues is 

wlthin thls range (Parry and Chivers, 1979). 

The attenuation propertîes of the phantoms can be lnfluenced by 

adding various concentrations of a powder such as graphite (Burlew et 

al" 1980), ferri-oxide (Fe203) powder or silicon carbide grindîng powder 

(Mesdag, 1985). By adding the powder in various concentrations the 

attenuation coefficlent and lts frequency dependence can also be varied 

throughout the major part of the range of the values appearing in 

biologica! tissues. These ranges are respectively from 0 .6 through 

4.0 dB/cm at 2 MHz and from 0.3 to 2.0 dB cm-• MHz-•. Because graphite powder 

with the desired particle size (about 7 µm) proved to be very difflcult to 

obtaîn, Fe20a and silicon carbide were used. The particle size of the 

silicon carbîde was about 20 µm. The particle size of the Fe20a was not 

well defined. 

The phantoms were made by boiling a mixture of 3% (mass percent) 

dry agar, an amount of Fe20a or silicon carbîde powder and water, for 

about a minute. During boiling the mixture was homogenized using a 

household blender. After bolling the mixture was poured into a 

cylindrical mould and placed in cold water. This cold water served to 
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speed up the congealing process in order to try, as much as possible, to 

prevent the sinking of the suspended powder. The phantoms that have 

been produced have a diameter of 5.0 cm and a height of about 7 cm. 

The phantoms can be given an internal structure by cutting out small 

cyllnders or other shapes with thin walled tubes of var!ous dimensions. 

The holes that arise in this way can be filled with inserts that have 

been cut from phantoms with other acoustical properties. An example of a 

tissue mimicking phantom with such an artificial internal structure is 

shown in Figure 9.5. 

In order to preserve the phantoms they must be kept under water. To 

prevent bacteriological degradation this water must be refreshed regularly 

(at least every week) or alternatively a chemical preservative may be 

used. If a chemica! preservative is used, it should be noted that this 

preservative can influence the acoustical properties of the phantom. 

Because n-propanol has a rather high diffusion rate in agar gel, the 

phantoms containing n-propanol should be kept in a mixture of water and 

n-propanol with a concentration that is the same as the n-propanol 

concentration in the phantom. In this case the n-propanol acts as a 

preservative. If the phantoms are treated properly, they can be used for 

a very long period. Some of the older experimental phantoms proved to be 

usable for well over a year. 

Fig.9.S) Photograph of a Fe203 phantom with several holes, an insert 
of agar gel with silicon carbide (1) and an insert of agar gel 
without a powder (2). 
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9.4 Measurements on the tissue phantoms 

In this sectlon the results of some measurements will be presented 

that have been performed on the tissue mimicking phantoms described in 

the previous section. 

For the determination of the values of the sound velocity 

(Section 4 . 1) and of the attenuation coefficient (section 4 .2) it was 

assumed that the sound velocity in water is 1480 m/s and from the signa! 

received with only water between the transducers it was determined that 

Ot is about 2 .5 µs, so that in Eq. (4.2.14) o = 0 .4 MHz (= l/oi). All 

measurements presented in thls section have been performed with a 

non-focussed single element transmitting transducer with a diameter of 

10 mm and a non-focussed single element receiving transducer wlth a 

diameter of 5 mm. Each measurement was performed with 102 projections 

and 64 samples per projection. The reconstructlon filter was the same for 

all measurements and equal to the one used to obtain the images from 

the simulated data (Ffgure 9 .2). 

Ten phantoms were available with the following compositions: Three 

contained Fe20a in the respective concentrations of 2. 7%, 5.3\ and 8.0t, 

three phantoms contained silicon carbide in concentrations of 2.0\, 4.0\ 

and 6.0\ and four phantoms contained no powder. Three of these four 

phantoms were diffused with n-propanol in the respective concentrations 

of 2.0%, 4.0\ and 6.0%. The concentrations given here and in the rest of 

thls section are all represented in mass percentages. 

Before cutting internal structures in the phantoms, they were 

measured first to check the homogeneity in the reconstructed images and 

to determine the values of the sound velocity, the attenuation coefficient 

and the attenuation slope in the ten available materlal compositions. 

These values will be used as reference values for the measurements of 

the phantoms wlth an internal structure. The results of these 

measurements showed sllght inhomogeneities in the phantoms containing 

powder , especially in the 5.3\ Fe2û3 phantom and the 4 .0\ silicon 

carbide phantom. Futhermore, it showed that the addition of a powder to 

the agar gel caused a slight decrease of the sound velocity. This 

decrease was largest in the phantoms with Fe2û3. The thirty images 

resulting from these measurements will not be presented here. The mean 

values of the sound velocity, the attenuation coefficlent and the 

attenuation slope in the t en homogeneous phantoms are given In 
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Table 9.1, together with the range of each value wlthln the phantom in 

whlch it was measured. The mean values glven in Table 9.1 have not 

been calculated exactly, they have been estimated from the values in the 

center of the phantoms a.rtd the hlstograms of the grey levels of the 

images. 

From Table 9.1 it can be seen that, especially the \'alues of the 

attenuation coefflcient and attenuation slope show large variations i:"rom 

the images it can be observed that these variations occur mainly on or 

near to the edges of the phantom. This might be caused partially by 

inhomogeneities in the phantom resulting from the fact that the 

congealing of the phantoms always started at the edges, giving the 

powder in the center of the phantom more time to sink. If this is the 

cause of the inhomogeneities, they should also be visible in the sound 

velocity images because the concentration of powder also influences the 

local sound velocity. However, the inhomogeneities could b,arely be found 

in the velocity images, which leads to the suggestion that the 

inhomogenei ties may not be as large as shown in the images of the 

attenuation coefficient and the attenuation slope. Therefore it must be 

assumed that the deviations along the edges of the phantoms in these 

images are caused for a considerable part by other effects. Based on the 

fact that the devlations are hardly visible in the sound velocity Images 

phantom c in m s-• a in dB cm-• da/dGJ in dB cm-• MHz-• 
material range range range 
(agar +) mean min. max. mean min. max. mean min. 

---- 1486 1485 1486 0.0 -0.1 0.4 0.0 -0.l 

2.7% F 1483 1482 1483 1.0 0.9 1.1 0.4 0.3 
5.3% F 1479 1477 1479 1.8 1. 7 2.0 0.6 0.5 
8.0% F 1473 1472 1475 2.9 2.6 3.3 0.9 0.7 

2.0% s 1487 1485 1487 1.1 1.0 1.6 0.2 0.1 
4.0% s 1485 1484 1486 2.3 2.2 3.1 0.6 0.3 
6.0% s 1483 1483 1484 3.6 3.4 4.5 0.5 0.3 

2.0% p 1497 1496 1499 -0.1 -0.5 2.4 -0.1 -1.0 
4.0% p 1507 1506 1511 -0.3 -1.9 6.3 -0.3 -4.0 
6.0% P* 1522 1515 1522 -0.5 -1.2 5.7 -0.5 -1.0 

•)These resutta needed correctton for the lnterference errors. 

Tab.9.1) Values of the measured physical quantitles in the ten 
homogenous phantoms. c is the sound velocity, a is the 
attenuation coefficient and da/ dGJ is the attenuatlon slope. 
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and also that the deviations are the largest in the phantoms containing 

n-propanol, it can be concluded that the most important of these effects 

will be the interference (including phase cancellation), although, 

especially in the amplitude measurements, reflection and refraction 

effects rnay also have some int'luence. The presence of intert'erence is 

sometimes indicated by "streaks" in the images (see for example 

Figure 9.11) or, in an earlier stage, by observing the received signa! 

with an oscilloscope. Intert'erence causes obvious changes in the shape of 

the received signal. It showed that interference (and eventually 

reflection and dift'raction) can cause an amplitude or a center frequency 

that is higher than the values measured in water, which means that 

negative values can be observed t'or the attenuation and the attenuation 

slope (Tab Ie 9 .1). 

The Figures 9.6 to 9.11 show results of measurements using phantoms 

with various internal structures. Each result is presented in four images 

and a table . The four images are: the distribution of the local sound 

velocity, the distribution of the local attenuation coefficient, the 

distribution of the local attenuation slope and a drawing of the internal 

geometry of the phantom. All four images have the same geometrical scale 

which is indicated in the drawing of the geometry. In all images the grey 

scale is such that the smallest value of the represented quantity within 

the image as white and the largest value as black. Each set of four 

images is accompanied by a table in which the composition of the 

phantom and the various structures within the phantom are given, 

together with the reconstructed values of the three physical quantitles in 

the center of each structure. In the majority of cases this value proved 

to be a local extreme. Of all cylindrical structures the diameter is also 

given. 

In the column "material" of the tables, "agar" indicates agar gel 

without powder or n-propanol, "water" indicates that the concerning 

structure has no insert and in the other cases the material added to the 

agar gel is given, with its concentration. In the following, c is the sound 

velocity, a is the attenuation coefficient, and da/ d(;) is the attenuation 

slope. For easy reference the values of Table 9.1 are also included in the 

tables accompanying Figures 9.6 to 9.11. 

The values of the physical quantities are only given if the structure 

is recognizable in the related image; unrecognizable structures are 

indicated with an "x" (Figure 9.10 and 9.11). In some cases the structures 
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were recognizable when the image was represented on the screen, 

whereas they are barely recognizable in the image as 1t is presented 

here. In these cases the value of the related physical quantity is given 

in brackets (Figure 9.6, 9.8, 9.9 and 9.11). The values of the physlcal 

quantities that are given for the bulk material are determined as far 

away as possible from the edges of the phantom and the internal 

structures. When the values in the bulk showed variations, a mean value 

was estimated from a small area. 

The structures in the phantoms serve to evaluate the perceptibility 

of various insert materials in various background (or bulk) materials. 

When structures have an additional purpose, this wil! be explained in the 

descriptions of the phantoms. 

Following the dlscussion of the individual results of each phantom, 

some genera! remarks wil! be made that apply to all the measurements on 

phantoms, in cl uding those that are not presented here. 

Figure 9.6 shows the results of the measurement of a phantom that 

served to investigate whether the position of a structure within the 

phantom has any influence on its reproduction in the reconstructed image 

and to see if the sound velocities in smaller structures are reconstructed 

yielding correct values . From these results it can be concluded that the 

position of the structure has no influence on the reconstructed values as 

long as the structure is not very close to the edge of the phantom. The 

small structures with the different n-propanol concentrations show an 

increasing value of c with increasing concentration but the structures, 

especially those with the highest concentrations, show much lower values 

than the values given in Table 9 .1. It shows that, although it is the 

same phantom, the value of c in the bulk differs from the value in 

Table 9.1. The possible causes of this difference wil! be discussed later 

in this section. The values of da/dGJ in the bulk materlal and the insert 

with 8.0\ Fe203 and the value of a in the bulk material show a good 

agreement with the reference values in Table 9.1. The deviations of the 

values a and da/ dGJ in ·the inserts are due to interference and will also 

be discussed later in this section. 

The phantom of Figure 9. 7 served to investigate the relation between 

the diameter of the structure and the reconstructed value in that 

structure. The phantom was given two sets of four inserts, each set 

consisting of the same material but with lncreasing diameters. The small 
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struct. si ze material c in m s-• 
no. in (agar 

mm gel +) ref. 

bulk 50 6.0\S 1492 1483 
1 4 6.0\P 1501 1522 
2 4 4.0\P 1498 1507 
3 4 2.0\P 1495 1497 
4 6 8.0\F 1487 1473 
5 3 water (1491) 1480 
6 3 water (1491) 1480 
7 3 water (1491) 1480 
8 3 water (1488) 1480 

@ 

a in dB cm-• 

ref. 

3.6 3.6 
5.7 -0.5 
4.3 -0.3 
2.7 -0.l 
0.5 2.9 
1.9 0.0 
1.8 0.0 
1.9 0.0 
2.4 0.0 

40 B 
7 0 

6 0 
5 0 
0 

b 

da/dtJ in 
~ 

cm MHz ref. 

0.5 0.5 
-0.5 -0.5 
-0.3 -0.3 
0.1 -0.1 
0.9 0.9 
0.2 0.0 
0.1 o.o 
0.2 0.0 
0.2 0.0 

Fig. 9. 6) Reconstructed images of a phantom of agar gel with 
6.0 % silicon carbide and geometry d). 
a) Sound velocity, b) attenuation coefficient 
and c) attenuation slope. 
F = Fe203, S = silicon carbide, P = n-propanol. 
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struct. si ze material c in m s-• a in dB cm-• da/d6J in 
no. in (agar .....@_____ 

mm gel +) ref. ref. cm MHz ref. 

bulk 50 agar 1487 1486 0.3 0.0 0.4 0.0 
1 3 8.0\F 1483 1473 -0 . 7 2.9 0.9 0.9 
2 4 8.0\F 1481 1473 -1.2 2.9 0.4 0.9 
3 6 8.0\F 1476 1473 -0.8 2.9 1.5 0.9 
4 8 8.0\F 1476 1473 -0.7 2.9 1.8 0.9 
5 3 4.0\P 1490 1507 1.3 -0.3 -0.4 -0.3 
6 4 4.0%P 1491 1507 1.6 -0.3 -0.6 -0.3 
7 6 4.0\P 1499 1507 2.1 -0.3 -0.9 -0.3 
8 8 4.0%P . 1501 1507 2.1 -0.3 -1.6 -0.3 

Fig.9. 7) Reconstructed images of a phantom of agar gel without 
addltional material and geometry d). 
a) Sound veloclty, b) attenuation coefficient 
and c) attenuation slope. 
F = Fe203, S = silicon carbide, P = n-propanol. 
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notch in the edge of the phantom serves only as a reference for the 

geometry. It shows that for both sets of inserts the value of c is closer 

to the reference value in Table 9.1 for a larger diameter of the structure 

and closer to the value in the bulk for a smaller structure. This is in 

agreement with the assumption that the measuring process has the effect 

of a low-pass filter (the smoothing that is found in the images is much 

more than the smoothing caused by the reconstruction filter). 

Figure 9.8 shows a phantom that contained three inserts of equal 

dimensions hut with different Fe20a concentrations. It also contains a 

non-cylindrical structure. This structure was used because it was 

suspected that non-cyl!ndrical structures might give problems for bath 

the measurement and the reconstruction. The results show that this is 

not the case. The three inserts with Fe20a show a decreasing sound 

velocity and an increasing attenuation slope with increasing Fe20a 

concentration. This is in agreement with the results obtained with the 

homogeneous phantoms but because of the two dimensional low-pass 

character of the measuring and reconstruction process · all sound velocity 

values are toa high and all attenuation slope values are toa low. 

The phantoms presented up to now, all have structures cut in a 

direction normal to the plane of the cross-section . In practical 

applications of the system this wil!, in genera!, not be the case. 

Therefore, a phantom was measured with a cylindrical structure cut at an 

angle of about 40 degrees with the measuring plane (Figure 9. l 2a). The 

results of this measurement are presented in Figure 9.9. This figure 

shows that the shape and the value of c of the cross-section of the 

oblique structure are represented correctly. The values of the three 

physical quantities in the bulk are in reasonable agreement with the 

reference values of Table 9.1. 

The phantom of Figure 9.10 has a notch in the edge with the same 

shape as the one in the phantom of Figure 9.8, hut here it has been cut 

at an angle of about 55 degrees with the scan plane (Figure 9.12b) to 

investigate the effect of a non-cylindrical structure not normal to the 

plane of the cross-section. Furthermore one insert was given a 4.0% 

n-propanol concentration in addition to a 8.0\ Fe20a concentration. The 

results show that one edge of the oblique, non-cylindrical structure is 

not very clear in the images of a and da/ dtJ. This may be due to the 

angle between the scan plane and the structure but, because the other 

edge of the structure, that has the same angle with the scan plane, is 
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struct. si ze material c in m s-• a in dB cm-• da/di,J 
no. in (agar __M__ 

mm gel +) ref. ref. cm MHz 

bulk 50 2.0\S 1494 1487 1.1 1.1 0.2 
1 water 1480 1480 -0.8 0 . 0 -0.2 
2 3 water 1489 1480 -0.6 0.0 -1.1 
3 6 2.0\P 1499 1497 1. 7 -0.l -0.6 
4 6 6.0%S 1488 1483 1.2 3.1 1.5 
5 6 8.0\F 1482 1473 -1.3 2.9 1. 7 
6 6 5.3%F 1488 1479 -0.2 1. 8 1.1 
7 6 2.7%F (1495) 1483 0.1 1.0 (0.3) 

Fig.9.8) Reconstructed images of a phantom of agar gel with 
2.0% silicon carbide and geometry d). 
al Sound velocity, b) attenuation coefficient 
and c) attenuation slope. 
F = Fe203, S = silicon carbide, P = n-propanol. 
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struct. si ze material c in m s-• a in dB cm-• da/d6J 
no. in (agar dB 

mm gel +) ref. ref. cm MHz 

bulk 50 8.0\F 1476 1473 2.8 2.9 0.9 
1 8 4.0\P 1507 1507 1.2 - 0.3 -2.1 
2 3 water (1478) 1480 (3 .1) 0.0 (1.2) 
3 6 6.0\S 1480 1483 4.9 3.6 1.1 

Fig. 9. 9) Reconstructed images of a phantom of agar gel with 
8.0% Fe203 and geometry d) . 
a) Sound velocity, b) attenuation coefficient 
and c) attenuation slope. 
F = Fe203, S = silicon ca rbide, P = n-propanol. 
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clearly visible, it Is more likely that the blurring of the edge is caused 

by the presence of the cylindrlcal structure that is very close to the 

edge of the non-cyllndrical one. According to Burlew et al. (1980) the 

attenuation properties in the insert wlth 8 .0% Fe203 and 4.0% n-propanol 

(no.5) should be approxlmately the same as in the 8.0% Fe2Q3 insert 

without n-propanol (no.7). Although the values of a of these two 

structures should be the same, they show large differences that cannot be 

explained merely by the difference in si ze of the two structures. The 

structure shows an increase of the local sound velocity compared to the 

structure containlng only 8.0% Fe203, but it is not as large as expected. 

The values of the three physical quantities in the bulk correspond to the 

reference values. 

Figure 9.11 shows the measurement of a phantom with large oblique 

Interfaces. The bulk of this phantom consists of a cylindrical 4% silicon 

carbide phantom that has been cut diagonally in two halves. The angle 

between the oblique interfaces and the scan plane that is created in this 

way is about 45 degrees (Figure 9 .12c) . The images obtained from this 

phantom before it had been given an internal structure have already 

been shown in Figure 9.4, where they were used to demonstrate the 

effect of the track error. The values of the physical quantities in the 

two parts without internal structures proved to be in good agreement 

with the reference values. For the measurement shown In Figure 9.11 one 

of the parts was diffused with 4.0% n-propanol and the phantom was 

given an internal structure to see if the obllque interfaces have any 

influence on the representation of these structures. The values of c and 

a in the part of the bulk without n-propanol are within the ranges 

indicated in Table 9.1. The vaiue of c in the part of the bulk with 

n-propanol is about 19 m/s higher than the value in the part without 

n-propanol. This corresponds to the difference In the values of c of the 

phantom of pure agar gel and the phantom with 4.0% n-propanol as given 

in Table 9.1. The values of c and da/ dGJ in the insert with both 

8.0% Fez03 and 4.0% n-propanol prove to be very close to the values for 

the same insert in the ïneasurement of Figure 9.10. In the images it can 

be seen that the rather long and straight velocity contrasts introduce 

interference errors that are visible as "streaks". 
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struct. si ze material c in m s-• a in dB cm_, da/dGJ in 
no. in {agar ~ 

mm gel +l ref. ref. cm MHz ref. 

bulk 50 2.0%P 1498 1497 0.0 -0.1 -0.3 -0.1 
1 3 6.0%S 1495 1483 0.0 3.6 x 0.5 
2 3 water 1492 1480 -0.1 0.0 -1.1 o.o 
3 3 water 1492 1480 -0.1 0.0 -0.9 0.0 
4 4 2.0%S 1494 1487 -0.1 1.1 x 0.2 
5 6 8.0%F 

+4.0%P 1489 1. 7 1.6 
6 water 1478 1480 0.0 0.0 0.2 0.0 
7 8 8.0%F 1475 1473 -0.1 2.9 1.9 0.9 

Fig. 9 .10) Reconstructed images of a phantom of agar gel with 
2.0% n-propanol and geometry d) . 
a) Sound veloclty, b) attenuation coefficlent 
and c) attenuation slope. 
F = Fe20a, S = silicon carbide, P = n -propanol. 
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struct. si ze material c in m s-• a in dB cm-• da/dGJ in 
no . in (agar _AL 

mm gel +) ref. ref. cm MHz ref. 

bulk 50 4.0%S 1485 1485 2.8 2.3 0.0 0.6 
1 3 water 1487 1480 -3.5 0 . 0 x 0 . 0 
2 6 water 1497 1480 -1.3 0.0 x 0.0 
3 6 8.0\F 

+4.0!lsP (1487) (2 .0) x 
4 6 6.0%S 

+4.0%P 1493 5.2 x 
5 6 4.0!lsP 1500 1507 4.3 -0.3 x -0.3 
6 bulk 

+4.0%P 1504 1.6 -0.2 

Fig. 9 .11) Reconstructed images of a phan torn of agar gel wi th 
4.0% silicon carblde and geometry d). 
a) Sound velocity, b) attenuation coefflclent 
and c) attenuation slope. 
F = Fe203, S =silicon carbide, P = n-propanol. 
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Fig.9.12) Side views of the phantoms of a) Figure 9.9, b) Figure 9.10 
and c) Figure 9.11. 

Concluding this section some general remarks will be made that apply 

to all the measurements that have been performed on phantoms, including 

those not dlscussed here. In all measurements the values of a and da/ dw 

show large devlations in the neighborhood of velocity contrasts. Thls 

effect, which is caused by interference, causes small structures to exhibit 

erroneous values of these two quantities. The fact that, in the majority 

of cases , the values of a and da/ dGJ do not show any agreement with the 

values of Table 9 .1, indicates that, for the moment, interference can be 

considered to be the main problem. From the images of the homogeneous 

phantoms (not shown here) it could be observed that the width of the 

region in which the effects of interference are noticeable is generally 

about 1 cm. This means that a structure needs to be at least 2 cm in 

diameter to yield a correct value of a and da/ dGJ in the reconstructed 

images. The results of the phantom measurements indicate that reliable 

qualitative images of the geometry of the dlstributions of the physical 

quantities in the scan plane can be obtained but that reliable 

quantitative imaging is only possible for large structures ( >2 cm). This 

implies that the possibilities of using the system for tissue 

characterization are limited. 

Observation of the ima ges of all measurements leads to the 

conclusion that there is at least a qualitative relationship between the 

contrast in the image of the sound velocity and the contrast in the 

images of the attenuatlon coefficient. A structure with a sound velocity 

that is higher than in the surroundings (darker in the velocity image ) 
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yields a dark structure surrounded by a light halo in the images of a, 

whereas a structure with a lower sound velocity yields a light structure 

with a dark halo . Up to now it has not been possible to observe a 

quantitative relationship between the velocity contrast and the resulting 

deviation in the value of the attenuation coefficient. If such a 

quantitative relationship can be found, it can be used to correct the 

values in the image of the attenuation coefflcient. For the contrast in 

the attenuation slope Images none other than a topographical relationship 

has been found with the contrast in the sound velocity image. Although 

the measured values of the attenuatlon coefficient and the attenuation 

slope are aften entirely wrong, the topographical information -in these 

images is still correct. They generally give a clear representation of the 

geometry of the internal structure of the phantoms. 

There is no obvious explanation for the deviations of the value of c 

as observed in the bulk material of the phantoms as compared to the 

reference values. Since the phantoms used in the measurements of the 

values of Table 9.1 and the ones used in the measurements of Figure 9.6 

to 9.11 are the same, the values in the bulk materials were not expected 

to differ from the reference values. For a phantom with many inserts this 

may be caused by the low-pass character of the measurement and 

reconstruction process, but because the deviations also occur in 

phantoms with more space between the inserts there has to be another 

explanation. 

lt is not likely that the deviations of the sound velocity are caused 

by a change of the acoustical properties of the phantoms in the course of 

time because no relationship is found between the magnitude of the 

deviations and the age of the phantom. 

As stated previously, the sound velocity in the water surrounding the 

phantoms is always assumed to be 1480 m/s and the values in the 

reconstructed image are values relative to the value in the surrounding 

water (Section 4.1) . Therefore it is also possible that the deviations in 

the value of c are caused by a deviation of the sound velocity in the 

surroundlng water. 

There seem to be two possible explanations for the observed 

deviations of the value of c. The first is the fact that the water tank 

has no temperature regulatlon. Because the temperature dependence of 

the sound velocity in water and in agar gel are different, temperature 

variations may cause deviations in the measured sound veloci ty values . 
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The temperature dependence of the sound velocity in water is 2.4 m s-1 ·c-• 
(Weast, 1981 ), whereas in agar gel it is 1. 7 m s-• ·c-1 (Burlew et al., 1980). 

The second explanation is that the sound velocity in the water 

varies in time, even when the temperature is constant. The exposure of 

the water to open air and repeated insertlon and removal of objects 

pollutes the water. This may affect the acoustical properties of the 

water. In that case the refreshing of the water will yield a change of 

the sound velocity in the surroundings of the measured phantoms, which 

affects the values in the reconstructed images. 

Based on the data that is avallable at this time it is not possible to 

determine which of these effects (or perhaps both) is the most probable 

cause of the deviations in the sound velocity. 

9.5 Measurements on biologica! tissues 

In this section the results will be presented of the first attempts to 

perform in vivo measurements on biologica! tissues. These measurements 

served only to gain an impression of the applicability of the ultrasound 

transmission tomography system for in vivo measurements . The results 

presented in this section have been measured with the same measuring 

conflguration as used in the measurements of the phantoms. 

As expected, it proved that, from an ergonomical point of view, the 

experimental set-up as it is at present is not suitable for in vivo 

measurements. The persons who volunteered for the measurements of an 

arm or a leg had to remain in one position for half an hour or even 

longer without moving. Although the healthy subjects proved to be 

capable of this, the effort required would probably be too much for most 

patients. 

Figure 9.13 shows the images obtained from the measurement of an 

arm of a 28 year old male, the leg of a 36 year old male and the breast 

of a 21 year old female . Especially the measurement of the breast proved 

to be very hard to perform with the present system. Except for the face, 

the subject had to be immersed in water completely and the scanning 

equipment had to be placed over her in such a way that the transducers 

could move freely around one breast . This proved to be a cumbersome 

procedure, both for the subject and the investigator. 

The results presented in Figure 9 .13 show once again that 
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Fig. 9 .13) Reconstructed images of the measurements of biologica! 
materials in vivo. a) Arm of a 28 year old male, b) leg of 
a 36 year old male and c) breast of a 21 year old female. 
Top row: sound velocity, middle row: attenuation 
coefficient, bottom row: attenuation slope. 

interference is the most important source of errors. The images are 

obtained after a manual correction of the obvious interference errors in 

the projections . 

Because the measurements are very prellminary, no extensive 

dlscussion of the results will be given, only a few remarks will be made. 

It will be obvious that the images of the sound velocity and the 

attenuation slope of the arm and the leg are severely distorted and do 

not show much of the internal structure. The images of the attenuation 
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coefficient are less distorted and in those images the bones are clearly 

visible. In the image of the leg the triangular shape of the tibia is 

obvious and even the relatively small fibula is clearly visible. 

The measurement of the breast showed less interference but it is 

still hard to recognize the internal structure in the reconstructed images. 

The light regions in the image of the sound velocity indicate a sound 

velocity that is lower than in water which suggests the presence of fat 

{Parry and Chivers, 1979). Because of the limited possibilitles of 

positioning the subject and the scanning equipment, it proved impossible 

to measure a plane parallel to the rib cage and it was also not possible 

to determine the exact position of the scan plane within the breast. 

Because of this and because of the limited anatomical knowledge of the 

author no attempts wlll be made to give any further interpretation of the 

results. 

With an earller version of the tomography system, which was only 

capable of producing sound velocity images, some measurements have been 

performed on biologica! materials ln vitro {for example an excised pig 

heart). It showed that these measurements yielded images that gave a 

good representatlon of the geometry of the internal structure of the 

objects. The results of these measurements are described by Stapper and 

Sollie (1985) and will not be discussed here because of the Jack of 

quantitative information and because only one of the three possible 

physical quantitles is represented in those images. 

9. 6 Effects of focussing 

In this section some brief remarks will be made on the effects of 

using a focussed transducer in the tomography system. In Section 7 .2 the 

design of an annular array transducer has been described. In that section 

it was shown that this annular array yields a sound beam that is, at 

least In part of the beam, much narrower than the beam of a single 

element transducer. To see if this narrower beam also yields a higher 

resolution in a tomographic measurement the annular array has been used 

to perform some measurements on phantoms. 

The results of the measurements with the annular array indicate that 

focussing can, in some cases, improve the resolution. It also showed that 

the regions in which interference errors occur are in general smaller than 
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in measurements with a single element transducer, but interference seems 

to occur more aften and the errors are much larger than in measurements 

with a non-focussed single element transducer. Because of this the 

measurements of the attenuation coefficient and the attenuation slope 

with the focussed transducer yield very unrel!able results. The magnitude 

of the interference errors in these two kinds of measurements made it 

impossible to reconstruct useful images from the measured data. 

In Figure 9.14 two images are shown, obtained using the same 

phantom. One of them has been measured with a non-focussed single 

element transducer, the other has been measured with the annular array 

that was focussed at approximately 75 mm from the transducer surface. 

From the images it can be seen that focussing does improve the 

resolution in the measurement of this phantom. The phantom, however, 

had very low velocity contrasts, which minimized the interference. 

As the improvement of the resolution occurs only in some very 

special cases and because the measurement of the attenuation coefficient 

and the attenuation slope proved to be very difficult with the focussed 

transducer, the measurements presented in this thesis have all been 

measured using a non-focussed single element transducer. 

The use of focussed transducers has not yet been investigated any 

further; this would require a separate study. A possible cause for the 

problems described in this section may be the fact that the length of the 

focal zone in the experiments was smaller than the diameter of the 

phantoms, so, during the measurement there is always a part of the 

object outside the focal zone. To investigate whether a langer focal zone 

yields better results, it would be necessary to use an annular array with 

a larger aperture and a larger distance between the transducers would be 

needed. This implies rather drastic changes to the tomography system. 
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structure si ze c in m/s c in m/s 
no. in mm with focus without focus 

bulk 50 1496 1503 
1 3 1488 1496 
2 4 1484 1491 
3 6 1482 1488 
4 8 1481 1482 
5 10 1481 1481 

Fig. 9 .14) Images of the loc al sound velocity in a phantom. 
a) Measured with an annular array with its focus at 75 mm, 
b) measured with a non-focussed single element transducer, 
c) geometry of the phantom. 
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CHAPTER 10: 

Discussion 

In the preceding chapters the technical realization of a low-cost 

ultrasound transmission tomography imaging system has been described. It 

was shown that it is indeed possible to build an imaging system using a 

standard personal computer and readily available electronic components, 

which Is capable of producing geometrically correct images of a cross­

section of an object. However, it was also shown that values of the 

physlcal quantities in the reconstructed images show rather large 

deviations and that the scanning equipment of the system, as it is at 

present, is not yet sultable for clinical use . 

This final chapter gives a genera! discussion of the results obtained 

up till now and the possibilities of clinical application of the ultrasound 

transmission tomography system. 

Firstly, in the Sections 10.1 to 10.5, a number of potential error 

sources will be discussed. As far as possible, the importance of each of 

these error sources will be evaluated and the possibilities for the 

prevention or correction of the related errors wil! be presented. Then, in 

Sectlon 10.6, a number of recommendations will be given for further 

development of the ultrasound transmlssion tomography system and in 

Section 10. 7 some remarks will be made on the clinical applicability of 

the system. Finally, In Section 10.8, a genera! conclusion wil! be 

presented. 

10.1 The reconstruction process 

In thls section, the errors introduced by the discrete image 

reconstruction process wil! briefly be discussed. 

As indicated in Chapter 3, all elernents of the reconstruction process 

have their own influence on the accuracy of the resulting image, but 

they are also influenced by each other's errors and by the errors of the 

measuring process . Therefore, analytica! approaches for estimating the 
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accuracy of a reconstructed image are only possible in certain trivial 

cases (Farrell, 1978), but, in genera!, it is impossible to give a 

quantitative expression for this accuracy. A study of the more 

complicated cases can be performed by means of simulation. Because the 

errors introduced by the reconstruction process are very small compared 

to some of the errors dicussed later in this chapter, no extensive study 

has been performed to assess the exact behaviour of these reconstruction 

errors. 

A quantltave study of the accuracy of the discrete filtered back­

projection has been performed by Farrell (1978) and by Rowland (1979) . In 

Farrell's study, a configuration for ultrasound transmission tomography 

was simulated, which was similar to the configuration described in this 

thesis. The results presented by Farrell show that, as far as the 

reconstruction errors are concerned, the relative rms error in the images 

presented in this thesis is less than 2 \. These results also confirm the 

observation that fewer projections can be used than indicated by 

Eq. (3 .6.6), without causing any significant decrease in the accuracy. In 

the case of 64 samples per projection, it is, in genera!, sufflccient to use 

about 60 projections . 

The study presented by Rowland (1979) contains a comparison of 

various discrete reconstruction methods. The results of that study 

indicate that, of the examined methods, the filtered back-projection is 

the most sultable one for computer implementation. Furthermore it was 

shown that linear interpolation (Eq . (3.6.4)) had the most favourable 

performance of the examined interpolation techniques and that the 

trapezoidai rule yielded optima! results in the discrete evaluation of the 

back-projection integral (Eqs. (3 .5.7) and (3 .6.1)). Rowland does , however, 

not exclude the possibility that better techniques for performing the 

discrete inverse Radon-transform will be developed. For application in 

the tomography system described in this thesis, such a development will , 

as yet, only be useful when a faster and simpler method than the filtered 

back-projection is found . 

10.2 Noise 

To evaluate the noise introduced by the measuring hardware, 

regis trations of the three measuring quantltles have been made, both 
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with and without moving the transducers. This proved that moving the 

transducers !ntroduced a considerable increase in the noise (a factor four 

or more), probably caused by mechanica! vibrations and the stirring of 

the water. So, in order to reduce the noise, it would be advisable to 

improve the scanning equipment rather than improving the measuring 

electron!cs. 

Because the actual measurements are performed w!th moving 

transducers, on!y the noise as it was determined with mov!ng transducers 

wil! be gi ven here. The noise in the projections has already been 

discussed in Sect!on 8.3. In the reconstructed Images this leads to a 

noise level of ± 0.5 m/s in the image of the sound velocity, ± 0.01 dB/cm in 

the image of the attenuat!on coefficient and ± 0.1 dB cm-• MHz-• in the image 

of the attenuation slope. Typical values of these quantities are 

respective!y about 1500 m/s, 2 dB/ cm and 1 dB cm-• MHz-•. It will be obvious 

that the relative error in the sound velocity is the smal!est and the 

relative error in the attenuation slope is the largest. 

To obtain the values gi ven above, 102 projections we re used for the 

reconstruction which means that the noise introduced by the 

reconstruct!on process is negligible (see Section 3.6 and Section 9.1). 

The noise values given here and in Section 8 .3 have been determined 

after the power of the measuring electronlcs had been switched on for 

more than an hour. The noise proved to be larger when it was determined 

shortly after switching on the system. 

10.3 Temperature infiuences 

Another possible error source is the temperature dependence of the 

sound velocity in water. When the exact distance between the transducers 

was well-deflned and known and the deiay In the measuring electronics 

was aiso known, the sound velocity in water could be determined from 

the time-of-flight values measured in water. However, in the tomography 

system this distance is not well-deflned because of the track error, the 

very practical but not reproducibie way of mounting the transducers and 

the fact that it is not known which planes should be taken for the exact 

transducer posit!ons . To determine the sound veloclty in the water, two 

measurements of the time-of-flight would be necessary, with two 

different transducer distances. When the exact difference between these 
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two distances is known, the sound veloclty can be determlned accurately 

from the difference in the measured time-of-flight values. By using this 

differential measurement the effects of the electronic delay and the 

uncertainty in the transducer positions can be elimlnated. Because this 

time consuming procedure would have to be repeated with each 

measurement and because there seemed to be no reason for large 

variations to occur in the sound ve!ocity of the water, this differential 

measurement has not been used and the sound velocity in the water is 

assumed to have the constant value of 1480 m/ s (Wells, 1987). This value 

is added to the relative velocity values that are the result of the 

reconstruction (Section 4.1 ). 

The water tank and the tissue phantoms are kept in the same room, 

so they can be assumed to have the same (room) temperature, except 

shortly after refreshing the water. Because the temperature dependencies 

of the sound velocity in water and in agar gel are respectively 

2.4 m s-• •c-• and 1.7 m s-• ·c-• (Section 9.4), the values in the measurements 

of phantoms wil! change with the temperature by -0.7 m/s per ·c. The 

attenuation properties of water and the phantom material show a 

negligible dependence on the temperature (Burlew et al., 1980). 

When measurements are performed on biologica! materials in vivo, the 

temperature within the measured object will be approximately constant. 

This means that, in this case, for an increase of the water temperature 

of 1 ·c. the values in the reconstructed image will decrease by the full 

2.4 m/s. 

In order to prevent the error caused by temperature changes there 

are two possibllities. The first is to use a temperature reguiation for the 

water in which the · measurement is performed. The second is to change 

the scanning gear and the mounting of the transducers in such a way 

that no track error occurs and the distance between the transducers is 

fixed. With a fixed transducer distance it would only once be necessary 

to perform the differential measurement of the sound velocity in water 

and to determine the delay in the electronics, because the exact 

transducer distance cari then be determined from these values and the 

time-of-flight measured with that transducer distance . This would 

eliminate the need for assuming a sound velocity in water or of 

repeatedly performing the differential measurement. Such a construction 

with a fixed transducer distance may also help to reduce the noise 

caused by the moving of the transducers. 
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10.4 The beam wldth 

As mentioned in Section 9.1, the aperture of the receiving transducer 

is at least four times larger than the sample dlstance. This transducer 

aperture therefore acts as a spatlal low-pass filter which is used as a 

pre-sampling filter (Section 9.1). This low-pass character of the 

measuring process introduces errors in the values in the reconstructed 

distrlbutions especially for structures smaller in size than the width of 

the sound beam. Furthermore .the sharp contrasts in the measured physical 

quantities are smoothed out. The magnitude of the errors introduced by 

this filtering effect depends both on the size of the structure and its 

contrast with the surrounding medium. The reconstruction process also has 

a low-pass filtering effect, but the bandwldth of this filter is much 

larger than the bandwldth of the pre-sampling filter, so the filter caused 

by the measuring process wilt have a much more important influence. 

The low-pass character of the measurlng process can be considered as 

a convolution of the actual projections with some filter function that 

describes the measuring process and which depends on the size and the 

shape of the transducer . If a suitable approximation of this filter 

function can be found, it is possible to correct the errors introduced by 

the low-pass effect of the measurement by a deconvolution of the 

measured projections with this filter function. It is, however, doubtful, 

whether this deconvolution will indeed yield an improvement of the image 

because it will compensate for the effect of the pre-sampling filter of 

the measurlng process and will enhance the noise in the projectlons. 

Furthermore this deconvolution is expected to be rather complicated 

because the filter functlon of the measuring process will not only depend 

on the receiving transducer, but also on the dlstance to that transducer 

and the shape of the transmitted sound beam (Farrell, 1981) . 

10.5 Anisotropy 

In the descrlption of the measurement prlnciples (Chapter 4) it was 

assumed that the measured structures were lsotropic , so that the 

conditlons for reconstructlbillty as given in Section 3. 7 were satisfied. In 
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the case of the measurements on the phantoms this assumption Is 

justified, the phantom material is completely lsotropic. In measurements 

on biologica! materials, however, this is not always the case. For example 

muscles, with a structure of mainly parallel fibers, and bones, show clear 

anisotropic properties, both for the sound velocity and for the attenuation 

properties (Parry and Chlvers, 1979). 

Because it proved not to be possible to find a phantom material with 

a well-defined, known anisotropy, the effects of anisotropy could not be 

studied. An extenslve study of the effects of anisotropy on the results of 

tomographic measurements is described by Brandenburger et al. (1981). 

From simulation and measurements on dog hearts in vitro they found that 

anisotropy dld yield errors in the values of the reconstructed quantity 

but that the geometrlcal information was not affected. The magnitude of 

the errors caused by anisotropy depends on the geometry of the 

anisotropic structure, lts degree of anisotropy and the direction of the 

anisotropy axes. Branden burger et al. (1981) state that a correction of 

the errors is possible when the degree and the direction of the 

anisotropy is known. In general, however, this is not the case, which 

makes recognition and correction of the anisotropy errors very difficult. 

10.6 Dispersion 

In the description of the measurement principles in Chapter 4 the 

effect of dispersion was neglected. In this section it wlll be dlscussed 

whether this neglect was justified. 

A simple, mathematica! model for the propagation of ultrasound in 

soft tissues which includes the effects of dispersion has been described 

and validated by Gurumurthy and Arthur (1982). Their validation showed 

a good agreement between simulatlon results and measurement results. 

To evaluate the effect of dlsperslon on the quantities that are 

measured with the tomography system, some simulations have been 

performed using two sïmple tissue models. In one model the phase 

velocity was logarithmically dependent on frequency (dlspersion) and in 

the other the phase velocity was equal for all frequency components (no 

dispersion). The logarithmic dependence was indicated by Gurumurthy and 

Arthur (1982) . In the simulations a Gausslan pulse was used with a 

center frequency of 2 MHz and a bandwidth of about 1 MHz. In the 
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simulations with the dlspersive model, the difference in phase velocity 

between the frequency components of the pulse with the highest and the 

lowest frequency was about 3 m/s. This value is based on the dispersion 

data found ln the literature (Wells, 1975, Gurumurthy and Arthur, 1982). 

The slmulations were performed for a sound pulse tra velling through 15 cm 

of the modelled tissue. 

The results of these simulations showed that the difference in sound 

velocity between the dispersive and the non-dispersive model is less 

than 0.2 mis. The relative difference in the peak amplitudes was less than 

0.5 % and for the center frequency this difference was maximally 15 \. It 

is obvlous that, for the measurement of the sound velocity and the 

amplitude, the disperslon is negligible. For the center frequency down 

shift measurement the errors caused by dispersion are of the same 

magnitude as the noise in the measurement. Therefore , it can be assumed 

that, at least in the present system, it is permitted to neglect the 

influence of dispersion. 

If, in the future, the influences of the other error sources such as 

interference and noise, can be reduced so far that it is not allowed to 

neglect the dispersion anymore, it may be possible to find a correction 

method for the dispersion errors that is based on the one-to-one 

relationship between the frequency dependent attenuatlon and the 

dispersion (Kramers-Kronig relations) . This wlll not be discussed here any 

further. 

10. 7 Beam distortlons 

A sound beam passing through an inhomogeneous medium can be 

distorted in various ways. One possible cause of such distortions is 

interference. This has already been discussed in Chapter 8. As stated in 

Section 8.1, interference can be caused by sound velocity gradients 

within the sound beam. 

Apart from interference, sound velocity gradients can also cause 

refraction of the beam, especially when the size of the concerning 

structure is larger than the beam width. As a consequence of this the 

sound may not travel along the straight rays that were assumed in the 

theoretica! foundations of the measurement principles (Chapter 4) and the 

image reconstruction from projections (Chapter 3). 
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When the sound travels along a curved ray two different errors can 

be introduced. The first error is that, in the reconstruction, the values 

that represent line integrals along a curved ray are back projected along 

straight rays which will be shorter that the original rays and, at least 

partially, cover other points in the scan plane. 

The second possible error that may be introduced by curved rays is a 

consequence of the fact that the rays may not arrive normai to and in 

the center of the receiving transducer. This can cause a change in the 

amount of acoustical energy that reaches the transducer, which yields 

errors in the amplitude measurement, or, in the case of a slightly oblique 

incidence of the sound beam, it may cause phase cancellation, which will 

mainly affect both the amplitude measurement and the center frequency 

measurement (Section 8.3). 

The errors mentioned above have been studied by several 

investigators. (McKinnon and Bates, 1980, Farrell, 1981, Kim et al" 1984). 

These investigators used a correction method based on an iterative 

approximation of the sound path or an estimation of the sound path by 

solving the differential equations describing the sound path. Such an 

estimation of the sound path is often called "ray tracing". McKinnon and 

Bates (1980) and Farrell (1981) found that a correction for the first error 

described above yields no significant improvement of the images as long 

as the sound velocity in the measured structure does not deviate more 

than 10\ from the mean value from the complete scan plane. Because this 

is the case in almost all biologica! tissues, this correction will not be 

necessary. 

The second type of error, caused by curved rays, can have 

considerably greater effect than the first type. This holds mainly for the 

errors in the amplitude measurement caused by the variations in the 

amount of acoustic energy that reaches the receiving transducer. In the 

following this error wil! be called the refraction error. It may be obvious 

that this effect is the stronges t tor narrow sound beams and small 

receiving transducers. On the other hand, a small transducer wil! yield 

smaller phase cancellatïon errors. A transducer with an aperture of less 

than 10 mm will yield a phase cancellation error of less than 15\, 

provided that the phase cancellation is merely caused by an oblique 

incidence of the sound beam (Farrell, 1981). Because phase cancellation 

can affect all three measured values whereas the refraction errors wil! 

only affect the amplitude measurement, it is advlsable to use a small 
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receiving transducer. The best results will probably be obtained when a 

combination transducer is used with a small, phase sensitive element in 

the center that is used for bath the time-of-flight measurement and the 

center frequency measurement, surrounded by a large, preferably phase 

insensitive, element that is used for the amplltude measurement. 

It has been shown by McKinnon and Bates (1980) and by Farrell 

(1981) that the ray tracing method mentioned above, can also be used for 

the estimation and the correction of the refraction errors. Because the 

computations involved in this correctlon method are said to be rather 

complex and time consuming, it may be better to use the technique 

proposed by Norton and Linzer ( 1982) whlch is claimed to have a 

considerable computational advantage because it only determines a first 

order approximation of the ray path. From the cited articles it could not 

be concluded if there is any significant difference between the accuracies 

yielded by these two correction methods. 

Another kind of error, mentioned at the beginning of this section, are 

the interference errors (which include phase cancellation errors). These 

errors have already been discussed extensively in Chapter 8. It may be 

clear that there is no well-defined boundary between this kind of error 

and the errors descrlbed above. Same methods to correct the errors causP.d 

by interference or phase cancellation (caused by velocity gradients) were 

discussed in Section 8.4. 

From the results described in Chapter 9 it can be concluded that the 

errors caused by phase cancellation and interference are, at the moment, 

the most important. This conclusion is based on the observation that the 

largest deviations always occur on or close to obvious sound veloclty 

gradlents. Thls indicates that the errors are caused by beam distortions. 

From the fact that these deviations occur in the center frequency 

measurements and, mostly to a lesser degree, in the amplitude 

measurements, lt can be concluded that the deviations are not caused by 

refraction errors (refraction errors hardly affect the measured mean 

frequency), which leaves the interference errors as the most important 

error source. Thus, it will probably be of no use to try and correct the 

other errors mentioned in the previous sections before a satisfying 

solution is found for the interference problems. 

151 



io.8 Recommendations ror turther development 

In this section some recommendations will be given for further 

developmen t of the ul trasound transmission tomography system in order to 

make it suitable for possible clinical use. 

In the first place it will be necessary to design a new scanning gear 

that is adapted to the clinical use in such a way that the patient or the 

volunteer can assume a comfortable position during the measurement. 

Futhermore it is advisable to design the scanning gear in such a way 

that the transducers have a fixed position with respect to each other, 

which also offers the possibility of an accurate measurement of changes 

in the sound velocity in the surrounding water. Such a rigid construction 

has the additional advantage that lt will eliminate the necessity of the 

track error correction (Section 9.2) and that it will probably also reduce 

the noise (Section 10.1). Although the fan-beam geometry with the 

receivlng PVDF array transducer, as proposed in Section 7.3, may be a 

very suitable one for clinical use, it is the opinion of the author that, at 

present it is better to alter the scanning equipment in a way that would 

not imply redesigning of the electronics or the reconstruction software. 

The reason for this will be given in the next paragraph. 

As shown in the previous sections (and also in the Chapters 7 and 8) 

there are still many possibilities for technica! improvement of the 

ultrasound transmission tomography system as it is at present. Although 

it is hard to assess the clinical usefulness of these improvements in 

advance, it may prove that some, or perhaps most, of these lmprovements 

yield no significant lmprovement for the clinical usefulness of the 

system. Therefore, lt would probably be best to start using the system in 

clinical studies as soon as possible and perform technica! improvements 

based on the results of the measurements and the experiences of one or 

more clinicians. As indicated in Chapter 2, the goal of this project is to 

develop a low cost imaglng system. Therefore, in the development of the. 

system it is important to try and avoid improvements that are not really 

necessary. 

If, from the clinical experiments, improvements are shown to be 

necessary, the suggestions for correction or prevention of the possible 

er'rors as glven in Sections 10.l to 10.5 can be used. In addition to the 

technica! improvements of the system itself, digltal image processing may 

also prove to be a useful tool in enhancing the clinical applicabllity of 
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the system. A part of this image processing may possibly be incorporated 

in the reconstruction process. 

Finally, there is the possibili ty of performing reflecti vity 

measurements combined with the measurements of the sound velocity, the 

attenuation coefficient and the attenuation slope (see Section 4.4 and 

Section 5.4). If a low cost implementation of the reflectivity measurement 

can be realized, this will yield additional information which wlll probably 

lmprove the clinical applicability of the tomography system. 

10.9 Clinical perspective 

In this section some remarks will be made on the clinical 

possibilities of ultrasound transmission tomography. Because, up to now, 

no real clinical experiments have been performed with the tomography 

system, these remarks will be based mainly on the experiences published 

in the literature. 

Up to now only preliminary clinical research with ultrasound 

transmission tomography has been reported. These investigations all 

concerned the imaging of the human female breast (Glover and Sharp, 

1975, Green!eaf et al" 1978, Schreiman et al., 1984) . The results obtained 

from the experimental measurement of a breast performed with the 

tomography system show a good similarity with the results presented by 

these authors. This may indicate that the imaging capability of the 

system is comparable to that of the much more expensive and complex 

systems that were used in these clinical experiments. The clinical studies 

that have been reported, do indicate a clinical usefulness in the 

detection and possibly even classification of tumors in the breast. 

Apart from breast imaging, ultrasound transmission tomography is 

expected to have more clinical applications. Carson et al. (1977) 

performed an in vitro study of structures containing bone. The results of 

this study indicate that it is possible to obtain images of such 

structures. The measurements performed on an arm and a leg confirm this 

capabllity (the results presented by Carson et al. concerned only images 

of the attenuation coefficient) . Dines et al. (1981) even report successful 

imaging of the brain in an intact human head (In vitro!) using ultrasound 

transmission tomography. 

In spite of these promising results, clinical applications of ultrasound 
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transmlsslon tomography have, up to naw, always remained in an 

experimental stage. This is caused, at least partially, by the complexity 

and the cost of the systems yielding images of a rather poor quality. It 

is expected that the slmplicity and the low price of the system described 

in thls thesis can mean a considerable improvement to the clinical 

usefulness of ultrasound transmission tomography. This will probably be 

enhanced even further by the fact that the system is also capable (to a 

certain extent) of performing attenuation slope measurements 

simultaneously with the sound velocity measurements and the 

measurements of the attenuatlon coefflclent. A system with these 

possiblli ties has not been found reported yet. 

10.1 O General conclusion 

In Sectlon 2.3 lt was stated that the aim of this study was to 

investigate the technical possibilities of a simple and low-cost 

ultrasound medical imaging system. Therefore a prototype transmisslon 

tomography system has been developed and tested. With this system 

images can be obtained of the distributions of three independent physical 

quantities in a cross-section of the measured object. These three physical 

quantities are: the local sound propagation velocity, the local attenuation 

coefficient and the local derivative with respect to frequency of the 

attenuation coemcient. The images of these quantities are reconstructed 

from three sets of values that are measured simultaneously from one 

reverberating sound pulse. The measuring values, which are the time-of­

flight, the amplitude and the center frequency of the pulse, are obtained 

from this reverberating pulse without knowing the exact rf-signal. This 

eliminates the need of a very expensive, high-frequency sampling device. 

A system using this reverberation technique has not yet been reported in 

the literature. 

Besides its imaging capabllities, the tomography system offers the 

possibility of performing a llmi ted degree of tissue characteriza tion 

because of the speciflc combinations of the three physical quantitles for 

different biological tissues. It is to be expected that this tissue 

characterizing capabllity will improve as a result of further development 

of the system. 
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In conclusion it can be stated that the ultrasound transmission 

tomography system presented in this thesis is a reliable, low-cost 

imaging system with a favorable clinical perspective. 
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Samenvatting 

Dit proefschrift beschrijft een prototype van een systeem voor 

ultrasone transmissie tomografie . Het beschreven onderzoek is onderdeel 

van een project wat tot doel heeft om een klinisch bruikbare ultrasone 

tomograaf te ontwikkelen waarbij het van belang Is dat het systeem zo 

goedkoop mogelijk is. 

In Hoofdstuk 1 wordt een beknopt historisch overzicht gegeven van 

de medische afbeeldingstechnleken die gebruik maken van ultrageluid. 

In Hoofdstuk 2 wordt eerst kort het principe van ultrasone 

transmissie tomografie beschreven. Vervolgens wordt een aantal van de 

voor- en nadelen van ultrageluid ln het algemeen en van transmissie 

tomografie in het bijzonder genoemd. De belangrijkste voordelen van 

ultrageluid zijn dat het ongevaarlijk is (althans bij de in de diagnostiek 

gebruikelijke intensiteiten) en dat het bijzonder eenvoudig op te wekken 

en te detekteren is. Een voordeel van transmissie-metingen ten opzichte 

van reflectie-metingen is niet alleen dat de ontvangen signalen een 

grotere informatieinhoud hebben maar vooral dat die informatie er 

gemakkelijker uit af te leiden is vanwege het deterministische karakter 

van de signalen . Verder wordt in Hoofstuk 2 aangegeven waarom de 

eenvoud en de lage prijs van een medisch afbeeldingsysteem zo belangrijk 

geacht worden . Daarbij is een van de belangrijkste argumenten dat een 

goedkoop systeem nuttig kan zijn voor een veel groter percentage van de 

bevolking dan een duur systeem. 

Hoofdstuk 3 geeft een beschrijving van de theorie van de beeld­

reconstructie (de inverse Radon-transformatie). Er worden een aantal 

technieken aangegeven met behulp waarvan de verdeling van een 

grootheid In een vlak kan worden afgeleid uit groepen lijnintegralen 

(projecties) die onder verschillende hoeken bepaald zijn. Eén van 

deze technieken, de convolutle- of gefilterde terugprojectie, is 

geïmplementeerd in het beschreven systeem. Van deze techniek en van 

de consequenties bij diskrete implementatie daarvan, wordt een 

gedetailleerde beschrijving gegeven. Aan het eind van het hoofdstuk 

wordt aangegeven waaraan voldaan moet worden om beeldreconstructiè 

vanuit projecties mogelijk te maken. 

In Hoofdstuk 4 worden de meetprincipes besproken. Er worden drie 
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fysische grootheden bepaald die in principe onafhankelijk zijn. Dez.e drie 

grootheden zijn: de geluidssnelheid, de dempingscoëfficient en afgeleide 

naar de frekwentle van de dempingscoëfficlent . Om beeldreconstructie 

mogelijk te maken zullen de gemeten waarden lijnintegralen van deze 

grootheden moeten zijn. De lijnintegraal van de geluidssnelheid wordt 

bepaald uit de looptijd van het geluid tussen de transducers, de integraal 

van de demping wordt bepaald uit de amplitude afname van het 

ontvangen geluld en de integraal van de afgeleide naar de frekwentie 

van de dempingscoëfficient wordt bepaald uit de afname van de centrale 

frekwentie van de ontvangen geluidspuls. Deze drie meetprincipes blijken 

in eerste benadering te voldoen aan de voorwaarden die gesteld zijn om 

beeldreconstructie mogelijk te maken. Aan het slot van Hoofdstuk 4 wordt 

beschreven hoe het in de toekomst mogelijk zou kunnen zijn om tegelijk 

met de beschreven transmissie-metingen ook reflectie-metingen uit te 

voeren. 

Hoofdstuk 5 beschrijft de technieken die gebruikt zijn om de 

meetprincipes van Hoofdstuk 4 te realiseren. De looptijd van een puls 

wordt gemeten met behulp van het "rondzingprincipe" wat een nauw­

keurige meting met eenvoudige middelen mogelijk maakt. De amplitude 

wordt bepaald met een speciaal daarvoor ontwikkelde piekdetector en de 

centrale frekwentie wordt bepaald door de tijd tussen twee nuldoorgangen 

in het ontvangen signaal te meten . 

In Hoofdstuk 6 wordt de implementatie van zowel de hard- als de 

software van de tomograaf beschreven. Bij de hardware worden het 

scanmechanisme en de geîmplementeerde meetelektronica beschreven. Een 

belangrijk aspect van deze hardware implementatie is dat de drie 

genoemde meetwaarden tegelijkertijd uit één rondzingende geluidspuls 

bepaald worden . Bij de software wordt eerst de meetsoftware beschreven. 

Bij de reconstructie-software wordt eerst aangegeven hoe het draaipunt 

voor de beeldreconstructie bepaald kan worden uit de zwaartepunten van 

de projecties, dan wordt het ontwerp van het benodigde digitale 

reconstructiefilter beschreven en tot slot wordt een overzicht gegeven 

van het complete beeldreconstructie pakket zoals dat geïmplementeerd is 

op de personal computer. Aan het eind van dit hoofdstuk worden nog 

enige opmerkingen gemaakt over de koppeling tussen de hardware van de 

meetopstelling en de personal computer die gebruikt wordt voor de 

beeldreconstructle. 

Hoofdstuk 7 behandelt de transducers . Eerst wordt een beschrijving 
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gegeven van de in de opstelling gebruikte keramische single element 

transducers. Verder wordt er in dit hoofdstuk aandacht besteed aan het 

ontwerp van array transducers (zowel lineair als ringvormig) en wordt 

een onderzoek beschreven naar de mogelijkheden van het gebruik van 

PVDF (polyvinylidene fluoride) als pll!zoelektrisch materiaal bij de 

constructie van ontvangsttransducers. 

Hoofdstuk 8 beschrijft de problemen die ontstaan als er interferentie 

tussen twee of meer geluidsgolven optreedt. Dit verschijnsel is bestu­

deerd met behulp van computersimulaties. Het blijkt dat interferentie zeer 

grote fouten kan veroorzaken. Er worden enkele mogelijkheden geopperd 

om interferentie te voorkomen of te corrigeren. 

In Hoofdstuk 9 worden de meetresultaten van de geîmplementeerde 

proefopstelling behandeld. Eerst wordt er een beschrijving gegeven van 

de invloed van ruimtelijke bemonstering op de resultaten, daarna worden 

de zogenaamde baanfout en zijn correctie behandeld en vervolgens wordt 

een beschrijving gegeven van de weefselfantomen die bij de metingen 

gebruikt zijn. Een weefselfantoom is een object met een bekende 

geometrie en bekende akoestische eigenschappen die overeenkomen met de 

eigenschappen in biologische weefsels . Er wordt een aantal meet­

resultaten van metingen aan weefselfantomen beschreven . Uit deze 

resultaten kunnen een aantal conclusies getrokken worden omtrent de 

mogelijkheden en beperkingen van de meetopstelling. De belangrijkste 

hiervan zijn dat er, ook voor kleine structuren (± 3 mm), een zeer goede 

weergave van de inwendige geometrie wordt verkregen, maar dat een 

betrouwbare kwantitatieve meting van de akoestische materiaal­

eigenschappen alleen mogelijk is bij grotere structuren (± 2 cm). Tot 

besluit van Hoofdstuk 9 worden enige resultaten getoond van metingen 

aan biologische weefsels (in vivo) en er worden enige opmerkingen 

gemaakt over het gebruik van een gefocusseerde geluidsbundel. 

Hoofdstuk 10 bevat de discussie van de resultaten van het 

beschreven onderzoek. Eerst worden er een aantal foutbronnen besproken. 

Deze foutbronnen zijn: het reconstructieproces, ruis, temperatuurinvloeden, 

de bundelbreedte, anisotropie, dispersie en vervormingen van de 

geluidsbundel. Er wordt geconcludeerd dat interferentie (zie ook 

Hoofdstuk 8) de belangrijkste oorzaak van fouten is. Na de bespreking 

van de foutbronnen worden er enkele aanbevelingen gedaan voor een 

eventuele voortzetting van het onderzoek. Vervolgens wordt het klinisch 

perspectief van ultrasone transmissie tomografie besproken . In de 
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literatuur worden diverse mogelijkheden voor het klinisch gebruik van 

ultrasone transmissie tomografie aangegeven, de belangrijkste daarvan is 

het gebruik voor mammografie (borstonderzoek). Het feit dat het tot nu 

toe nooit tot een daadwerkelijke klinische toepassing is gekomen is 

waarschijnlij~ voor een groot deel te wijten aan de hoge kosten. Het is 

de verwachting dat het in dit proefschrif beschreven goedkope systeem 

een positieve bijdrage kan leveren aan de toepasbaarheid van ultrasone 

transmissie tomografie. 

Tot besluit wordt een algemene conclusie gegeven waarin gesteld 

wordt dat het mogelijk is gebleken om een eenvoudig en goedkoop 

systeem voor ultrasone transmissie tomografie te onwikkelen, wat een 

gunstig klinisch perspectief heeft. Het unieke van dit systeem is, dat de 

lokale geluidssnelheid, de lokale dempingscoëfficient en de lokale 

afgeleide naar de frekwentie van de dempingscoëfficient tegelijkertijd 

bepaald worden, zonder dat het nodig is om het ontvangen hoogfrekwent 

signaal te bemonsteren. 
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Stellingen 
Behorende bij het proefschrift 

ULTRASOUND TRANSMISSION TOMOGRAPHY 

door 

G.Sollie 

1. Gebruik makend van het principe van ultrasone transmissie tomografie 

is het mogelijk om met eenvoudige en goedkope middelen een medisch 

afbeeldingssysteem te maken (dit proefschrift). 

2. De analyse en verwerking van radio-frequente signalen ten behoeve 

van ultrasone transmissie tomografie is goed mogelijk zonder gebruik 

te maken van snelle signaalbemonsterlng (dit proefschrift). 

3. Bij weefseltypering met behulp van ultrageluid verdienen transmissie­

metingen de voorkeur boven reflectiemetingen (dit proefschrift). 

4. Zowel bij transmissie- als bij reflectiemetingen vormen interferentie­

verschijnselen een hardnekkig probleem (dit proefschrift). 

5. Kosten-baten beschouwingen van wetenschappelijk onderzoek bemoei­

lijken het doen van fundamenteel onderzoek en daardoor op den duur 

ook de technische vooruitgang. (H.B.G. Casimir, Natuurwetenschap, 

techniek en maatschappij, in: Leven met de wetenschap, Oosthoek, 

1968) 



6. Het is onjuist om aan te nemen dat geschiedschrijving een consistent 

beeld van het verleden of van een deel daarvan zou kunnen ople­

veren. (G. Harmsen, Inleiding tot de geschiedenis, Ambo, 1968) 

7. De gebruikswaarde van een technisch ontwerp wordt niet bepaald door 

de gebruiksmogelijkheden, maar door de gebruikte mogelijkheden 

ervan . (C.L.J. Schoenmakers, Samenleving en techniek, De Nederland­

sche Boekhandel, 1973) 

8. Een zin-rijke toekomstverwachting is alleen mogelijk indien God als 

oorsprong van alle zin wordt aangenomen en afgezien wordt van zowel 

het uitgangspunt van algehele autonomie van de mens als van ver­

absolutering van de techniek. (E. Schuurman, Techniek en toekomst, 

Van Gorcum, 1972) 

9. Het is goed mogelijk om met behulp van oppervlakte-elektromyografie 

de gemiddelde geleidingssnelheid van de spiervezels in de menselijke 

musculus biceps brachii te bepalen, mits bij de meting aan de juiste 

randvoorwaarden wordt voldaan. (Sollie et al" Electromyogr. clin 

Neurophysiol. 25 , 1985, pp.45-56 en pp.193-204) 

10. Het huwelijk is als een stuk landbouwgrond, een beperkte periode van 

verwaarlozing kan heel verrijkend werken. 


