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1. INTRODUCTION TO THESIS AND SURVEY OF PREVIOUS WORK 
ON QUANTIZATION IN SURFACE LAYERS 

1.1. Introduction 

Application of an electric field normal to the surface of a semiconductor 
attracts the majority charge carriers in the semiconductor to the surface or 
repels them from the surface into the bulk of the material, depending on the 
charge of these carriers and the sign of the field. As a result of this redistribu­
tion of charge carriers a space-charge layer is created at the surface, causing a 
band bending there. In the resulting potential well charge carriers may be 
bound to the surface. When majority carriers are bound to the surface we speak 
of an accumulation layer. When the majority carriers are repelled from the 
surface into the bulk a depletion layer is formed and the band bending may 
become so large with increasing applied external field that the surface may 
become inverted. Minority carriers are then bound in the potential well at the 
surface and we speak of an inversion layer. 

It was realized by Schrieffer as long ago as 1957 that the charge carriers 
bound to the surface in the potential well should in principle have a quantized 
motion in the direction perpendicular to the surface 1

). With a quantized mo­
tion perpendicular to the surface we have a kind of two-dimensional electron 
or hole gas in the surface layer. The motion parallel to the surface is free while 
the motion perpendicular to the surface is bound. The total number of carriers 
in this surface layer can be varied by varying the externally applied electric field. 

From a theoretical point of view the inversion or accumulation layers at the 
surface of a semiconductor are very useful for studying the behaviour of a 
two-dimensional electron or hole gas with a quantized motion in one direction. 

The understanding of the behaviour of charge carriers in surface layers can 
have significant practical implications. Such layers find application in many 
modern semiconductor devices e.g. metal-oxide-semiconductor transistors 
(MOSTs) 2 ) and charge-coupled devices 3). The operation of these devices is 
based principally on the conduction along the surface of the charge carriers 
in an inversion layer. For understanding for instance the surface mobility of 
these carriers the quantization of their motion perpendicular to the surface 
must be considered. 

In this thesis some theoretical results are given which are used to solve the 
equations describing an inversion layer or accumulation layer with a quantized 
motion perpendicular to the surface. New experiments which we performed 
to demonstrate quantization in inversion layers are described. An account is 
also given of some experiments on accumulation layers. 

In the following sections of this chapter previous work, both theoretical and 
experimental, on quantized surface layers is briefly reviewed. 
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Chapter 2 is concerned with the theoretical description of the quantization 
of carriers in the self-consistent potential well of an inversion or accumulation 
layer. A numerical procedure we used for solving the coupled Schrodinger and 
Poisson equations is described. We show that at the electric quantum limit, 
with only the lowest energy level occupied, a general solution of the equations 
can be given for all semiconductor materials and surface orientations. 

In chapter 3 gate-capacitance measurements on silicon MOSTs are given 
which verify the quantization in an inversion layer at liquid-nitrogen tempera­
ture and room temperature. Measurements on accumulation layers at liquid­
helium temperature prove quantization in these channels. 

In chapter 4 we give a more direct experimental method for demonstrating 
quantization in an inversion layer. The measurement method is based on the 
anomalous behaviour of the externally measurable transfer capacitance be­
tween gate and bulk contact of the MOST, when the Fermi level in the device 
passes through the lowest energy level for motion perpendicular to the surface. 

Chapter 5, containing some final remarks and conclusions, ends the thesis. 

1.2. Theoretical work on quantized surface layers 

Since Schrieffer's realization 1
) that the motion perpendicular to the surface 

in a surface inversion layer must be quantized, a number of authors have men­
tioned the possible influence of this quantization on the properties of such a 
surface layer 4

-
7
). 

The first theoretical work carried out was on surface inversion layers. The 
minority carriers are bound in a potential well at the surface and are separated 
from the bulk of the semiconductor by a depletion layer. The simplest way to 
begin the calculations is by approximating the potential at the surface by a 
linearly graded well 4 •

6
•
8

- 10). This is only a reasonable approximation for small 
inversion-layer charge densities, when the potential well is hardly changed by 
the space-charge density of the carriers in the inversion layer. For a linearly 
graded potential well the Schrodinger equation for the motion perpendicular 
to the surface can be solved analytically yielding the known Airy functions 11

) 

as wave functions. However, for high concentrations of the inversion-layer 
charge carriers the influence of the space charge of these carriers on the poten­
tial well has to be taken into account. A fully self-consistent formulation of the 
problem has been given by Stern and Howard in the form of coupled Schro­
dinger and Poisson equations 12). The Schrodinger equation is then solved for 
a potential well which is partly determined by the space-charge density of the 
carriers with a wave function determined by the Schrodinger equation itself. 
This method is similar to the Hartree approximation for calculation of the wave 
functions of electrons in the self-consistent potential of an atom 13). The first 
solutions to this coupled set of equations were given for the electric quantum 
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limit, which means that for motion perpendicular to the surface only the lowest 
energy level is occupied 12

•
14

). In general, the equations can only be solved 
numerically, but analytical approximations can be obtained at the electric 
quantum limit. Later on, this restriction to the electric quantum limit was 
abandoned and the occupation of higher energy levels was also taken into 
account 15- 1 7). 

We give a numerical method with which we solved the equations. For the 
electric quantum limit we show that a general solution can be obtained by 
introducing dimensionless quantities and we also give approximate analytical 
solutions obtained with variational calculus. 

The problem of quantization in an accumulation layer has also been investi­
gated 18- 25). This problem is in general much more difficult than the problem 
for an inversion layer. In the case of an inversion layer we have only minority 
carriers bound to the surface and separated from the bulk by a depletion layer. 
On the other hand an accumulation layer consists of majority carriers in direct 
contact with the bulk of the semiconductor. In addition to the carriers in the 
bound energy levels of the surface accumulation layer we also have the free 
carriers with a continuous energy spectrum. The wave functions of these car­
riers which are travelling waves in the interior of the semiconductor are dis­
turbed by the self-consistent potential well at the surface and therefore the free 
carriers also make a contribution to the space charge in the accumulation layer. 
The complexity of the problem is greatly reduced in the electric quantum limit 
when, owing to the sufficiently low temperature, there are no free carriers in 
the interior of the semiconductor. For this situation we give a solution of the 
accumulation-layer equations. 

In all calculations an effective-mass approximation is used for the carriers in 
the surface layer. This approximation may be questionable because of the small 
dimension of the inversion or accumulation layer perpendicular to the surface 
and due to the rapidly changing potential in these layers. The complex band 
structure of the material also has to be taken into account. This may give rise 
to difficulties, especially for the valence band of silicon and germanium which 
has a degenerate maximum. Owing to the interaction between the two branches 
the constant-energy surfaces become warped surfaces for high energies which 
cannot be described with an effective-mass approximation 8 •26- 29). 

One of the characteristic properties of a surface layer is that the density of 
states, defined as the number of available states per unit energy interval and per 
unit square, has discontinuities at the energy levels for the motion perpendicular 
to the surface as illustrated in fig. 1.1. 

In this respect the surface inversion or accumulation layers of semiconductors 
behave like thin films of material 28

•
29

). In these films the motion perpendicular 
to the surface is quantized when the thickness of the film is of the same order 
as the wavelength of the carriers in the film. Considerable work has been done 
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Fig. 1.1. Density of states for a quantized two-dimensional electron or hole gas. E0 , E1 and 
E 2 are the quantized energy levels for the motion perpendicular to the surface. 

on these size-quantized films 32
-

38
) and many of the results are similar to 

those for inversion or accumulation layers. 
The first calculations of the mobility of carriers in an inversion layer at the 

surface of a semiconductor did not take into account the quantization of the 
motion perpendicular to the surface 39

- 43). Later it was realized that quantiza­
tion plays an important role and has to be taken into account. Much theoretical 
work has since been devoted to solving the problem of calculating the mobility 
of carriers moving in a surface potential well, which quantizes the motion per­
pendicular to the surface. Most investigators consider the two-dimensional 
analogue of the well-known three-dimensional impurity scattering, for 
which the scattering centres are charged centres at the semiconductor sur­
face 12

•
15

•
21

•
29

•
44

). An important effect in this case is the screening of the 
scattering centres by the two-dimensional charge-carrier gas in the surface 
layer 12 •15 •45). Scattering of the charge carriers by lattice vibrations has also 
been studied; the higher the temperature the more pronounced this scattering 
becomes 44•

46
-

48
). A third type of scattering which may be important is that 

due to surface roughness. This type of scattering has not been investigated to 
anything like the same extent 49

•
50

). With these theories the mobility in sur­
face layers can be qualitatively understood, although the experimental behaviour 
cannot exactly be explained. 

A very interesting phenomenon, on which almost all direct experimental 
demonstrations of quantization are based, occurs if a magnetic field is applied 
perpendicular to the surface of a semiconductor with an inversion or accumu­
lation layer. The motion of the charge carriers, which is quantized perpen­
dicular to the surface in the potential well, now also becomes quantized parallel 
to the surface owing to the Landau quantization. The energy spectrum now 
becomes completely discrete and the density of states shown in fig. 1.1 changes 
into an array of delta functions separated by the Landau splitting energy hwc, 
as illustrated in fig. 1.2. The cyclotron frequency We is equal to q B/md, where 
md is the effective mass parallel to the surface. This complete quantization of 
the motion in an inversion or accumulation layer is a characteristic difference 
compared to three-dimensional Landau splitting in which the motion parallel 
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Fig. 1.2. Density of states for a quantized two-dimensional electron or hole gas with a mag­
netic field perpendicular to the surface causing a Landau level splitting l'iwc. 

to the applied magnetic field is still free. In reality the delta-function peaks in 
the density of states are broadened by the scattering process 10

). If the charac­
teristic collision time for the scattering is equal to r the levels have a width of 
the order hjr. The Landau level splitting is only significant if the splitting be­
tween the energy levels is larger than the broadening of the levels and larger 
than the thermal energy: 

hwc > lijr, kT. 

To fulfil this condition in practice temperatures below 4·2 K and high magnetic 
fields B of the order of 1-10 Wb/m2 are required. 

1.3. Experimental verification of surface quantization 

After the theoretical demonstration of the importance of quantization in 
semiconductor inversion and accumulation layers it was some considerable 
time before experimental verification of the quantization became possible. One 
of the main difficulties was the preparation of a suitable surface covered with 
an insulating layer and a metal layer which makes it possible to apply the 
electric fields normal to the surface necessary for the formation of an inversion 
or accumulation layer with a variable surface charge density. The invention 
of the silicon planar process made it possible to make metal-oxide-semicon­
ductor structures on silicon with a high-quality surface, while similar tech­
niques also made these structures possible with other materials. 

The first experiments, demonstrating quantization were carried out at tem­
peratures below 4·2 K and with a high magnetic field perpendicular to the sur­
face. The field causes a Landau splitting and the density of states is peaked. 
With an increasing number of charge carriers in the inversion or accumulation 
layer the Fermi level shifts through this varying density of states. This causes 
variations in the conductance parallel to the surface, the so-called Shubni­
kov-De Haas oscillations. The quantization of the motion perpendicular to 
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the surface was thus first demonstrated for silicon n-type inversion layers 51 - 5 5). 

Later these experiments were also successful for other materials such as indium 
antimonide 56

•
57

) and tellurium 58
). 

The varying density of states owing to the Landau splitting also has an in­
fluence on the gate capacitance of the MOS structure. When the Fermi level 
passes a minimum in the density of states, a minimum in the capacitance occurs, 
as was shown for silicon n-type inversion layers 59

•
60

) and also for the com­
pound Hg0 . 8 Cd0 . 2 Te 61

). 

The typical structure in the density of states due to the simultaneous quan­
tization of the motion perpendicular to the surface by the electric field and of 
the motion parallel to the surface by the magnetic field is also revealed by 
tunnel experiments on metal-insulator-semiconductor structures with a quan­
tized accumulation layer. The metal was Pb and the semiconductor indium 
antimonide 62

•
63

) or indium arsenide 64
). 

The energy difference between the quantized levels for the motion perpen­
dicular to the surface was recently determined directly with infrared photo­
conductivity measurements below 4·2 K. If the energy of a photon of the 
infrared light falling on an inversion layer is equal to the energy difference 
between two quantized levels, the charge carriers may be excited to a higher 
energy level. This causes a change in conductivity due to the different mobilities 
of charge carriers on the various energy levels. By measuring the photocon­
ductance response as a function of the wavelength of the infrared light the 
energy distance between the quantized levels was determined for n-type inver­
sion layers on silicon 65

) and indium antimonide 56
•
66

). 

Besides these fairly direct experimental checks on quantization, all of which 
are effected below 4·2 K, there are a number of experimental results that 
can be understood by taking the quantization into account. 

These include a considerable number of mobility measurements for inversion 
layers. Most of these measurements are done for silicon inversion layers both 
n-type 67

-
70

) and p-type 8
•
27

•
71

•
72

) and with different surface orientations at 
different temperatures and with a varying surface charge density. The quan­
tization is taken into account in interpreting these measurements. The agree­
ment between the measurements and theoretical results for the mobility is still 
only qualitative. The scattering of quantized carriers at the surface of a semi­
conductor is still not well enough understood for quantitative agreement. 

Piezoresistance measurements of silicon n-type inversion layers also give an 
indication of the practical importance of the quantization of the motion per­
pendicular to the surface 73

•
74

). 

Another type of measurements are magnetoresistance measurements of 
inversion layers with a magnetic field parallel to the surface and perpendicular 
to the current, which show an anomalous decrease of the resistance with in­
creasing magnetic field 75

-
77

). This phenomenon, which occurs with a trans-
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verse Hall voltage across the inversion layer, is also attributed to the quantiza­
tion of the motion perpendicular to the surface 78

•
79

). Magnetoresistance 
measurements for other directions of the magnetic field also give indications 
that the charge carriers in the accumulation layer of n-type indium antimonide 
have a quantized motion perpendicular to the surface 80

-
82

). 

Tunnel experiments with lead-insulator-indium-arsenide junctions with a 
magnetic field parallel to the surface give an experimental value of the spread 
of the wave functions of the quantized carriers which is in good agreement 
with the theoretical calculations 83

). 

We might summarize this section by stating that a considerable volume of 
experimental results is now available that demonstrate more or less directly 
the importance of quantization of the motion perpendicular to the surface for 
carriers bound in an inversion or accumulation layer at the surface of a semi­
conductor. Our measurements give new evidence for quantization in inversion 
and accumulation layers. One of the remarkable features of our measurements 
is that quantization is clearly demonstrated at relatively high temperatures. 
These temperatures are appreciably higher than those reported in previous work. 



-8-

2. THEORETICAL INVESTIGATION OF QUANTIZATION IN 
SEMICONDUCTOR INVERSION AND ACCUMULATION LAYERS 

2.1. Theory for charge carriers in an inversion layer 

To formulate the equations governing the charge carriers in an inversion layer 
we shall only describe the case for electrons in an inversion or accumulation 
layer at the surface of a p-type semiconductor and n-type semiconductor re­
spectively. If we want to have the equations for holes in an inversion layer 
of an n-type semiconductor we only have to change the characteristic quantities 
of the electrons by the corresponding quantities for the holes. The charge of 
the carriers has to be changed in this case, the conduction band with its effective 
masses has to be replaced by the valence band and the effective masses for the 
holes and the net bulk acceptor concentration has to be replaced by the net 
donor concentration. 

2.1.1. Potential well at the surface due to the ionized impurities in the depletion 
layer 

The electrons in an inversion layer at the surface of a semiconductor are 
bound to the surface in a potential well caused by an externally applied electric 
field normal to the surface and/or a positive oxide charge in the oxide layer 
covering the semiconductor. The resulting band bending is schematically 
sketched in fig. 2.1. The energy at the conduction band edge Ec and the energy 
at the valence band edge Ev are given as a function of z, the distance measured 
from the surface of the semiconductor and normal to the surface. We suppose 
that all quantities of the inversion layer are independent of the coordinates 
parallel to the surface. Ec is separated from Ev by the band gap Eg. The poten­
tial V(z) in the semiconductor is chosen to be the potential at the edge of the 
conduction band: 

Ec(z) = -q V(z). (2.1) 

For a given semiconductor device at a certain temperature there are two 
independent quantities which can be varied by changing the external conditions 
of the device. The electric-field strength at the surface can be arbitrarily varied 
and a bias voltage can be applied between the inversion layer at the surface 
and the bulk of the semiconductor. The way in which this can be achieved 
practically will become clear in chapter 3 when we describe the MOS structure 
we used for our devices. 

When a bias voltage Vb is applied between the inversion layer and the bulk 
of the semiconductor, we are not in thermal equilibrium conditions and we 
use quasi-Fermi levels EFn and EFP for electrons and holes. The difference be­
tween EFn in the inversion layer, where the electrons are the majority carriers, 
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Fig. 2.1. Schematic drawing of the band bending of a p-type semiconductor with ann-type 
inversion layer. 

and EFP in the bulk, where the holes are the majority carriers, is determined 
by Vb: 

(2.2) 

We have supposed that the applied voltage Vb is sufficiently low to cause only 
a small current density. In that case EFn is constant in the inversion-layer region 
and EF11 is constant in the bulk of the semiconductor. When Vb 0 the 
semiconductor is in thermal equilibrium and EFn and EF11 are equal to the 
constant Fermi level £p. 

Instead of the electric-field strength at the surface, which is directly deter­
mined by the external conditions, we may choose another independent variable 
which has a one-to-one relation to the electric-field strength. We choose as 
independent variable the band bending due to the charge in the depletion layer. 
This is easier to handle for the calculations than the electric-field strength. Mter 
the introduction of eqs (2.3)- (2.1 0) we are able to define this variable more 
precisely. 

The potential in the semiconductor is determined by Poisson's equation 

(2.3) 
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where e. is the permittivity of the semiconductor material. The space-charge 
density e consists of contributions of the hole concentration q p(z), the elec­
tron concentration -q n(z) and the net concentration of ionized acceptor 
impurities -q Na. We suppose the acceptor concentration of the p-type bulk 
material to be independent of z. 

In the bulk of the semiconductor (z -+ oo) the space-charge density is zero 
and the distance Wb from the conduction-band edge to the quasi-Fermi level 
for majority carriers (holes) EFp is determined by the semiconductor material 
under investigation and the temperature T. For a case in which we may apply 
Boltzmann statistics and in which all impurities are ionized we have in the 
bulk of the semiconductor: 

Na me 
kTln + -fkTin-, (2.4) 

ni mh 

where m. and mh are the effective density-of-states masses of electrons and holes 
and where n1 is the intrinsic carrier concentration at the temperature T. When 
the above conditions for eq. (2.4) to be valid are not fulfilled, Wb is neverthe­
less completely determined by the semiconductor material, the dopant concen­
tration Na and the temperature T. 

To calculate the band bending at the surface we make the so-called depletion­
layer approximation. At a certain value of z = ddepl there is an abrupt change 
from the depletion layer, where the hole concentration p(z) is ignored, to the 
space-charge-neutral bulk where eq. (2.4) is valid. This approximation is 
allowed as we are mainly interested in the inversion-layer properties at small 
values of z, where the depletion-layer approximation for the potential is very 
good 84

). 

For reasons of convenience we divide the potential V(z) into two parts: 

(2.5) 

V1(z) is only determined by the space-charge density due to the ionized accep­
tors in the depletion layer and V2(z) is determined by the electron concentration 
in the inversion layer: 

d2 V1 q 
0 < z < ddeph 

dz2 
=-Na, 

8s 
(2.6) 

dzVz q 

dz2 
-n(z). 
Es 

(2.7) 

The electron concentration has only to be taken into account in the inversion 
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layer at very small values of z; outside the inversion layer the minority-carrier 
concentration n(z) can be neglected: n(z) <t: Na. Therefore V2(z) will only give 
a contribution to the total potential in the inversion-layer region. We may 
therefore take as boundary conditions for V2 at the edge of the depletion layer: 

Z = ddepl: V2 = o, dV2 

dz 
0. (2.8) 

At the edge of the depletion layer at z ddepl the potential V(z) and the electric 
field have to be continuous with the bulk values. This gives the following 
boundary conditions with the help of eq. (2.4): 

Z = ddepl: 

(2.9) 

We arbitrarily choose the zero of the potential level by the condition 

V1(0) = 0. (2.10) 

We are now able to formulate more precisely which independent variable 
we have chosen instead of the electric field at the surface. The total band 
bending due to the depletion-layer charge is the difference between the value 
of V1 at z = ddepi and z 0. This difference is completely determined if we 
ascribe a value to EFn at the surface with respect to the chosen zero level of 
potential as we can see by combining eqs (2.2) and (2.9). We may therefore 
take the values of Vb and EFn as the independent variables of the inversion­
layer problem. With the conditions (2.2), (2.9) and (2.10) eq. (2.6) can be 
integrated giving the following results: 

(2.11) 

w )]1/2 q!__ vb . (2.12) 

To calculate the properties of the inversion layer, which is found to be very 
thin compared with the depletion-layer thickness for most practical cases, it 
is possible to approximate V1(z) by the linear term, giving 

(2.13) 
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F is the electric field at the surface due to the total ionized impurity charge in 
the depletion layer. 

To determine V2(z) out of eq. (2.7) we must have an expression for the 
electron-charge density n(z) in the inversion layer. This expression will be de­
rived in the following sections. 

2.1.2. Continuum model for the motion of charge carriers in an inversion layer 

To investigate the importance of the quantization of the motion in the 
z direction it is important to compare the results of a calculation with a quan­
tized motion perpendicular to the surface with the results of a conventional 
calculation where the quantization is neglected 85). We will first give the equa­
tions for an inversion layer with a conventional continuum motion perpendicu­
lar to the surface. The potential V1(z) is already known and given in eqs (2.11) 
and (2.12); V2(z) is determined by Poisson's equation (2.7) with boundary con­
ditions (2.8). We only have to find an expression for n(z). 

Neglecting the quantization, the electron concentration n(z) is a function of 
the difference between the edge of the conduction band -q V(z) and the 
quasi-Fermi level for electrons EFn· In the effective-mass approximation the 
valley j of the conduction band has a density of states per unit of energy 
interval and per unit of volume, given by 

(2.14) 

The effective density-of-states mass mi is given by 

ml = (m:x'x' my'y' mz'z')lf3' (2.15) 

where x',y',z' are the axes in the main directions of the constant-energy ellip­
soids for the valley j. In sec. 2.1.3 the use of the effective-mass approximation 
and the band structure, which may have a multi-valley minimum, will be dis­
cussed. The electron concentration is given with the help of Fermi-Dirac sta­
tistics by 

L ro Dl(E) 
n(z) J dE. 

1 + exp [(E- EFn)/kTJ 
(2.16) 

1 Ec 

The summation over j is the summation over the different valleys of the band. 
If Ec- EF » kT we may apply Boltzmann statistics and eq. (2.16) can be 
integrated, giving 

L 1 ( 2n m,/ kT)312 EFn- Ec 
n(z) = exp . 

4n3 /P kT 
(2.17) 

J 
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For strong inversion, however, the condition for Boltzmann statistics to be 
valid is not fulfilled and we have to use eq. (2.16) 40

). To obtain a solution of 
Poisson's equation with Fermi-Dirac statistics we have to use numerical 
methods, which will be described in sec. 2.2.1. 

2.1.3. Charge carriers in an inversion layer with a quantized motion perpendic­
ular to the surface 

The electrons in an inversion layer are bound to the surface in a potential 
well V(z). Schrieffer had already realized in 1957 that the motion of the elec­
trons perpendicular to the surface should therefore be quantized 1). To estimate 
the importance of this quantization we may make the following observations. 
For electrons with effective mass min the order of the free-electron mass and. 
with thermal energy of room temperature the wavelength is about 100 A, which 
is of the same order or even larger than the thickness of an inversion layer cal­
culated. in the conventional way of the previous section. The energy separation 
between the energy levels for the motion in the z direction turns out to be in 
the order of 10 to 100 meV, as the calculations in sec. 2.2.2 will show. This 
difference is of the same order as the thermal energy at 300 K which is 26 meV. 
The quantization will therefore be important for temperatures up to room tem­
perature. 

For the description of the electron waves in the inversion layer we shall use 
the effective-mass approximation, which is allowed. if the macroscopic poten­
tial V(z) in the crystal has only a slight variation over an elementary cell of the 
crystal compared. with the microscopic potential changes within an elementary 
cell. To see whether this condition is fulfilled for a silicon inversion layer we 
remark the following. 

The maximum field strength which is possible in the silicon surface layer is 
about 2.108 Vjm. It is determined by the breakdown field strength of the oxide 
layer on the silicon. This field causes a potential variation of about 0·1 V over 
an elementary cell with lattice constant 5·4 A. The pseudo-potential within an 
elementary cell can be expanded in Fourier components. It has been shown 86 •87) 

that three terms in this expansion, with reciprocal lattice vectors [I 1 l ], 
[200] and [311] and with form factors equal to -0·21, 0·04 and 0·08 Ry 
respectively, give a good approximation of the pseudo-potential in an elemen­
tary cell. The magnitude of the form factors may vary with 0·01 Ry without 
changing appreciably the calculated band-gap and effective-mass values. As 
the Rydberg constant Ry is equal to 13·6 V the potential variations within an 
elementary cell are larger than the external variation of the potential which 
can be at most 0·1 V. This external potential variation is of the same order 
as the magnitude of 0·01 Ry within which the form factors may vary. The 
application of the effective-mass approximation with the bulk values of the 
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effective-mass tensor may therefore only be questionable for high values of 
the electric-field strength at the surface. 

In the effective-mass approximation the constant-energy surfaces in k space 
are ellipsoids. The minimum of the conduction band or valence band may be 
degenerate and there may be several valleys in the band structure each with 
its effective-mass tensor. We shall treat the different valleys to be independent 
of each other, which is again an approximation. When we have a degenerate 
minimum of the band at a certain k value, the degeneracy may be removed by 
the potential V(z) in the same way that a uniaxial mechanical stress removes 
the degeneracy and the two valleys interact with each other, giving different 
constant-energy surfaces ink space compared to the case where the degeneracy 
is not removed 88

). 

For silicon we have the following band structure. The conduction band has 
six equivalent minima for values of the wave vector kin the [1 0 0], [-1 0 0], 
[0 1 0], [0-1 0], [0 0 1] and [0 0-1] directions at a distance 0·85.2n/a from 
the origin, where a is the lattice constant. The constant-energy surfaces are 
ellipsoids of revolution with symmetry axes along the corresponding k direction 
of the minimum and with a longitudinal effective mass m1 in the corresponding 
k direction, a transversal effective mass mt perpendicular to that direction. For 
silicon, the values of m 1 and mt are respectively m 1 0·98 m, mt = 0·19 m, 
with m the free-electron mass 89

). The valence band of silicon has a two-fold 
degenerate minimum at the origin of k space. For small values of energy the 
constant-energy surfaces are spheres with an effective mass mh 0·5 m for 
the heavy holes and an effective mass m1 0·16 m for the light holes 90). 

We shall label the different valleys with an indexj. For the silicon conduction 
band j runs through values 1 to 6 and for the valence band j only has values 
1 and 2. 

In the effective-mass approximation the wave function lJil(x,y,z) for elec­
trons in valley j is determined by the SchrOdinger equation 12

•15): 

[ I fi2 0 2 J 
- ----- qV(z) lJI1 

2m~;;/ okM 
(2.18) 

k,l=x,y,z 

where 1/m~;;/ is the reciprocal effective-mass tensor for valley j in the x,y,z 
coordinates whose z direction is determined by the surface orientation. As the 
potential V(z) is only a function of z this equation can be separated. We put 

lJI1(x,y,z) exp [i (kx x + k.vy)] exp[-i z ( kx_ 
mxz }2_) mzz] vJ(z). (2.19) 

my, 

The extra phase term with z dependence is introduced to obtain an equation 
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for 'lfJ1(z) which does not have a first derivative with respect to z 12). By put~ 
ting eq. (2.19) into eq. (2.18) we get a reduced Schrodinger equation for 'lp1t(z): 

(2.20) 

E/ 1 is the ith energy level for the motion perpendicular to the surface for elec~ 
trons in valley j. The corresponding wave function vi1(z) is supposed to be 
normalized: 

('lfl't I r~> f i'lfJ1lz)l2 dz = 1. (2.21) 
0 

As boundary conditions for eq. (2.20) we take 

r;(z) = 0 for z 0 and z .......... 00. (2.22) 

The condition of a vanishing wave function at the surface is not completely 
correct; it requires an infinitely high potential step at the surface. The approx­
imation will nevertheless be good as the potential step at the surface is of the 
order of several electronvolts and is about a hundred times larger than the 
energy~level separation of the quantized motion perpendicular to the surface. 
The total energy of an electron in valley j at the ith energy level for the motion 
perpendicular to the surface and with wave vector (kx, ky) parallel to the sur~ 
face is 

( 
1 fflzz ) ( 1 ...!-.2 -- k k + -

' fflxy fflxz fflyz X y fflyy 

fflzz
2

) k/J . 
fflyz 

(2.23) 

All possible electron states out of valley j at the ith energy level for the motion 
in the z direction form a two~dimensional parabolic sub band, the energy parallel 
to the surface being a quadratic function of kx and kr This sub band is schemat~ 
ically given in fig. 2.2. For these subbands the two-dimensional density of 
states, which means the number of states per unit energy interval and per 
square unit of the surface, is derived from eq. (2.23). The number of states 
D'1(E) dE for subband j between E and E +dE is equal to the area of the 
projection of the part of the energy surface between E and E dE on the 
kx, k:v plane multiplied by the density of states 1/4n2 in the kx, ky plane. By 
including a factor 2 for spin degeneracy we find: 

m/ 
-H!(E- £1;) 
:n; f12 z , 

(2.24) 
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E 

Fig. 2.2. Sketch of the two-dimensional electric subbands for carriers in an inversion layer 
with a quantized motion perpendicular to the surface. The upper part gives the intersection 
of the energy surface with the E,kx plane, the lower part is the projection on the kx,ky plane 
of those parts of the energy surface which have an energy between E and E +dE. 

where H(x) is the unit-step function 

H(x) = 0 for x < 0, 

H(x) = 1 for x ;;?: 0, 

and where the density-of-states mass md for the motion parallel to the surface 
is given by (the index j is omitted) 

1 m )2]112 
mxz:yz . (2.25) 

For a given quasi-Fermi level EFn we are now able to calculate the total number 
of electrons per unit square N 1

1 in valley j with energy E/1 in the z direction. 
With the use of Fermi-Dirac statistics we find: 

kT ( EFn- E./1) - mlln 1 + exp . (2.26) 
n h2 kT 
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In the case EFn- E/1 ~ -kT we see that Ni1 depends exponentially on the 
difference EFn - E/;, which is the Boltzmann approximation. If 
EFn- E/1 ::3> kT we see that Ni1 is linearly dependent on EFn- E/1• The 
probability of finding these electrons at a distance z from the surface is pro­
portional to the squared modulus of the normalized wave function iv/1(z)l 2

• 

The total electron concentration per unit volume in the inversion layer is then 
given by 

n(z) = 2: Nit lvit(z)!2. 
i,j 

(2.27) 

To describe the inversion-layer properties we want to find a self-consistent 
solution of the equations (2.20), (2.21) and (2.22). The part V1(z) of the total 
potential in the SchrOdinger equation is given by eqs (2.11) and (2.12) and 
V2(z) is determined by the Poisson equation (2.7) with an electron concen­
trationn(z), which is now no longer an explicit function of V(z) as in the con­
ventional case (eq. (2.16)). The electron concentration is determined by the 
solution of the Schrodinger equation and by the values of temperature T and 
quasi-Fermi level EFn via eqs (2.26) and (2.27). A self-consistent solution of 
this set of equations can only be obtained with a numerical calculation, which 
will be described in sec. 2.2.2. 

2.2. Numerical solution of the equations for an inversion layer 

2.2.1. Calculation of free-carrier density and potential with the continuum model 

The calculation of an inversion layer neglecting the quantization is straight­
forward. After choosing a value for the independent parameter EFn the poten­
tial V1{z) is calculated with eqs (2.11) and (2.12) in which the parameters s., 
Na, Eg, V0 , T and n1 are given for the special case we want to calculate. For 
numerical reasons we choose a quantity Zmax• so that for z > Zmax we can 
neglect the electron concentration. With n(z) = 0 for Zmax < z < ddepi we 
immediately see with the aid of eqs (2.7) and (2.8) that the boundary condi­
tions for V2 at z = ddepi are also valid at z Zmax· If we choose a suitable 
value for Zma" the influence of this approximation is completely negligible. 
At the end of the calculation we can check whether a correct value of Zmax 

has been chosen by comparing the calculated electron concentration at 
z = Zmax with the acceptor concentration Na and the electron concentration 
at the surface to see if the condition n(zmax) ~ Nao n(O) is fulfilled. 

If we put dV2/dz = -F2 we have to solve the following set of equations 
obtained from eq. (2.7): 
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dV2 
= -Fz(z), 

dz 

dF2 

dz 

q 
- n(z), 
Ss 

(2.28) 

(2.29) 

n(z) is a function of V2(z) given by the integral expression (2.16). This integral 
can be solved by standard numerical integration procedures for each value of 
V2 and n(z) can be treated numerically as a known function of V2 • The equa­
tions (2.28) and (2.29) can then be solved by a step-by-step Runge-Kutta inte­
gration procedure from the initial values of v2 and F2 at z Zmax to z 0, 
giving, at each point, the values of Vz(z) and n(z) 91

). Two results of the cal­
culation for silicon at room temperature are given in figs 2.3 and 2.4. Figure 2.3 
gives the electron concentration and potential for an n-type inversion layer 
with a total number of electrons of 1·25.1016 m- 2 on a p-type substrate with 
a dope Na = 1·5.1022 m- 3 • Figure 2.4 is for a p-type inversion layer with 
hole density 5·8.1015 m- 2 and bulk dope Nd = 1·2.1022 m- 3 • Both cases are 
for a {100}-oriented surface. The applied bulk bias V, is equal to zero. 

0·15 

V(z) 
(V) 

t 0·1 

-005 

{1 00} Si 
T =300K 
Ninv= 125.1016 m·2 

Na = 1·5.1ol2m"3 

100 150 
-z(JJ.) 

6.1o24 

n(z) 
(m-3) 

4.10241. 

Fig. 2.3. Electron concentration and potential for ann-type inversion layer obtained with a 
conventional calculation. 
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Fig. 2.4. Hole concentration and potential for a p-type inversion layer obtained with a con­
ventional calculation. 

2.2.2. Calculation with the quantum model for the motion of charge carriers 

We want to find a numerical self-consistent solution of the equations 
(2.2)-(2.1 0), (2.20)-(2.22) and (2.25)-(2.27). The values of the effective-mass 
tensor for the different valleys are given by the semiconductor material and 
the orientation of the surface. The concentration of impurities in the bulk of 
the semiconductor, the applied bulk bias Vb and the temperature Tare known. 
The only independent parameter is the position of the quasi-Fermi level EFn 

at the surface. For a chosen value of EFm V1(z) can be calculated with eqs 
(2.11) and (2.12). We now start by solving the SchrOdinger equation with Viz) 
equal to zero. The SchrOdinger equation (2.20) has to be solved in the interval 
0 < z < oo. For a numerical calculation we solve the differential equation 
in the interval 0 < z < Zmaxo with boundary condition instead of eq. (2.22): 

VJi;(z) 0 for z = 0 and z Zmax· (2.30) 

The value of Zmax has to be carefully chosen; it has to be so large that the 
boundary condition (2.30) is practically the same as (2.22) and, for numerical 
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reasons, it has to be as small as possible. When the calculations are finished 
we have to check, by inspecting the resulting wave functions, whether Zmax has 
been given a good. value. The criterion for Zmax to be large enough, is that the 
wave functions of the energy levels, for which the occupancy cannot be ne­
glected, are already zero within the numerical accuracy for values of z smaller 
than Zmax· 

We now divide the interval 0 < z < Zmax into N equal subintervals of length 
h. The value of the wave function VJ'1(z) at the point z nh is indicated as 
1p1

1,. The SchrOdinger equation is now replaced by the following set of N- 1 
linear difference equations for the N- 1 unknown values of 'If' 1,: 

-/i2 "P1t(n+1)-2'1f'tn 

2mlzz h2 

(n = 1, 2, ... , N- 1), (2.31) 

We now want to find the eigenvalues E/1 with corresponding eigenvectors VJ'1, 

of the tridiagonal N- 1-by-N- 1 matrix of the set of linear equations (2.31). 
The set of equations (2.31) has a finite number of N- 1 eigenvalues for 

the energy levels E/1• The Schrodinger differential equation has an infinite 
number of eigenvalues. The difference, of course, is due to the discretization 
of the Schrodinger equation. For the difference equation it is impossible to 
describe wave functions whose nodes are at a smaller distance than the step 
size h. The difference equation only gives a good approximation to the differ­
ential equation for the lowest eigenvalues where a sufficiently large number 
of interval points lie between the nodes of the wave function. 

We have solved the set of equations (2.31) by a numerical method known 
as QR transformation method 92

). For each valley j of the conduction band 
such an equation has to be solved. We then know the eigenvalues for the 
energy E/1 with corresponding wave functions. With eq. (2.26) we then cal­
culate the total number of electrons on each energy level N1

1 and with eq. 
(2.27) we calculate the resulting electron concentration n(z) in the N- 1 dis­
crete points of the interval. Numerically it is not possible to calculate the 
infinite number of energy levels E/1• We have only calculated the ten lowest 
energy levels, which turns out to be sufficient for most practical cases since 
the number of electrons at higher energy levels can then be neglected. This is 
illustrated by the calculated examples given in table 2-1. With the known elec­
tron concentration we now solve Poisson's equation (2.7) for V2(z). As we 
have taken the wave functions to be zero at z ~ Zmax• the electron concen­
tration n(z) = 0 for z Zmax and the boundary conditions for Vz become 
instead of eq. (2.8): 
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TABLE 2-1 

Some data of the examples of an inversion layer calculated with the quantum 
model 

n-channel p-channel 

surface orientation {100} {100} 

temperature (K) 300 300 

dope of the bulk material (m- 3) 1·5.1022 1·2.1022 

position of Fermi level (eV) -0·07 -0·06 

depletion-layer charge (m- 2) 4·1.1015 3·7.1015 

inversion-layer charge (m- 2) 1·25.1016 5·8.1015 

number of valleys with different 
eff. masses 2 2 

valley 1 valley 2 
I 

valley 1 valley 2· 

number of equivalent valleys nv 2 4 1 1 

effective mass perpendicular to 
surface mzz 0·98 m 0·19 m :116m 
density of states eff. mass parallel 
to surface md 0·19 m 0·43 m 0·16 m 

lowest energy levels (eV) -0·11 0·0236 0·0121 0·0324 
0·0245 0·0689 0·0431 0·0726 
0·0476 0·100 0·0651 0·102 
0·0654 0·0834 
0·0805 0·0995 
0·0939 0·114 
0·106 0·128 

number of carriers per unit square 4·20.1015 5·11.1015 3·23.1015 4·77.1014 

on the corresponding energy level 1·10.1015 8·92.1014 9·92.1014 1·02.1014 

(m-2) 4·54.1014 2·68.1014 4·24.1014 3·23.1013 

2·29.1014 2·10.1014 

1·28.1014 1·13.1014 

7·59.1013 6·10.1013 

4·72.1013 3·78.1013 
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dV2 
Vz = 0, -- = 0 at z = Zmax­

dz 
(2.32) 

Numerical solution of the Poisson equation can be obtained with a discrete 
step-by-step integration starting at z = Zmax 91). After this calculation of Vz(z) 
we go back to the Schrodinger equation which we now solve with a potential 
V(z) = V 1(z) + Vz(z). We find new energy levels with corresponding wave 
functions, a new electron concentration n(z) and a new Vz(z), and we then go 
back again to the Schrodinger equation, etc. This iterative procedure is stopped 
if the results of an iteration differ sufficiently little from the preceding iteration. 
This numerical procedure turns out to converge to a stable solution for all 
practical cases we have calculated. This iterative process is far more time-con­
suming than the process for the conventional calculation of an inversion layer 
which has no iteration steps. The number of discrete steps N and the value 
of Zmax have therefore to be chosen carefully to find a good compromise be­
tween computer time and accuracy. 

With this numerical procedure we calculate, for a certain value of the inde­
pendent parameter EFm the self-consistent potential V(z), the energy levels E/1 

for the motion perpendicular to the surface, the number of electrons N1
1 on 

each level, the electron concentration n(z) and the total number of charge 
carriers in the inversion layer Ninv· All possible related quantities can then 
easily be calculated, as for instance the average distance of the electrons from 
the surface (z). By repeating the calculations for a number of different values 
of EFn• which results in different values of Ninv• we may numerically determine 
the dependence of all possible quantities, as for instance (z), as a function 
of Ninv· 

To illustrate the result of the calculations we give two examples, for an 
n-channel and a p-channel, under the same conditions as given in the preced­
ing section with a conventional calculation. The various parameters of both 
cases and a number of results of the calculations are represented in table 2-I. 
The resulting potential, electron concentration and the five wave functions for 
the five lowest energy levels are given in figs 2.5 and 2.6. 

To calculate an n-type inversion layer of silicon we have to consider the six 
valleys of the conduction band. However, it is not necessary to solve a Schro­
dinger equation for each valley separately. A certain number of valleys have 
the same effective-mass tensor in the axes system determined by the surface 
orientation. These valleys thus have exactly the same Schrodinger equation 
(2.18) and give the same energy levels with the same number of electrons on 
these energy levels. The index j may therefore be allowed to run through the 
number of valleys with a different effective-mass tensor. The summation over 
the number n/ of valleys with the same reciprocal effective-mass tensor may 
be taken into account by multiplying the number of electrons N 1

1 out of eq. 
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Fig. 2.5. (a) Electron concentration and potential for an n-type inversion layer with a quan­
tized motion perpendicular to the surface. The energy levels are indicated by horizontal lines. 
(b) The corresponding wave functions for the three lowest energy levels of valley 1 and for 
the two lowest energy levels of valley 2. 
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Fig. 2.6. (a) Hole concentration and potential for a p-type inversion layer with a quantized 
motion perpendicular to the surface. The energy levels are indicated by horizontal lines. 
(b) The corresponding wave functions for the three lowest energy levels for heavy holes and 
the two lowest energy levels for light holes. 
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(2.26) by the degeneracy factor n/ 12). For a {111} surface orientation for the 
silicon conduction band all six valleys are equivalent andj only has the value 1 
with nv 6. For a {100} surface orientation the two valleys with axis of 
revolution in the k" direction are equivalent. The four remaining valleys are 
also equivalent. In this case j has the values 1 and 2 with nv -values of 2 and 4. 
The number of carriers on the energy levels of table 2-I is the total number 
of electrons on that level including the degeneracy factor nv. 

2.3. Inversion and accnmuJation layers in the electric quantum limit 

With decreasing temperature the lowest energy level for the quantized motion 
in the z direction is increasingly occupied with respect to the higher energy levels. 
At a sufficiently low temperature we may neglect the electrons at higher energy 
levels and only take the occupation of the lowest level into account. This situa­
tion has become known as the electric quantum limit 12). 

2.3.1. A general solution in dimensionless variables for inversion layers in the 
electric quantum limit 

In the electric quantum limit the calculation is appreciably simplified. We 
now only have to solve one Schrodinger equation for electrons in the valley 
with the highest effective mass in the z direction, giving the lowest energy level 
for the motion perpendicular to the surface. The other valleys have higher 
energies and are not occupied. In this section we therefore omit the index j 
labelling the different valleys of the conduction band. We approximate V1(z) 
by its linear term for small values of z (eq. (2.13)) and we then have to solve 
the following set of equations: 

with boundary conditions 

tpo = 0 

qNo I 12 
tpo ' 

s. 

for z = 0 and z .-..+ oo, 

dV2 = 0 for z .-..+ oo; 
dz 

(2.33) 

(2.34) 

'/fJo is the normalized wave function for the lowest eigenvalue E0 of the Schro­
dinger equation; N 0 is the total number of electrons in the inversion layer since 
only the lowest level E0 is occupied. The linear approximation for V1(z) is 
allowed because the wave function tp0 is already practically zero before the 
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quadratic term in V1(z) becomes important. The solution of eqs (2.33) with 
boundary conditions at z -"'" oo and q V1 = -q F z for all values of z is there­
fore identical with the solution of the set of equations with V1 given by eq. 
(2.11) and with boundary conditions at z = ddepJ· We may now choose N 0 

to be the only independent parameter in this set of equations for a semicon­
ductor with given m •• and electric field F due to the depletion-layer charge; 
the equations have become independent of the temperature. 

We have shown that we can get a set of equations which are also independ­
ent of the parameters mzz and F by choosing suitable dimensionless vari­
ables 93). We introduce the following dimensionless quantities: 

(q mzz Fy 13 
• ( q m )113 ,; z q;(~) = V2(z) _•_• 

h2 ' h2 p2 

( m y/3 ( h2 Y'6 eo E zz • #o(,;) = 'IJ'o(z) -- ; 0 q2 h2 p2 ' qm •• F 
qNo No 

IX ---
e5 F Naddepl 

With these new variables the equations (2.33) and (2.34) change into 

with boundary conditions 

{)0 = 0 for ~ = 0 and ~-"'" oo, 

q: = 0, 
dq; 
-=0 for 
M 

~-"'" 00; 

(2.35) 

(2.36) 

(2.37) 

IX is the only parameter in these equations and is the ratio of the charge in the 
inversion layer to the charge in the depletion layer. 

If we have a solution of this set of equations with IX as a parameter we have 
solved the problem of an inversion layer in the electric quantum limit for all 
semiconductors with all possible bulk dopes and surface orientations. The 
influence of the quantities mzz and F, given with the semiconductor under 
investigation, comes in through the relations (2.35). 

The set of equations (2.36) and (2.37) can be numerically solved along the 
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Fig. 2.7. Normalized potential ~ q;(~) and wave function (}0 as a function of the nor­
malized distance from the surface for a normalized number of carriers in the inversion layer 
<>: 5 in the electric quantum limit. 

same lines as described in sec. 2.2.2. As a typical example, the wave function D0 

and potential q>(e) are given for a solution with the parameter IX 5 in fig. 2.7. 
For our measurements the practical values of IX are from 0·1 up to about 20. 

2.3.2. An analytical solution with variational calculus 

Although we now have a numerical solution of the equations (2.36) and 
(2.37) for all values of IX, the drawback to this kind of solution is the lack of an 
analytical expression which gives insight into the general behaviour of the 
solution. As an exact analytical solution is impossible, it is desirable to have 
an approximate one. Such an approximate solution can be obtained with 
variational calculus 12•93). We therefore choose a normalised function 1]1(e) 

with an adjustable parameter a, which has roughly the same shape as the exact 
solution of the wave function D0 (;). We take for the trial function 111: 

(2.38) 

For a given value of IX the Poisson equation for the potential q> (eq. (2.36)) 
can immediately be integrated if {)0 is replaced by 7J 1• With the boundary 
conditions (2.37) we find: 

!X 
p(e) = - (a2 ez + 2 a e I) exp (-2 a e). 

a 
(2.39) 

The adjustable parameter a has to be chosen so that the total mean energy em 
is minimized. The contribution to the mean energy of the kinetic-energy term 
-! d2 /de2 and the external potential e in the normalized Hamiltonian of eq. 
(2.36) is <n 1 I-! d2/de e1 7J 1). The part p(e) in the Hamiltonian is a self-
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consistent potential and is caused by the electrons themselves in the inversion 
layer. To calculate its contribution per electron a"' we consider the total energy 
in the electric field due to the potential ip( ~) per unit square divided by the 
total number of electrons a in the inversion layer. Realizing that the energy 
density in the field given by ip(~) is equal to i (dfP/M)2 in the dimensionless 
variables we obtain: 

1 /00 (dip )2 
e"' --;; t "dT M. 

0 

With partial integration and using eqs (2.36) and (2.37) we find: 

t f [fP(O)- fP(~)] 1J1 2 M t (171 lfP(O)- fP(~)I1J1)· 
0 

For the total mean energy per electron we therefore obtain: 

Using eqs (2.38) and (2.39) we find: 

a
2 

3 ( 11 ) +- I+-!X. 
2 2a 32 

(2.41) 

em is minimum if the parameter a has the value 

(3)1/3 ( 11 )1/3 - 1+-a:. 
2 32 

(2.42) 

For this value of amin we find for the energy level e0 : 

~- f(J(~)I1J1) = _9 (~-~a:). 
4amin 32 

(2.43) 

The average distance from the surface is given by 

(~) (2.44) 

.. 
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The potential <p(O) at the surface turns out to be 

3cc 
<p(O) = cc <;) = --. 

2amin 
(2.45) 

At ; = 0 the boundary condition (2.37) states that the wave function 
{}0 = 0. With the Schrodinger equation (2.36) we see that d2 ff0 /M2 also has 
to be zero at the surface ; = 0. Our trial function 1] 1 , however, does not fulfil 
this last condition and we hope to find a better approximation for eqs (2.36) 
and (2.37) by choosing a trial function which also fulfils the condition for the 
second derivative at the surface. As a normalized trial function for this case 
we have tried: 

(2.46) 

After a tedious but straightforward calculation carried out in the same way as 
for 1] 1 we find in this case : 

a . = 5113 1 + -- cc ( 
2581 )

1
'

3 

mm 7168 ' 

45 ( 1431 ) 
80 = 14 amin 

1
- 21504 Ct ' 

15 

15 Ct 
<p(O)= --. 

7 amin 

(2.47) 

(2.48) 

(2.49) 

(2.50) 

For cc = 0 the solution of the Schrodinger equation (2.36) can be given in the 
form of Airy functions. The energy levels are then given by the condition 
Ai (2113 s1) = 0 8

•
9
). This gives for the energy level s0 = 1·855 and for the 

average distance from the surface < ;) = 1· 241. These values are, of course, 
also obtained with the numerical solution described in sec. 2.3.1. For the 
variational calculation we find by using 1] 1 : 

s0 = 1·97, <;) = 1·31, 
and by using 1]2 : 

s0 =c= 1·88, <;) = 1·25. 
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We thus see that the trial function r;2 gives really a better approximation than 
the function r; 1 • In fig. 2.8 the values of e0 , (~)and <p(O) are given as a function 
of IX as they result both from numerical calculations and from the approximate 
analytical solutions of eqs (2.43)-(2.45) and eqs (2.48)-(2.50). We see a fairly 

2.o,-----,--.,-::.==:.-N:-:-u-m-.-so--:/.----, 
---- Var. calc. with 'It 
................. Var. calc. with T'j2 

0·5/------1;~-+---

02 2 5 
-a 

Fig. 2.8. The normalized value of energy level s0 , potential at the surface 97(0) and the average 
distance ($)of the carriers from the surface as a function of the normalized number of car­
riers in the inversion layer a in the electric quantum limit. 

good agreement between the different curves and for most practical purposes 
the variational solution obtained by using r;1 as a trial function is sufficiently 
accurate. The advantage of the analytical solutions is that they are much easier 
to handle than a numerical solution. In chapter 4, when we need the derivative 
of e0 with respect to IX we shall for instance use the analytical solution, for 
which the derivative can be easily calculated. 

2.3.3. A solution for accumulation layers for a non-deg'!nerate semiconductor 

The calculation of the self-consistent potential of an accumulation layer of 
a semiconductor is, in general, far more difficult than for an inversion layer. 
In an inversion layer we only have to consider the electrons on the quantized 
energy levels as mobile charge carriers. For an accumulation layer, however, 
we have, besides the electrons bound to the surface in the energy levels for the 
quantized motion perpendicular to the surface, the electrons whose motion 
perpendicular to the surface is not quantized and whose wave functions extend 
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as travelling waves into the bulk. These electrons form the negative space charge 
in the bulk compensating for the positive charge of the ionized donors. In the 
accumulation layer the travelling waves are distorted by the varying potential 
and these electrons also make a contribution to the self-consistent potential in 
the accumulation layer. Recently Baraff and Appelbaum have investigated the 
influence of these electrons on the potential of an accumulation layer for a 
degenerate semiconductor 23- 25). This investigation was stimulated by Tsui's 
tunnel experiments through n-type InAs-oxide-Pb junctions with a quantized 
surface accumulation layer on the degenerate InAs bulk material 64). 

We shall only investigate the electric quantum limit for an accumulation 
layer. For the electric quantum limit all electrons in the accumulation layer 
must be on the lowest energy level for the motion perpendicular to the surface. 
We therefore have to take a non-degenerate semiconductor at such a low tem­
perature that the number of ionized impurities is negligible. 

In the electric quantum limit there is a very important difference between an 
inversion layer and an accumulation layer. For an inversion layer we have a 
potential well V1(z) due to the depletion-layer charge and for an accumulation 
layer V1(z) equals zero. The potential well for the quantized motion perpen­
dicular to the surface in an accumulation layer is fully self-consistent and is 
only caused by the electrons themselves on the quantized energy level. 

For an accumulation layer we have to solve the same set of equations (2.33) 
and (2.34) as for an inversion layer if we take the electric field F to be zero. 
The use of the dimensionless variables of eq. (2.35) is impossible in this case 
with the electric field F equal to zero. We find, however, that a new set of 
dimensionless variables can be introduced to get a set of equations independ­
ent of the particular semiconductor under study. They are given by 

z (qz mzzNo yt3. 
( 

8 
2m Y'3 ~ <p(~) V2(z) q ; 2 ;:2 ; 

fi2 ' ts 

(2.51) 

( 8 z m y/3 . ( Bs fi2 y/6 
so 

E s zz • 
Do(~) tpo(z) . 

o q4 fi2 No2 ' qz mzzNo 

With these equations we get the following set of equations for an accumulation 
layer at the electric quantum limit: 

(2.52) 
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with boundary conditions 

ff0 = 0 for !; 0 and !; - oo, 

drp 
(2.53) 

rp(/;) = 0 and 0 for !; - 00. 
d/; 

We first try to find a variational solution. As trial function we again take 
rJ 2 a3

'
2 !; exp (-a!;). Minimizing the mean energy 

we find in the same way as in sec. 2.3.2: 

27 

32. 33113 

6 
</;) = rp(O) 

331/3 

-0·26, 

1·88. 

33 

64a' 

(2.54) 

To find a numerical self-consistent solution of eqs (2.52) and (2.53) we cannot 
start the iteration procedure described in sec. 2.2.2 as we have no potential 
well at the surface due to the ionized impurities in the depletion layer. For an 
accumulation layer we therefore start the numerical iteration procedure with 
a potential well rp(/;) given by the variational calculus: 

1 
rp(/;) = -- (am in 

2 
/;

2 2 am in !; I) exp (-2 ~in /;). (2.55) 
a min 

In this case, where there is no external potential well, the numerical iteration 
procedure described in sec. 2.2.2 is found to be divergent. It is indeed expected 
that the iteration procedure for a fully self-consistent potential well has a tend­
ency to be less stable than the iteration procedure with an extra external 
potential well, which is not altered after each iteration step. With an under­
relaxation factor 94) half the iteration procedure to solve eqs (2.52) and (2.53) 
became stable. The results of the numerical calculation for the wave function 
and potential are given in fig. 2.9, together with the variational solution. For 
the numerical calculation we find for the corresponding quantities of (2.54): 

c:0 = -0·208, 

<n = rp(o) = 1·766. 
(2.56) 
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Fig. 2.9. The normalized potential rp and wave function {}0 as a function of the normalized 
distance from the surface ~ for an accumulation layer in the electric quantum limit. 

The variational calculation again gives a fairly good approximation which is 
suitable for most practical purposes. 

2.3.4. Range of validity of the electric quantum limit at T = 0 K 

In the preceding sections (2.3.1, 2, 3) we have supposed that only the lowest 
energy level for the motion in the z direction is occupied. In this section we 
shall see that even at zero absolute temperature this supposition may be wrong 
in the case of high surface concentrations of carriers in the inversion or accu­
mulation layer. We shall only investigate the low-temperature limit T = 0 K. 
The number of electrons N 0 on the lowest energy level E0 for the valleys with 
the highest value of mzz is given by 

(2.57) 

This equation is derived from eq. (2.26) by letting T-+ 0 K. A factor nv is 
included because the energy level E0 may be nv-fold degenerate due to the nv 
valleys with the same effective-mass tensor giving the same energy level E0 • 
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(a) Inversion layers 

We shall first investigate the inversion layers. By introducing the dimension­
less quantities of eq. (2.35) and making EFn also dimensionless with the same 
factor as E0 we can transform eq. (2.57) into 

n n2 es ( m::z p)t/3 
eF- e0 =IX--- --- • 

nv maq q2 n2 
(2.58) 

With increasing inversion-layer concentration IX the difference eF - eo in­
creases and eF may pass the next energy level for the motion perpendicular to 
the surface. This energy level then also becomes populated and we are no 
longer in the situation of the electric quantum limit in the sense that only the 
lowest energy level is occupied. To see when this situation occurs we have cal­
culated the two lowest energy levels eo and e1 for the valleys with the highest 
mzz as a function of IX. Due to the introduction of the dimensionless quantities 
these values e0 and e1 are independent of m ••. We have also calculated the 
lowest energy level s0 ' as a function of IX for carriers in valleys with a lower 
mzz than the carriers on the level e0 • To determine e0 ' the ratio between the 
two values of m •• in the two different valleys, m., comes in. We have calculated 
e0 ' for two cases. The first for a {100} silicon n-type inversion layer where the 
ratio of effective masses mzz in the two different valleys ism,= 0·19/0·98 = 

0·194 and the second for a silicon p-type inversion layer with a ratio m, = 
0·16/0·5 0· 32. The results of the calculations under the condition that only 
the lowest energy level e0 is occupied are given in fig. 2.10. For electrons in a 
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Fig. 2.10. The two lowest energy levels e0 and e1 as a function of a: for charge carriers in 
the valleys with the highest m •• value. The lowest energy level e0 ' for charge carriers with a 
lower mu value is also given for electrons and holes in a {100} silicon inversion layer. 
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{100}-oriented surface the lowest energy level e0 is for the two valleys with 
mz• = 0·98 m. The next energy level is the lowest level e0 ' for the four valleys 
with mzz = 0·19 m for values of IX< 2·5. For values of IX> 2·5 the second 
level e1 for electrons with m.z 0·98 m becomes lower than e0 '. For holes 
in a silicon surface inversion layer the lowest energy level is for the heavy 
holes, while the next energy level is the lowest level e0 ' for light holes. 

We have calculated the distance L1e(oc) between the two lowest energy levels 
as a function of a. Only the lowest energy level is then occupied, when the 
quasi-Fermi level is smaller than the second energy level. This condition is 
expressed by the following relation: 

N :J't n2 e. (mzz p)i/3 
"' L1 e(t:x.). 

nv mdq q2 h2 
(2.59) 

In fig. 2.11 this condition is illustrated in the a,F plane for a {100} silicon 
n-type and p-type inversion layer. For condition (2.59) to be valid we have 
to be in the region at the left-hand side of the plotted curves 1 and 2 for n­
and p-type layers respectively. To see whether we can violate condition (2.59) 
in practice we have also plotted the curve which bounds the region in the 
a,F plane, where the field strength in the oxide layer covering the semiconductor 
is lower, than the breakdown field strength of the oxide F B,ox- This region below 
curve 3 is given by the condition 

F 
(V/m) 

t 10
9 

107 

e 
-

8 

(1 ex:) F < FB,ox• 
Sox 

-a 

Fig. 2.11. The shaded area is the area in the or,Fplane where the electric-quantum-limit con­
dition is valid and where the field strength in the oxide covering the semiconductor is lower 
than the breakdown field strength. 
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The region where both conditions are fulfilled is shaded. The dopant concen­
tration of the bulk material, which is required to have the corresponding value 
ofF as given by eqs (2.12) and (2.13) with an applied bulk bias V0 = 0, is 
also indicated in the vertical axis. 

We see that for concentrations Na < 2·9.1023 m- 3 for n-type inversion 
layers and Nd < 1·2.1024 m- 3 for p-type inversion layers we may violate the 
electric-quantum-limit condition before the breakdown field strength of the 
oxide is reached. When the electric-quantum-limit condition is violated a cal­
culation with two occupied energy levels has to be made along the same lines 
as described in sec. 2.2.2. 

(b) Accumulation layers 

The situation in an accumulation layer is different from that in an inversion 
layer. With the introduction of the dimensionless quantities given in eq. (2.51) 
we have found a bound energy level e0 = -0·208 in the self-consistent poten­
tial well caused by the charge carriers on that level. 

Our numerical calculations have shown that in that potential well there are 
no other bound levels for the motion perpendicular to the surface for silicon 
n- or p-type accumulation layers. There is only the continuous energy spectrum 
s > 0 for the charge carriers which are not bound to the surface. The electric 
quantum limit is therefore valid at T = 0 K as long as the Fermi level is 
negative. By making the Fermi level dimensionless with the same factor as the 
energy level E0 in eq. (2.51) we find for the dimensionless Bp in the limit 
T 0 K with the help of eq. (2.26): 

(2.60) 

nv is again the number of equivalent valleys with the highest mzz value. By 
substituting the values of e0 , mm ma and nv we find that Ep < 0, that is, the 
electric quantum limit is valid up to the following values of N 0 : 

for a {100} n-type silicon accumulation layer: 7·4.1015 m- 2 , 

for a p-type silicon accumulation layer: 2·9.1016 m- 2 • 

In practice we may attain surface concentrations up to 1·5.1017 m- 2 before 
breakdown of the oxide occurs, so we may violate the electric-quantum-limit 
condition. 

When we are in the situation that the lowest energy level cannot contain all 
charge carriers, the next energy level becomes occupied. The charge carriers 
on this level change the self-consistent potential well in such a way that this 
occupied level also becomes a bound state. It is the same situation as with the 
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lowest energy level e0 which is also only a bound state if it is occupied with 
charge carriers which form the self-consistent potential well. 

We shall give some results of the calculations when more energy levels are 
occupied. These calculations are needed to interpret the measurements on 
accumulation layers in chapter 3. We shall only investigate the zero tempera­
ture limit T 0 K. We have found that we have to consider three energy 
levels for silicon accumulation layers for concentrations N0 below the maximum 
value 1·5.1017 m- 2 which can be reached in practice. These three levels are: 
the two lowest levels s0 and s1 for charge carriers in the valleys with the 
highest effective mass mzzo valley degeneracy nv, density-of-states mass md, and 
the lowest level s0 ' for carriers in the other valleys with effective mass m, mm 
valley degeneracy nv' and density-of-states mass m,/. The number of electrons 
on the levels s0 , s1 , e0 ' may be N0 , N 1 , N 0 ' respectively and with the intro­
duction of the dimensionless quantities of eq. (2.51) together with n1 N 1/N0 

and n0 ' N 0'/N0 we have to solve the following set of normalized equations: 

d2tJt 
! d~2 + (et + rp) Bt 0, 

1 d2tJ I 

--
0 

+(so'+ rp) fJ·o' 0, 
2m, M2 

d2rp 

Mz 

The boundary conditions are 

drp 
ffo {}1 Bo' m -···· 

' ' , " d~ 

0, 1, 

(2.61) 

(2.62) 

0. 

For the relative occupation of the levels e1 and s0 ' we easily derive from 
eq. (2.26) for T ->- 0 K in dimensionless parameters: 

nv' m/ eF- s0 ' 
n0' = ------- (eF > s0 '). 

nv md eF- eo 

(2.63) 

(2.64) 
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Fig. 2.12. The normalized energy levels e0 , e1 and e0 ' and the relative occupation n1 and 
n0 ' of e1 and e0 ' with respect to the occupation of e0 as a function of the total surface con· 
centration of charge carriers in the accumulation layer. (a) For a silicon {100} n-type accu­
mulation layer; (b) for a silicon p-type accumulation layer. 
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The set of equations (2.61)-(2.64) is numerically solved with an iteration 
procedure. 

The iteration is started with the solution of the two Schrodinger equations 
out of the set of equations (2.61) with a suitable first guess for the potential 
function q;. We then find the energy levels 80 , 8 1 and 8 0 ' with the correspond­
ing wave functions D0 , D1 and D0 '. If 8 1 < 8 0 ' we choose n1 as an independ­
ent parameter, which is kept constant after each iteration step. The occupa­
tion number n0 ' and the Fermi level 8p can then be calculated with eqs (2.63) 
and (2.64), as 8 0 , 81> e0 ' and n1 are known. If 8 0 ' < e1 the role of e0 ' and 8 1 

is exchanged. A new potential function is now calculated by integration of the 
Poisson equation with the calculated functions D0 , D1 and D0 ' and the values 
n1 and n0 '. With this new potential function the procedure is again started. 
The iteration procedure is stopped when the result of an iteration differs suf­
ficiently little from the preceding iteration. We stopped the iteration procedure 
when the relative difference for the calculated energy levels after two succeeding 
iteration steps was less than I0-4

• For each chosen value of the independent 
parameter n1 we find the corresponding value of n0 ', the energy levels and the 
wave functions. 

For electrons in a {100} silicon surface we have m, = 0·194 and nv'm,// 
nv ma 4.0·43/2.0·19 4·54 and for holes both values are equal to 0·32 
(see table 2-I). For electrons we then find 8 1 < 8 0 ' and 8 0 ' < 8 1 for holes. 
The values of 8 0 , 8 1 and e0 ' are given in fig. 2.12 as a function of the total 
unnormalized number of charge carriers in the accumulation layer for electrons 
and holes in a {100} silicon surface. The relative occupation numbers n1 and 
n0 ' are also given in this figure. Figure 2.13 gives an example of the wave func-

{100} Si 
n1=o-036 
nb={)-050 

20 25 
-~ 

-2 

Fig. 2.13. The normalized wave functions {}0 , {}1 and {}0 ' together with the self-consistent 
potential ({' for ann-type {100} silicon inversion layer with n1 0·036 and n0 ' 0·050. 
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tions and self-consistent potential well for a {100}-silicon n-type accumulation 
layer beyond the electric quantum limit at T = 0 K. 

We may note that at high surface concentrations the occupation of the level e1 

may be smaller than the occupation of the level e0 ' for electrons, although e1 

is lower than e0 • This is due to the higher density-of-states mass and the de­
generacy factor of the level e0'. 



-41-

3. EXPERIMENTAL VERIFICATION OF QUANTIZATION BY 
MEASURING GATE-CAPACITANCE VARIATIONS 

OF AN MOS TRANSISTOR 

One of the quantities on which quantization of the motion perpendicular 
to the surface has an appreciable influence is the average distance of the charge 
carriers from the oxide-semiconductor interface. If quantization is taken into 
account, this average distance for carriers in an inversion or accumulation layer 
may be appreciably larger than can be expected if we neglect quantization. This 
can be seen by comparing the numerical calculations of which examples are 
given in sees 2.2.1 and 2.2.2 with and without quantization taken into account, 
the other conditions remaining the same. Measurements of the average distance 
of the charge carriers from the interface would therefore give an experimental 
verification of the quantization. A straightforward way to find this average 
distance would be to measure a capacitance in which this average distance 
figures as an extra distance between the two "plates" of the capacitor 95

). 

In the first section of this chapter we will investigate the relation between 
the average distance and the gate capacitance of a metal-oxide-semiconductor 
transistor (MOST). The method of measurement will be described in sec. 3.2, 
the results of the measurements compared with the calculations in sec. 3.3. 
This chapter will conclude with a discussion of the measurements. 

3.1. Calculation of the gate capacitance of an MOS transistor 

For the measurements we use a simple metal-oxide-semiconductor transistor 
shown schematically in fig. 3.1. In ann-channel MOST, the only kind which 
we will describe here, we have a p-type substrate with a dopant concentration 
of acceptors Na. A silicon-oxide layer with a thickness dox is grown on the 
substrate. The oxide is covered with a metal gate. Two n+ regions, the source 
and the drain, which are only just overlapped by the gate metal are made in 

Fig. 3.1. Schematic diagram of an MOST and the configuration in which the gate capacitance 
is measured. 
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the substrate. The source and drain regions make electrical contact with the 
inversion layer under the gate metal, which exists when a sufficiently high 
applied positive gate bias V9 is applied. The inversion layer and the n+ source 
and drain regions are isolated from the bulk by a depletion region. We measure 
the gate capacitance under the conditions shown schematically in fig. 3.1. The 
a.c. and d.c. supplies to the gate are separated by a sufficiently large resistor R 
and capacitor C 1 • The source and drain contacts are short-circuited. The bulk 
contact is short-circuited to the source and drain for the measuring frequency 
by a large capacitor c2 but may have a d .c. bulk bias vb applied between the 
source and bulk contacts. This configuration has the following consequences 
for the physical parameters in the device. The quasi-Fermi level EFn for 
majority carriers in the n+ regions and in the inversion layer is controlled by 
the source and drain contacts, while the quasi-Fermi level EFv for majority 
carriers in the bulk is controlled by the bulk contact. The difference between 
EFn and EFv is determined by the d.c. voltage Vb (eq. (2.2)). 

To determine the gate capacitance we have to calculate the derivative of the 
total charge in the semiconductor or on the gate with respect to the total voltage 
between the two contacts of the capacitor. The total variable charge Q in the 
semiconductor per unit square is readily seen to be 

(3.1) 

N;nv is the total number of electrons in the inversion layer per unit square, 
while Na ddept is the total number of the ionized acceptors in the depletion layer 
per unit square. 

As we need only the variation in the voltage V9 between the gate and 
source-drain-bulk contacts to calculate the capacitance we calculate only the 
variable contributions to that voltage. We have two varying contributions, 
namely the voltage drop across the inversion and depletion layers, and the 
voltage drop across the oxide. The voltage drop across the depletion and 
inversion layers can be separated into a contribution due to the potential V1 

and another due to V2 (eq. (2.5)). From eq. (2.11) we find for the contribution 
of the ionized acceptor charge density: 

(3.2) 

We find the contribution of the charge density of the electrons in the inversion 
layer by twice integrating Poisson's equation (2.7) and using the boundary 
conditions (2.8): 

dde pl dd ep l 

V2 (ddept) - ViO) = - !!___ J dz' J n(z) dz. 
es 0 
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A change in the integration order of the variables gives 

(3.3) 

Here we have introduced the average distance of the electrons from the inter­
face at z = 0: 

I ddepl 

(z) = - J z n(z) dz. 
Ninv 

0 

(3.4) 

The contribution of the voltage drop Vox across the oxide, which is variable, is 
given by 

(3.5) 

We therefore find for the gate voltage V9 : 

The constant in this equation includes the work-function difference between 
the gate metal and the semiconductor, and the contribution of the voltage drop 
due to the fixed oxide charge at the oxide-semiconductor interface 96). The 
value of these constant contributions is not explicitly given because they are 
not involved in the differential capacitance. For the gate capacitance we find: 

dQ dQ ( dV9 )-l [ dddepl J C =--=--- - - = 1 +N - - X 9 
d V9 dNinv dNinv a dNinv 

[
dox ( dddepl ) Na dddepl

2 
(z) 1 d(z) J-l 

X - 1+Na-- +- +-+- . (3.7) 
Cox dNinv 2 Cs dNinv es Cs d In Ninv 

The term Na dddep1/dN1nv is the ratio of the charge variation due to the ion­
ized acceptors in the depletion layer to the charge variation of the electrons 
in the inversion channel. With a strong inversion layer at the surface, to which 
the electrons in the channel can be sufficiently rapidly supplied by the source 
and drain contacts, we know that this ratio is small compared to unity when 
the gate voltage is varied: 

dddepl 
Na --- « 1. 

dNinv 
(3.8) 
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The average distance ofthe electrons (z) is found to be of the order of 100 A 
or less as a result of the calculations in sec. 2.2.2. The oxide thickness dox and 
the depletion-layer thickness ddepl are usually an order of magnitude larger 
than (z) for common MOS transistors. We may therefore put: 

(z) 
-«:I. 
ddepl 

(3.9) 

We introduce the difference LIC between the oxide and gate capacitance per 
unit square: 

LIC (3.10) 

Using eqs (3.8) and (3.9) we can find (z) from eq. (3.7): 

e. dox2 d(z) dddepl 
(z) = -- LIC- - Na ddepl-- · 

8 0 x 
2 d In Ninv dNinv 

(3.11) 

As a result of numerical calculations described in sec. 2.2 we obtain the value 
of (z) as a function of N1nv· The terms d(z)/d In N1nv and Na ddepi dddepddNinv 
are also found from these numerical calculations, since the second term may, 
with the aid of eq. (2.12), be rewritten in terms of the quasi-Fermi level EFm 

which can be obtained directly from the numerical calculation: 

(3.12) 

The experiments consist in measuring Ll C as a function of the gate voltage 
V0 

95). If we use the approximation that the depletion-layer thickness is inde­
pendent of the gate voltage above the threshold voltage V1h 

2
), the total num­

ber of electrons per unit square is given by 

8 
ox (Vo V: ) th • 

qdox 
(3.13) 

With eq. (3.11) we may then investigate whether the experimentally determined 
Ll C as a function of V0 agrees with the numerical calculations. The reasons 
why we use eq. (3.11) in the form that at the right-hand side of the equation 
there are measured as well as calculated terms are the following. The calculated 
value of (z) at the left-hand side of the equation is a simple quantity which is 
physically relevant for investigation of the influence of quantization. The 
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variations in d(z)/d In N1nv only give a small correction for the range of N1nv 

values used in our experiments. The last term at the right-hand side of eq. 
(3.11) is only a small correction term for large values of N1nv• but has an 
appreciable influence at small values of N 1nv· This term originates from the 
charge variation due to the variation in the depletion-layer width and it is not 
essentially different in the quantum or continuum model for the inversion 
layer. We therefore still put this term at the right-hand side of eq. (3.11) so 
that it will not obscure the influence of quantization on the calculated values 
of (z). 

For accumulation layers the situation is somewhat different. There is no 
depletion layer under the accumulation layer, so there is no contribution from 
the dopant impurities in the bulk to the total charge in the semiconductor. 
We therefore see that, instead of eq. (3.11) for an inversion layer, the corre­
sponding equation for an accumulation layer is 

(z) (3.14) 

where Nacc is now the total concentration per unit square of the electrons in 
the accumulation layer. Nacc depends on the gate voltage in exactly the same 
way as N1nv in eq. (3.13). The threshold voltage in this case is defined as the 
voltage for which Nacc = 0, and as there is no depletion-layer charge this 
situation occurs with fiat bands at the surface. The threshold voltage in this 
case equals therefore the fiat-band voltage 96). At the electric-quantum-limit 
condition we know (z) as a function of Nacc· It is found with the help of eqs 
(2.51) and (2.54) that 

(z) 

The term d(z)/d In Nacc may be calculated in this case, giving 

d(z) 
---=-t(z). 
d lnNacc 

(3.15) 

(3.16) 

These equations can also be experimentally verified by measuring L1C as a 
function of Vg. We have to bear in mind however that eq. (3.15) is only valid 
when the lowest energy level is occupied. The range of validity of this condition 
was investigated in sec. 2.3.4. For high values of Nacc when more levels are 
occupied we have to go back to eq. (3.14) for a comparison between measure­
ments and calculations. 
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3.2. Description of the measurements 

All measurements were made with metal-oxide-semiconductor devices having 
the same circular geometry. The configuration of such an MOS transistor is 
illustrated in fig. 3.2. The channel length, the distance between the source and 
drain diffusion, is 22 {LID. The inner radius of the channel is 157 p.m, giving a 
total channel area of 2·33.10- 8 m2

• The rest of the total gate-metal area of 
3·63.10- 8 m2 is the overlap of the gate over the source and drain regions. 
The devices were made by a planar process 97). 

~-----------.-------------J-~~o~m 
Fig. 3.2. Top view and cross-section of the geometry of the devices with which the measure­
ments were made. 

The starting material is n- or p-type {100}-oriented silicon with a homo­
geneous dopant concentration. The following processing steps are done. 

The source and drain diffusions are made through windows made with a 
photo-lithographic process in the masking thermal-oxide layer grown on the 
silicon. For then+ regions we use a phosphorus diffusion; for the p+ regions 
a boron diffusion. Both diffusions consist of a deposition of the impurities 
followed by a drive-in step. They result in n+ or p+ regions with a diffusion 
depth of about 2 p.m and with such a high dopant concentration that the 
regions are degenerate and still conductive at very low temperatures. 

After the source and drain diffusions all oxide is removed and a new gate 
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oxide is grown in wet nitrogen at 1000 oc for about 30 minutes followed by 
5 minutes in dry nitrogen. 

After a heavy phosphorus deposition for gettering purposes and removal of 
the resultant phosphorus-glass layer a light phosphorus deposition is done to 
provide a stabilizing phosphorus-silicate-glass layer. 

The device is then heated for 10 minutes in dry nitrogen for gettering and 
stabilization, followed by a 30-minute heat treatment in wet nitrogen at 
450 oc for removal of the surface states. 

After the etching of contact windows aluminium is deposited as contact for 
the source and drain; it is heated to 300 oc to ensure good contact with the 
source and drain. 

A number of parameters have to be known before the measurements can be 
compared with the numerical calculations. We will discuss the way in which 
we have determined the oxide thickness, the threshold voltage and the dopant 
concentration of the bulk material. 

The determination of the oxide thickness consists in measuring the oxide 
capacitance between gate contact and the source-drain and bulk contacts with 
a d.c. gate bias causing a strong inversion layer. The area of the gate being 
known, the value of doxl Box can be immediately calculated. A complication is 
caused by the fact that the oxide layer above the source and drain regions may 
be somewhat thicker than that above the channel of the device, especially in 
the case of devices with n+ source and drain regions. The growth rate of the 
thermal oxide on an n+ region is somewhat higher than on the low-doped bulk 
region. We have estimated the difference in oxide thickness of the two regions 
by the interference-colour difference. Combining this difference with the average 
oxide thickness following from the capacitance measurement, we have calculated 
the oxide thickness above the inversion layer. Although the determination of 
the oxide-thickness difference is rather crude, the final result for the oxide 
thickness d0 , is still sufficiently accurate due to the relatively small correction 
which is necessary due to the oxide-thickness difference. 

The threshold voltage of the device at the wanted temperature and with the 
bulk bias voltage applied is determined by measuring the conductance between 
the source and drain contacts as a function of the applied gate voltage Vg with 
a type B201 Wayne-Kerr bridge. The value of Vg for which the conductance 
is zero is the threshold voltage and it can be determined with an accuracy of 
a few tenths of a volt by extrapolating the measured points to the conductance 
value zero. 

Another important parameter is the dopant concentration of the bulk mate­
rial of the device. This dopant concentration was determined experimentally in 
two ways. 
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Firstly we measured the capacitance of the drain-bulk diode as a function 
of the d.c. bias voltage applied to this diode. The applied gate bias has a value 
such that no inversion layer exists. Plotting the squared inverse value of this 
capacitance as a function of the bias voltage we obtain a straight line. The 
slope of this line determines the bulk dopant concentration under the drain 
region, if we assume that the drain region is heavily doped compared with the 
bulk region and that the bulk region has a constant dopant concentration Na 98

): 

dV 

S 11 is the area of the drain region. 

2 
=--2--; 

e8 8 11 q Na 
(3.17) 

In all equations used in chapter 2, where the dopant concentration is dealt 
with, we assumed that this concentration was a constant. There may be some 
doubt about this assumption especially in the surface region of the bulk under 
the gate oxide. During the thermal growth of the oxide layer a redistribution 
of impurities between the semiconductor material and the growing oxide oc­
curs 99

) and this may cause a varying dopant concentration at the surface. 
We therefore also measured the dopant concentration in a second manner 

by determining the threshold voltage of the MOST as a function of the bias 
voltage applied between the bulk and source contacts 100

). At the threshold 
voltage the charge in the inversion layer is zero (eq. (3.13)). Using eqs (3.1), 
(3.5) and (2.12) we therefore find for the threshold voltage measured between 
the gate and source contact: 

(3.18) 

in which we have introduced the diffusion voltage Va for the voltage drop 
across the depletion layer with a bulk voltage Vb = 0; V11 depends on the 
dopant concentration and on the position of the Fermi level at the surface, 
as can be seen in eq. (2.12). In practice it varies only slightly and has a value 
of about 0·7 V for silicon. Equation (3.18) is also derived on the assumption 
that Na is constant. With this assumption the threshold voltage is linearly 
dependent on (Va- Vb) 112 • The slope of this straight line determines the 
dopant concentration. With all our samples we in fact find a straight line for 
the measured values of V1h as a function of (Va- Vb) 112 , as illustrated in 
fig. 3.3. For the determination of the threshold voltage we are therefore justi­
fied if we take Na as a constant under the inversion layer. 

Closer inspection of the way in which the dopant concentration occurs in 
the equations of chapters 2 and 3 shows that the only important parameter 
is the total charge of ionized impurities in the depletion layer. This total charge 
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Fig. 3.3. The measured threshold voltage plotted versus the square root of the difference 
between bulk bias and diffusion voltage at room temperature. 

is almost independent of a varying dopant concentration in a small region near 
the surface. By measuring the variation of the threshold voltage we just deter­
mined the total charge in the depletion layer as a function of the bulk bias and 
found the same dependence, within experimental error, as for a constant dopant 
concentration under the gate oxide for all the devices we used in our experiments. 
The equations derived with the assumption of a constant dopant concentra­
tion Na may therefore be used for the devices we have measured. The values 
of Na which we found with these two different manners agreed very well with 
each other. 

In the case of accumulation-layer devices the described methods for deter­
mining the dopant concentration cannot be used because of the absence of a 
depletion layer. For these devices, however, the dopant concentration need not 
be known for our measurements at 4·2 K, because the impurities are not 
ionized at this temperature. We nevertheless roughly know the bulk-dopant 
concentration from the specific resistivity of the material used for the device. 

The experimentally determined parameters of the devices on which the 
measurements were made are listed in table 3-I. The type of the devices is 
characterized by giving successively the type of the material in the source 
region, the bulk region and the drain region. 
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TABLE 3-1 

Parameters of the devices used for the measurements 

device type of dox dopant surface 
number device (A) cone. (m- 3 ) orientation 

R28 n+pn+ 1450 Na = 1·5.1022 {100} 
R34 n+pn+ 2200 Na 3.1021 {100} 
L55 p+np+ 1550 Nd = 1·2.1022 {100} 

Ln21 p+np+ 1250 Nd = 8·4.1020 {100} 
H73-l n+nn+ 1250 Nd ~ 2·8.1020 {100} 
H73-2 p+pp+ 1100 Na ~ 1·6.1021 {100} 

When all these parameters have been determined the actual measurements 
of the gate-capacitance variations as a function of the gate voltage can be 
compared with the results of numerical calculations by checking the validity 
of eq. (3.11) or eq. (3.14). 

The gate capacitance is measured on a type B201 Wayne-Kerr capacitance 
bridge at a measuring frequency of 500 kHz. The a.c. voltage on the bridge 
is supplied externally by a 500-kHz generator with an output voltage of 100 mY. 
The output of the bridge is amplified by a low-noise selective amplifier, whose 
output is detected with a communication receiver. The bridge is thus made 
sensitive to capacitance variations of 0·001 pF in a total gate capacitance Cg 
of the order of 10 pF 101). The absolute value of the gate capacitance, how­
ever, cannot be measured with such accuracy, because the parasitic capacitance 
of the header on which the device is mounted is not known within sufficiently 
narrow limits. As we can measure only variations in C9 with the desired accu­
racy, and as, moreover, we cannot determine the value of Box/dox with the same 
relative accuracy, we can only check the variations of <z> in eq. (3.11) or eq. 
(3.14) with V9 and not the absolute value. We effected these measurements at 
room temperature and liquid-nitrogen temperature for the inversion-layer de­
vices and at liquid-helium temperature for the accumulation-layer devices. The 
low temperatures were achieved by simply immersing the device in the liquid 
nitrogen or helium. 

3.3. Comparison between measured and calculated variations in the average 
inversion-layer thickness 

As remarked earlier in sec. 2.2 we can numerically solve the equations deter­
mining the inversion-layer properties of a device with a known dopant con-
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centration and a given applied bulk bias. By carrying out the calculations for 
a sufficiently large number of values of the independent variable EFn• we can 
find the total number of inversion-layer carriers N1nv and the average distance 
<z) of these carriers from the interface, both as functions of EFn· These func­
tions, of course, also yield (z) and EFn as functions of N1nv· The correction 
terms in eqs (3.11), (3.12) and (3.14), d(z)/d In N1nv and (e./q2

) dEFn/dN1nv 

can be obtained from the latter functions by differentiation. 
For all the inversion-layer devices whose gate-capacitance variations we 

measured as a function of the gate voltage, we also calculated <z) as a func­
tion of N1nv with a quantum-mechanical calculation described in sec. 2.2.2, as 
well as with a conventional continuum calculation described in sec. 2.2.1. The 
results are given in figs 3.4 to 3.7. The results of the quantum-mechanical cal­
culations are indicated by the drawn curves, the "classical" calculations with 
the continuum model for motion perpendicular to the surface are indicated by 
the dashed curves. The values of <z) calculated with the conventional contin­
uum model are increased by a constant value for easier comparison of these 
curves with the curves for the quantum-mechanical calculation. This constant 
value is indicated in the figure. 

The correction terms (e./q2
) dEFn/dN1nv and d<z)/d In N1nv for the quan­

tum-mechanical calculation are also given. 
The measured values indicated were obtained as follows. For each value of 

the gate voltage the value of N1nv was calculated with eq. (3.13). The corre­
sponding capacitance value was subtracted from a constant value and divided 
by the area of the gate to obtain the LIC per unit square in eq. (3.11). The 
constant value from which all measured capacitances were subtracted was 
adapted to obtain values of <z) which accorded with the calculations. This is 
allowed if we keep in mind that only the variations of <z> with varying V0 

can be determined with sufficient accuracy. The values of (z) were calculated 
with eq. (3.11) and the calculated correction terms; they are indicated by crosses 
in the figures. 

It will be noted that the correction term (e./q2
) dEFnfdN1nv becomes very 

important at the low-inversion side of the curves. This term varies strongly 
with N1nv for small values of N1nv· The smaller the value of N1nv• the less 
accurately it can be determined, because the measuring inaccuracy of the thresh­
old voltage V1h, which is of the order of a few tenths of a volt, becomes rela­
tively marked. The combination of a steep rise of the correction term and the 
decreasing accuracy of N;nv with a decreasing value of N 1nv means that <z) can 
only be determined with reasonable accuracy as long as this correction term 
is smaller than <z). 

For accumulation-layer devices we have measured the variation of the gate 
capacitance with the gate voltage only at liquid-helium temperature. The accep­
tor or donor impurities in the bulk are not ionized at that temperature and we 
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Fig. 3.4. Calculations and measurements of {z) as a function of N10v for device R28 with 
N. 1·5.1022 m- 3 • 

(a) At T 300 K with Vb 0; (b) at T = 300 K with Vb = -9·7 V; (c) at T = 77 K with 
vb = o. 
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Fig. 3.5. Calculations and measurements of <z) as a function of N1nv for device R34 with 
Na 3.1021 m- 3 • 

(a) At T = 300 K with Vb = 0; (b) at T 300 K with Vb = -9·7 V; (c) at T 77 K with 
vb o. 
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Fig. 3.6. Calculations and measurements of (z) as a function of N;nv for device L55 with 
Nd = 1·2.1022 m- 3 • (a) At T = 300 K with Vb = 0; (b) at T = 300 K with Vb = 9·7 V; 
(c) at T = 77 K with Vb = 0. 
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Fig. 3.7. Calculations and measurements of (z) as a function of N1nv for device Ln21 with 
Nd 8·4.1020 m- 3 at T = 77 K with Vb = 0. 

may compare the measurements with the calculations described in sec. 2.3.3 
and 2.3.4. As long as the electric quantum limit is valid eq. (3.15) gives <z) as 
a function of Haec· In figs 3.8 and 3.9 this curve is shown for an n-type and 
p-type silicon accumulation layer by a drawn curve in the region where the electric 
quantum limit is valid and by a dashed curve beyond that region. The drawn 
curve in the last region is the result of calculations in which the occupation of 
the higher levels is taken into account as described in sec. 2.3.4. The measured 
values were obtained in the same way as for the inversion layers, except that 
eq. (3.14) was used with only one correction term instead of the two correction 
terms employed for the inversion layers. 

<z>(Jl.) 

t 40~--+-----~---+----~----~--~ 

1016 2 5 1017 

- Naccrm-2
) 

Fig. 3.8. Calculations and measurements of (z) as a function of Nacc for device H73-1 at 
T= 4·2 K. 
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Fig. 3.9. Calculations and measurements of (z) as a function of Naco for device H73-2 at 
4·2 K. 

3.4. Discussion 

If we examine the results of the capacitance measurements as a function of 
the gate voltage we see overall agreement between the measurements and the 
calculations when the quantized motion perpendicular to the surface is taken 
into account. This overall agreement cannot be obtained with calculations when 

·the conventional continuum model is used for the inversion layers. The con­
ventional continuum calculation is not given for the accumulation layers, the 
measurement temperature being so low that a quantized calculation is known 
in advance to be necessary. 

Further investigation of the results given in the preceding section for inver­
sion layers gives rise to the following observations. 

A lower dopant concentration of the bulk material causes a larger depletion­
layer width and a smaller value of the electric field F, which characterises the 
steepness of the potential well V1 owing to the ionized impurities in the depletion 
layer. 

The average distance (z) and the variation of (z) with N1nv increase with 
decreasing steepness of the potential well. This can be seen by comparing the 
results of the calculations as well as the measurements in fig. 3.4 with those 
in fig. 3.5, and fig. 3.6 with 3.7. The steepness of the potential well can also be 
changed by applying a bulk bias. A reverse bias increases the steepness and 
decreases (z) and the variation of <z) with N1nv• as can be seen by comparing 
fig. 3.4a with 3.4b, 3.5a with 3.5b, and 3.6a with 3.6b. 

With increasing temperature or decreasing steepness of the potential well the 
difference between the calculations with and without quantization of the motion 
perpendicular to the surface becomes less pronounced. This is readily under-
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standable. When the separation of the energy levels for the motion perpendic­
ular to the surface becomes smaller with respect to the thermal energy kT, 
the higher energy levels become increasingly occupied and we may approach 
a quasi-classical situation. In figs 3.4a and 3.5a we cannot distinguish between 
the calculations with and without quantization on the basis of the measure­
ments. The energy-level separation of the two lowest levels varies from 25 me V 
for device R28 and 15 meV for device R34 at N1nv = 5.1015 m- 2 to 80 meV 
for device R28 and 60 meV for device R34 at N1nv = 1017 m- 2 • These differ­
ences have to be compared with the 26 meV for the thermal energy at room 
temperature. On the low-inversion side there is practically no difference be­
tween the slope of the curves calculated with and without quantization. At 
higher values of N1nv• where the energy separation between the levels is larger 
owing to the extra self-consistent potential well of the electrons themselves, 
a difference in slope again occurs. But this difference is too small to allow us 
to distinguish between the two curves on the basis of the few measurements 
in this region of N1nv· 

Application of a negative bulk bias of -9· 7 V increases the energy separation 
to 50 meV for device R28 and to 30 meV for device R34 at N1nv = 5.1015 m- 2 

and a distinction between the two kinds of calculation can clearly be made on 
the basis of the measurements (figs 3.4b and 3.5b). 

Lowering the thermal energy to 6·5 meV at liquid-nitrogen temperature also 
brings us to a situation where the two calculations give significantly different 
results (figs 3.4c and 3.5c). 

We may also remark that n-type channels for {100}-oriented silicon surfaces 
have lower values of <z) and a smaller energy separation than the correspond­
ing p-type channels. This is due to the higher value of mzz for n-type channels 
on {100}-oriented silicon compared with the value for the p-type channels 
for the lowest energy level (mzz 0·98 m resp. 0·5 m). We therefore see a 
significant difference between the calculation with and without quantization 
for T = 300 K and Vb = 0 V for the p-type channel device L55, whereas the 
n-type channel device R28 with an even somewhat higher dopant concentration 
does not show this significant difference (figs 3.4a and 3.6a). 

In fig. 3.6c we see that the behaviour of <z) is qualitatively different for the 
conventional model calculation where <z) increases with increasing N1nv com­
pared with the quantum-mechanical calculation which always gives a decreasing 
<z) with increasing N1nv· The increase of (z) with N1nv for the continuum cal~ 
culation can be understood by realizing that in this case the Fermi level enters 
the valence band. The hole concentration is a function of the difference be­
tween the band edge Ev and the Fermi level EF. At the surface where EF < E, 
the hole concentration increases roughly as (Ev EF) 312 with decreasing EF, 
while further on in the regions where EF > E. the hole concentration increases 
as exp [(Ev- EF)fkT] with decreasing EF. The hole concentration therefore 
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increases relatively faster at a larger distance from the surface than near the 
surface with increasing N1nv· This effect is opposed by the increase of Ev at 
the surface due to the band bending caused by the space charge in the inversion 
layer. Nevertheless the first tendency may dominate at low temperatures, caus­
ing an increasing value of <z) with increasing N1nv for the calculations with 
the conventional continuum model. 

As we are measuring relatively small changes in the gate capacitance we have 
to be sure that the measured variations are indeed due to the variation of <z) 
and not to other effects which are almost always neglected but may be impor­
tant in this case. Such effects might be due to changes in the oxide properties, 
e.g. a change of the oxide thickness due to the forces of attraction between the 
two plates of the capacitor, or a variation in Box with the electric-field strength. 
For our devices it is reasonable to neglect variations in oxide properties with 
a varying gate voltage V9 • Calculation of the influence on the capacitance of 
a variation in dox with the known compressibility of the oxide shows that this 
effect is at least an order of magnitude smaller than the influence of <z> on the 
capacitance. Moreover, all the variations of the oxide properties during the 
measurement with varying V9 would be independent of the dopant concentra­
tion of the bulk and the applied bulk bias voltage, while our measurements 
clearly illustrate dependence on these parameters. 

The influence of surface states is also neglected in our calculations. The de­
vices we used are devices with a low surface-state density. Moreover, the 
influence of surface states on the gate capacitance in the inversion region is 
small. The position of the Fermi level at the surface changes only slightly for 
large variations in the inversion-layer charge density. The change in occupation 
of the surface states with varying N1nv may therefore be neglected for calcula­
tion of the gate capacitance. 

The resistance of the inversion layer may give rise to ohmic losses-which 
influence the capacitance measurements. Owing to the favourable geometrical 
shape of the inversion channel and the relatively low measuring frequency we 
have calculated that this influence can be neglected (w R C ;5 2.10- 2

). This 
is also experimentally shown by the negligible ohmic losses measured on the 
bridge with which the capacitance value is determined. 

To conclude, we may remark that the measurements described in this chapter 
show the practical importance of quantization of the motion perpendicular to 
the surface of the carriers bound in a surface channel for temperatures up to 
room temperature. Although such striking effects as quantum oscillations prov­
ing quantization very directly at very low temperatures 51 •

59
) ( < 4·2K) do 

not occur in these capacitance measurements, the measurements have the 
remarkable result of demonstrating quantization in inversion layers at very 
much higher temperatures up to room temperature. 



59-

4. EXPERIMENTAL VERIFICATION OF QUANTIZATION BY 
MEASURING THE ANOMALOUS BEHAVIOUR IN THE GATE-BULK 

TRANSFER CAPACITANCE OF AN MOS TRANSISTOR 

In chapter 3 we verified quantization by capacitance measurements on the 
MOST considered to be a two-terminal device, one terminal being the gate 
contact, the other the a.c. short-circuited source, drain and bulk contacts. In 
this chapter we shall deal with the MOST as a two-port device. The input ter­
minal is the gate contact and the output terminal the bulk contact, while the 
short-circuited source and drain contacts form the common terminal for input 
and output. In this configuration the MOST is still a passive device. 

In sec. 4.1 we shall show that the behaviour of the MOST under these cir­
cumstances can be represented by an equivalent circuit containing only capaci­
tances. The values of these equivalent-circuit elements of the device will be 
calculated. The transfer capacitance between gate and bulk contacts, which is 
shown to be proportional to the derivative of the Fermi-level position with 
respect to the inversion-layer charge density, is found to behave anomalously 
as a function of the applied d. c. gate voltage owing to quantization of the mo­
tion of the charge carriers in the inversion layer. In sec. 4.2 the experimental 
method to determine this transfer capacitance as a function of the gate voltage 
will be described, whereas in sec. 4.3 the experimentally determined values will 
be compared with the calculated values. In sec. 4.4 the influence of surface 
states on the results of the measurements will be investigated by developing a 
simple model and by presenting some additional measurements with a varying 
oxide charge and surface-state density. The chapter will conclude with a dis­
cussion of the results. 

4.1. Calculation of the two-port capacitances of an MOS. system with an inver­
sion layer 

For the purpose of our calculation we consider an n-channel inversion layer 
with a surface area equal to unity and with external contacts to the gate, the 
bulk and the inversion layer. The energy-level diagram for an electron in this 
metal-oxide-semiconductor system is shown schematically in fig. 4.1 85). The 
electron-affinity difference Ax 1 is the difference between the electron energy 
in the oxide and in the semiconductor at the interface. The difference at the 
gate-oxide interface between the electron energy in the oxide and the Fermi 
level in the gate Ey9 is Ll x2 ; Ll x 1 and Ll X2 depend only on the materials which 
make contact at the interface and not on the applied biases. The position of 
the quasi-Fermi levels Ey,. and EFP in the semiconductor are measured with 
respect to the zero level, for which the value chosen is that at which the poten­
tial V1 reaches the surface. The potential V1 is the solution of the Poisson 
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Gate Oxide Semiconductor 

Fig. 4.1. Electron-energy diagram in an MOS structure with an inverted semiconductor sur­
face. 

equation if only the ionized impurities in the depletion layer are taken into 
account and the inversion-layer charge is neglected (sec. 2.1.1). The gate 
voltage V9 is defined as the voltage difference between the gate contact and 
the inversion-layer contact, and the bulk voltage Vb as the voltage difference 
between the bulk contact and the inversion-layer contact. The constant con­
tribution to the voltages not giving explicitly we find the following relations 
for vg and vb: 

EFg- EFn 
Vg=- ----

q 

q 

(4.1) 

(4.2) 

The quasi-Fermi level EFn is a function of N;nv· We can only give an expres­
sion for this function at the electric quantum limit. Further on we shall make 
the approximation to use the electric-quantum-limit equations. Fortunately 
this approximation is allowable for the temperatures we used in measuring 
our samples as we shall show later on in this section. The lowest energy level 
for the motion perpendicular to the surface E0 may be nv-fold degenerate due 
to the nv equivalent valleys with the maximum value of mzz· Omitting the valley 
index j and taking nv into account we obtain with the aid of eq. (2.26): 

E0 + kTln exp 
0 

[ ( 
:n: liz N ) 

nvmdkT 
(4.3) 
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At the electric quantum limit N0 is the total number of carriers in the inversion 
layer: 

(4.4) 

E0 and V2 (0) are related to the dimensionless functions e0 and q;(O) by eqs 
(2.35); e0 and rp(O) are known functions of the dimensionless inversion-layer 
charge, which is the ratio of the charge in the inversion layer to the charge in 
the depletion layer q N0 / esF (fig. 2.8). We therefore know E0 and V2(0) as a 
function of N0 and the electric field F. 

Small changes Ll Vg and Ll Vb in the gate and bulk voltages cause a small 
change LIN0 in the inversion-layer carrier density and a small change Llddepi 
in the depletion-layer thickness. Because of these changes a charge Ll Qg enters 
through the gate contact and a charge Ll Q b through the bulk contact: 

Ll Qg = q LIN0 q Na Llddepl• 

Ll Qb = -q Na Llddepl• 

(4.5) 

(4.6) 

We further introduce the following quantities which have the dimensions of 
a reciprocal capacitance per unit square: 

I ()EFn 1 1 ()Eo 
---

qz oNo cl q e5 ()F Cz 
(4.7) 

1 oV2(0) 1 I oV2 (0) 1 

q ()No c3 e, bF c4 

It is now a straightforward matter to find the first-order disturbances in eqs 
(4.1) and (4.2), using eqs (4.3)-(4.7) and the relationship between the electric 
field F and the depletion-layer thickness ddept (eq. (2.13)): 

This set of two-port equations, which give a linear relationship between the 
charges entering through the contacts and the voltages on these contacts, repre­
sents a lossless passive circuit. The equations therefore have to be reciprocal 
because of the law of conservation of energy and the following relation holds: 

1 1 1 
-=0. 
c4 

(4.9) 
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We were also able to prove this relation at the electric-quantum-limit condi­
tion starting from the definition of C2 , C3 and C4 of eq. (4.7). We used the 
dimensionless formulation of the electric-quantum-limit problem as given in 
sec. 2.3.1. Without solving the SchrOdinger equation the relation (4.9) can be 
proven by making use of the fact that the mean energy Bm is minimal for the 
solution of the Schrodinger equation. We will not give this proof here; it only 
illustrates the consistency of the electric-quantum-limit equations. 

For the small-signal a.c. voltages and currents v9 , vb, ig, ib at angular fre­
quency w we find the following relations by differentiating eqs (4.8) with re­
spect to time : 

1 (do-g 
v =--

(I • 

]W Box 

1 . 1 (ddepl 
V11= l +- --

jwC 1 u jw B
8 

(4.10) 

From these equations we see that the MOS inversion-layer system can be repre­
sented by an equivalent circuit given in fig. 4.2a, with the following values for 
the capacitances per unit square: · 

1 dox 1 

Cg Box c3 
(4.11) 

1 ddepl 
----

cb Bs Cz 

In practice the reciprocal capacitances 1/C1 to l/C3 turn out to be small com­
pared with the reciprocal oxide capacitance do .. / Box and the reciprocal depletion­
layer capacitance ddep1/ss for a unit square of the MOS surface: 

(4.12) 

Fig. 4.2. Equivalent circuit of a unit surface area of an MOS structure with an inverted 
semiconductor surface for small a.c. signals. 
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With these relations we see that we can approximate the equivalent circuit of 
fig. 4.2a by the equivalent circuit of fig. 4.2b. 

If we want to investigate the influence of quantization of the motion per­
pendicular to the surface the variation of 1/C1 is especially interesting. At low 
temperatures 1/C1 as a function of the d.c. gate voltage has a minimum due 
to quantization, and in sec. 4.2 we shall describe an experimental method for 
measuring this varying function of V9 • From eqs (4.3) and (4.7) we find: 

1 
(4.13) 

We consider it preferable to use a dimensionless formulation of this equation 
and introduce the dimensionless quantities given in eq. (2.35), which made 
possible a general solution of the electric-quantum-limit problem. We then find: 

ds0 y 
+----­

da 1- exp( -a/{3) 
(4.14) 

ep is the Fermi level EFn normalized with the same factor as the energy level E0 

(eq. (2.35)). 
The normalized temperature {3 is given by 

(4.15) 

and the normalized quantity y by 

(4.16) 

The first term on the right-hand side of eq. (4.14) is a function known from 
the calculations of sees 2.3. 1 and 2.3.2; it is a negative increasing function of a 
and independent of the semiconductor material, surface orientation, bulk dope 
and applied bulk bias. The second term on the right-hand side of eq. (4.14) is 
a decreasing function of a and since it contains the effective masses, the electric 
field and the temperature, it depends on the material we use. This term becomes 
steeper with decreasing temperature and the sum of the two terms may show 
a minimum as a function of a as illustrated in fig. 4.3, where ds0 /da and depfda 
are given as functions of a for practical values of {3 and y. 

In these calculations we make the approximation that the electric-quantum­
limit equations may be used. To investigate the validity of the assumption we 
numerically calculated the variation of the Fermi level EF n with the total number 
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Fig. 4.3. de0 /d<X and deF/d<X as a function of IX for different temperatures. The drawn curves 
are the electric-quantum-limit approximations; the dashed curve is the result of a numerical 
calculation without this approximation. The dotted curve is a result for the continuum model. 

of electrons in the inversion channel for a case corresponding to that in fig. 4.3 
at 77 K, taking the occupation of the higher energy levels into account. The 
dashed curve is the result of this numerical calculation in normalized variables. 
For low values of 0( there is good agreement; for high values of 0( the numerically 
calculated value of dc:F/dCl becomes lower. Occupation of the higher energy 
levels causes a steeper decrease of the energy level £ 0 with increasing Ninv than 
we would expect if only the lowest energy level was occupied. This can be under­
stood by realizing that the occupation of a higher energy level has a relatively 
greater influence on the self-consistent potential well than the occupation of a 
lower level, owing to the larger average distance from the surface of the car­
riers at a higher level. As the characteristic minimum of dc:pfdcc in particular 
occurs at temperatures lower than 77 K, calculating the function in the neigh­
bourhood of its minimum using the electric-quantum-limit approximation 
involves only a small error and is completely justified. 

For completeness we have also given in fig. 4.3 the results of a calculation of 
dsF/dcc in which the quantization was not taken into account. We see that the 
characteristic minimum in depfda does not occur for the conventional con­
tinuum model. 
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4.2. Description of the measurements 

The most straightforward way to determine the quantity 1/C1 = (1/q2
) x 

oEFnfbN0 , whose behaviour is anomalous owing to quantization, would be to 
apply a small-signal gate voltage v9 and to measure the resulting bulk voltage vb 

under the condition ib 0 (eq. (4.10)). We then have up to the first order: 

vb 1 Box 
=--. (4.17) 

Vg cl dox 

R RL 
~battery 

-, 
Cp I 

I 
I FET 

lf.lF I 

i ··! cd 1 

I 

i 

~ _j vb 

Fig. 4.4. Measurement circuit for determining dsp/da as a function of C!:. 

In practice, however, this equation is incomplete. In fig. 4.4 the equivalent cir­
cuit of the inversion layer is given in the inner dashed rectangle. The capac­
itances per unit square of fig. 4.2 are multiplied with the surface area S1nv of 
the inversion layer. Our practical devices have diffused source and drain regions 
to make contact with the inversion layer. We therefore have in the interior of 
the device an extra depletion-layer capacitance C d between the bulk and 
source-drain contacts. In addition to this capacitance Cd, the complete equiv­
alent circuit comprises a capacitance Cgp for the parasitic overlap of the gate 
contact over the source and drain regions and a parasitic capacitance CP be­
tween the gate and bulk contacts because of the header on which the device is 

. mounted. The total equivalent circuit is indicated in the outer dashed rectangle 
in fig. 4.4. 

The devices on which our measurements were carried out were the same as 
those described in sec. 3.2. The capacitance values were approximately 

Cd ~ 50 pF, Cup~ 5 pF, Cp ~ 0·5 pF, 

Cg Cb Stnv 
Cb Stnv ~ 5 pF, C9 S 1nv ~ 5 pF, and ~ 5.10- 3 pF. 

cl 
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Using these approximate values and using eq. (4.12) we find that the ratio of 
the resulting bulk voltage V0 to the applied gate voltage v9, subject to the con­
dition that the external bulk current is zero, can be expressed as 

cp 1 e()X es Sinv 

ct <:; d<>K ddepl --c; ' (4.18) 

where Ct is the total capacitance between bulk and source-drain contacts. It 
is the sum of the depletion-layer capacitances C0 S1nv and Cd and the parasitic 
capacitance due to the external leads to the device. The second term in this 
equation which we want to measure proves to be very small compared to the 
first one. We are, however, able to measure the variation in the second term, 
which is proportional to the quantity 1/C1 in which we are interested, if the 
constant first term owing to the parasitic capacitance Cv is compensated. 

The measurement circuit is also shown in fig. 4.4. An a.c. gate voltage v9 

of about 100 mV at 50 kHz is applied to the gate contact of the MOST. The 
resulting bulk voltage vb is amplified by a junction-field-effect transistor with 
a very high input impedance and with a transconductance g 4• Owing to the 
high input impedance of this JFET the current through the bulk contact is 
practically zero. To compensate the constant contribution of the parasitic 
capacitance Cv in the ratio vbfv9 a variable resistor R is connected between the 
input and output of the circuit. It will be readily seen that the following relation 
applies: 

Vu RL gdRRL vb 

Vg RL + R RL + R Vg 

(4.19) 

The 50-kHz output voltage vu is measured with a wave analyser. The d.c. gate 
voltage V9 and the bulk voltage Vb are supplied via 10-M.Q resistors and do 
not influence the a.c. circuit. 

The measuring procedure is now as follows. The resistor R is adjusted to 
make vu very small at a high gate voltage V9 • In this situation the dominating 
contribution of CPfCt in the ratio vbjv9 (eq. (4.18)) is practically compensated 
by the term 1/gdR in the ratio vufv9 (eq. (4.19)). By varying V11 continuously 
and sufficiently slowly we can measure the output voltage Vu as a function 
of V9 • This function is plotted with an X-Y recorder. The variation of v" with 
V9 is proportional to the variation in 1/C1 with V9 • Note that we are thus only 
able to measure the variations in 1/C1 and not its absolute value; the difference 
between the two large contributions 1/gdR and CvfCt in eq. (4.19), which 
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practically cancel each other, cannot be measured with the accuracy needed 
to determine the absolute value of 1/C1 • 

The measurements are made at different temperatures in an experimental 
set-up in which all temperatures between 4·2 K and room temperature can be 
achieved for the device. The device is in thermal contact with a copper block 
in a Dewar vessel partly filled with liquid helium. The block can be heated by 
a resistive heating wire wound around the block and cooled by making the 
liquid helium boil with a heating resistor in the liquid helium, so that the cold 
helium gas flows over the copper block. The temperature of the copper block 
is measured with a thermocouple element. A control unit holds the thermo­
electric voltage at a constant but adjustable value by alternately cooling and 
heating the copper block when the temperature becomes too high or too low. 
This arrangement enables the device temperature to be kept constant within 
± 0·2 K 102), which is quite sufficient for our measurements. 

4.3. Comparison between measurements and calculations 

From a measurement at a given temperature described in the preceding section 
we obtain the output voltage vu as a function of the applied d.c. gate voltage Vg. 
These measurements are effected with devices R28, R34 and L55, which have 
already been described in sec. 3.2 and for which the various data have been 
given in table 3-I. The variations in the output voltage vu and the variations 
in the derivative of the normalized Fermi level with respect to the normalized 
inversion-layer charge density, deFfdrt, are both proportional to the variations 
in l/C1 as follows from eqs (4.14) and (4.19). The normalized inversion-layer 
charge density rt is related to the gate voltage Vg by the combination of eqs 
(2.35) and (3.13). We can therefore easily calculate the deFfda curve as a func­
tion of a. by multiplying the measured curve of vu as a function of Vg by the 
appropriate proportionality factors. All experimentally determined curves are 
given in the form of deFfda. as a function of a.. 

The experimental curves in figs 4.5 to 4.9 are represented by drawn curves 
while the corresponding theoretical curves for the electric-quantum-limit ap­
proximation are indicated by dashed curves. These theoretical curves were 
calculated from eqs (4.14), (4.15) and (4.16). The electric field Fwhich is needed 
for the calculations is given by eqs (2.12) and (2.13) while the various effective 
masses and the degeneracy factors are given by the surface orientation and the 
type of the inversion channel. Figure 4.5 to 4.9 show the results for devices R28, 
R34 and L55 at different temperatures and with different applied d.c. bulk 
biases Vb. All these devices have a {100}-oriented surface. 

From the same silicon bar from which the {100} slices for the device L55 
were cut, we also had { 110 }~ and { 111 }-oriented slices at our disposal. Simul­
taneously with the fabrication of the L55 devices from the {100}-oriented slice 
we also made devices from the { 110 }- and {Ill }-oriented slices. The only 
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Fig. 4.5. Measured and calculated curves of dsF/doc as a function of oc for device R28 with 
vb 0 at various temperatures. 
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Fig. 4.6. Measured and calculated curves of deFfdx as a function of oc for device R28 at 
T 39 K and with various bulk biases. 
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Fig. 4.7. Measured and calculated curves of dep/diX as a function of IX for device R34 with 
Vb = 0 at various temperatures. 
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Fig. 4.8. Measured and calculated curves of dep/diX as a function of IX for device L55 with 
vb = 0 at various temperatures. 
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Fig. 4.9. Measured and calculated curves of deFfdoc as a function of oc for device L55 at 
T = 38 K with different bulk biases. 

important difference between these devices is their surface orientation; the 
dopant concentration and the fabrication conditions are the same. As the 
effective-mass tensor of holes is isotropic we would expect the behaviour of 
these devices to be the same, irrespective of the surface orientation. In fig. 4.10 
we show the experimentally determined curves of dsF/dl)( as a function of I)( 

for the three different surface orientations at 38 K and with Vb = 0. We see 
that the minimum in the measured curves is much more pronounced for the 
{100} orientation than for the other surface orientations. This characteristic 
difference is found for all temperatures and bulk biases, but we have not given 
these measurements. As the differences cannot be caused by the effective-mass 

(}08 
dEF 
dr:Y. 

t 0·04 

-0·04 

Fig. 4.10. Measured curves of deF/doc as a function of oc for p-channel devices differing only 
in their surface orientation at T = 38 K and with Vb = 0. 
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values of the holes there must be another reason. It is known that {100}­
oriented oxidized silicon surfaces have a lower surface-state density and fixed 
oxide charge than surfaces with a different surface orientation 103

•
104

). The 
difference in the measurements may therefore be due to the different surface­
state densities and oxide charges. The influence of surface states and oxide 
charges on the measurements will be further investigated in the next section. 

4.4. The influence of surface states and oxide charges 

To investigate whether surface states and fixed oxide charges indeed cause 
a flattening of the minimum of the dspjdoc curve we carried out the following 
experiment. A device L55 with a {100}-oriented surface was first measured at 
38 K with Vb 0 V. After this measurement the device was exposed for a 
certain time to X-rays from an X-ray tube with a tungsten anode having an 
anode voltage of 150 kV and with an intensity of 104 rontgens per minute. 
After this irradiation the device was again measured under the same experimen­
tal conditions as before exposure to the X-rays. The experimental results for 
dsyjdoc are given in fig. 4.11 with the total duration of exposure to the X-rays 

T::38K 

0 0 

-0·04 

Fig. 4.11. Measured curves of deF/dtX as a function of tX for device L55 after X-ray irradia­
tion for various durations at T 38 K and with Vb = 0. 

as a parameter. It is well known that irradiation with X-rays causes an increase 
in surface-state density and in fixed oxide charge 105

). The total extra positive 
charge at the semiconductor-oxide interface due to the irradiation can be cal­
culated from the resulting change in the threshold voltage. For our case we 
find an extra number of positive elementary charges of 3·5.1015, 6·5.1015 and 
1·5.1016 m- 2 for exposure times of 30, 90 and 600 s, respectively. We in fact 
observe that these extra surface states and oxide charges have a marked flat­
tening effect on the minimum of the curve. 
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This experiment gives a strong indication that the results on the {110} and 
{Ill} surfaces can in fact be explained by the extra charge in the interface for 
these devices compared with device L55 with a {100} surface orientation. The 
extra charges at the oxide-semiconductor interface for the {110} and {Ill} 
surfaces compared with the {100} surface can be found from the threshold­
voltage differences and are 4·5.1015 and 5·5.1015 m- 2 , respectively. These dif­
ferences are of the same order as the difference for the X-ray-irradiated {100} 
device with a similar curve for the measured deF/dct values. 

The original behaviour of the irradiated devices can be restored by heat 
treatment at 300 oc for 20 minutes. The extra surface states and oxide charges 
are annealed by this heat treatment. 

To understand the effect of surface states and oxide charges on the measured 
curves we consider the following influences. 

As the Fermi level at the surface changes with varying inversion-layer charge 
density, the occupation of the surface states in the neighbourhood of the Fermi 
level also changes. In fact, we are measuring not the difference in the Fermi 
level divided by the corresponding difference in inversion-layer charge, but the 
difference in the Fermi level divided by the corresponding difference in the sum 
of the inversion-layer charge and the charge in the surface states. However, this 
direct influence of the charge in the surface states can be neglected in our practi­
cal situation. The two-dimensional state density of the inversion-layer carriers at 
the lowest energy level for the motion perpendicular to the surface is equal to 
nv mdf:rcn2 (eq. (2.24)) and therefore of the order of 1018-1019 m- 2 eV- 1 • For 
oxidized silicon surfaces the surface-state density of is the order of 1015-1016 

m- 2 eV- 1 106- 110). With a varying Fermi level for an inverted silicon surface 
the variation of the charge in the surface states is very small compared with the 
corresponding change in the inversion-layer charge. This is affirmed by meas­
urements on annealed oxidized silicon surfaces 6 7 •111 ). 

The surface states may however have another effect, because they may be 
positively or negatively charged. In this respect the fixed oxide charges located 
at the interface play the same part as the charged surface states. A charged 
centre at the interface causes a local variation in the potential at the surface. 
These local potential variations make it impossible to separate the motion of 
the charge carriers in a free motion along the surface and a quantized motion 
perpendicular to the surface as was done by formulating the Schrodinger equa­
tion in sec. 2.1.3. The problem becomes very complicated, but we may formalize 
the influence of the charges at the interface by supposing that the lowest energy 
level E0 for motion perpendicular to the surface is no longer a sharp level but 
a broadened level. We consider only the electric-quantum-limit condition, and 
replace the discontinuous state density for the carriers in the inversion layer 
with a step nv mdf:rcn2 at E = E0 (eq. (2.24)) by a continuous state density 
given by 
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n md 1 
D'(E)=-v- ; 

n li 2 1 + exp [(E0 - E)/E.] 
(4.20) 

E. is a measure for the broadening of the level E0 • For E.---+ 0 we get the 
old situation with a sharp level E0 • With this state-density function introduced 
a priori the inversion-layer carrier density can be calculated with the integral 
in eq. (2.26) as a function of the difference between EFn and the lowest energy 
level E0 • If we assume that E0 is the same function of the inversion-layer car­
rier density as for the case without interface charges, the normalized function 
dsF/diX may be straightforwardly calculated by numerically evaluating the inte­
gral in eq. (2.26) and its derivative to EFn· 

The results of these calculations for a p-type inversion layer with the same 
data as for device L55 at T = 38 K with Vb = 0 V are given in fig. 4.12 with 
the spreading energy E. as a parameter. We see that a spread of about 5 meV 
in the energy level E0 can explain the different behaviour of the devices with a 
{110}- or {111 }-oriented surface or for the X-ray-irradiated devices compared 
with the original {100}-oriented L55 device. 
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Fig. 4.12. Calculated curves of dsF/diX as a function of IX for device L55 at T = 38 K and 
with Vb = 0 assuming a broadened energy level E0 , the broadening of which is characterized 
by the parameter E •• 

Stern and Howard 12) have estimated the energy difference for an n-channel 
inversion layer with positive oxide charges at the interface. Owing to the attract­
ing potential a bound state for the motion parallel to the surface is possible 
with a total energy lower than E0 • Including the effect of screening of the posi­
tive charge by the electrons in the inversion channel they estimate an energy 
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of about 0·1 Ry* below E0 , where Ry* is the Rydberg constant for two-dimen­
sional motion: 

Ry* 

For a silicon surface we find an energy of about 4 meV below E0 for a charged 
centre exactly at the interface. In practice this sharp level is spread out owing 
to the overlap of the wave functions bound at neighbouring oxide charges and 
to the spread in the distance of the oxide charges from the interface. The energy 
spread which Stern and Howard find for theoretical reasons agrees very well 
with the spread we need to explain our measurements. 

Wheeler and Ralston 65
) found for their experiments with infrared absorp­

tion a spread of about 3 meV in the energy levels for the motion perpendicular 
to the surface. This also agrees well with the spread of 5 meV, which we need 
to explain our measurements. 

We may therefore conclude that the difference in the measured curves for 
{ ll 0 }- and {Ill }-oriented samples compared with the { 100 }-oriented ones is 
caused by the broadening of the quantized energy levels owing to the potential 
variations of the charged centres in the interface. 

4.5. Discussion 

For all the devices with a {100} surface orientation we see a qualitative agree­
ment between the measurements and the calculations of the derivative of the 
normalized Fermi level deFfda as a function of the normalized inversion-layer 
charge density a. For the p-channels the agreement is better than for the n­
channels. The measurements for the n-channel devices R28 and R34 give a 
sharper but less deep minimum in the deF/da curve than the corresponding 
calculations. In all the devices measured the dependence of the measured curves 
on temperature and bulk bias is qualitatively the same as for the calculations. 
With increasing temperature the minimum becomes flatter and at sufficiently 
high temperatures the minimum disappears. Applying a forward bulk bias has 
the tendency to flatten the minimum, while a reverse bulk bias causes a sharper 
minimum in both the calculated and the measured curves. The dependence of 
the measured curves on the bulk bias is somewhat greater than expected on the 
basis of the calculations. The quantitative differences between measurements 
and calculations are very difficult to explain. They rnay be due to a number of 
simplifying assumptions we have made. 

The influence of the surface states and oxide charges is neglected in all the 
calculations of sec. 4.3. The indirect effect of surface states and oxide charges 
on the minimum in the depjda curve is to flatten this minimum, owing to the 
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broadening of the energy levels for motion perpendicular to the surface. This 
influence is experimentally demonstrated in sec. 4.4 and can also be understood 
from the model with a broadened energy level as calculated in that section. This 
effect has the opposite tendency to explain the sharper minima in the measured 
curves for the n-channel devices. 

For practical values of surface-state densities the influence of the change in 
occupation of these states is shown to be negligible. At low temperatures how­
ever, the Fermi level enters the band in the inversion layer at the surface and 
values of surface-state densities in that energy region are hardly known. A slight 
effect of the change in occupation of the surface states therefore cannot com­
pletely be excluded. 

In all our calculations we have used tQ.e effective-mass approximation for the 
carriers in the inversion layer. As the potential in the inversion-layer region 
varies appreciably over a unit cell, the effective-mass approximation may be 
invalid. To solve the problem for an inversion layer without an effective-mass 
approximation the periodic potential variations in the unit cell have to be used 
explicitly. This is a very complicated task and no known attempt has been made 
in the literature to solve this problem, although the importance of the possible 
influence of the effective-mass approximation on the final results has already 
been recognized 12). 

The interaction between the carriers in the inversion layer is approximated 
by taking into account the average space-charge density of the carriers for the 
solution of the Poisson equation. This is the same kind of approximation as 
the Hartree approximation used for the calculation of atomic wave functions. 
Alferieff and Duke 22) have indicated that the density of states may be more 
discontinuous than we obtain with our approximation. This effect may also 
contribute to a sharper minimum in the measured curves compared with the 
calculated ones. 

In conclusion we may remark that the measurements described in this chapter 
experimentally demonstrate quantization in inversion layers in a temperature 
range from about 25 K to 75 K. A characteristic minimum in the ratio of the 
change of the Fermi level to the corresponding change in inversion-layer charge 
density occurs. This minimum is due to the combination of two effects. On the 
one hand the lowest energy level for the motion perpendicular to the surface 
decreases with increasing inversion-layer charge density. On the other hand 
the inversion-layer charge density changes from an exponential to a linear de­
pendence on the difference between the lowest energy level and the Fermi level, 
when the Fermi level passes the lowest energy level (eq. (4.3)). For sufficiently 
high temperatures this minimum disappears; for very low temperatures meas­
urements are no longer possible owing to the freezing-out of the majority 
carriers in the bulk. 

These measurements demonstrate the importance of quantization more 
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directly for inversion layers than the measurements of chapter 3. The tem­
perature range in which quantization is demonstrated by measuring the mini­
mum in the deF/drt curve is smaller than the temperature range of the measure­
ments of chapter 3, but it is still much larger than for previous experiments 
below 4·2 K with a direct demonstration of quantization in inversion layers. 
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5. CONCLUSIONS AND REMARKS 

Surveying the results described in this thesis, we may draw the following 
conclusions and make certain observations. 

In chapter 2 we give a method of numerically solving the inversion-layer 
problem. This method had to be at our disposal for the interpretation of the · 
gate-capacitance measurements. The necessity of making a numerical program 
illustrates one of the serious drawbacks of a numerical solution of a certain 
problem. Although several numerical solutions were already known we 
could not use them because of the different cases for which they were cal­
culated. 

In the same chapter we show that the introduction of dimensionless variables 
for the equations governing the behaviour of charge carriers in an inversion 
or accumulation layer with a quantized motion perpendicular to the surface 
makes it possible to obtain a general solution of these equations at the electric 
quantum limit. This dimensionless solution is only valid for temperatures which 
are so low that only the lowest energy level is occupied. The solution is inde­
pendent of the properties of the materials considered such as effective masses 
and the electric field due to the depletion layer as long as the general model is 
applicable. Material constants which may depend on the surface orientation 
and external parameters such as applied biases are only involved via the charac­
teristic quantities used to make the variables dimensionless. Once we have 
obtained a solution to the dimensionless set of equations the influence of the 
value of the effective masses, the bulk dopant concentration and the externally 
applied biases on the various quantities of the surface layer can immediately 
be seen at the electric quantum limit. A numerical solution of the dimensionless 
equations is given, but we show that fairly good analytical approximations to 
the exact solution can be obtained with variational calculus. An analytical 
solution is very easy to use in practice compared with a numerical solution and 
particularly in chapter 4 the advantage of using the analytical solution becomes 
apparent. 

With the gate-capacitance measurements described in chapter 3 we were able 
to determine the variations in the average thickness of the inversion layers or 
accumulation layers on p- or n-type silicon material. Even at room temperature 
the quantization in the inversion channel can be experimentally shown to have 
an appreciable influence on the measured capacitance variations. It is a some­
what indirect way of demonstrating the quantization but the temperature range 
for which quantization can be shown to be important is very large. These 
measurements constitute a strong indication that it is indeed necessary to take 
the quantization into account for inversion layers at room temperature to 
understand, for instance, the mobility in these layers. 
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The measurements described in chapter 4 give a more direct experimental 
verification of the quantization in silicon p- and n-type inversion channels. The 
temperature range for these measurements, namely from about 25 K to 75 K, 
is appreciably smaller than for the gate-capacitance measurements. Neverthe­
less, this temperature range is much larger than the temperature range of pre­
vious measurements directly demonstrating the quantization, which were effect~ 
ed below 4·2 K 51 - 66). The measurements are based on anomalous behaviour 
of the externally measurable transfer capacitance between gate and bulk contacts 
when the Fermi level in the inversion layer passes through the lowest quantized 
energy level for the motion perpendicular to the surface. A dip in this capaci­
tance occurs which becomes flatter for increasing temperatures and disappears 
at a sufficiently high temperature, namely about 75 K for the cases we investi­
gated. 

The measurements and calculations do not agree exactly. Quantitatively 
there is a relatively small discrepancy. This suggests that the simplifying assump­
tions made for the calculations influence the final results. 

For instance, the effective-mass approximation with the bulk values for the 
effective masses may be an oversimplification of the problem. Particularly in 
the case of the effective mass perpendicular to the surface an error may be 
introduced. The potential changes rapidly in the direction perpendicular to the 
surface over the small thickness of the inversion layer. Moreover, the atoms 
at the surface may be somewhat displaced at the surface from the position they 
would occupy if the periodicity of the crystal continued right up to the surface. 
The strain which always exists in the oxide-silicon interface may also cause 
changes in the effective-mass values. 

Another approximation is that the interaction between the carriers in the 
inversion layer is taken into account by the average space-charge density of 
the carriers when solving the Poisson equation, in analogy with the Hartree 
approximation for calculating wave 'functions of atoms with more than one 
electron around the nucleus. In reality the density of states may be more dis­
continuous than we find with our approximation 22

). This may be an indica­
tion as to why the measured curves in chapter 4 show a sharper dip than the 
calculated curves. These measurements in chapter 4 in particular suggest that 
theoretical investigation of the influence which the simplifying assumptions 
have on the final results might prove very interesting, although it would pos­
sibly also be very difficult. 

Experiments with X-ray irradiation illustrate the importance of the broaden­
ing of the quantized energy level by the randomly distributed charged centres 
in the oxide-semiconductor interface. The spread in the energy levels necessary 
to explain the measurements is of the same order as found in previous measure­
ments 65

) and as can be expected on theoretical grounds 12
•
22

). 
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variational-calculus parameter 
value of a for the minimum of the mean energy 
magnetic induction 
oxide capacitance per unit square e0 x/dox 
gate capacitance per unit square dQ/dV9 

depletion-layer capacitance per unit square between inver­
sion layer and bulk of semiconductor 

depletion-layer capacitance between source-drain contacts 
and bulk contact of an MOST 
overlap capacitance between gate and source-drain regions 
of an MOST 
parasitic header capacitance between gate and bulk con­
tacts 
total capacitance between bulk and source-drain contacts 
including the parasitic capacitances 
density-of-states function 
depletion-layer thickness 
energy 
energy of conduction- and valence-band edges 
band gap 
Fermi level and quasi-Fermi level for electrons and holes 
ith energy level of valley j for motion perpendicular to the 
surface 
lowest energy level for motion perpendicular to the surface 
spreading parameter for energy level E0 

electric field at the surface due to depletion-layer charge 
q Na ddepdes 
electric field due to inversion-layer charge -dV2 /dz 
breakdown field strength of oxide 
transconductance 
Planck constant devided by 2n = 1·0545.10-34 J s 
step size in numerical calculations 
small-signal a.c. current flowing through gate and bulk 
contacts per unit square of the inversion layer of an MOST 
Boltzmann constant= 1·38.10- 23 J K- 1 



p 
Q 
q 
R,RL 
Ry* 
Siov 

T 
v, v1, V2 

x,y 
z 

Zmax 

(z) 
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wave-vector components in x and y directions 
free-electron mass= 9·11.10- 31 kg 
effective mass of electrons and holes 
density-of-states mass 
reciprocal effective-mass-tensor elements for valley j 
ratio of effective masses m •• for the valleys with the next­
highest and highest values of mzz 

number of discrete steps in numerical calculations 
ionized-acceptor and -donor concentrations 
number of inversion-layer carriers per unit square at 
energy level E/ 1 and E0 

total number of inversion-layer and accumulation-layer 
carriers per unit square 
electron concentration 
intrinsic concentration 
number of degenerate valleys j 
ratio of occupation of the energy levels e1 and e0 ' to the 
occupation of the level e0 

hole concentration 
total variable charge per unit square in the semiconductor 
elementary charge= 1·602.1019 C 
feedback resistor and load resistor in measuring circuit 
Rydberg constant for two-dimensional inversion layer 
surface area of inversion layer 
absolute temperature 
total potential, potential owing to depletion-layer charge 
and potential owing to inversion-layer charge in the semi­
conductor 
applied bias between bulk and source-drain contacts 
applied gate voltage 
threshold voltage of an MOST 
diffusion voltage for the depletion layer between inversion 
layer and bulk of the semiconductor 
small-signal a.c. voltages on gate and bulk contacts of an 
MOST 
coordinates parallel to surface 
coordinate perpendicular to surface 
maximum distance from the surface to which numerical 
calculations are extended 
average distance of inversion-layer carriers from the surface 
inversion-layer charge density normalized to charge den­
sity in depletion layer = q N 0 / e,F 
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r 

.LIe 

p 
Llx 
P(x,y,z), 1p(z) 
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normalized absolute temperature 
dimensionless constant 
permittivity of semiconductor and oxide 
normalized energy levels for motion perpendicular to the 
surface 
normalized energy difference between the two lowest 
energy levels for motion perpendicular to the surface 
normalized Fermi level 
normalized mean energy 
normalized trial function for variational calculus 
normalized wave function for energy level e0 

normalized distance and average distance in the inversion 
layer 
space-charge density 
average collision time 
normalized potential 
electron-affinity difference at an interface 
wave functions of charge carriers in the surface layer 
cyclotron frequency 
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Summary 

This thesis is concerned with a theoretical and experimental study of the 
two-dimensional electron or hole gas in an inversion or accumulation layer at 
the surface of a semiconductor. The electrons or holes in the surface layer are 
bound in a potential well to the surface, which causes a quantization of the 
motion perpendicular to the surface. 

The equations for quantized carriers in a surface layer are given in the effec­
tive-mass approximation. For the motion perpendicular to the surface a 
Schrodinger equation has to be solved in a potential well which is partly in­
fluenced by the charge carriers in the surface layer themselves, via the space­
charge density in the Poisson equation. We give a numerical solution method 
for these coupled equations. We show that at the electric quantum limit, with 
only the lowest energy level occupied, a general solution may be given by 
introducing dimensionless variables for inversion layers as well as for accumu­
lation layers. The influence of effective-mass values, bulk dopant concentration 
and externally applied biases is only involved via the quantities used to make 
the variables dimensionless. 

We further show that the electric quantum limit may be violated for high 
surface concentrations of carriers in the inversion or accumulation layer even 
at zero-absolute of temperature. 

The variation in the average distance of the quantized carriers from the 
oxide~silicon interface in a metal-oxide~semiconductor system is determined 
with accurate gate-capacitance measurements. Measurements are made at 77 K 
and 300 K for silicon n- and p-type inversion layers and at 4·2 K for silicon 
n- and p-type accumulation layers. These measurements are in good agreement 
with the calculations based on a quantized motion perpendicular to the surface, 
an agreement which cannot be obtained with a "classical" continuum calcula­
tion in which the quantization is neglected. These measurements show that up 
to reom temperature the quantization exerts a considerable influence. 

A second group of measurements more directly illustrates the importance 
of the quantization for temperatures from about 25 K to 75 K. These measure­
ments are based on anomalous behaviour of the derivative of the Fermi level 
at the surface with respect to the total charge in the inversion layer. This quan­
tity is shown to have a dip at a sufficiently low temperature when, roughly 
speaking, the Fermi level passes the lowest quantized energy level for the mo­
tion perpendicular to the surface. We show that this derivative of the Fermi 
level can be experimentally measured by measuring .the open voltage which 
occurs on the bulk contact of a metal-oxide~semiconductor transistor if a 
small a.c. voltage is applied between the gate and the short-circuited source 
and drain contacts. A good qualitative agreement between measurements and 
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calculations for devices with a {100} surface orientation is found for silicon 
n- and p-type inversion layers. 

The much flatter dip in the measured curves for devices with {111 }- and 
{ 110 }-oriented surfaces, and for devices with a { 100 }-oriented surface after 
X-ray irradiation is ascribed to the broadening of the quantized energy levels 
by the charged centres in the oxide-semiconductor interface. The broadening 
which is needed to explain the measured curves is shown to be of the same 
order as can be expected on the basis of previous theoretical and experimental 
results. 
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Samenvatting 

Dit proefschrift bevat de resultaten van een theoretisch en experimented 
onderzoek van een twee-dimensionaal elektronen- of gatengas in een inversie­
of accumulatielaag aan het oppervlak van een halfgeleider. De elektronen of 
gaten in de oppervlaktelaag zijn gebonden aan het oppervlak in een potentiaal­
kuil, die een kwantisatie van de beweging loodrecht op het oppervlak veroor­
zaakt. 

De vergelijkingen voor gekwantiseerde ladingsdragers in een oppervlaktelaag 
zijn gegeven met de effektieve massa benadering. Voor de beweging loodrecht 
op het oppervlak moet een Schrodingervergelijking worden opgelost met een 
potentiaalverloop, dat gedeeltelijk door de ladingsdragers zelf wordt beinvloed 
via een ruimteladingsbijdrage in de Poissonvergelijking. We geven een nume­
rieke oplossingsmethode voor deze twee gekoppelde differentiaalvergelijkingen. 
We tonen aan dat in de elektrische kwantum limiet, wanneer alleen het onderste 
energieniveau voor de beweging loodrecht op het oppervlak is bezet, een alge­
mene oplossing voor inversie- of accumulatielagen gegeven kan worden door 
dimensieloze grootheden in te voeren. De waarden van de effektieve massa's, 
de koncentratie van verontreinigingen in de halfgeleider en de aangelegde span­
ningen beinvloeden aileen de grootheden waarmee alle variabelen dimensieloos 
gemaakt zijn. 

We tonen ook aan dat de elektrische kwantum limiet zelfs bij het absolute 
nulpunt van de temperatuur niet mag worden toegepast voor hoge oppervlakte­
koncentraties van ladingsdragers in de inversie- of accumulatielaag. 

De verandering van de gemiddelde afstand van de gekwantiseerde ladings­
dragers tot het halfgeleider oppervlak van een metaal-oxide-halfgeleider struk­
tuur is gemeten als functie van de aangelegde spanning op het metaal door de 
kapaciteit tussen het metaal en de inversielaag in de halfgeleider nauwkeurig te 
bepalen. De metingen zijn gedaan bij 77 K en 300 K voor silicium n- en p-type 
inversielagen en bij 4·2 K voor silicium n- en p-type accumulatielagen. Deze 
metingen stemmen goed overeen met de berekeningen waarbij de kwantisatie 
van de beweging loodrecht op het oppervlak in aanmerking is genomen. Deze 
overeenstemming bestaat niet met de berekeningen waarin de kwantisatie van 
de beweging loodrecht op het oppervlak wordt verwaarloosd. De metingen 
tonen aan dat de kwantisatie een belangrijke invloed uitoefent voor tempera­
turen tot aan kamertemperatuur. 

Een tweede groep metingen toont de kwantisatie direkter aan in een tempe­
ratuurgebied van ongeveer 25-75 K. Deze metingen zijn gebaseerd op een 
anomaal gedrag van de afgeleide van het Fermi-niveau aan het oppervlak naar 
de totale lading in de inversielaag. We tonen aan dat deze grootheid een mini­
mum vertoont bij voldoend lage temperatuur wanneer globaal gesproken het 
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Fermi-niveau het laagste energieniveau voor de beweging loodrecht op het 
oppervlak passeert. We laten zien dat deze ·grootheid experimenteel bepaald 
kan worden door de open wisselspanning op het kontakt met het halfgeleider­
substraat van een metaal-oxide-halfgeleider transistor te meten als functie van 
de gelijkspanning op het metaal met een aangelegde wisselspanning tussen het 
metaal en de kontakten met de inversielaag. We vinden een goede kwantitatieve 
overeenstemming tussen metingen en berekeningen voor silicium MOS tran­
sistoren met een {100} oppervlakte orientatie en met n- zowel alsp-type inver­
sielagen. 

Een veel flauwer minimum in de gemeten krommen voor transistoren met een 
{111} of {110} orientatie en voor transistoren met een {100} orientatie na een 
Rontgenbestraling kan verklaard worden met het verbreden van de gekwanti­
seerde energieniveaus door de geladen centra in het oxide-halfgeleider opper­
vlak. De verbreding nodig om het flauwere minimum te kunnen verklaren komt 
overeen met al bekende theoretische en experimentele resultaten. 
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I 

Bij hoge elektrische veldsterkte loodrecht op het oppervlak is de kwantisatie 
van de beweging van de ladingsdragers in een inversielaag van een half gel eider 
ook bij kamertemperatuur nog merkbaar. 

Hoofdstuk 3 van dit proefschrift. 

II 

De elektrische kwantum limiet benadering, die Uemura en Matsumoto toe­
passen in hun verklaring van de door Tansal e.a. verrichte magnetoweerstands­
metingen aan inversielagen, is niet toegestaan. 

Y. Uemura, Y. Matsumoto, J. Jap. Soc. appl. Phys. Suppl. 40, 
205-213 (1971). 

S. Tan sal, A. B. Fowler, R. F. Cotellessa, Phys. Rev. 178, 1326-1327 
(1969). 

III 

De door Wheeler en Ralston uit fotogeleidingsmetingen aan silicium inversie­
lagen bepaalde energieverschillen komen niet overeen met de theoretisch te 
verwachten waarden voor de door hen aangenomen overgangen tussen de 
niveaus van de oppervlaktekwantisatie. 

R. G. Wheeler, R. W. Ralston, Phys. Rev. Letters27, 925-928 (1971). 

IV 

Het aannemen van een lineair potentiaalverloop in een inversielaag ook bij 
sterke inversie door Gnadinger en Talley leidt tot onjuiste conclusies. 

A. P. Gniidinger, H. E. Talley, Sol. St. Electr. 13, 1301-1309 (1970). 

v 

De vertragingstijd in de basis van een verzadigde bipolaire n-p-n transistor is 
niet zoals Poon e.a. aannemen evenredig met het kwadraat van de dikte van 
het effektieve basisgebied, omdat het profiel van de elektronenconcentratie niet 
lineair is. 

H. C. Po on, H. K. Gummel, D. L. Scharfetter, IEEE Trans. ED-16, 
455-457 (1969). 



VI 

De in een bepaald frekwentiegebied optredende negatieve weerstand bij een 
z.g. baritt-diode (barrier injection transit time) is meer een gevolg van de snel­
heidsmodulatie van de ge'injecteerde ladingsdragers, zoals bij een ruimteladings­
begrensde vacuumdiode, dan van injectiemodulatie door het wisselveld. 

D. J. Coleman, J. appl. Phys. 43, 1812-1818 (1972). 

VII 

Bij de berekening van de amplitude-modulatie ruis in Read-diode oscillaties 
verwaarlozen Johnson en Robinson ten onrechte de frekwentie- en gelijkstroom­
afhankelijkheid van de admittantie van bet lawinegebied. 

H. Johnson, B. B. Robinson, Proc. IEEE 59, 1272-1273 (1971). 

VIII 

Het biedt voordelen om in de methode beschreven door Hart e.a. ter bepaling 
van het minimum ruisgetal de gepulste signaalbron te vervangen door een ge­
pulste ruisbron. 

P. A. H. Hart, J. A. Pals, J. Prins, C. A. G. Stricker, Philips Res. 
Repts 26, 216-228 (1971). 

IX 

De verklaring van Boon van het gemeten asymmetrische Mossbauer doublet 
aan glazen met ingebouwde Fe2+ ionen is aan bedenkingen onderhevig. 

J. A. Boon, Proefschrift Universiteit van Utrecht (1971), Hfdst. 8. 

X 

De niet-lineaire absorptie van korte laserpulsen in halfgeleiders kan in zijn 
algemeenheid niet worden beschreven met de door Ralston en Chang gebruikte 
tijdsonafhankelijke differentiaalvergelijking. 

J. M. Ralston, R. K. Chang, Appl. Phys. Letters 15, 164-166 (1969). 



XI 

Het is verontrustend dat de huidige technische ontwikkeling is gefundeerd in 
de autonomie van de mens, omdat zo de grond wordt ontnomen aan het be­
vrijdend perspektief dat Schuurman aangeeft. 

E. Schuurman, Techniek en Toekomst, Van Gorcum, Assen (1972), 
Proefschrift V. U. Amsterdam, Hfdst. 4. 

XII 

De uitspraak, dat de wetenschap aile geloof verwerpt, is innerlijk tegenstrijdig 
en in wezen een belijdenis van een geloof in de wetenschap. 

J. D. Fast, E.P.E. Revue Energie primaire 5, 28-35 (1969). 


