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Glossary 

Symbol Description 

       Nonlinear input-output operator 

   
     Linearized (equivalent) nonlinear function after dithering and filtering 

  Real frequency (Hz) 

   Central frequency of the band-pass message signal (Hz) 

   Central frequency of the band-pass message signal (rad/sec) 

   Central frequency of the dithering signal (Hz) 

   Central frequency of the dithering signal (rad/sec) 

   Bandwidth of the input signal (Hz) 

   Bandwidth of the input message signal (rad/sec) 

   The difference between    and    

  Convolution operator 

      Probability distribution of the message signal   

      Cumulative probability distribution function of the signal   

         
Amount of time of the time spent by the signal   between values   

and   

  Radian frequency (rad/sec) 

  Complex radian frequency (rad/sec), in Laplace transformation 

     Dithering signal 

      Dithering signal, high frequency 

      Dithering signal, low frequency 

      Fourier transform of the high frequency dithering signal 

      Fourier transform of low frequency dithering signal 
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      Output of the equivalent nonlinearity 

      Output reconstruction filter, band pass or low pass 

     Impulse response function of the filter        

     Discrete time impulse response of the filter 

       Autocorrelation function of signal      

       Power spectral density (dBm/Hz or W/Hz). 

        Fourier transform operator on function      

        Laplace transformation operator on function      

    Discrete Fourier transform 

    Fast Fourier transform 

     Inverse DFT operator 

  Number of harmonics for a harmonic multisine dither 

      The angle between the complex envelope phasor and real x axis 

      
The angle between the superposition complex envelope phasor and 

real   axis 

       
Vector superposition of the sinusoidal dither complex envelope of 
the message signal 

      
The dc term in the Fourier series representation of the output of the 

nonlinearity, for low pass input  . 

      Amplitude of the higher order dithering harmonics, in Fourier series. 

   Time domain or statistical average of the time domain signal   

  Constant dc input to the nonlinear block 

      
Impulse response of the branch number    , in the parallel filter bank 
approximation 

      
Input signal to branch number     in equivalent parallel filter bank 
approximation to the nonlinearity 

       Output of the filter number     in the parallel filter bank 

      Output of the parallel filter bank 

      Difference of the linear approximation and original nonlinearity 

  Amplitude of the dithering sinusoid 

     Real Gaussian message signal 

     Discrete time sampled signal of       

      Complex Gaussian message signal 

      A generic message signal 

      Complex envelope of the complex Gaussian signal       

            Real and imaginary parts of the input complex envelope 

   Root mean square value of the signal   

   Root mean square value of the signal   

     Combination of the dithering and message signals 

        k‘th order average of signal      

   Sampling frequency in multi-frequency averaging method 

     Direct output of the nonlinear block     before filtering 

       Number of tones in a multisine 

     Tone spacing (frequency resolution) of a multisine (Hz) 

     Tone spacing (frequency resolution) of a multisine (rad/sec) 
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Optimum filter impulse response for single sinusoid input to the 
nonlinear block 

        Single sinusoidal input describing function, frequency dependent 

   
             

      

Describing function gain of combination of   sinusoids, random 

signal and bias, corresponding to the sinusoidal number    . 

            

Frequency translated describing function for two in put sinusoids at 

frequencies   ,  , and amplitudes     respectively, for cross-

modulation orders   and  . 

                    Real and imaginary parts of      respectively 

    Coefficients of the surface fit for    versus     and     

 (t) Instantaneous duty cycle of the output pulse train 

   Coding efficiency of the output pulse train 

  Upper level of the switched mode PA (Volts or Amperes) 

    Supply voltage of the PA (Volts) 

             Describing function output for real part of the input envelope 

             Describing function output for imaginary part of the input envelope 

         
Random part describing function for real Gaussian combined with a 

sinusoid with amplitude   

         
Sinusoidal part describing function for real Gaussian combined with 

a sinusoid with amplitude   

       Load impedance 

    Input equivalent capacitance in the parasitic model 

   Feedback equivalent capacitance in the parasitic model of VMCD 

     Output equivalent capacitance in the parasitic model 

    On state conductance of the switch 

       On-state resistance of the switch 

        Off-state resistance of the switch 

       Source impedance 

         Describing function for real part of the input envelope 

         Describing function for imaginary part of the input envelope 

    DC power consumption of the switched mode PA 

     The power delivered to the load of the switched mode PA 

   Fully correlated output part of the switched mode PA 

   Uncorrelated output part of the switched mode PA 

    
Uncorrelated output part of the switched mode PA, including the 
negative feedback effect in the closed loop 

     Dirac delta function 

      Doublet function 

         Correlation coefficient order   

    Real in-phase and quadrature input signals respectively 

  Memory span in the W/H memory model 
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      Hermite polynomial of order   

      Bessel function, first kind, order   

           
          

Calculated voltage gain of the equivalent parasitic model at frequen-

cies   ,   , with amplitudes     

           ,

            
Measured voltage gain of the equivalent parasitic model 

    Limit cycle oscillation frequency 

   Forward path gain in the feedback loop 

   Subtraction gain in the negative feedback loop 

  Power added efficiency 

      Forward path gain in a feedback loop 

      Subtraction gain in the feedback loop 

    rms value of the message signal at the CDA input 

           Complementary input command signals of the CMCD 

          norm of the cross modulation 

     Cross modulation frequency 

       Load impedance versus frequency 

         The gain of the loop except CDA at the limit cycle frequency 

   Nonlinear FIR operator 

        
First order functional form of the differential equation of nonlinear 
system 

         Parallel tank resistance, inductance and capacitance 

      Series resonator inductance and capacitance 

      
Equivalent parallel resistance and capacitance of the current buffer in 
the Gilbert cell mixer 

Abbreviation Description 

    Error vector magnitude 

     Adjacent channel power ratio 

    Noise power ratio 

     Multi tone power ratio 

     Narrow band Gaussian noise 

   Describing function 

    Probability distribution function 

     Rectangular PDF (uniform) 

   Absolute voltage gain error function 

   Drain efficiency 

     Voltage mode Class-D 

     Current mode Class-D 

    Cross modulation 

    Class-D amplifier 

     Switched mode PA 

     Self-oscillating Class-D 
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    Limit cycle amplifier 

    Sigma delta modulator 

     Asynchronous sigma delta modulator 

   Load pull 

    Least significant bit 

     Mixed integer linear programming 

    Power added efficiency 

    Low frequency dithering 

    High frequency dithering 

    Multi frequency averaging 

   Harmonic balance 

   Circuit envelope method 

      Multisine 

   Time domain approach 

     Volterra input output polynomial mapping 

    Envelope elimination and restoration 

   Envelope tracking 

      Periodic in same periodic out 

   Describing function 

     Sinusoidal input describing function 

      Two sinusoidal input describing function 

     Random input describing function 

      Random plus sinusoidal describing function 

   Power amplifier 

    Analog to digital convertor 

    Digital signal processing 

    Envelope elimination and restoration 

   Envelop tracking 

   Wiener Hammerstein model 

    Power load modulation 

    Cross modulation 

    Pulse width modulation 

   Continuous wave 

     Orthogonal frequency division multiplexing 

      Wideband code division multiple access 

     Quadrature phase shift keying 

     Signal to noise and distortion ratio 

    Relative constellation error 

   Third generation project partnership 
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C h a p t e r  1 

Introduction 

Power amplifiers are the most power hungry and perhaps the most expensive part of the wire-
less transmitters in the RF chain. The key differentiators among different PAs are cost, yield, 
weight, efficiency, ease of design, reliability, ruggedness and high temperature operation. Gen-
erally, the most important of these requirements are linearity and efficiency. Modern commu-
nication systems employ high crest factor signals as a result of the urgent need of higher 
bandwidth efficiency. Achieving mandatory linearity constraints along with competitive effi-
ciency requirements becomes more difficult with increased signal crest factor [37]. 

In the field of PA design, for linear and efficient operation, two distinct trends exist, which are 
either using an inherently linear PA (with poor efficiency) with supply or load modulation 
techniques (e.g. envelope tracking) to enhance their efficiency, while retaining the linearity 
(with pre-distortion or Cartesian feedback), or using inherently nonlinear (but power efficient) 
PAs and try to linearize them. 

A sub-class of the efficient power amplifiers is known as the class of switched mode PAs 
(SMPA). These PAs have different classes of operation, while all of them have one thing in 
common: they move fast between the saturation and off-state of the devices, which makes 
either the voltage or the current of the device terminals of these amplifiers negligible, hence 
decreasing the power loss, and thus increasing the efficiency. Among them, operation classes 
D, E, F, F-1 etc. can be named. Another similarity among them is that they all suffer from very 
poor linearity, i.e. because they switch between cut-off and saturation levels, they cannot re-
flect the real envelope variations of the input signal on the output signal, which is usually 



20                                                                 Introduction 

 

 

switching between two constant levels. There are a couple of techniques, for linearization of 
SMPAs; among them are EER and out-phasing. 

1.1 Motivation 

In order to obtain the required linearity-efficiency compromise with switched mode power 
amplifiers, various techniques are being employed in current wireless systems. Among them 
are polar modulation [94] and out-phasing techniques [95]. These have been discussed in de-
tail. They use the real envelope signal to modulate a switched-mode amplifier output, or con-
vert the modulated signal to a summation of two constant-envelope signals to be processed by 
switched mode PAs. The major drawback of all those techniques is the complicated signal 
processing that is needed for wave shaping and the poor efficiency of the tracking amplifier, 
which affects the overall linearization efficiency. 

Besides these techniques, there are also time-domain encoding techniques, like sigma-delta 
modulators (SDM) or pulse-width modulators (PWM). They show good linearity-efficiency 
performance. In those techniques, the amplitude and phase information of a digitally mod-
ulated message signal is encoded in limited number of quantized levels of an output pulse train 
(e.g. zero and one for binary encoding) and their zero crossings. This makes it possible to use 
an efficient switched mode power amplifier like class D. The major drawback is a relatively 
high clocking (or sampling) frequency, which in turn will degrade the power efficiency due to 
more reactive power loss.  

There is also a class of signal processing techniques which use an external signal to change the 
linearity behavior of hard nonlinearities, pruned as dithering techniques. The generic name of 
‗dithering‘ is used for this phenomenon, which is explained in the following section. 

1.2 Dithering concept  

The term ‗dither‘ was published in books on analog computation and hydraulic controlled 
guns shortly after the war [96], [97].  In [108], it is stated that one of the earliest applications of 
dither came in World War II. Airplane bombers used mechanical computers to perform navi-
gation and bomb trajectory calculations. These mechanical computers performed more accu-
rately when flying on board the aircraft, and less well on ground. Engineers realized that the 
vibration from the aircraft reduced the error from sticky moving parts. Instead of moving in 
short steps, they moved more continuously. Small vibrating motors were built into the me-
chanical computers, and their vibration was called dither from the Middle English verb "didde-
ren" meaning "to tremble" [108]. Dither successfully makes a digitization system a little more 
analog in the good sense of the word. 

The concept of dithering to reduce quantization patterns was first applied by Lawrence G. 
Roberts [4] in his 1961 MIT master's thesis [98] and 1962 article [6] though he did not use the 
term dither. By 1964 dither was being used in the modern sense, described in [99]. 
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The concept of dithering as a linearization technique is exploited in many applications. As an 
example, dithering has applications for linearization and for quantization noise reduction. 
Many analog-to-digital converter applications require low distortion for a very wide dynamic 
range of signals. Unfortunately, the distortion caused by digitizing an analog signal increases as 
the signal amplitude decreases, and is especially severe when the signal amplitude is of the 
same order as the quantizing step. In digital audio applications, for example, low-level signals 
occur often, sometimes alone and sometimes in the presence of larger signals. If these low-
level signals are severely distorted by the quantization process, the usefulness of the system is 
greatly diminished. It is, in fact, possible to reduce the distortion, and also to improve the reso-
lution below one LSB (least significant bit), by adding noise (or dither) to the signal of interest. 
For ideal converters, the optimum dither is white noise at a voltage level of about 1/3 LSB 
rms. The addition of dither effectively smoothes the ADC transfer function, which normally 
has a staircase-like appearance, but it comes with a slight reduction of the signal-to-noise ratio 
[100], [101]. 

1.3 Problem statement 

The topic of the current thesis lies in the realm of linearized SMPA design. Assuming that we 
have a static nonlinear input output transfer function, the problem is illustrated in Fig. 1-1. We 

have a signal that is called       which is a band-limited (either a low pass or band-pass signal), 

and we have a static nonlinear input-output characteristic          , which is a single input 

  

single output mapping function to describe the nonlinear block. The block resembles many 
types of common switched mode power amplifiers in which the switching device in the block 
is changing its state between off and saturation states, if we ignore the memory effects. The 

Fig. 1-1: (a): The problem of dithering, as the dither signal     , combined with a generic input signal 

      is applied to an single input single output transfer characteristic         ;(b): the equivalent 

problem formulation, and(c): the relationship between the smoothed equivalent function and original 
function  
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goal is to find the effect of the dithering on the input-output characteristics and to find the 
conditions that must be fulfilled to satisfy this transformation. Therefore, the main problem 
can be stated as follows: 

 

In view of the mentioned problem, the following questions can arise: 

1. How can a generic theoretical framework be developed to formulate the linearity and effi-
ciency parameters of the dithered system? 

2. What are the effects of the system parameters on the dithered performance?, i.e.: 

a. What is the effect of the amplifier slope gain on overall performance? 

b. What is the effect of the process technology related reactive loss on the overall 

performance? 

c. Which circuit topologies show promising performance under dithering? 

3. Which kinds of signals (e.g. sinusoids, random, ramp, etc.) can be used as dithering for 

linearity-efficiency improvement? 

a. What is the effect of the dither probability distribution on linearity and efficiency? 

b. What is the effect of frequency content of the dither on linearity and efficiency?  

c. What is the effect of dither frequency on linearity? 

d. What is the effect of the dither level on the linearity-efficiency performance? 

e. Are there any optimum frequency allocations for dither, for best linearity-

efficiency compromise? If so, how can those optimum points be obtained? 

4. Is there any general design procedure for a dithered amplifier? 

5. Can the insight achieved from dithering analysis lead to new analog dithering applications? 

1.4 Limitations of  existing analysis methods 

The status of current simulation techniques covers a wide range of studies for specific applica-
tions. In the field of power amplifiers, generally two different analysis approaches are taken, 
which are circuit simulation approaches and behavioral-modeling approaches, also called aver-
aging approaches; both classes are illustrated in Fig. 1-2.  

Is the dithering technique a feasible solution for simultaneous improvement of 
linearity and efficiency? 
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The circuit simulation approaches, like time domain (TD), harmonic balance (HB) or circuit 
envelope (CE), are numerical state of the art techniques which are suitable for any circuit to-
pology with any kind of process technology. There are, however, many difficulties and prob-
lems in using these methods. Among them are the convergence problems, and the simulation 
time. In HB or CE, the number of harmonics and mixing orders should be high enough, to get 
accurate enough results [102], [103]. Moreover the circuit simulation techniques are not in-
sightful regarding the intuitive effect of the dither properties on the nonlinearity. 

As an alternative approach, averaging techniques are fully developed for dither problems in 
which the dither frequency approaches infinity; the limits imposed on the dither frequency are 
abstract and somehow unrealistic, but in this thesis we will show that they can be extended to 
be applied to real scenarios, for linearization of switched mode power amplifiers. 

1.5 Aim of  the project 

The main objective of this thesis is to investigate new dithering based techniques and topolo-
gies, in order to linearize switched mode amplifiers and at the same time improve their lineari-
ty-efficiency trade-off. 

The effect of the dither frequency content and its statistical properties on linearity and effi-
ciency of the dithered amplifier will be investigated. Behavioral modeling of the linearity me-
trics versus the dither level will be performed for general applications, including random input 
signals. Also an effort will be made in order to find the generic nonlinear metrics of a dithered 
system for wireless applications, like adjacent channel power ratio and error vector magnitude. 
Moreover design procedures are investigated for proper topologies, and for real applications. 

 

Dithering analyses

Circuit simulation 
approaches

Averaging 
approaches

TD HB CE
Time domain 

averaging
Statistical 
averaging

 

Fig. 1-2: Different approaches taken in the analyses of dithered SMPA 
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1.6 Proposed approach 

The approach taken in this thesis is the averaging-based technique to describe the transforma-
tion and the second order effects of the dither on nonlinear systems. The averaging techniques 
are based on the method developed by Bussgang and Zames et.al. in [34], [93] and later on 
used by Gelb et.al [4] to develop the describing function theory.  

The idea of equivalent nonlinearity in nonlinear control theory will be applied to dither fre-
quencies which are either close to or even below the input message signal. Therefore, tech-
niques will be developed to extract the smoothing effect of the dither in terms of realistic li-
nearity metrics that are used for real power amplifiers in wireless applications. 

1.7 Thesis outline 

This thesis is structured as follows: chapter 2 introduces the idea of dither, categorizes the 
dither based on its frequency content compared to the message signal, and develops the idea 
of equivalent nonlinearity. Fourier series and statistical averaging methods are introduced to 
extract the equivalent function. 

Chapter 3 introduces the idea of describing function as a tool for correlated analysis of the 
nonlinear blocks. Chapter 4 presents the circuit topologies and architectures that are suitable 
for application of dithering to obtain a linear and efficient PA in a real scenario. Chapter 5 
deals with the linearity analysis, of the dithered PA, based on describing function and orthogo-
nalization of the output components, through which all of the important PA metrics are 
achieved. Chapter 6 deals with the second order spurious effect and its relationship with the 
frequency content of the dither, and methods to optimize the dither signal, or to minimize the 
resulting spurious components. 

Finally, all the theoretical findings are put into test, through the systems that were realized and 
evaluated in chapters 7 and 8. In those chapters, two open-loop switched-mode amplifiers and 
one self-oscillating architecture are realized and tested, and the expectations are approved by 
measurement results. 

Chapter 9 discusses the possible applications of dithering in future systems, and the potential 
of the averaging techniques for mixer analysis. 
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C h a p t e r  2 

Dithering  

Analog dithering is an elegant way to modify hard nonlinearities. In servomechanism study in 
control theory, dither has been defined as a high frequency signal, compared to system dynam-
ics, that will reduce the sector size of the nonlinear characteristic [34, 64]. This is in turn related 
to system characteristics such as stability and linearity. However this definition does not cover 
all of the possible applications of the concept for any kind of dynamics and input frequency 
content to the system. 

In this chapter, first a general and broader definition of the dithering concept is introduced. 
Then the concept of ‗equivalent nonlinearity‘ is defined. This functional equivalence explains 
the linearization process in terms of dithering and simplifies the analysis of the dithered sys-
tem. The insight obtained from equivalent nonlinearity can be utilized to find the distortion of 
amplifiers. 

Based on the dithering frequency, the dithering process can be divided to high and low fre-
quency. If the dither frequency is much higher than the maximum input frequency, it is called 
high frequency dithering; reversely, if it is lower than the zero crossing rate of the input band-
pass signal, it is called low frequency dithering. 

Two approaches can be followed in parallel, to obtain the equivalent nonlinearity function, 
which are called Fourier series method and the statistical method.  The first approach is based 
on Fourier expansion, the second one relies on the statistical averaging concept. The advantag-
es and disadvantages of each method are discussed in detail.  
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The frequency content of the high and low frequency dithering are studied based on the gener-
ic output spectral form. A different bandwidth constraint formula is derived for each. After-
wards the statistical conceptual model is applied to high and low frequency to derive the 
equivalent nonlinearity. 

2.1 Dithering concept 

Dithering is injection of an external signal to a linear or nonlinear system to obtain several 
possible objectives. Among them are augmenting the linearity of the open or closed loop sys-
tem, robustness, and asymptotic stability, for a general class of nonlinear apparatus, reduction 
of quantization noise in data convertors; and adaptive enhancement of the closed loop lineari-
ty. The dithering can also be utilized to affect the dynamic behavior of the system and stop 
undesired chaotic behavior or undesired limit cycle oscillations in the system, or alleviate the 
resonance jump phenomenon in sliding mode control applications [4]. 

The dithering signal may be analog or digital, and can have any statistical and spectral characte-
ristics. It can be a random or a deterministic signal and it can be correlated or uncorrelated to 
the input signal. Being a random signal, its value at each moment can be dependent or inde-
pendent of its previous values in time, or in the other words it can be with memory or memory 
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Fig. 2-1:(a) Continuous time dithering applied to a nonlinear apparatus; (b): equivalent nonlinearity 
concept model; (c): the shape of a hard nonlinearity fNL is effectively transformed to softer one f*NL; 
(d): the output frequency domain content of the linear operator fNL.. f*NL will generate the same 
baseband part as fNL at the output of the filter. 
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less. 

In case of having a nonlinear system, described with a general input output nonlinear 

tor         , the concept of the dithering is illustrated in Fig. 2-1-a, wherein signal      is 

the continuous time dithering,      is the input signal,  and      is the output signal of the 
nonlinear system. The output of the system is related to the total input as: 

                                          (2-1) 

where h1(t) is the impulse response of the filter       . Having a mathematical description of 

the single-input single-output        we can find the output response to any desired input. 

The only assumption is that the     function is assumed to be memory-less, i.e. its output at 
each moment depends only on its input at the same instant.  

2.2 Equivalent nonlinearity 

The most important effect of dithering is linearization of hard nonlinear characteristics, i.e. the 
original nonlinearity is transformed to another one which has a smaller ‗sector size‘1, as de-
picted in Fig. 2-1-c. This is due to the fact that the dither effectively acts as a moving average filter, and 
applying this kind of process to a hard nonlinearity, will always make it softer, provided that the proceed-
ing filter H1 is able to omit the undesirable spurious components at the output. This property 
is illustrated in Fig. ‎0-1-c, where the f*NL is the equivalent (linearized) nonlinearity, after applying 

dither signal      to     and proceeding filtering of its output. From now on, this new (trans-
formed) mathematical operator is called equivalent nonlinearity. 

In other terms, equivalent nonlinearity is a new function, which includes the linearization ef-

fect of the dithering signal. If the input       is a base-band signal (extending from dc to max-

imum frequency of  
 
), and the dithering frequency is a higher frequency, the output of the 

original nonlinearity will include a replication of the signal (with in-band distortion) and side-
bands around the dithering signal frequency component and its higher order harmonics, as 
shown in Fig. 2-1-d.  

The mathematical mechanism behind this phenomenon will be discussed more in the upcom-
ing sections, and in chapter 3. So the definition of the equivalent nonlinearity implies that the 

output filter        has enough out of band rejection to omit the sidebands around the di-

thering frequency (and its harmonics) resulting in an output signal processed by the       
equivalent operator. The main advantages of the equivalent nonlinearity are: 

 

1 The sector size is defined as the maximum angle between the line crossing origin, and the horizontal axis. Generally a system with less sector 

size is assumed to be smoother. 
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1. It is a single input single output system: the effect of the dithering signal is embedded 
within the new function; therefore we won‘t need to analyze the system for combination 
of two input signals.  

2. The equivalent function is a softer nonlinearity. Hence, it is much simpler to analyze. 
The extreme case is having an ideal limiter, which is very memory-intensive to analyze 
with numerical methods (due to discontinuity of the output). The ‗softened‘ or linea-
rized version of it is of a lower polynomial order and is easier to analyze with commer-
cial simulators.  

3. The formulation of the equivalent nonlinearity is insightful to understand the dithering 
effect intuitively. 

The downside of the equivalent nonlinearity model is that it does not take into account the 
spurious side-bands of the dither frequency that penetrate into the signal band-width. When 
the frequency of the dither is chosen close to the bandwidth edge, it is impossible to filter out 
the spurs and they affect and degrade the linearity of the system as well. This issue is illustrated 
in Fig. 2-1-d, where the modulated side-bands penetrate into the input signal band when we 

reduce the  
 

. 

The system in which the dithering is applied to may be placed in an environment that provides 
sort of feedback from output to the input, or is intentionally designed to have a feedback, as 
illustrated in block diagram of Fig.2-2. The same concept of equivalent nonlinearity can also be 
used for the analysis of dithering in a negative feedback loop, provided that the feedback filter 

(   in Fig. 2-2) is sharp enough to effectively omit the dither component and its modulated 
side band spurious. 

The complete analysis of the systems in Figures 2-1 and 2-2 means determination of signals in 
time and frequency domain in different points of the block diagram. For a linear systems anal-
ysis, everything is determined by the impulse response of the system. The output of the system 
is related to the input through the convolution integral. 

                             
 

  
                                      (2-2) 

or equivalently in frequency domain,                    There are also several proper-
ties attributed to the linear systems and they are considered equivalent to each other: existence 

 

 

(a)                                                                                                 (b)  

Fig. 2-2 (a): Continuous time dithering applied to a nonlinear apparatus with negative feedback; (b): 
equivalent system, using the concept of equivalent nonlinearity.  
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and uniqueness of the solution for a given known input, continuous dependence of the output 
on the input and boundedness of the output in case of boundedness of the input.  

These properties are not fulfilled even in the simplest cases of a memory-less nonlinear system. 
Some examples and reviews are given in [64]. Any system for which the superposition prin-
ciple does not hold is defined to be nonlinear. In this case there is no possibility of generalizing from the 
responses for any class of inputs to the response for any other input. This constitutes a fundamental and 
important difficulty which necessarily requires any study of nonlinear systems to be quite spe-
cific. One can attempt to calculate the response for a specific case of initial conditions and 
input, but make very little inference based on this result regarding response characteristics in 
other cases. 

In order to understand and be able to mathematically describe the behavior, the nonlinear 
system has to be described. There are several approaches to define and describe the nonli-

near block performance. The analysis will be focused on the system block diagram of Fig. 2-
1. The methods and necessary tools will be developed to find the response of the open loop 
system to some classes of input signal and the results obtained will be used for the nonlinear 
feedback system of Fig. 2-2. From now on, for the sake of simplicity, we limit the scope of 
discussion to memory-less nonlinearity, i.e. the output of the nonlinear system can only de-

pend on its input at the same time and     is a static single valued function. The memory 
effect model and analysis will be presented in section 5.3. 

2.3 High and low frequency dithering  

The dithering signal frequency can be classified to two different modes: dithering frequencies 
which are higher than the input signal frequencies, which we call high frequency dithering 
(HFD) and those which are below the input signal frequencies and are called low frequency 
dithering (LFD). 

The low frequency dithering can be used for linearization of a nonlinear system, that process 
band-pass input signals. The band pass signals are defined as those signals which have no spec-
tral components below a certain frequency. High frequency can be used for any kind of input 

Equivalent 

nonlinearity
Dithering 

Problem

Fourier Series

Statistical 

averaging

HFD

LFD

HFD

LFD

Random  Dither

Periodic Dither

 

Fig. 2-3: Different approaches for random, high and low frequency dithers 
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signal including DC, below the dithering frequency. The main difference in formulation of 
equivalent nonlinearity for high and low frequency dithering is that for high frequency, the rate 
of variations of the dither is usually much higher than the input signal, therefore the equivalent 
nonlinearity is obviously time-invariant, and high frequency fluctuations are averaged out 
simply by a low pass filter placed at the output. On the other hand, for low frequency dither-
ing, the dither signal dynamics is slower with regards to the signal value, but should be much 
higher than the envelope bandwidth. In case of low frequency dithering, the averaging process 
is performed on the complex envelope of the band-pass input signal. Hence in terms of in-
stantaneous value, the system is time variant and therefore the equivalent nonlinearity versus 
value is meaningless. Due to this basic difference, the equivalent nonlinearity is defined versus 
value in high frequency and versus envelope value in low frequency dithering, as will be ex-
plained and formulated mathematically in 2.5. The spectral distribution for the high and low 
frequency cases imposes two different estimations of the ‗linear bandwidth‘2, and those estima-
tions are given in section 2.4.  

There are two basic methods to calculate the equivalent nonlinearity, which are namely Fourier 
series expansion approach (assuming a periodic high or low frequency dither) or time domain 
averaging and statistical averaging approach.  

The first approach is based on multi-dimensional Fourier expansion of the output versus in-
put, for periodic input, while the second one is applicable to any kind of dither signal, under 
certain mathematical assumptions. The assumption made about the dither in the latter is weak-
er than the periodicity and the dither should only be ‗repetitive‘, i.e. its value probability distri-
bution function should repeat itself versus time.  A good example of repetitive signal is a two 
tone signal, when the two tones are not harmonically related. By this definition all of the peri-
odic signals are repetitive but not vice versa. The advantage of statistical view is that it is generic 
in terms of input signal, and it is applicable to a broad family of signals, including periodic sig-
nals. 

The drawback of the statistical view compared to the Fourier series expansion is that it over-
looks the spurious sidebands around the dithering frequency and its harmonics. These com-
ponents can be harmful to the signal integrity, but sometimes are unavoidable, especially when 
the dither frequency is close to the signal, as illustrated in Fig. 2-1-d. When the modulated spu-
rious sidebands penetrate into the signal band, the linearity is always compromised. On the 
other hand, calculation of the Fourier coefficients for a general input signal and a general peri-
odic dither can be very time consuming, tedious and memory-intensive, especially when the 
number of the frequency components grows large. An alternative approach to find the equiva-
lent nonlinearity is developed in chapter 6. 

In the following parts, first an intuitive understanding of the smoothing mechanism, based on 
rotating vector representation, for sinusoidal dither, is introduced. Then the Fourier series 
based approach for memory-less nonlinearities is explained, for high and low frequency. Af-
terwards the statistical point of view is developed for these two modes and different formulas 

 

2 Linear bandwidth is the frequency range in which the spurious are low enough and the overall linearity is good. 
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for equivalent nonlinearity are derived, based on the value for high and envelope for low fre-
quency dithering. Fig. 2-3 sums up the order and distinction of the two approaches to dither-
ing problem. The memory effect can be super-imposed to the analysis on both of the ap-
proaches, and is discussed detail in chapter 5. 

2.4 Rotating vector representation 

An intuitive understanding of the dithering effect for sinusoidal dither can be obtained 

through the following expansion of the entire complex envelope around carrier frequency   : 

 

                                     

                        (2-3-a) 

while   (t) is the vector superposition of the phasors of the input complex envelope      and 

the dithering phasor           , as follows: 

                                        (2-3-b) 

and          . 

Provided that the rotation speed of the dithering is much higher than that of the input signal 
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(a)                                              (b) 

Fig. 2-4: Illustration of sinusoidal low frequency dithering effect on envelope r. The effective complex 
envelope vector rotates around a circle with a frequency much higher than the signal bandwidth (a): 
Linear averaging as the superposition vector sees the negative and positive values with proportion to the 
signal; (b): saturated averaging, in which the time duration experienced by summation is limited to either 
positive or negative y axis. 
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complex envelope bandwidth (i.e.      ),  we can assume that the vector        is not 

moving in time and the dither vector is rotating around it with an angular speed of    . Then 

after the averaging process (through a band-pass filter around    or a low pass filter from zero 

to frequency   ) the system would be effectively time invariant with respect to the input 

envelope      .  

The averaging process is depicted in the diagram of Figs. 2-4-(a, b) in the x-y plane, in which x 

and y represent the input and output signals of the nonlinear block respectively (         , 

and the imaginary part of the output complex envelope. The tip of the superposition vector 

      (sum of rotating  , and      ) moves along a circle. This circle is centered at point       

and its radius is the dither amplitude A.  

Depending on the relative amplitudes of the dither and signal vectors, two different situations 

can be distinguished as follows: 

1. Linear operation: For          , as illustrated in Fig. 2-4-a, the dither component acts 

like a moving average filter and the average of the rotating vector will be proportional to 

the input vector      , as long as the mapping of       on the y axis passes through 

both positive and negative  . Intuitively, the average of the projection on the   axis will 

be proportional to the amplitude of the input signal       and thus the dithering makes 

the hard saturation function linear.  

2. Saturation: When the value of      becomes larger than A             , the superpo-

sition vector       will be entirely projected on the positive (or entirely negative depend-

ing on the input sign) side of y, as shown in Fig. 2-4-b, which drives the nonlinear sys-

tem into positive or negative saturation.  

Hence the saturation threshold is a function of      ratio. The linearization effect will also 

depend on the average time spent in positive and negative sides of the x axis, which is not uni-

form for sinusoidal dither.  

It should be noted that the same interpretation is true for the real part of the output envelope, 

either if the superposition signal is projected on the x axis and x is a saturation function of y 

instead, or using the same chart as Fig. 2-4, for another vector orthogonal to the original one. 

This intuitive demonstration is valid for both HFD and LFD sinusoidal ditherings. 
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2.5 Fourier series approach 

As long as the dithering signal is periodic, two-dimensional Fourier series expansion in combi-
nation with time domain averaging is a viable approach to extract the equivalent nonlinearity. 
We need to assume that the dither and signals frequency are non-commensurable, to have two 
degrees of freedom in Fourier series. Another way to express that condition in practical situa-
tions is to assume that the greatest common divisor of the two frequencies is much smaller 

than both of them:      
 
  

 
   

 
  

 
 provided that both of the frequencies are integers. 

This should be true for both HFD and LFD. 

2.5.1 High frequency dithering 

 In high frequency case, the dither signal, denoted as       is assumed to have a frequency 

much higher than the maximum frequency component of the input signal      . Usually the 

fundamental frequency of      , or the minimum frequency component of its Fourier trans-
form DH(ω) is much higher than the input signal frequency. 

The dithering signal dH(t) can be expressed as: 

                      
 
                      (2-4) 

in which subscript H denotes high frequency as expressed by the condition. The output of the 

nonlinear operator is a function of the signal     , which has a combination of the input signal 

frequency and dithering frequency.     can be expanded in a two dimensional Fourier series 
as: 

                                          

 

   

  

                                                   
                          (2-5) 
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Fig. 2-5 Frequency content, the output of the nonlinear component after a high frequency dithering, 

with a single frequency    . 
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where g0(r) is the transformed nonlinearity characteristic, shaped (linearized) by the high fre-
quency dither dH or the equivalent nonlinearity defined in section 2-2. There are averaging me-
thods to achieve this term of the Fourier series which will be explained in the coming sections.  

Under assumption of odd nonlinear characteristics for fNL, Fig. 2-5 shows the output spectral 
content for a general nonlinear function fNL in which the right hand term of (2-5) is truncated 
to 2M+1. As we see from the figure, the closest modulated sideband of the output of the non-
linearity had a widened and up converted version of the input, with intermodulation order of 
2M. 

2.5.2 Low frequency dithering  

The injection of a dither component with the main frequency lower than the input band pass 

signal (    can again modify and linearize the nonlinear characteristics.  The dither is called    
as:  

                      

 

   

                 

and the input is a band pass modulated signal around a central frequency   : 

                                                          (2-6) 

As         and        is the complex envelope of the signal. The output Fourier series ex-

pansion can be written as: 
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Fig. 2-6 Low frequency dithered frequency content, the output of the nonlinear component, 

with a single frequency    . 
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    ) (2-7) 

while again                   is the equivalent nonlinearity    
  defined in section 2-2 

and will be derived again in part 2-6. The generic spectral domain is according to equation 
(2-7) is depicted in Fig. 2-6, where again like high frequency case, the odd nonlinearity order 

is truncated to 2M+1 instead of  . 

If the input signal is selected ‗properly‘, so that the spurs don‘t interfere with the desired signal 

band,     is capable of linear amplification-processing of the input signal. This will be ex-
plained in detail in chapter 5.  

When the dither frequency is selected to be much higher than the input signal, according to 
Fig. 2-5, the spurious sidebands won‘t affect the original linearized signal. This provides a 

way to estimate the bandwidth    , as to avoid overlap between the  ‘th order sideband 
and original signal at the output: 

                                                                         (2-8)  

which yields to the following equation: 

       
  

    
                                                              (2-9) 

where again the subscript H denotes high frequency dithering. By setting the M, the upper 

bound is derived for the bandwidth    . The order M will depend on the order of the hard 

nonlinearity. Setting M=1, results in 
  

 
 as the fundamental limit, which agrees with the time 

domain analysis in [1]. 

For low frequency dithering, the fundamental dithering frequency fd has to be at least half the 
band-width of the input signal and the input and dithering frequencies should be incommen-
surable. This can be explained based on the condition of not overlapping modulated dither 

around input carrier at       with the signal itself, as: 

         
     

 
                                          

     

 
  (2-10) 

The linearization process is illustrated in Fig. 2-5. The dither and its higher order harmonics 
will absorb the spurious cross modulations and the input signal is processed without distor-

tion.  

Based on the notation used in Fig. 2-5, a limit can be derived for the maximum bandwidth 
of the input band pass signal 

    

 
              

     

 
                                                 (2-11)           
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while m is the integer floor function of the ratio of the two frequencies    and   , and ∆fmax 
and ∆f0 are the bandwidths of the system and the output band pass filter respectively. Based 
on (2-10), we can write: 

                                                                       (2-12) 
 

where   denotes the low frequency and     indicates the maximum frequency span of the 
input band-pass signal. Equations (2-9) and (2-12) say nothing about the optimum points for 
the dithering frequency. This will be dealt with in chapter 6. 

2.6 Statistical approach 

As explained in the previous sections, the nonlinear system characteristic effectively changes in 
presence of the dithering signal. The method to study and describe this phenomenon will de-
pend on the type of the input and dithering signal and of course the nonlinear apparatus itself. 

The concept of ‗equivalent nonlinearity‘ was chosen to explain and achieve insight to the di-
thering effect. The terms left out of the summation, i.e. g0 in (2-5) and g10 in (2-7), define the 
equivalent nonlinearity respectively for high and low frequency dithering. The describing func-
tion concept defines a quasi-linear gain for different cases of static (time invariant and memo-
ry-less) nonlinear blocks, but this representation will depend on the stochastic behavior of the 
input signal. On the other hand there are approaches that do not depend on the deterministic 
mathematical description of the signal that drives the equivalent nonlinearity; these approaches 
are based on a so called probabilistic view. 

Probabilistic view aims to find the equivalent nonlinearity based on the statistical description 
of the dithering signal, without imposing any limitation on the mathematical expression of the 
input signal. The set of conditions imposed on the dithering signal and the message signal does 
not include anymore the periodicity of the dither signal. This periodicity is replaced with a 
more relaxed condition of repetitive function [34]. The concept of equivalent nonlinearity is 
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Fig. 2-7(a) Open loop dither applied to static nonlinearity; (b) equivalent nonlinearity 
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illustrated in Fig.2-7-(a, b). 

The two systems generate the same outputs as certain conditions on frequency of the dither 

and filter dynamics are met, and the modified    function is convolution of the probability 
distribution of the dithering signal with the original nonlinear function as follows:  

   
                      

 

  
  (2-13) 

in which    represents the value distribution function of the dither signal and   is the instan-
taneous value of the dither signal. It can be achieved by taking the derivative of the cumulative 
distribution function of the dither signal, noted with capital letter P, defined as follows:  

      
                   

     
 (2-14) 

in which μ is the measure function [67], or the duration in which the function is less than a 

certain value ξ, in the observation interval t1, t2.    is a monotonic increasing function of its 
argument. It is equal to 1 for infinite argument and 0 for minus infinite argument. The value 
probability distribution is: 

      
        

  
                                                                     (2-15) 

The condition in which the two functions (   and  ) generate the same output depends on the 
frequency content of the input and the dithering signals, and the transfer function of the suc-

cessive filter (      ). Two different cases have to be distinguished for high and low frequen-
cy dithering.  

From now on the dither signal should be repetitive. Assuming     is the period of the dither 

signal, or the supermum3 of the repetition time of the      , the two cases are established 
below. 

2.6.1 Equivalent nonlinearity for high frequency dithering  

If the high frequency attenuation criterion: 

   
   

            

 

3 In mathematics, given a subset S of a totally or partially ordered set T, the supremum (sup) of S, if it exists, is the least element 

of T that is greater than or equal to every element of S. Consequently, the supremum is also referred to as the least upper 

bound (lub or LUB). If the supremum exists, it is unique. 
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is met, the outputs of the two systems in Fig. 2-6 are identical, if the dither period tends to 
zero [34, 65]: 

   
     

               

while modified f* function is the convolution of the probability distribution of the dithering 
signal with the original nonlinear function as follows:  

         
                      

 

  
                                (2-16) 

A detailed mathematical proof of this theorem is given in [34]. 

2.6.2 Equivalent nonlinearity for low frequency dithering 

Assuming    is the central (carrier) frequency of the band pass signal, and         

      , where    is the bandwidth of the band pass input signal, if the low frequency at-
tenuation criteria are met, as stated below: 

   
        

                  

Then the outputs of the two systems are identical, if the ratio of the dither period to the signal 
period tends to zero: 

   
         

               

where ΔT0=2π/Δω. The equivalent nonlinearity as a function of the real envelope of the mod-
ulated signal can be formulated as: 

   
         

 

 
      

 

  
                              

  

 
                  (2-17) 

while       is the probability distribution function of the value of the dithering signal     ,    

represents the phase of the input sinusoid and    represents the dither.  

This theorem is similar to the correlation equation presented in [34] for low pass signals, but 
it formulates the envelope transfer function for low frequency dithering. It shows the 
smoothed shape of the nonlinearity for any kind of periodic dithering signal, under the fol-
lowing conditions: 

1. The frequency of the dithering signal is high enough compared to the complex 
envelope bandwidth.  

2. It is high enough compared to the filter bandwidth. 
3. It is low enough compared to the carrier frequency. 
4. Spurious cross modulation components of dithering and signal are negligible. 

Then the two systems of Fig. 2-7-a,b become equivalent. 
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It is easy to apply equations 2-16 and 2-17, to various nonlinear functions and see the result 
of application of different dithering signals on equivalent nonlinearity. 

2.7 Conclusion 

In this chapter, the basic concept of the dithering was introduced. A distinction was made 
between low and high frequency dithering schemes, and the usable linearization bandwidth 
was derived for each case separately. The concept of equivalent nonlinearity was introduced 
which simplifies the analysis of the dither phenomena. The frequency domain Fourier ap-
proach and statistical approaches were introduced, which are capable of giving the equivalent 
nonlinearity for periodic and random signals. The equivalent nonlinearity was derived through 
Fourier expansion and also related to the statistical properties of the dithering signal and shape 
of the original memory-less nonlinearity. 
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C h a p t e r  3 

Describing functions 

The main motivation for describing function (DF) techniques is the need to understand the 
behavior of nonlinear system. The DF definition is based on the simple fact that many sys-
tems are nonlinear except in limited operation regimes. Nonlinear effects can be beneficial 
(many desirable behaviors can only be achieved by a nonlinear system, e.g., the generation of 
useful periodic signals or oscillations), or they can be detrimental (e.g., chaotic behavior). 
The mathematics required to understand nonlinear behavior is considerably more compli-
cated than that needed for the linear case. 

There is one additional theme underlying all the developments: describing function ap-
proaches allow one to solve a wide variety of problems in nonlinear system analysis and de-
sign via the use of direct and simple extensions of linear systems analysis tools. In fact, the 
mathematical basis is generally different (not based on linear systems theory); however, the 
application often results in conditions of the same form which are easily solved.  

Finally, we note that the types of nonlinearity that can be studied via the DF approach are 
very general – nonlinearities that are discontinuous and even multi-valued (like hysteresis) 
can be considered and the order of the system is also not a serious limitation. The DF ap-
proach has its own limitations on the other hand, as mentioned in [4], and among them are 
uniqueness of the response, uncertainty about the single kind input (i.e. one has to assume 
what kind of input is present) and accuracy in the determination of the response. 
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The small-signal linearization can only explain the effects of small variations about the linea-
rization point, and, perhaps more importantly, it can only reveal linear system behavior. This 
approach is thus ill-suited for understanding phenomena such as nonlinear oscillation or for 
studying the limiting nonlinearity effects. 

The basic idea of the describing function (DF) approach for modeling and studying nonli-
near system behavior is to replace each nonlinear element with a quasi-linear describing func-
tion, whose gain is a function of input amplitude. The functional form of such an operator is 
governed by several factors: the type of input signal, which is assumed in advance, and the 
approximation criterion, e.g., the minimization of the mean squared error.  

This technique is dealt with very thoroughly in a number of texts for the case of nonlinear 
systems with a single nonlinearity ([4], [59]); for systems with multiple nonlinearities in arbi-
trary configurations, the most general extensions maybe attributed independently to [61] and 

 

Fig. 3-1 The optimum linear approximator theory for a combination of input signal classes      , 
versus the real system. 
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Fig. 3-2 Common signal types and their associated describing functions 
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[66] in the case of random-input DFs (RIDFs) and jointly to [62] for sinusoidal-input DFs.  

The process of rms error minimization is illustrated in Fig. 3-1, where different types of in-

put signal denoted as       to       are combined to enter the nonlinear block as     . The 

approximated sum of linear weighted inputs forms the approximated output        and the 

goal is to find the best combination of        elements to make the best output       opera-
tors denote the impulse response of the block number ‗i‘ in the parallel filter bank. If the 
branch number ‗i‘ is static, then its impulse response will be its static gain. In other words 
the problem is transformed to optimum design of a bank of parallel operators, while  

And assuming orthogonality between input components, it is proven in [93] that the follow-

ing equality must hold for all ‗i‘ and all   : 

1 2 1 2 2 1

0

( ) ( ) ( ) ( ) ( ). ( )a i oi ii iy t x t w R d y t x t     


                               (3-1) 

while the over-bar denotes the time domain averaging and     is the auto-correlation func-
tion of branch number ‗i‘, and woi is the optimum impulse response of branch number ‗i‘. 

      =      
 

 
      

 

 
          

 In simple terms, equation 1 shows that: ―The cross-correlation of the output of the approx-
imating system and the input signals (left), has to be equal to the cross correlation of the 
output of the original nonlinear system and the input. The approximated output is also called 

 

Fig. 3-3: The assignment of DFs as the gains for common classes of the input signal, namely multi-
sine, random and dc bias (B) input. 
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the correlated output. Based on Fig.3-1, the approximated output is: 

         

 

   

       

And the auto correlation of the output of the original system is: 

            

 

   

      
      

      
 

In the other words, the output of the original nonlinearity is equal to sum of a ‗fully corre-
lated‘ output , which is obtained by DF approximation and ‗fully uncorrelated‘ output. DF 
approximator can be found for any kind of nonlinearity and any subset of the input signals 
which are uncorrelated. 

In this chapter, the DF concept is singled out for three types of input signal type i.e. single 
Sinusoidal (and its combinations), random Gaussian signals, Bias or DC and exponential 
signal.  This differentiation and nomenclature is illustrated in Fig. 3-2.  Fig. 3-3 illustrates the 
DF concept for a static nonlinear apparatus, subject to common input signal types, in which 
wi elements won‘t be a function of time and are the same as N elements, where the sub-
scripts A1 to AN, r and B denote the input signal type for each particular Gain N. 

3.1 Sinusoidal DF  

In the following sections, first SIDF is derived and methods of calculation are discussed. 
Then multiple sinusoidal input signal describing functions is introduced and generically for-
mulated and important formulas are recited based on literature 

3.1.1 Single sinusoidal DF  

For a sinusoidal input, based on equation, the left hand side of equation (3-1) is (       
      : 

 
  

 
             

 

 
        

 

 
                               

 

 
                           

 

 
  (3-2) 

and the right hand side of 3-2 leads to: 
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                                                                                                           (3-3) 

And the following       function satisfies the equality of 3-2 and 3-3: 

      
 

 
                              

 

  
                               (3-4) 

The complex frequency domain (Laplace transform) of the transfer function of the DF is sum 
of proportional and derivative paths as follows: 

                   (3-5) 

while: 

   
 

 
                     (3-6) 

   
 

 
                     (3-7) 

For any odd single valued nonlinearity, the quadrature gain    is zero [4], and the same is true 

for any combination of a sinusoid and another statistically independent signal. It is proven that 
the same complex gain minimizes the root mean square error between the real nonlinear block 
and the quasi-linear approximated DF. 

There is another more intuitive point of view to approach the concept and that is through 
Fourier series representation of the output. The DF philosophy is simply to replace the system 
nonlinearity by a linear gain, chosen in such a fashion that it renders similar responses to the 
same sinusoidal [4]. In this approach, we observe that if the output of the nonlinearity, defined 

in the differential equation form         is excited by a pure sinusoidal input like         , 
then the output is expressible through the following Fourier series expansion [37]: 
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Fig. 3-4 Illustration of the concept of SIDF, residual    and correlated part   ; The total output is 
sum of correlated and uncorrelated parts 
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   ,      (3-8) 

and the complex sinusoidal input describing function, denoted        is defined as: 

       
                            

                           
 

       

 
          (3-9) 

In the other words, a SIDF is the fundamental complex gain of nonlinearity in presence of a driving sinuso-
id. The relationship between the fundamental output, SIDF and the residuals is depicted in 
Fig.3-4. 

It should be noted that despite the apparent quasi-linearization, linear superposition is not 
valid. Among different kinds of nonlinearities, there are two types that we are especially inter-
ested in: relay, ideal and non-ideal and quantizer. The closed form formulas derived for various 
kinds of DF for these nonlinearities is in [4]. 

3.1.2 Two sinusoidal input DF   

For repetitive but highly non sinusoidal input signals, the SIDF approach renders invalid. One 
example of this scenario is combination of two input sinusoids. The input is assumed to have 
the form: 

                               (3-10) 

The statistical independence of the two sinusoids at the input must be taken care of. Since 
each sinusoidal component is characterized by an amplitude and frequency which are determi-
nistically fixed, and by a phase angle, the independence of the input components is established 
if the phase angles can properly be described as independent random variables. There are a 
number of important situations in which these phase angles are not independent. If one sinu-
soid were harmonically related to the other, the periods of the sinusoids would be commensu-
rate, and a consistent phase relation would exist between them. The nature of the nonlinearity 
output would depend on this relative phase, and the quasi-linear approximator should reflect 
that dependence. In that case, with two sinusoidal inputs, only one phase angle could be 
treated as a random variable with a uniform distribution over one cycle; the other phase angle 
would be deterministically related to the first.  

The interpretation of these describing functions as the amplitude and phase relation between 
each input component and the harmonic component of the same frequency in the nonlinearity 
output can be employed for describing function calculation: 
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This phasor gain representation is the direct result of equation (3-1), after simplification of the 
correlation for two non-commensurable input frequencies. This interpretation is not always 
valid; for example the cross modulation of two tones might lie on the third one at the output, 
but it is not correlated with the same frequency at the input of the block. When the origin of 
the two sinusoids is different, then the probability of the two frequencies being commensura-
ble is zero, because the set of integer and fractional numbers is of zero measure [68] which 
results in zero probability of random occurrence. 

Situations in which the frequencies of the sinusoidal components at the nonlinearity input are 
not related harmonically thus satisfy the assumption of independence which led to the un-
coupled expression for the optimum quasi-linear approximator and its specialization to a sinu-
soidal input component in the presence of any other uncorrelated inputs as follows: 

        
 

 
          
                        

                ,         
 

 
          
                        

               (3-11) 

If we have a static single valued nonlinearity, then the imaginary part of both functions will be 
zero and averaging can be expressed in terms of the following functional integrals: 

         
 

    
                            

  

 

  

 
 (3-12-a) 

        
 

    
                            

  

 

  

 
 (3-12-b) 

while the probability of random variables    and    is assumed to be uniform  
 

  
 . After 

Fourier expansion of the output, we achieve: 

                     
                                     

         

        

 
    (3-13) 

where Pmn and Qmn are to be found through multiplication to the same sinusoid and integra-

tion [4]. Having a single valued static nonlinearity, the following properties apply: 

                  (3-14-a) 

                   (3-14-b) 

and Qmn=0 for odd nonlinearities. For irrational ratio of the frequencies, TSIDF is achieved as: 
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  (3-15) 

And if the ratio is rational    
  

  
 , we look for the components of y(t) at frequency        

    , which will be of the form               and hence 

        
         

 
               (3-16) 

which means that the DF for each of the sinusoidal will depend on the ratio of the frequencies. TSIDF 

can be related to the concept of equivalent nonlinearity, for two tone input signal, as explained 
in chapter 2 as: 

                   

There are many functions in communication blocks that require frequency translation, for 
example mixers, and frequency multipliers. 

3.1.3 Multiple sinusoidal input DF   

When there are more than two sinusoids, the integrals will be as follows: 

   
             

 

     
              

                      
  

            
 (3-17) 

However calculation of this integral is very difficult and in many cases doesn‘t result in a 
closed form formula. Therefore we need to use additional statistical properties of a multi-sine 
with a large number of tones, as we will see in section 3.2. 

3.1.4 Frequency translated DF 

Black box modeling of frequency translating components, including frequency multipliers and 
mixers, has been subject of many research papers. There are two methods for that: Volterra 
series and describing functions. The Volterra input output polynomial (VIOP) approach fails 
to converge to the measured data [54] for hard nonlinearities and is generally a subcategory of 
describing function approach. It is proven that VIOP does not include all of the possible poly-
nomial powers in its formulation. On the other hand artificial neural network methods fail to 
predict the soft nonlinearities and have a very long convergence time and training period, in-
cluding numerical complexities. 

Considering the Fourier series representation of equation (3-14), assuming we have TWO non-
commensurable input frequencies, the describing function gain relating the intermodulation order 
m,n to the input in each frequency is as follows: 
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 (3-18) 

For the two frequencies, being non commensurable is a crucial assumption that must hold, for 
the validity of this approach. Similar to the approach introduced in appendix I, a new formula-
tion can also be given based on frequency domain transform of the nonlinear function: 

            
 

  
                    

 

  
 (3-19) 

            
 

  
                    

 

  
 (3-20) 

It should be noted that this gain is not a “Correlated DF” within the frame work of the intro-
duction, and the classical definition of DF based on fully correlated approximation is not valid. 
However this approach can be utilized in order to explain the linear behavior of nonlinear 
components. The major problem is to find a functional form for nonlinear frequency translat-

ing block (    ), which can be a delicate job for practical blocks. In many cases the function 
y(x) is not an analytic function and this will be discussed in detail in Chapter 9. 

3.2 Random input describing function 

According to central limit theorem [68], when we have a large number of uncorrelated input 
tones, the statistical behavior approaches a Gaussian distribution. This property is used to 
drive Random Input DF.  

Gaussian processes have two types: real and complex: real Gaussian processes, like the additive 
white Gaussian noise, have a Gaussian distribution for their value in time domain. A complex 
Gaussian process is an orthogonal summation of two real Gaussian processes. A famous ex-
ample of this type of signal is a time domain multiplexed WCDMA downlink, in which a lot of 
traffic channels are multiplexed into the same bandwidth, and each channel has a quadrature 
modulation. 

3.2.1 Real Gaussian input DF 

Assuming that the input is sum of a bias, a sinusoid and a real Gaussian Process, as follows: 

                       

which is the most general input form used in [4], and  is a Gaussian random variable with zero 

mean and variance   
 , and   is uniformly distributed between 0 and   , then the joint distri-

bution of the phase   and r is 
 

  
 

 

     
 

 
  

    and the mathematical expectation is to be taken 
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with respect to both of these random variables. Similar to equation 6, the following relations 
hold for sinusoidal and random part describing functions: 

         
 

 
                                          

 

  
 
                            (3-21-a) 

And using the joint probability, we obtain the following DF for random part: 

           
 

         
                     

 
  

     
 

  

  

 
 (3-21-b)  

There are closed form answers to the integral, but in general, numerical integration techniques 
like trapezoidal must be used to evaluate the random gain. 

3.2.2 Complex Gaussian DF 

When the input signal is complex Gaussian, i.e. the base band complex envelope has Gaussian 
real and imaginary parts as r variable above, then the problem would be different. Assuming 

that the input complex envelope is          , while the input signal is modulated in the 
form: 

                         

and          
  

  
, where r1 and r2 are in-phase and quadrature parts of the input signal and 

both are real zero-mean Gaussian variable, then the in-phase and quadrature equivalent nonli-
nearities can be achieved through two dimensional Fourier expansion as follows: 

             
 

                                           
  

 
      (3-22) 

             
 

                                           
  

 
      (3-23) 

And for the sinusoidal part the second term of the integrand is        , and all of the above is 
written again for static single valued nonlinearity. After statistical averaging on the in-phase 
and quadrature gains, the following transfer functions are derived for the two parts: 
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        (3-25) 

For an odd nonlinearity,      , and for all other situations the gain will be complex [37]. 
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3.3 Conclusions 

In this chapter a brief survey of the describing function approach was provided. Describing 
function is the gain assignment to a general nonlinear block, relating the correlated output to 
the according input signal. The describing function gain will depend on the type of input sig-
nal. The approach was based on the methods formulated in [4], [58] and an extension to that 
for complex Gaussian process and frequency translating nonlinear phenomena. The formulas 
and concepts introduced will be used in the following chapters for analysis and simulation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



52                                                          Describing functions   

 

 

 



53 

53 

 

C h a p t e r  4 

Architectures and topologies 

Dithering is applicable to any nonlinear system, to enhance linearity. We normally use the di-
thering to linearize the switched mode power amplifiers, while benefiting from good efficien-
cy. The system architectures can be in many different forms: open or closed loop (with nega-
tive feedback), tracking of supply voltage or load impedance, and power combining with 
common mode dither. The dither can also be applied to different points of the system, de-
pending on its frequency and the system architecture.  

Common mode dithering is a power combining technique that enables us to get more power 
with acceptable linearity, while needing a softer output filter to omit the dither component, 

 

Fig. 4-1: Possible switch mode architectures that can be used with dithering, tracking can be used 
with LFD, HFD and common mode dithering. 

Analog dithering 
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and reconstruct the amplified signal. 

Envelope modulation can also be combined with dithering to improve the linearity-efficiency 
compromise. Load modulation is applicable to a tunable matching networks, in order to im-
prove the linearity, while supply modulation can enhance the efficiency in the output power 
back off. Fig. 4-1 is an overview to the different system architectures that we can use in com-
bination with dithering. 

In this chapter, first of all, all of the system architectures that conventionally have been used 
in combination with a dither signal will be introduced. Then the various hard nonlinear 
components are investigated at circuit level, with special interest to power amplifiers. 

From now on we assume that all the systems we deal with are Periodic In Same Periodic Out 
(PISPO) [77], which means that we are excluding the oscillating and chaotic systems, and 
therefore the fundamental frequencies at the input and output of the nonlinear block are the 
same. 

4.1 Architecture level considerations 

In discrete and continuous time power amplifier systems, open and closed loop architectures 
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Fig.4-2 (a): A generic nonlinearity, with dithering, envelope tracking and negative feedback; (b): load 
modulation with voltage controlled tuner 
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are feasible. In power amplifiers, the efficiency can be enhanced by envelope tracking. 
Envelope tracking is also applicable to the load and supply voltage. Therefore the architectures 
can be categorized as closed and open loop, and with or without envelope modulation. All the 
options for a linearized quantizer are depicted in Fig. 4-2. The system may be used as a mod-
ulator or a power amplifier, depending on the device characteristics and impedance levels, i.e. 
if the output is high power they system is a linearized switched mode PA, but if the nonlinear 
block is a binary quantizer, at low power, it is only a time domain encoder. 

4.1.1 Open-loop 

This method includes the forward path of Fig. 4-2-a. The linearity issues will be discussed in 
chapter 5. Proper selection of the dither level and frequency can satisfactorily linearize the 
forward path.  

4.1.2 Closed-loop 

Although it is not necessary to have a feedback path, having a feedback enhances linearity, 
adjusts the loop bandwidth and de-sensitizes the performance for the component variations. 
For example power supply rejection ratios of the order of 90 dB are achievable in closed loop 
designs [78]. Proper design of the loop order in closed loop architecture enables us to reduce 
the distortion. The downside is that unwanted limit cycles and chaotic behavior may arise due 
to feedback. Implementation of the feedback can be hard at high frequencies.  

Obviously, a closed loop structure always uses a negative feedback. A special case of a closed 
loop system is autonomous dithering, in which the dithering is a limit cycle oscillation, chosen 
to be higher than the input frequency. When the closed loop system has a limit cycle, it is 
called a self-oscillating power amplifier, and the role of the oscillation is the same as dithering. 
For frequencies other than the input frequency, the feedback is always negative. 

4.1.3 Tracking 

All switched mode power amplifiers, implemented as PISPO in Fig. 4-2, are active compo-
nents, or transistor circuits, with input output characteristics like a relay. The supply voltage 
determines the quantizer step voltage. Furthermore the power loss of the power amplifier will 
depend on this supply voltage (as the total loss is the value of the dc supply voltage times the 
dc current drawn from that). Therefore it makes sense to modulate the supply voltage to keep 
the ratio between the output power and the PA power loss (normally identified as output effi-
ciency) constant. A more detailed analysis and measurement results on a real prototype class-D 
PA will be given in chapters 5 and 7. 

4.1.3.1   Tracking with open loop 

It is proven in appendix V.I that when we modulate the supply voltage of a PA with the ampli-
tude (real envelope) of the input signal, we need to modulate the gain correspondingly, to keep 
it linear. Therefore, with and without feedback and with envelope modulation, we have to 
modulate the amplitude of the dither signal: 
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                    (4-1) 

Any time difference between the supply modulation and dither modulation will cause addi-
tional distortion. 

4.1.3.2  Tracking with closed loop 

Similar condition holds for linear performance of the closed loop. A method to omit dither 
modulation is used in a self-oscillating class-D PA (chapter 7). In that case, the dither level, 
which is the sinusoidal oscillation that is automatically generated in the loop, will keep the loop 
linear. 

4.1.4 Common mode dither 

The output band-pass filter has to be able to omit the out of signal band spurious components 
that were described in chapter 2. For dither frequencies close to the signal frequency, it is hard 
to implement a sharp filter with moderate insertion loss. Another approach is to apply a com-
mon mode dither to two identical nonlinear blocks. The output dither components are then in 
phase (common mode), and therefore a relaxed output filter order will be required. Fig.4-3 can 
be extended to more than two SMPAs. Besides rejecting the common mode dither, this topol-
ogy acts as a power combiner, like a balanced amplifier. This technique is shown in block dia-
gram of Fig.4-3, and will be discussed for a particular circuit topology in 4.2.2. 

4.1.5 Possible dithering locations 

Dithering can be applied to the architecture in two different positions. One is the input to the 
amplifier as in Fig.4-2-a and another one is to the control input of the adaptive load tuner, as 
in Fig. 4-2-b. In the first position, high and low frequency dithering are both possible, while in 
the latter, only high frequency dithering can be used, to linearize the system.  
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Fig. 4-3: Common mode dithering scheme, with two identical switch mode power amplifiers (SMPA1,2 ) 
the fundamental output dither will be common mode, resulting in a relaxed filter order requirement. 
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4.1.6 Slope gain considerations 

In power amplifier applications, dithering works fine as long as the saturation of the nonli-
near apparatus happens ‗fast enough‘, relative to the input variations. The reason for that is 
that apart from linearization, dithering reduces the describing function gain, inversely pro-
portional to the dither level.  

Fig. 4-4 (a) is the ideal relay function. For the limited slope gain saturation, as shown in Fig. 4-
4-b, the describing function gain is calculated in appendix I as:  

        
  

   
 

       

  

 

  
                                                 (4-2) 

In which 
 

 
 is the slope gain of the switched mode power amplifier (SMPA). Equation 2 

states that the lower 
 

 
 (slope gain), the lower the gain of the describing function; moreover 

the gain depends very much on the original slope gain. The integral of (4-2) is not a sensitive 

function of  .  

A higher DF gain which is equivalent to a higher voltage or power gain, in switched mode 
power amplifiers, lowers the power added efficiency. This is true for all operation classes of 
power amplifiers. Further basic trade-offs will be discussed at the end of this chapter in 4.3. 

4.2 Circuit topologies 

From the various switched mode topologies, two important switched mode amplifiers, are 
discussed in this thesis, generating either square wave output voltage or square wave output 
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Fig. 4-4: Input output characteristic of (a): ideal relay; (b): limited slope limiter 
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current. Any other topology that has a satisfactory fast saturation, works fine with the dither-
ing.  

Class-D RF power amplifiers have been in use for a long time. The theoretical efficiency of a 
Class-D amplifier is 100%, but in practice it is lower due to reactive power loss, which will be 
discussed in detail in section 4.2.2. 

4.2.1 Voltage mode and current mode class-D 

As stated before, Class-D amplifiers are made in two ways: voltage mode (VMCD) and current 
mode (CMCD). The voltage mode is illustrated in Fig. 4-5-a, where the output node is switch-
ed alternatively between the supply voltage and ground, and Fig. 4-5-b shows its dual circuit, 
which steers a dc current between the two switch elements. As can be seen in Fig. 4-5-c and 4-
5-d, in VMCD the voltage waveform is a square wave (pulse) and alternatively in its dual cir-
cuit, the current is a pulse. The current is a half wave rectified sine wave in VMCD, like the 
single output voltage in the CMCD. The sketched voltage and current waveforms are for ideal 
operation; however, in practice the parasitics make the wave-forms deviate from this ideal 
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Fig. 4-5 (a,b): Voltage and current mode Class-D amplifier; (c,d): voltage and current wave forms of 
voltage mode and current class D amplifiers 
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shape. 

The LC filters in the circuits of Fig. 4-5-a must provide the optimum load impedance at the 
fundamental frequency. In VMCD the higher order harmonics of the output square wave 
should terminate to open circuit, while in its dual amplifier or CMCD of Fig. 4-5-b, the higher 
order harmonics of the output current square wave must have short circuit termination to 
maximize the power efficiency.  

The loss mechanisms can again be represented as dual of each other, when we consider the 
reactive loss. Moreover there may be moments in which both of the switches are one in 
VMCD, or open in CMCD, which makes the CDA to draw a high current from the supply 
voltage or makes big spike voltages on the output. Therefore the proper timing of the command 
voltages in both CMCD and VMCD is very critical, especially at high frequencies.  

For practical circuit topologies of VMCD and CMCD important design parameters are derived 
versus the circuit elements, in order to model the efficiency and power. The following sub-
chapters will first discuss the current model for capacitors, and a new parasitic model is pro-
posed as in [71] which has the advantage of accurate gain prediction with quasi-linear capaci-
tors in the model. Linear elements are approximated and finally the model is validated through 
simulations on CMOS CDA. The agreement between the results and foundry BSIM model 
validate the quasi-linear performance of the model as a two frequency gain block. 

4.2.2 Design aspects of  voltage mode class-D 

Fig. 4-6 illustrates the most common schematic diagrams of a voltage mode class-D amplifier 
with FETs. The first row shows the complementary and identical transistors implementation 
of a single stage VMCD and the second row shows two conventional driver arrangements. 
Each stage might be complementary or with transformer, and different biasing for positive 
and negative parts of switching. Assuming the input voltage is a pulsed voltage, depending on 
the input level, at each moment, only one transistor will act as a switch and the other one will 
be open, so the output will be a pulse waveform, switching between the positive rail and 
ground.  

Early papers on Class-D amplifiers neglected the effect of switching losses. In this section, the 
losses in an RF switching power amplifier and their frequency dependence will be described. 
The losses analyzed are the switching, conduction, and gate drive losses. The latter ones are 
usually ignored in lower frequency applications, but must be accounted for at the frequencies 
of interest in this paper (> 10 MHz). 
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Expressions will be derived to predict the efficiency of a Class-D power amplifier. In recent 
years, Class-D circuits operating with zero-voltage switching using the dead time have been 
introduced [39]. Zero voltage switching is theoretically impossible when we have a dithered 
system and the signal is not periodic [46]. At RF the dead time is very short, therefore we need 
to be careful with the driver design. There are also issues related to the control of that dead-
time with a reasonable accuracy when the dead-time is in nanoseconds. Using a square wave 
gate drive to do the timing quickly becomes very difficult for gigahertz range switching fre-
quencies. A method whereby the amplitude of the sinusoidal gate voltage controls the dead 

 

Fig. 4-6 (a): Complementary single stage VMCD; (b): identical pair with transformer; (c): two stage comple-
mentary with driver; (d): break before make driver 
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time is described in [48]. The design equations for the proper selection of the device width 
based on a given output power and crest factor in a switching Class-D will be derived in this 
section. 

Output power 

Traditional design procedure for class-D was developed by [48] for the case of single carrier 
applications. However, the optimum theoretical points for the load impedance to yield the 
maximum power efficiency are different for multi carrier (or sigma delta) and continuous wave 
(CW) [18]. 

For the CW case, the output pulse train will have a 50% duty cycle, assuming we have an ideal 
switch, and the output pulse amplitude is equal to the dc voltage of the supply, the output 
pulse can be described as: 

            
 

 
 

 

 
        

 

  
            (4-4)    

Assuming there is a series loss-less resonator, isolating the load RL from the device output, the 
fundamental harmonic delivered power to the load will be: 

     
 

   
   

 

  
 (4-5) 

Hence assuming an ideal switch (        , the required load is easily determined by the 
required power, as long as the device ratings are met, i.e. the maximum allowed current is not 
exceeded. 

When the output pulse is with relative duty cycle value  , the pulse train has a Fourier series 

expansion with a fundamental frequency component amplitude of               . The 
switched pulse train delivers an average load power of: 

     
    

 

    
                                                             (4-6) 

Coding efficiency 

The coding efficiency, defined as the ratio of the intended (fundamental) harmonic output 
power to the entire pulse train power is:  

   
 

                                                                   (4-7) 
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For example the coding efficiency of 50% duty cycle pulse train is 81%. This is the usual 
wave to understand the depth of modulation of RF power on the output pulse train, like the 
amplitude modulation index [18]. 

Peak current and device width 

When we have a generic signal which duty cycle modulates the output pulse train, based on 
the definition of peak to average power ratio, the peak device current is given as: 

        
    

   
 

     

  
                                                       (4-8) 

and if the current capacity of the technology node is      
 

     , the according width of the 

base-gate should be: 

    
       

    
 (4-9) 

Optimum power load 

Assuming that the total available power is the sum of the power dissipated in the transistor 
and the load power, based on solution of a second order equation, the following relationship 
will be achieved for practical optimum power load, versus the switch on-state resistance 

       : 

    
  

 
      

      

  
                  (4-10) 

where RL is obtainable from equations (4-4) or (4-6). There are other considerations regarding 
optimum design of the output filter for zero voltage switching, i.e. switching at the moments 
where there is no charge or voltage on the drain-source capacitors, but those considerations 
are not valid for dithered circuits [70], The reason is that we cannot provide the same transient 
condition for a random leading and trailing edge of the output pulse. Therefore this issue is 
not applicable to the dithered switched mode amplifiers. 

Loss mechanisms and drain efficiency 

There are to different approaches to calculate the power loss regarding to a VMCD. The first 
one is to divide the power loss to different kinds of loss, according to their corresponding 
mechanism and the second one is trying to find the solution to the circuit model, without dif-
ferentiation between these loss types.  
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In the first approach, the main loss mechanism is conductive loss. This is loss due to the load 
current that will pass through each transistor. Part of the available power is wasted due to non-

zero      . This loss can be avoided through making a dead-time during the switching phase 
and break before make techniques. The second kind is capacitive loss, as each transistor 
charges and discharges a set of capacitances within the devices. The last kind is the loss related 
to simultaneous conduction of both FET devices. The loss due to charge storage and dis-
charge in the input node is considered as driver loss and does not contribute to the major 
power loss of the PA.   

The conductive loss is            
 , as long as it can be assumed that the switch can be 

modeled like a linear resistor. 

The capacitive loss or           loss is difficult to formulate, because the capacitors are 

naturally nonlinear. A detailed analysis for HEMT class-D amplifiers is given in [18], which 
approximates the capacitors as linear elements. The same approach can be taken for all of FET 
devices and is investigated in [18] for a general band-pass sigma delta modulator, driving a vol-
tage mode class-D amplifier. Assuming we can formulate the capacitive loss based on the fre-
quency for a random signal [46], then the drain efficiency is: 

   
    

   
 

    

       
 

And at low frequencies, it can be simplified to 
  

         
 which means that the higher the load 

resistance, the higher the efficnecy would be. The required power determines then the effi-
ciency. 

The second circuit based approach is based on the assumption that the switches are modeled 
as voltage controlled resistors, that the sum of their resistances are constant and that each re-
sistance changes softly between 1/gc0 and zero. It is proven in [70] that the total loss based on 
this second approach is as follows: 
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Fig. 4-7: VMCD and output series LC resonator 
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       (4-11) 

where     is the switch conductance,    is the load admittance,     are cross modulation 
indexes and     are gains of cross modulated components of    and     versus input. The 
power efficiency is achieved accordingly as the ratio of the output power to the total dc power 
loss. 

Intrinsic parasitic capacitance effects 

The intrinsic capacitive parasitics are very important, because, apart from capacitive loss, they 
affect the dynamic transfer function and the describing function behavior of the device. They 
can contribute to the memory effect discussed in chapter 6.  

In a real scenario, when we need to get enough power from a CDA with a low supply voltage; 
we have to scale up the channel width to decrease the ON resistance of the device to make the 
available power higher. This introduces linear and nonlinear capacitive parasitics to the topolo-
gy and its behavior won‘t be that of a static inverter switch any more. Especially in high fre-
quency applications, other effects show up as frequency and amplitude dependent phase dif-
ference between the output and input of the amplifier.  

These parasitics have two major effects. First they change the input impedance of the CDA 
that changes the input RF component to the device which in turn changes the output power. 
Second, because of this additional phase shift introduced, the frequency of limit cycle oscilla-
tion won‘t be the same as the one calculated with the static model, for self-oscillating loop, like 
the one approximated in [1]. From an analysis point of view, there are many convergence 
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Fig. 4-8:  (a) Typical Voltage Mode Class D amplifier; (b) proposed model 
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problems with current models for high frequency PWM applications. 

Proposed nonlinear model including parasitic capacitors 

Figure (4-8-a) shows the schematic diagram of a voltage mode class-D amplifier and Fig. (4-
8-b) shows the proposed nonlinear behavioural model. Parameters Cf, Cin and Cout are con-
stant linear capacitors. Rout is the output low frequency linear resistance of the device and 
fNL is the nonlinear operator representing static transfer function of the CDA, which can be 
described by a linearized describing function for two different input signal types at the same 
time. 

The static relation predicts the static and low frequency part of the input-output voltage rela-
tionship. The feedback capacitor provides an amplitude dependent hysteresis (output phase 
minus input phase).  

The latter can affect the limit cycle frequency for different input amplitudes, within the self-
oscillating loop. The proposed model is equivalent to the real device parameters in complex 
voltage gain and input impedance. 

Parameter extraction and validation 

Parameter extraction is done in two steps. The first step is extraction of        and Rout from 
low frequency voltage-voltage transfer function that is fitted with a hyperbolic form 

                          , where   resembles the supply voltage,   the slope gain at 

the origin,   shows the evenness of the transfer function and   is the offset due to single 
supply voltage. The second step is to measure the quasi-periodic gain, i.e. exciting the ampli-
fier with two different carrier frequencies at RF and limit cycle frequency, with a source of 

impedance   , and sweep the amplitudes within the range of the operation and measure the 
gain for each carrier in every sweep point. From Fig (4-8-b), the gain relations that have to 
be fit are written in equations (4-12). 

           
    

  
 

     

    
   

 
 

    
                           

     

    
    

                (4-12) 

where        is one of the two components of the vector of the static two-input linear 

describing functions and    is the two sinusoidal input voltage vector . Equation (4-12) turns 

into miller capacitive effect when      is infinite (i.e.               ).  
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Table 4-I: The extracted parameters 

                               

                                        

 

 

Fig. 4-9: Magnitude and phase of voltage gain for 200MHz (signal) and 1GHz (dither) frequency. 

The function fNL and      are extracted from the low frequency input-output voltage charac-
teristics of the CDA (for resistive output termination) and afterwards the parameter extrac-

tion is minimization of the following error functions (  ): 

                                    
 

                           
 

          (4-13-a) 

                                   
                            

 
         (4-13-b) 

SW and RF denote the two PWM frequencies; the subscript   means measurement (or 

simulation with foundry models) and the gains without subscript   are the gains achieved 
based on the proposed model. 
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The extraction was performed based on data obtained from a QPSS analysis of Cadence 
SpectreTM with TSMC 65nm process technology. The designed CDA had 30 parallel NMOS 
transistors and 60 parallel PMOS transistors, each having 32x6um gate fingers. After low 
frequency simulations and extraction of the nonlinear static part, the error function is mini-
mized with MATLAB through the Newton method, in 32 iterations. Due to very low magni-
tude of Rout, Cout will not affect the results and is effectively bypassed, and is omitted in cal-
culations. It could be used for efficiency calculations. 

Table 4-I shows the extracted model parameters. The magnitude and phase of the model 
gain and circuit simulation gain are plotted in Figure 4-9-a to d for a load resistance of 5 
ohms at an RF frequency of 200 MHz, and open circuit termination for high frequency 
dither at 1 GHz. Switch and RF signal amplitudes are swept in the range of 0.5 to 1 volt. The 
maximum error is 15 per cent for the phase and 10 percent for the gain.  
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(a)                                                             (b) 

Fig. 4-10(a): ordinary CMCD; (b): CMCD with center tap inductor, to compensate the power loss in the 
second harmonic wherein the even order output voltage is tuned out with inductors from each drain to 
VDD. Inductors with double vertical bars are radio frequency chokes (RFC denoted as Ldc). In both 
cases the dithering is applied in common mode at the input. 
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4.2.3 Design aspects of  the current mode class-D 

A current mode class-D topology is based on steering a fixed current in two different direc-
tions, using two switches. Topologically, it can be assumed to be a dual circuit of the voltage 
mode. 

The main difference is that each transistor will conduct a pulse shaped current wave-form, 

while the drain voltage will remain highly sinusoidal, for moderate quality factors of the    
tank. 

The CMCD architecture exhibits a number of benefits over the Class-E, Voltage Mode Class-
D, and F architectures. In each case, the CMCD has performance benefits in terms of either 
maximum frequency of operation, maximum power output, or transistor utilization. For a 
given transistor, CMCD produces more power than any other design including voltage mode 
class-D). Additionally, there is no fundamental limit on the value of the shunt capacitance in 
CMCD, as it is included in the tank circuit; this can be seen in Figs. 4-10-(a,b) in which Cp is 
effectively shunted with series connection of the transistor Cds capacitors. The difference be-
tween 4-10-a and 4-10-b is that the latter has the capability of tuning the load impedance for 
the even output harmonics. 

A tradeoff may be considered however for very large devices (high Cds) between the Q of the 
tank and the output power. Because there is no restriction on Cds, the maximum usable fre-
quency of the CMCD is much higher than for Class E, given the same transistor. Limits on 
usable frequency do exist however, in the form of the transition frequency of the device, etc.  

Another topologic advantage of CMCD to VMCD is that the switch capacitors, which are 
present especially in integrated designs, can be absorbed into the parallel tank. 

Parasitic capacitances 

There are two models used for intrinsic and extrinsic parasitics of the switch mode devices 
[80], which are shown in Fig. 4-11-(a,b). The first one is more suitable for discrete components 
while the second one can precisely model the integrated transistors. 

Power and efficiency 

The same basic types of power loss as in VMCD, exist here, but the main contributor to the 

loss is inductive loss       , instead of capacitive. Like VMCD, there are two different ap-
proaches to find the voltage current waveforms of this kind of amplifier and eventually calcu-
late the power loss, gain and efficiency.  

The first approach is Fourier expansion of the drain voltages and currents of each device. 
Ideally the voltage is a half wave rectified sinusoidal and the current is a pulse wave-form, but 
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practically none of these assumptions is valid and the results achieved are very different from 
the practical measurements [80]. 

The second approach based on circuit analysis, applied to the expansion of the intrinsic drain 
current for all of the possible harmonics (infinite number of harmonics), and solution of the 
differential equation of the circuit at the output nodes with mode matching. The efficiency 
based on this approach is fully investigated in [81], based on the circuit model of Fig. 4-11-c, 
with the parasitic series inductor neglected (Ld=0). The results are: 
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Fig. 4-11(a): Model for parasitic capacitor, for packaged transistor; (b): model for the parasitic  capaci-
tors of the IC transistor; (c): equivalent circuit including parasitic capacitances for integrated center 
tapped CMCD. 
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where p and q are the solutions to the following equation: 

 
  
  

  
 
    

 
     

 

     (4-16) 

and u, v and w are functions of the circuit elements and the device width. The calculation de-
tails are very laborious and are given in appendix III 

Design aspects 

For discrete systems, the design phase consists of selection of high Q inductors and capacitors 
based on the required bandwidth of the system, and selection of good radio frequency chokes. 
The device parasitics cannot be completely compensated and optimization should be per-
formed to maximize the efficiency, for the intended output power level. 

The design of an integrated CMCD consists of two steps, which are optimization of the device 
width and optimization of the LC tank values. Assuming that Rds,on and Cds are varying in form 
of k1W and k2/W, where W is the device width, then equation 4-14 results in an optimum of 
efficiency, for a given selection of the passive elements. This is reported in [80]. The optimum 
is very mild, and efficiency is not very sensitive to the device width. The next step is the selec-
tion of L and C. 

The parallel LC tank always has to resonate at the fundamental frequency. For integrated pas-
sive components, the most important issue is that the higher order harmonics are not ideally 
short circuit terminated. Assuming that the only loss is due to the leakage of the higher order 
harmonics, the drain efficiently is inversely proportional to the quality factor of the capacitor 

[Kobayashi] (       where    is the signal frequency. This justifies the selection of a capa-
citance as high as possible (narrower bandwidth). In case of using transformers, an upper limit 
is put on the maximum useable capacitor. 

4.3 Dithering limitations 

As explained in 4.1.6, the feasibility of dithering of a nonlinear block depends on the zero 
input slope gain of the block. Therefore, any kind of switched mode PA, that has a high 
‗enough‘ slope gain can be dithered. If the gain is not enough the dithered gain may drop a 
lot due to dithering, which will decrease the power added efficiency.  Therefore, it can be 

understood that dithering doesn‘t work quite well with linear PA classes like        or  .  
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The second issue, besides slope gain is the dithering frequency versus process technology. 
For a specific PA, application of HFD will always lower the efficiency compared to the undi-
thered state. This is because the higher frequency determines the zero crossing frequency of 

the output voltage or current and      (        ) loss will increase. On the other hand 
performing LFD on a specific PA will effectively reduce the switching frequency depending 
on the frequency and level of the dither. Thus LFD is always beneficial in terms of reactive 
power loss. 

This issue is explained in Fig. 4-12, in which the zero-crossing frequency is plotted versus 

the ratio between the dither amplitude     and signal amplitude     [22]. This Figure shows 

that as the dither amplitude   increases, the switching frequency will drop effectively and 

thus will the      loss. The decline in loss value will depend on the capacitor (or inductor) 

value which is in turn a function of process technology (  and  ). Hence the more parasitics 
we have in a given process technology, the more improvement in the reactive power loss we 
get through LFD. 

4.4 Conclusion 

In this chapter, system architectures and circuit topologies that can be used in combination 
with dithering were investigated. It is shown that a dithering topology can be implemented in 
forward and closed loop architecture, with and without an auxiliary envelope tracking, to en-
hance linearity and average efficiency. It was shown that dithering might be implemented in 
the forward, feedback, load network as well as in tracking paths. 
It was proven that the slope gain of the switching amplifier plays a crucial role on the perfor-
mance of a dithered system and low frequency dithering can significantly decrease the reactive 
power loss and consequently increase the efficiency in combination with linearity. The voltage 
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Fig. 4-12: The zero crossing frequency of the sum of two sinusoids at frequencies    and    , with 

amplitudes   and  , representing signal and dither amplitudes, versus    . 
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and current mode Class-D amplifiers where shown to be the best candidates for the realization 
of the required switching amplifier because of the highest slope gain among other PA classes. 
It is shown that the equivalent circuit for CMCD has enough accuracy, and the models are 
accurate enough for predictions, but that is not the case for VMCD. Therefore a new parasitic 
model for fast and accurate simulation of VMCD was proposed and its parameters were ex-
tracted. 
The insight achieved in this section will be used in the coming chapters to design and optimize 
VMCD, SOPA and LDMOS CMCD in the chapters 7 and 8. 
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C h a p t e r  5 

Linearity analysis 

Modern wireless communication systems utilize sophisticated modulation techniques to 
achieve higher data rates or improvements in overall system capacity. Amplitude variations in 
the modulated waveforms give rise to distortion products when applied to nonlinear compo-
nents of the transmitter. Distortion emissions from mobile handsets are restricted to prevent 
system degradation and interference to users in adjacent cells. Thus when designing a power 
amplifier component, it is important to quickly determine the distortion generated by the cir-
cuit when a modulated signal is applied. 

Consequently, only approaches that yield accurate results in a short amount of time are useful 
in the design process. Methods that yield higher accuracy, but take a long amount of simula-
tion time are not useful in the first design phase and development of new products. Thus, tra-
deoffs are made when selecting an analysis method to assist in the assessment of transmitter 
linearity and efficiency. 

Furthermore, the dithered system that is studied in this thesis is much more complicated than 
an ordinary class AB amplifier and two different kinds of distortion exist, which can be catego-
rized as spurious distortion and inherent distortion, originating from an equivalent nonlinearity 
function. Different system configurations like open loop, closed loop with negative feedback 
and self-oscillating closed loop have slightly different regimes of behavior and different analy-
sis types should be distinguished for different system architectures and input statistics. 
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The existing analysis methods have many shortcomings and limitations. Moreover classical 

nonlinearity metrics such as harmonic level for single sinusoidal excitation level, or     , can 
be achieved based on existing theories [1] but they fail to provide the necessary information 
for linearity analysis of a generic modulated input signal with an arbitrary crest factor, because 
digitally modulated signals are far more complicated than a two tone signal. 

The linearity analysis approach provided in this chapter is a three step approach based on cor-
related and uncorrelated analysis of the output signal and orthogonalization of the output with 
respect to the input signal. Therefore, in-band distortions can be distinguished from the total 
distortion power, which can be utilized to find the co-channel types of nonlinearity required to 
find metrics like EVM and SNDR. 

The chapter is organized as follows: In section 5. 1, existing analysis methods and their short-
comings are introduced, to clarify the need to have a generic analysis approach. In 5.2 the sig-
nal types being used in the analysis are introduced. In 5.3 the proposed method is introduced 
and explained in detail for distortion analysis of a normally dithered open or closed loop and 
self-oscillating systems, and nonlinear metrics are derived. Moreover the memory effect mod-
els are studied in depth and a memory model is applied to the dithered system for wide-band 
signals. 

5.1 Existing methods and shortcomings 

State of the art analysis methods, like Transient, Harmonic Balance or Circuit Envelope me-
thod, which are fully developed in the current commercial simulator engines, are powerful but 
not insightful regarding the mechanisms of nonlinear behavior of the topology and the indi-
vidual block contributions on overall nonlinearity metrics like spectral re-growth and Error 
Vector Magnitude (EVM). Moreover they have convergence problems, especially for self-
oscillating systems, which are autonomous so that the oscillation frequency is mostly unknown 
for the simulator at the beginning. 

Series expansion and time domain analysis of the output PWM signal [9], [84], [11],[81] is used 
to predict the modulation sidebands around the limit cycle frequency but is still unable to give 
the in-band distortions for a generic modulated input signal to a self-oscillating power amplifi-
er (SOPA). Moreover in a real scenario, the output waveform of a SOPA is not an ideal PWM 
modulated pulse train. Memory effects of the amplifier are not addressed in the series expan-
sion and the distortion results are not complete and don‘t address complicated digital modula-
tions. 

Describing function approach is another way to analyze the behavior of these systems. The 
Two Sinusoidal Input Describing Function (TSIDF) approach gives the linear parameters of 
the system like gain and oscillation frequency for a sinusoidal input signal, in a straightforward 
way.  
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An extension to the harmonic linearized TSIDF method for SOPA, is given in [1] which em-
ploys the value of the third order harmonic with single tone excitation, based on series expan-
sion of the describing function, to approximate the output Multi-Tone-Power-Ratio  (MTPR). 
The two tone characterization of nonlinearity cannot accurately address all of the nonlinear 
metrics required to characterize a dithered PA, such as ACPR and EVM and memory effects. 
The same method can be generalized to address the multisine input signals [81], at the cost of 
exceedingly increased computational complexity regarding describing functions of a generic n-
tone input as well as higher order partial derivative calculations for each input tone, when the 
input amplitude is increased.  Another issue is that the in-band nonlinearity is overlooked and 
it is not possible to orthogonalize the output signal to correlated and uncorrelated parts, in 
order to derive EVM. Moreover, the assumption in simple SIDF approach underlies memory-
less or static performance of the amplifier. This assumption is not generally valid, especially 
not for wideband input signals. 

5.2 Signal specifications 

In this section, different kinds of signal distributions that are used for signal modeling in the 
linearity analysis are discussed and methods of modeling those signals using Multisine are ex-
plained. 

5.2.1 Probability distributions 

For clarity, we categorize the signals statistically: real and complex Gaussian signals. The for-
mer is described with the following PDF: 

     
 

     
     

  

   
    (5-1) 

where r is a Narrow Band Gaussian Noise (NBGN) on itself or being carrier modulated. The 
latter is a complex Gaussian signal, as a quadrature sum of two independent zero means real 
signals as follows (5-2): 

                   (5-2) 

where i and q have PDF‘s of the form of  (5-1).  

The real Gaussian signal can represent a multi carrier signal for a large number of carriers, ac-
cording to the central limit theorem. The complex Gaussian signal models a large number of 
frequency-multiplexed traffic channels around a single carrier, when the complex envelope of 
the modulated signal mimics a Gaussian process, like a WCDMA forward link [85]. 
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5.2.2 Multisine representation of  signals 

A multisine signal consists of a sum of several simultaneously generated sinusoids (tones). Eq-
uation (5-3) presents a typical multisine signal: 

                   
 
    (5-3) 

where    is the amplitude and    is the phase of the kth sinusoid, N is the number of sinuso-

ids, and                         , with     being the frequency of the first tone and 

     the constant frequency separation between them. By changing the relative phase between 
each of the frequency components in the multisine, we are able to change the time-domain 
envelope associated with the multisine. Fig. 5-1 illustrates a 802. 11.g signal and its 52 tone 
multisine representation. 

There are at least five reasons to use multisine signals in design and test:  

 It is straightforward to change the statistics of multisine signals by changing the relative 
phase between their components. Using algorithms such as the one presented in subsec-
tion 5.1.2, we can readily synthesize different types of excitations that can mimic digital 
modulations of interest. 

 Multisines are periodic signals. Periodic signals are straightforward to generate and meas-
ure by using many instruments commonly used to characterize band pass modulated sig-
nals such as vector signal generators, spectrum analyzers, vector signal analyzers, and 
large-signal network analyzers (LSNAs). In fact, some instruments such as the LSNA re-
quire the use of periodic excitations. 

 It is possible to build a multisine with a few frequency components, which can model the 

 

 

Fig. 5-1: A 802.11g signal and its multisine approximation 
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exact statistics of the intended signal. This issue can hugely reduce the test and simulation 
time. 

 Multisine is composed of sine waves; it is a relatively straightforward task to characterize 
the harmonic distortion in the excitation signal by a simple fit to ideal sine waves.  

 Finally, when carrying out common wireless system measurements such as harmonic dis-
tortion, intermodulation distortion, frequency-selective fading, or other tests where phase 
plays a role, knowledge of the phases at the input and output of the system under test can 
give insight into distortion-causing mechanisms. The use of sine waves facilitates this. 

The drawback of using multisine can be accuracy of simulation, depending on the type of mul-
tisine that is extracted. There are two major methods to design a multisine, which are discussed 
in the following sections, namely DFT method and statistical method. 

5.2.3 DFT method to extract multisine 

One goal of multisine signal analysis is to extend the analytic simplicity of two-tone nonlinear 
system analysis to more complicated signals. However, the two questions that quickly arise 
when designing multisine signals to accurately represent wireless communication signals are:  

1. How many sinusoids should be used? and  

2. How should the amplitude and phase of each sinusoid be determined? 

One straightforward approach to answering both questions is to consider a Fourier series re-
presentation of the communication signal, since it defines the signal as a sum of sinusoids. In 

practice, a     is used to obtain Fourier series coefficients of a complex signal of finite time 
duration [26]: 

                

 
 

 
           

     

 
    

    
 

 
         

     

 
       

     (5-4) 

where      is the inverse     operator, and    and    are obtained from a     of the 

desired time domain signal. The     generates   Fourier coefficients for N time samples. 
The signal length is defined in the time domain by the time of the end sample minus the time 

of the start sample. This is inversely related to the frequency resolution of the    . The long-
er the signal length, the finer the frequency resolution. A simple solution to minimize the 
number of sinusoids is to simply remove the frequencies that are outside the bandwidth of the 
desired signal. In practice, the truncated bandwidth should be larger than the actual signal 
bandwidth by approximately 20% to minimize any error between the original signal and the 
truncated multisine representation of the signal [86]. In this way the number of tones will be: 

          
  

    
        (5-5) 
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This method maintains high accuracy in representing the amplitude, phase, and bandwidth 
characteristics of the original signal; however, there may be cases where the signal length of 
interest generates too many tones to be practical for circuit simulations or analytical tech-
niques. This motivates the need to investigate alternative techniques for generating compact 
multisine representations with the characteristics of practical communication signals for nonli-
near circuit analysis. 

5.2.4 Statistical synthesis methods 

For a memory-less nonlinearity, first-order statistics such as the PDF and its associated mo-
ments are sufficient for describing the integrated value of distortion power. There are several 
ways to synthesize a desired multisine PDF. One useful technique involves an algorithm that 
automates the procedure of generating a multisine PDF to approximate the PDF of previously 
synthesized noise sequences [77], [17]. 

This approach starts with the synthesis of a noise signal, with a prescribed PDF, and a multi-
sine, with prescribed number and frequency position of tones. Then it recursively tries to re-
place the time samples of the multisine with those of the synthesized noise, to form it corres-
ponding to the required PDF. This approach can effectively reduce the number of tones, 

compared to     method, but for systems with high memory effects, higher order statistics 
should be matched to the information signal [17]. The details can be found on [86], [77] and 
are not brought here. The method used in this thesis is the DFT method. 

5.3 Proposed method 

Having an accurate, fast and insightful behavioral model is of invaluable importance for any 
kind of dithered nonlinear system, especially in the initial design phase. To tackle the above 
shortcomings, this chapter presents a new analytical method to accurately characterize all of 
the required spectral metrics caused by a dithered class-D amplifier (CDA), excited by a ran-
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Fig. 5-2: The output spectrum, consisting of first and second kind nonlinearities, arising from equiva-
lent nonlinearity and spurious distortion components, the spectral density is for HFD, a similar plan 
exists for LFD. 
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dom input signal, with Gaussian statistics, in a time-efficient way. 

As described in chapter 2, and illustrated in Fig. 5-2, there are two types of distortion in the 
output of dithered systems:  

1. Distortion that is caused by the nonlinearities of the equivalent nonlinearity function 
(chapter 2), and that is normally in the same band as the message signal and cause co-
channel and adjacent channel distortion, and 

2. Distortion components that are originated by the spurious sidebands around the dither 
frequency and its harmonics. 

The analysis method given in this section is suited for the first kind of nonlinearity, based on 
describing function and equivalent nonlinearity. The behavioral model for spurious compo-
nents for a generic random signal will be presented in chapter 6. 

The objective of the linearity analysis is to find the distortion and signal to distortion ratio. 

Having the autocorrelation function of the output signal enables us to find the output spec-

trum.  

As mentioned before, the linearity analysis in this section is divided into two distinctive parts, 

namely finding correlated and uncorrelated outputs, where the total output can be written as:  

                           (5-6) 

and the auto-correlation of the signal that is sum of the autocorrelations of    and   . 

The analysis is based on three steps as illustrated by Fig. 5-3:  

 The first step is a correlated analysis, or finding    in equation (5-7) with describing 
function method for real and complex Gaussian signals. The objective of this step is to 
calculate the amplitudes of the desired output signal (which is totally correlated with 
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Fig.5-3: Three major steps in nonlinear statistical analysis of a dithered power amplifier, for analysis of 
the first kind of nonlinearity 
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the input). The term ―Correlated Analysis‖ is the process of finding the correlated out-
put part of the system (with the input signal), and is different from small signal analysis. 
For the closed loop systems, the problem is that the correlated input to the CDA is not 
known. Moreover for a SOPA, the exact frequency of operation and the exact limit 
cycle amplitude is not given a priori. Correlated analysis should be able to find these 
quantities. The gain of the system will be known by this step. 

 The second step uses the desired signal autocorrelation from the previous step to pre-

dict the open loop output autocorrelation (   ) of the CDA. The goal is to write the 

output in-band autocorrelation of the CDA, based on the input signal statistics.  

 The last step separates the output autocorrelation into correlated and uncorrelated 

parts (   and    , with the input signal (orthogonalization), i.e. the series expansion 
should be able to distinguish between the correlated and uncorrelated parts of the out-
put spectral density. The correlated part remains intact and the impact of the negative 
feedback on the in-band uncorrelated part is calculated, to obtain the nonlinear beha-
vior of the loop. 

These three steps are explained in sections 5.4 to 5.6. 

5.4 Correlated analysis 

The objective is to find all of the input-correlated signals (   in equation (5-6)) in various part 
of a general dithered system. The results will be used in 5.5 for nonlinear analysis.  

5.4.1 Open loop 

The open loop is illustrated in Fig. 5-4-a. The describing function approach, introduced in 
chapter 3, can easily be applied to find the output parts correlated with corresponding inputs. 
For Fig. 5-4-a, the correlated output is composed of a sinusoid and a random signal that is 
totally correlated with the input signal     : 

                    (5-7) 

where           is the random input part DF and was introduced in chapter 3. 

5.4.2 Closed loop 

The block diagram of the open and closed loop dithered relay power amplifier is illustrated 

in Fig. 5-4-(a,b). In a closed loop system, filters H1, H2, subtraction    and forward gain 

block   , provides a negative feedback loop combined with a class-D amplifier. 

The output reconstruction filter H3 separates the desired part of the output signal spectrum 

from the rest and also performs the impedance matching to the optimum CDA load imped-

ance. The CDA itself may be a single or multi-stage voltage or current mode class-D and it is 
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assumed that the amplifier is memory-less and is described by a static nonlinear relation-ship 

for output voltage versus input voltage. 

The correlated part and uncorrelated output parts are denoted by    and   . The correlated 

part is the linear transformation of the input signal while the uncorrelated part arises from the 

distortion of the equivalent nonlinearity. 

For the closed loop system, the problem is that the part of the random input signal that reach-

es the CDA input, is not known. If we call the input rms voltage to the CDA   , then accord-

ing to the notation of Fig. 5-4-b we can write: 

            
  

   
  

            

                         
           (5-8) 

where     is the standard deviation of the input Gaussian signal to the loop and          is 

the random DF. The random excitation can be either complex or real Gaussian, as discussed 

before in chapter 3, and in each case the corresponding DF should be used. The solution of 

(5-8) does not result in any closed form formula and an iterative method numerical method 

should be taken to find    for each    . 

For the self-oscillating loop, the dither component is generated by the system limit cycle. The 

main difference in correlated analysis of the SOPA and normally dithered loop of Fig. 5-4-b is 

that the amplitude of the limit cycle or dither is a function of the input amplitude. The block 

diagram of a SOPA is shown in Fig. 5-5 where the signal d(t) is the limit cycle, generated auto-

nomously. 
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Fig.5-4(a): open loop system; (b): externally dithered closed loop CDA, the dashed box is the open loop 
part of the system 
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The Barkhausen criteria, which are round trip loop gain one and round trip phase of zero are: 

                                               (5-9-a) 

                                        (5-9-b) 

These equations have three unknowns: oscillation frequency     , oscillation amplitude A and 

signal rms-value    at the input of the CDA. The third equation that can be used is equation 8. 

Therefore correlated analysis for the Gaussian transfer function requires knowledge of the 

signal rms value and dither amplitudes at the input of the CDA, obtained from the solution of 

equations (5-9 a-b and 5-8).  This solution doesn‘t have an analytic way and only numeric ap-

proaches can be taken for a given input rms value, in a recursive way: first two values are as-

sumed for input rms voltage     and A in a range between ground and supply voltage; Idle 

mode oscillation amplitude is a good starting point for A. Based on (5-8) and (5-9-a), a new 

value is calculated for    and A and used to replace the old values, and this process is recur-

sively repeated to achieve a certain accuracy. 

Fig. 5-5 shows the extracted     and A values versus the input rms voltage    , for a limit cycle 

loop, with one percent iterative accuracy. As illustrated in Fig.5-6, the limit cycle amplitude 

decreases by increasing the input voltage, and at some level, the oscillations will quench, due to 

insufficient loop gain.  

For the ordinary (non-autonomous) system of Fig. 5-4-a, only equation (5-8) is valid, which is 

enough to find    from    . For the SOPA, continuation of oscillation puts an upper limit for 

the input range, i.e. for equal limit cycle and input rms value we can write: 

          
 

  
        

       

      
      (5-10) 

where         is the gain of the loop except CDA at the limit cycle frequency. Equation (5-

10) is achieved based on the oscillation conditions of equations 5-9-a,b. 
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Fig.5-5: Self-oscillating closed loop dithering, in which the limit cycle oscillation plays the role of the 
dither d. In both diagrams, the dashed box represents the open loop structure 
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After finding the correlated solution for   , either for the system of Fig. 5-4-b or the SOPA in 

Fig. 5-5,  the linear transfer function from loop input to loop output can be obtained as fol-

lows: 

            
    

   
 

                     

                          
        (5-11) 

which is the closed loop voltage gain. 

Considering the limit cycle component as a dither signal, means that from now on the systems 

of Fig. 5-4-b and Fig. 5-5 are equivalent, assuming the dither is independent of the input signal 

amplitude.  Therefore from now on, we have two kinds of systems: closed and open loop, 

both with external dither signal      at the summing point as shown in Figures 5-4-(a,b). 

Again it should be emphasized that, as illustrated in Fig. 5-6, there is a point for SOPA in 

which the dither and signal amplitudes become equal and after that, the dither amplitude will 

abruptly decline, and the oscillation will quench at some point (   and     in Fig. 5-6). 

5.5 Nonlinear analysis 

As mentioned before the first step in the linearity analysis is the correlated analysis, as dis-

cussed in the previous chapter. With that, the open loop results are derived, which will in the 

next step discussed in this chapter be used to obtain the closed loop distortion in a generic 

closed loop dithered architecture. 

 

Fig. 5-6: The CDA input and limit-cycle amplitude versus input rms level;                  

     maximum input level for linear performance is illustrated by           , and the quenching 

thresholds are denoted by Q1 and Q2. 
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5.5.1 Open loop real Gaussian 

As stated so far, the objective of nonlinear analysis is to write the output autocorrelation versus 
the input one. According to Fig. 5-4, the latter is assumed to be a linear transformation of the 

loop input signal autocorrelation            . This auto-correlation can be written versus the 

loop input autocorrelation as follows: 

         
  

   
                (5-12) 

For real Gaussian signals, the effect of the dithering linearization on the CDA can be explained 
and quantified with a set of coefficients, relating the output autocorrelation to the input auto-
correlation function of the CDA. Equations (5-13),(5-14) below show this relationship: 

          
    

     
    (5-13) 

         
      

 
 

     
   

  

 
 

  
                  (5-14) 

where       is the k‘th order Hermite polynomial [9] and its orthogonal properties are dis-
cussed in [4]. Equation (5-13),(5-14) are based on orthogonal expansion of the output auto-
correlation of a static nonlinearity for a real Gaussian input, and making use of orthogonality 
property of Hermite polynomials [4], [9], [69].  

For first order auto-correlation,          is the same as the random input describing function 

         for real Gaussian signals. Closed form formulas are obtainable for the coefficients 
when the nonlinear block is an ideal relay; the results are plotted in Fig. 5-7. 

 

Fig. 5-7: Universal normalized coefficients, versus A   . 
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Fig.5-8: Normalized dithered Gain of the in-phase component (           function and two poly-

nomial fits, versus input value, for hyperbolic CDA versus curve fitting. 

 

Equation (5-13) can be expressed in frequency domain, as a summation of autocorrelations as: 

                         

      
    

      
           

     
     

      
     (5-15) 

where     and     are the power spectral densities and    operator denotes the k‘th order 

self-convolution  of the operand and 
 
 

                 ,                  

 

       and       are the first term and the rest of the summation of equation 5-15 respective-

ly. Based on (5-13),(5-14), the nonlinear analysis of the structure is reduced to the calculation 
of a weighted sum of self-convolutions of the input signal spectral density to the CDA.  
For a modulated real Gaussian signal, the linear analysis steps are the same as the Gaussian 

value analysis method. The correlation coefficients for real envelope can be derived from the 
following integral: 

 

         
      

 
 

     
              

 

  
            

  
 

 
                 (5-16) 
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where     is the equivalent nonlinearity as introduced earlier in chapter 2. The uppercase coef-

ficient    is used to differentiate between the real amplitude modulated Gaussian signal. The 
output autocorrelation can be written as follows: 

           
    

      
                                                                                  (5-17) 

Therefore the autocorrelation of a real modulated Gaussian is readily calculated in a manner 
similar to the open loop real Gaussian. For full proof, see [69].  

5.5.2 Open loop complex Gaussian 

The closed form expression of (5-15) is only valid when the cross correlations of different 
orders of in-phase and quadrature parts of the signal are zero which is not a valid assumption 
in general. Therefore the same approach can‘t be extended in closed form for complex Gaus-
sian envelope. The solution proposed in this part is based on the polynomial expansion of the 
zonal nonlinear transfer function and derivation of the output autocorrelation versus input 
one. 

Using the transfer function in (5-8), the amplifier input complex envelope can be obtained as 
follows: 

               
  

   
                                                      (5-18-a) 

The equivalent nonlinearity for the real signal can be expanded in Taylor series as: 

                  
          (5-18-b) 

                      
 

 
                           (5-18-c) 

As illustrated in Fig. 5-8 the truncated polynomial results are in good agreement    for orders 
higher than 5, for a hyperbolic CDA. 

In order to reduce the sampling rate of the modulated narrow-band signal r, which is at least 2 

times     for high frequency dithering, or to the complex envelop bandwidth (the same as i and 
q bandwidth) and to separate the in-band distortion of the output-envelope versus input-
envelope auto-correlation, we will write the series expansion of equation (5-18-b) in terms of 
complex envelope as follows: 

   
                    

   
   

 
   

              (5-19-a) 

Where     
    is the equivalent nonlinear polynomial for complex envelope and         is: 

        
     

        
   

    (5-19-b) 
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For a general quadrature modulated signal, the output autocorrelation is derived from the fol-
lowing equations in time domain: 

              
 

  
    

       
 

  
   

               (5-20-a) 

while: 

   
          

           
            

       

   
 

   

   
 

        
   

      
   

    
       

      
     

        (5-20-b) 

and                          .  (5-20-c) 

After substituting (5-20-b) in (5-20-a) and application of the theorem of the moments of com-
plex Gaussian variables, according to the previous works on band-pass nonlinearities in [6], we 
can write: 

             
     

     (5-21-a) 

    
       

              

         
    

   
     

 
    

    
        

   

        
   (5-21-b) 

While    
      

        and                    [6]. The only difference between the 

current formulas and previous work is that the coefficients here are a function of the dithering 
signal. Equations 5-21-(a, b) give the output autocorrelation, directly versus input autocorrela-

tion of different orders. For ideal relay, the analytical expression for coefficients      can be 

derived from Taylor expansion of the   , which is inverse sinusoid of the input value [69]. 

5.5.3 Closed loop distortion 

Fig. 5-9 illustrates the adopted nonlinear analysis approach for the closed loop system. The 
difference between the open and closed loop is the effect of the feedback loop on nonlinear 
intermodulation. The output can be decomposed in two different parts with respect to the 
input signal: correlated and uncorrelated. For the correlated part, which is the first term of the 
series in (5-13), the loop performance is completely linear and everything is taken care of in 
equations (5-8),(5-9),(5-10), but the uncorrelated part will be subsequently processed by the 
feedback loop, and then appear in the output terminal [87], which is modeled as the summing 
point for the distortion in Fig. 5-9.  
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Fig.5-9: The nonlinear analysis in the closed loop structure 

 From now on, the frequency dependent part of the loop gain should be used according to the 
frequency of the distortion. The output of the open loop part can be decomposed to two cor-
related and uncorrelated parts as follows: 

                          (5-22) 

                      
             (5-23) 

                                
 

             
 
 

   (5-24-a) 

             (5-24-b) 

where   denotes the Fourier transform operator. The second term in multiplication of (5-24-
a) shows the effect of the loop gain on the total distortion power, and the subscript f in 

       refers to the (negative) feedback effect. 

5.5.4 Nonlinear metrics calculation 

Equation (5-24-a) can be used to find the in-band nonlinear components for any Gaussian 
excitation and to study the effect of various system parameters (e.g. supply voltages, forward 
and feedback gain and frequency response) on the output distortion. EVM can be calculated in 
terms of the ratio of un-correlated co-channel distortion over correlated signal power, as stated 
below [72]: 
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Fig. 5-10: Flowchart of the statistical linearity analysis method. 

 

    

       
   

  
 

   
  
 

  

       
   

  
 

   
  
 

  

 (5-25-a) 

and ACPR is the ratio of the adjacent channel power to the co-channel power: 

     
      
     

  

      
   

  
 

   
  
 

  

 (5-25-b) 

Having the uncorrelated distortion at the output of the amplifier, it is possible to calculate all 
other system nonlinearity metrics like SNR, Noise Power Ratio (NPR), etc. The flowchart of 
Fig. 5-10 sums up the entire nonlinear analysis method. 

5.6 Memory effects 

In the framework of system identification theory, the PA is described by a system operator 

that maps a function (or vector of functions) of time      (the input signal) onto another 
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function (or vector of functions) of time      or the output. This way, the input–output 
map of our PA can be represented by the following forced nonlinear differential equation: 

       
       

  
   

        

         
       

  
   

        

        (5-26) 

System identification results have shown that, under a broad range of conditions [89] (basical-
ly; operator causality, stability, continuity, and fading memory), such a system can also be 
represented with any desirable small error by a non-recursive, or direct, form, where the rele-

vant input past is restricted to the so-called system‘s memory span [88]: 

                                     (5-27) 

Equation 5-27 is derived from 5-26 with time sampling (at finite time instants    ) and this 
nonlinear extension of the finite impulse response (FIR) digital filters (nonlinear FIR) is again 
the general form to which a direct behavioral model should obey.  

5.6.1 Volterra series 

If the Taylor expansion is applied to the equation (5-27), the resulting description is called Vol-
terra series: 

                                      

            

 

   

                           

 

    

  

 

    

                                         

 

    

 

 

    

 

 (5-28) 

Note that the model looks like a power series model. However, each term in the Volterra se-

ries model is a  -fold convolution (and not a      power) of the input signal with a  -fold 

impulse response kernel               . A low-pass equivalent version of the model can 
be derived but it is exceedingly complex. Models based on Volterra series can model almost 
any nonlinear system, but their complexity increases quickly (exponentially in some cases) with 
memory and model order, making them difficult to implement [88] especially when we are 
dealing with high degrees of nonlinearity, such as delays, it is nearly impossible to extract the 
required number of the kernel. Moreover it is not possible to separate different types of input 
signal, such as dither. 
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5.6.2 Wiener-Hammerstein models 

Wiener–Hammerstein (WH) offers more parsimonious representations of many nonlinear 
systems [74]. These models contain a memory-less nonlinearity cascaded between two linear 
FIR filters, as shown in Fig.5- 11-a. This model is capable of representing nonlinearities with 
short memory effects. WH systems can be identified by examining responses to a series of 
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Fig.5-11: WH model is a memory-less nonlinearity, sandwiched between two linear filters. (a): ordinary 
model; (b): feedback; (c): feed-forward. 
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Fig. 5-12 (a): WH model with dithering; (b): Equivalent nonlinearity in WH model, resulting from di-

thering of     and           . 
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single and two-tone excitations in the log-frequency domain [74]. 

A richer class of systems can be modeled with the addition of a feedback or feed-forward path 
to the WH system (see Fig. 5-11-b,c). Assuming that the fNL(.) function is an invertible one, the 
systems of Fig. 5-11-b,c can be inverse of each other [75], [74], which means that replacing the 
blocks of Fig. 5-11-b by its inverse blocks and change the input-output positions,  the system 
should have the same transfer function. 

In the ordinary WH model, the coefficients of filter H1 are nonlinearly coupled at the output. 
Assuming that h1[n] is an input FIR filter, then the sampled time output will be: 

 [n]=                       
  
    

  
             (5-29) 

and the extraction process is finding    and    coefficients. This process is very complicated. 
Briefly said, it is based on swept power and frequency two tone excitation of the nonlinear 
block and fitting of the third order intermodulation [74]. 

The parasitic VMCD model presented in chapter 4, can be thought of two single tap (RC) 
filters, before and after the saturation function, and thus is a WH memory model. For very 
wide band input signals, the narrowband assumption of chapter 4 is not valid and a full extrac-
tion procedure of the WH model for CDA should be undertaken. The advantage of the WH 
model for dithering is that dither and signal are separately filtered and applied to the CDA and 
thus again the equivalent nonlinearity concept can be utilized for WH parameter extraction, as 
illustrated in Fig. 5-12-a,b. The effective dither is applied to a memory-less nonlinearity after 
passing the input FIR filter. 

 

Fig.5-13: adjacent lower channel power, for two carrier 802.11g at 200MHz, for three WH model or-
ders, versus real value of ACPR. The frequency offset is 20 MHz for ACPR calculation 
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For single carrier application in the majority of wireless standards, the switched mode amplifier 
memory span is negligible and can be modeled with a single tap filter (like a capacitor parasit-
ic), but for wide band switched mode applications (roughly more than 20MHz in CMOS), the 
difference between the first order WH model and circuit level simulations can be considerable. 
As an illustration, a WH model up to order 3 is extracted for a CDA with log-frequency me-
thod, dithered with a 1GHz signal, the ACPR results for a three 802.11g carriers, around 
200MHz frequency. The input spectrum covers the range from 160MHz to 240MHz. The 
calculated ACPL1 values are plotted in Fig. 5-13 for 1,2 and 3 taps and real device simulation 
result. In all of them the DFT synthesis method was used to create a 52 carrier multisine for 
each input signal. 

The process of linearity analysis will remain the same in presence of memory effects and the 
memory will only affect the linear part of the signal architecture in both closed and open loop 
(forward loop filters are cascaded with the memory filters). 

5.7 Conclusion 

In this chapter, a generic and systematic, three-step approach was presented for linearity analy-
sis of closed and open loop dithered nonlinearities. The approach is partially based on the de-
scribing function concept and orthogonalizes the output auto-correlation function using Her-
mite polynomials. The approach is applicable to a general class of real and complex Gaussian 
random signals and is insightful towards the nature of the nonlinearity of these systems. The 
memory effect was also introduced as a second order issue, which will show up for wideband 
applications of the dithered CDA. The method is applicable to autonomous self-oscillating 
power amplifiers as well as HFD and LFD. 
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C h a p t e r  6 

Spurious analysis 

Amplification of a modulated signal in the presence of a large dither in a nonlinear medium 
such as switch mode power amplifiers facilitates linear performance of the transmitter since 
most of the nonlinearity is experienced by the dither signal. Therefore, the potential for a 
promising compromise between linearity and efficiency in these structures is especially attrac-
tive for RF power amplifier designers.  

Fig. 6-1 shows the two kinds of nonlinearities. The distortion analysis presented in chapter 5 
was meant to analyze the first kind of distortion, which was associated to the equivalent nonli-

rf
f

d
f

Y(jω)
Second kind distortion 

(Spurious)

First kind distortion
More Spur More Power loss

Fig.6-1: The illustration of first and second kind of distortion, or spurious, the second kind will be 
characterized in this chapter. 
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nearity. The results of chapter 5 are valid if and only if the spurious amplitude in the band of 

interest is negligible, compared to the first kind of distortion. The frequency    may be below 

or above     respectively for low or high dithering system. In a case of high frequency dither-

ing reducing    will reduce the input signal bandwidth, while in both cases reducing    is al-
ways favored for good efficiency performance, due to the reduction of parasitic reactive power 
loss. 

For high frequency dither, the switching frequency will be close to    while for the case when 

     , the switching frequency will be  close to   . In both HFD and LFD cases, the switch-

ing frequency will be proportional to   . 

In HFD case, reducing    will make the spurious components penetrate to the band of inter-

est and interfere with the in-band and thus increase the distortion, while for LFD, reducing    

will reduce the available input signal linear bandwidth, while in both cases reducing    is al-
ways favored for good efficiency performance; this will be explained in detail in the following 
sections.  

This chapter, based on a novel method inspired by a quasi-Frobenius equation, will show that 
unlike the prevailing perception in the literature that lower dithering frequency should result in higher distortion, 
there are sweet spots wherein the spurious components are negligible in the signal bandwidth.  

A novel method is proposed to quantify this effect for generic signals based on combinatorial 
optimization. Frobenius-like equations are written for extracted multisine representation of the 
input stimuli along with the dither signal. It will be shown that in-band distortion can be mi-
nimized by optimizing the first order norm of the cross modulation. 

An algorithm is developed to optimize the dither frequency in order to obtain minimal uncor-
related distortion. An optimum search method based on linear programming optimization is 
proposed to find the optimum switching frequency. Finally, theoretical findings are verified by 
measured results of a prototype design. 

6.1 Existing analysis methods and problems 

As mentioned in chapter 2, based on Fourier series expansion of the output signal or the di-
thered relay (assuming it is quasi-periodic with switching frequency quasi period), we can ex-
pand the output: 

                            

                           
                        (6-1-a) 
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where     is the nonlinear voltage-voltage transfer of the amplifier,    indicates the linearized 

term of the output signal, which relates the output duty cycle to input value, and other    
terms represent the spurious side bands of the switching frequency and its harmonics. For a 

mono-polar width modulated pulse train, with instantaneous duty cycle      and instantane-

ous phase shift     ,  Raab [79] has expanded the two dimensional Fourier series of equation 
(6-1-b) as follows: 

          
 

 
  

     

  
                            

 

   

 
       

    
                                       

 (6-1-b) 

where     is the instantaneous switching frequency, which is a function of the ratio between 
the signal and dither amplitudes. When we have a general random signal, which modulates the 

pulse train, all of the parameters  ,    and   will be a function of time. 

When a random signal modulates the width and phase of the carrier, each of the three compo-

nents of  ,    and   can be represented in a time variable Fourier series, depending on the 

input multi-sine. Moreover frequency    would be modulated in time for a dithered system 

and will depend on the frequencies    and    (which may be time varying), as well as      or 
instantaneous signal amplitude. So it is not feasible to find a general formula in closed form to 
predict the spurious side-band amplitudes, for any kind of input signal, but from equations 1-
a,b, the following conclusions can be drawn: 

1. The spurious phase of the modulated signal side-bands around the switching carrier 

has a random phase and a uniformly decreasing amplitude (       and 

2. The spurious components for a generic random signal, modulated around higher order 
switching carriers, can be added to the first spurious harmonic (the two terms in the 

summation of 1-b), depending on the frequency components of      and     . 

3. Therefore, it is expected that the trend of variation of the spurious tail around   ,  de-

pend on   , and there is no analytic way to characterize that for a generic modulated 
signal. 

4. Finding the dithering frequency points, in which the spurious power in the band of in-
terested is negligible, is of importance; hence, we are only interested in the dithering 
frequencies which minimize the spurious power. 
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There are a few analytical models proposed so far, for spurious characterization, that are only 
valid for a single tone input signal. Among them are [10] and [79]. They try to put absolute 
limits on the minimum possible switching frequency, for error free high frequency or RFPWM 
modulation. A new work published by Garcia et. al [Fundamental error free], discusses the 
condition for a normal PWM, for error free transmission, but it still doesn‘t characterize the 
behavior of the spurious level versus the switching frequency. 

It goes without saying that using a circuit simulator to characterize the behavior of the spu-
rious variations versus dithering frequency is next to impossible. This is because in dealing 
with such hard nonlinearities such as a CDA even extremely high orders of nonlinearity can 
remarkably contribute in overall distortion. Thus truncating the number of mixing orders at 
relatively small numbers will result in huge loss of accuracy.  Fig. 6-2 shows the relative error in 

polynomial characterization of a hyperbolic relay CDA model (           ), for different 

values of slope gain  , versus the order. It is observed that for values of   like ‗30‘, even the 
distortion of order ‗43‘ is not enough to accurately model the distortion. 

This extremely high mixing order, required for either the Harmonic Balance or Circuit 
Envelope method, and the FFT size required for the transient method, will immediately render 
the simulator out of memory. Therefore, an analytical approach is essential to theorize this 
effect and systematically produce the relevant set of conditions and algorithms to fine-tune the 
sampling frequency for optimum linearity, especially when relatively lower sampling frequen-
cies (e.g. in SOPA or naturally sampled PWM or LFD) are employed. This chapter, based on 
[49], for the first time, adds to the previous sets of conditions by setting a condition on the 
dithering frequency for minimum distortion. 

6.2 Proposed optimization approach 

The original problem of spurious characterization is inherently a nonlinear problem. If a short-
cut could be found to avoid the nonlinearities, like linear algebra methods, in order to find the 

 

Fig. 6-2: Fitting polynomial order error versus polynomial order N, for different slope gains, The error 
increases with increasing the slope gain. 
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pattern of spurious power behavior in terms of the dithering frequency, it saves a lot of time 
and memory. 

The tuning mechanism introduced in this work will optimize the dithering frequency in order 
to minimize the distortion caused by the second term of (6-1-a,b). The proposed solution em-
ploys a somewhat generalized version of the Frobenius or coin problem [41] to minimize the 
in band intermodulation components of a set of sinusoidal tones consisting of a multisine re-
presentation of the input stimuli and the switching component by optimizing the frequency of 
the switching component.  

The main difference between this situation and the general linear algebra problem formulation 
is that the coefficients are not necessarily non-negative. As the first step the input signal should be 
represented by multisine. There are several approaches to obtain the multisine components. 
One of them is the DFT method which is also used in this work.  

Naming the input multisine frequencies f1 to fN, the cross modulation frequency (    ) of dif-
ferent orders of the sampling frequency and the input frequencies (multi-sines) can be de-
scribed as: 

          
 
             

  

 
       

  

 
   (6-2-a) 

where    is the desired bandwidth, and coefficients    and    represent the order of indi-
vidual multisine and dither harmonics at the output of the nonlinearity. We are looking for the 

  ‘s that satisfy two  inequalities as follows: 

           (6-2-b) 

As mentioned before, the difference between this problem and original linear algebra problem 

is that the   ‘s can also get negative values as well. The main goal is to determine the proper dither-
ing frequency so that the minimum orders of cross modulation components landing in the desired frequency band 
are as high as possible, hence minimizing their amplitude.  

The intuitive reason behind this assumption is the nature of Fourier transform of 6-2-a,b series 
in which the higher orders of nonlinearity rapidly decrease in value, or in other words, lower 
orders have higher values and a dominant effect on the overall distortion. Equation (6-2-b) can 
be written for any kind of nonlinearity and the only parameter that is affected is the maximum 

values allowed for the coefficients    in (6-2-a).  

In order to minimize the intermodulation components that fall in the desired signal band,    
norm function of the coefficients is defined as follows 

            
 
                               (6-3) 
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Optimizing the function of (6-3) through changing the dither frequency will result in minimum 
distortion. Besides, the trend of variations of the minimum norm satisfying (6-2-b) will give a 
picture of distortion variations versus the switching frequency.  

6.3 Optimization technique for multi-sine 

The number of required tones mimicking the behavior of a digitally modulated signal grows 
large and a systematic method is needed to optimize the norm. Otherwise, the number of ar-
rangements would be so enormous that it would make it impossible to find an optimum solu-
tion. For instance, for 32-sines, considering maximum order of 15 for each input tone, the 

number of states that should be investigated directly is of the order of       (i.e. having 31 
components, including negative frequencies and dc, makes the number of possible 

states     ). 

In fact, this is a problem of Mixed Integer Linear Programming (MILP) and the variables are 
the coefficients. Conversion of the integers to binary format, makes it possible to employ the 
well-known Branch and Bound algorithm to find the optimum [8]. Available binary integer 
programming routines in MATLAB can be used with some modifications.  

The difference between the classical MILP method and this problem is that the coefficients 
are assumed to be positive. Therefore in order to be able to use the conventional techniques, 
positive and negative frequencies should be both considered, which doubles the number of the 
unknown coefficients. The utilized coefficient vector is defined as follows: 

                                                  
 
  (6-4) 

while all of the coefficients will be represented in   bit binary form (varying from   to    
 ), with     denoting positive and negative frequency coefficients. The frequency vector is 
defined as follows:  

                                                                  ]  (6-5-a) 

             (6-5-b) 

          (6-5-c)  

where    includes positive frequencies and   is the entire band frequency grid; the matrix equ-
ation 6-5-c denotes all possible intermodulation frequencies. The cross modulation norm ob-
jective function is rewritten as: 

                                    (6-6)  
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After formulation of 6-4 to 6-6, the number of unknowns is        . The branch and 
bound technique can easily be used to maximize (6-6), to find the dominant distortion order, 
for each switching frequency [41], [27].  

6.3.1 Discussion 

Optimization of equation (6-6) will result in a set of optimum points and it is expected that the 
trend of variation of the cross modulation error function resembles the variation of the spu-
rious power in the bandwidth of interest. Four issues should be considered: 

1. The optimum points for the spurious (minimum spur power) should coincide with 

maximum norm values of        and vice versa, i.e. the maximum spurious powers 

should correspond to minimum        points. 

2. The        value does not give any information regarding the absolute value of the 
spurious power. It is just a linear means to characterize the spurious behavior versus 
dithering frequency, and find the optimum points.  

3. The place of the optimum points is constant with respect to frequency. Their absolute 
spurious power is a function of the input amplitude while the trend of variation of the 
spurious power versus frequency doesn‘t depend on the amplitude. The exact value of 
the spurious will depend on the amplifier and frequency, and measurement should be 
done in order to find that. 

4. The process of optimization of        does not depend on the process technology, tempera-
ture or even the amplifier, as long as it is assumed to be a switched mode amplifier. 

The flowchart of Fig. 6-3 sums up the steps required to tackle the problem of minimization of 

Extract input 

multisine 

Set the signal frequency 

range of interest for 

spurious optimization

Optimize the sampler 

level for linearity for 

HFD

Go to the next dithering 

frequency

Decide the number of 

fCMD coefficients bits

Find the minimum norm/

objective function 

(MILP/branch and bound)

Decide the 

maximum order for 

CDA nonlinearity

 

     Fig.6- 3: Flowchart of the analysis approach 
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the first order cross modulation norm. 

6.3.2 Common mode dithering topology 

For the filter-less power combining scheme, introduced in 4.1.4, and shown in Fig. 6-4, the 
dither component and its cross modulation with even input orders would be in-phase at the 
output. Therefore, the maxima of the equation (8-a) would be meaningless in many points. 
One way to avoid unwanted solutions to the equation is using a modified cross modulation 
norm, excluding the cross modulation of the odd input products and even dither products. 

If all of the existing intermodulations are of odd order, then the new CMD norm should be as 

follows (setting          and        in equation 6-3): 

               

 

   

        

and the maximum of this quantity in a given range will correspond to the intended minimum 
of the distortion. 

6.3.3 Harmonic multi-tone dither effects 

As explained in chapter 2, the dither signal can be multi-harmonic. For example a saw-tooth 
waveform can be used as dither signal, and having a uniform value pdf, it generates a linear 
equivalent nonlinearity function.  

Unfortunately there is a trade-off between the number of higher order dither harmonics and 
the spurious level (Fig. 2-6, section 2.3.2). The effect is the reduction in the norm, or equiva-
lently increased spurious amplitude. 

In case of having an M harmonic tone dither signal, applied to an ordinary CDA, the following 

cross modulation component will exist at the output (   converted to      ) : 

d(t)

SMPA1

SMPA2

BPF1BALUN1 BALUN2

0

180

0

180
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Fig. 6-4: Common mode dithering at the input, with a relaxed filter order at the output 
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And the corresponding norm will be defined as: 

            

 

   

       

 

   

       

Because of     more degrees of freedom, this new function will have lower local minima 
than in the case of single-tone dithering. 

6.4 Case studies and validations 

As mentioned before, Harmonic balance or other simulation techniques are inefficient in order 
to see the spurious behavior with a real digital modulation, consisting of many sinusoids. 
Therefore, a simple two tone test signal is generated and the result of HB simulation, with 
―enough‖ number of harmonics and mixing order, is compared to the maximum CMD norm 
order achieved from LP. First a two tone signal at 200 MHz is generated and applied to a 
CMOS CDA, in Cadence environment. The tone spacing is chosen to be 4 MHz, and the out-
put distortion power to the 9‘th order intermodulation (at 202MHz +28MHz=230Mz). 

The output spectral densities for the dithering frequencies of 1.3 and 1.5 GHz are plotted in 

Fig. 6-5-a,b in order to illustrate the sensitivity of the spurious level on the   , as the two fre-
quencies are relatively close to each other, but the spurious response in the former is far worse 
than the latter. The results of IMD power and norms are plotted in Fig. 6-5-c,d versus the 
dithering frequency swept from 10 MHz to 2GHz, for single mode and common mode dither-
ing (Fig. 6-5-c). As expected, many of the spurious sweet spots are widened for common 
mode compared to the single mode. 

In Agilent ADSTM, the HB simulator was used with 11 harmonics for each frequency (includ-
ing dither) and mixing order of 12. The HB simulation time largely depends on the number of 
tones and in many cases it doesn‘t converge for more than 4 input tones. In the MILP routine 
implemented in MATLAB, 9 bits was used for each coefficient and the convergence doesn‘t 
have any problem for very large number of tones. 

It should be noted that this simulation is not representative for a general modulation, and the 
data and the sweet spots achieved are not the same for a digitally modulated input signal. For a 
general modulation, the practical measurements of spurious distortion versus dithering fre-
quency will be presented in chapters 7 and 8 for HFD and LFD, for both ACPR and in band 
distortion (NPR) of a complex digital modulations. 
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6.5 Applications in linearity-efficiency trade-off 

Referring to Fig. 6-5-c,d it is understood that the sweet spots and undesirable points exist in 
the frequency grid, which can be very close to the intended signal bandwidth or below that, in 

 

(a)                                                                      (b) 

(c)

(d)

 

Fig. 6-5: (a),(b): output spectrum for two tone input signal at 198 and 202 MHz, for dither frequency at 

1.3 and 1.5 GHz respectively; (c): Total IMD power  (order 3 to 9)  and CMD 1 norm versus     (d): the 
same for Common mode dithering topology; all of the maximums of CMD1 coincide with the minimums 
of total IMD power and vice versa for minima of CMD and maxima of IMD power. Two sample sweet 
spots and nearby undesired points are marked by red and green circles are specified. 



Spurious analysis   105 

 

 

which the first order cross modulation norm is high enough, or equivalently the spurious level 
is low enough. As mentioned in the introduction, these points are favored in terms of linearity. 
Two sample sweet spots and their close by undesired point are marked on Fig. 6-5-c,d, by red 
color and green colors respectively. 

Three issues should be considered here: 

1. For a given bandwidth, the sweet spots or the points with high norm, that are low 
‗enough‘ in frequency, are always favored, in design of efficient power amplifiers. The 
exact spurious level should always be determined with simulation/measurement. 

2. The sweet spots can have adjacent points with very undesirable linearity. Therefore 
enough care should be taken to place the dithering frequency, exactly in the point that 
it should be located. Two examples are given based on the figures: 

a. Fig. 6-5-a,b show two close-by spurious results, for two frequencies of HFD: 
1.3 and 1.5 GHz, the former can‘t be used for linearity, but is favored for effi-
ciency, compared to the latter. It has even a better spurious performance than 
higher dithering frequencies, like 2GHz. 

b. For LFD, 170MHz, compared to the very close-by frequency of 160 MHz, 
give very different spurious results; therefore the first should be chosen (30dB 
difference in spurious power). The optimum is as good as the points above 
1GHz, but with much higher power efficiency. 

3. Frequency stability of the dithering becomes very important, when we tune the dither-
ing frequency in a very narrow sweet spot, like that marked on Fig. 6-5-c,d for LFD. A 
frequency control scheme should be utilized in that case. 

The general mathematical approach, based on linear algebra can characterize the spurious level 
versus the dithering frequency, for any kind of signal, for LFD and HFD, and also predict the 
frequency sensitivity of the optimal points. The selection process of the optimum dithering 
points will depend on the efficiency required, as well as the intended signal bandwidth. 

6.6 Conclusion 

A generic, fast and insightful method to predict and optimize the spurious components beha-
vior of a dithered nonlinear block, versus dithering frequency, was presented. The proposed 
method is based on the solution of a set of linear in-equalities and linear algebra techniques 
were used to optimize a linear error function, called the cross modulation norm. Branch and 
bound techniques are viable to find the optimum of this error function for each dithering fre-
quency. 

The approach does not depend on the process technology and temperature and does not give the exact 
spurious level, and can be used to find a trade-off between the intended linearity and efficien-
cy, based on the achieved sweet spot locations. All of the important maxima and minima of 
the distortion metrics coincide with the results of the approach. The approach can be applied 
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to any kind of input signal represented by multisine and for any kind of periodic switching 
signal. The approach will also be validated in chapters 7 and 8 for a complex modulated signal 
in LFD and HFD scenarios.  



 

 

107 

 

C h a p t e r  7 

High frequency dithering 

Based on the analysis introduced in chapter 4 about important dithering parameters, the most 
important ones are the slope gain and the parasitic capacitances of the device. The former 
maintains the dithered gain high enough for efficient and high gain operation, while the latter 
is proportional to the frequency dependent reactive power loss.  

Test circuits have been made for HFD verification, based on the architectures and circuit to-
pologies introduced in chapter 4. As mentioned before, the technological requirements are that 
the device must have high gain, and for high frequency dithering, should have small enough 

parasitics, to reduce the reactive power loss (             .  

The design methodology, for all of the class-D amplifiers was discussed in chapter 4, for dif-
ferent VMCD and CMCD complementary topologies. In this chapter, the design and realiza-
tion of a single ended VMCD will be discussed and the simulation and calculation results will 
be plotted against the achieved results.  

Next as an example of the closed loop architecture, a self-oscillating power amplifier, oscillat-
ing at 1 GHz limit cycle frequency, have been realized with the same CMOS technology, and 
again the calculation results based on the analysis methods. In chapter 5, will be compared 
with and validated through the measurements. 
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7.1 Open loop VMCD 

The goal is to amplify a signal with a carrier frequency of 200 MHz, with a class-D PWM am-
plifier switching at 1GHz. The open loop single voltage switched class-D topology, selected 
here to be realized is one of the topologies, discussed in subsection 4..2.2, biased by a high 
value resistor, and depicted in Fig. 7-1.  

The driver stage      excites the power stage      , which delivers the required power to the 

load impedance   . The relationships between the output power, power efficiency and load 
impedance were described in chapter 4. 

7.1.1 Circuit design 

The role of the driver is to increase the slope gain of the amplifier and also reduce the short-
circuit power loss, through reduction of the transition time between the on-off switching 

states. The capacitors    and    are off chip, and the impedance    will be realized with the 
load tuner. The biasing of the power stage will be adjusted by the output dc voltage of the first 
one, which will depend on the voltage VGG.  The biasing should keep the output of both stag-

es at the quiescent voltage of        . If the exact value is important, then a feedback mechan-
ism should be devised to compensate for deviations of the output bias from VDD/2. 

The most important issue is to get the required output power with the highest possible power 
efficiency. The ratio between the PMOS and NMOS transistors is very important for symme-
tric switching.  
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Fig. 7-1: The circuit topology of the realized integrated      in CMOS. 
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Fig. 7-2-a shows the schematic diagram of the designed circuit in CadenceTM 
. Fig. 7- 2-b shows 

that, as expected, the load impedances for maximum efficiency and maximum power don‘t 

 

(a) 

 

                              (b)                                                                       (c) 

Fig. 7-2: (a): The schematic diagram of the VMCD in Cadence; (b): drain efficiency times ten versus the 
output resistance; (c): output power versus load resistance, for CW input at 200 MHz 
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coincide. The schematic level simulation shows that for optimum efficiency, the load resis-
tance should be tuned at 5 ohm, delivering 17 dBm output power to the load. For the higher 
order harmonics the load impedance should be infinity. 

The dithering results and its effect on the AM/AM and drain efficiency versus output power 
are illustrated in Fig. 7- 3 a,b.  
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Fig. 7-4: The schematic level and chip photograph of the realized VMCD 
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Fig. 7-3: (a): Drain Efficiency of the CMCD, before and after dithering, with a 1 volt sinusoidal dither, 
applied directly to the gate, and input power swept and (b) AM/AM characteristics, before and after 
dithering from -40 dBm to -3 dBm. This figure shows that the efficiency drops by maximally 44 %, while 
the linearity improves, as expected, after HFD. 
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According to Fig. 7- 3, the dithering level of 1volt (available dither power of 10 dBm) is 
enough to extend the linear dynamic range of the VMCD, up to output powers of 15 dBm. 
Meanwhile, the drain efficiency drops by 44 percent (from 76 percent before dithering, to 32 
percent after dithering, because of the previously mentioned capacitive power loss.  

7.1.2 Measurement and validation 

The CMOS voltage mode class-D amplifier was realized for verification purposes, in 65nm 
technology. The schematic diagram is shown in Fig. 7-4-a and the IC photograph is shown in 
7-5-b. The final stage consists of 10, 20 NMOS-PMOS pairs respectively, providing 20 dBm 
peak output power to the optimum load at 1 GHz. Each transistor has 6x32um gate width.  

A load pull setup (see Fig. 7-5) was utilized to find the optimum load impedance for maximum 
power/efficiency. Three different measurements were performed on the circuit. First of all, the 
frequency variations of ACPR versus the dithering frequency; then, after fixing the dither fre-
quency, output signal power Pout vs. Pin; and finally the drain efficiency for two cases of CW 
signal and low frequency dithered signal. 

All of the measurements are presented in Fig. 7-6 (a-c) together with the calcula-
tion/simulation results.  Fig. 7-6-a shows the linearized AM to AM transfer function, before 
and after dithering, It is seen that the compression for undithered CDA already has started 
below -20dBm input power. Fig. 7-6-b illustrates the measured drain efficiency, which shows 7 
percent decline in its peak value, compared to CW mode; the degradation of the efficiency 
compared to the measurement results is due to the contact resistance of the probes. Even a 
contact resistance in the order of 5 ohm can reduce the efficiency by more than 50 percent. 
Fig. 7-6-c shows the ACPR versus output power back-off (OPBO). The metrics show that the 
high frequency dithered PA meets the 3G spectral mask to 1 dB back-off from the output 
peak power (≈19dBm at optimum load achieved from load-pull measurement).  

Bias Bias
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Power Sources DC Power supply
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Load Tuner
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Combiner

 

Fig. 7-5: The load-pull setup 
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    (a) 

 

(b) 

 

(c) 

Fig. 7-6 (a): Measurement results for AM-AM curve before and after dithering; (b): drain efficiency 
before and after HFD, versus the output CW power; (c): ACPR versus the output power back-off 
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A load pull setup was arranged and applied to the designed PA. The required load pull was a 
multi harmonic load pull, providing arbitrary tuning capability, simultaneously in three fre-
quencies. The setup is depicted in Fig. 7-5 and the results are illustrated in Fig. 7-7. So a 
matching network should transfer the 50 ohm standard termination to the Zopt determined in 
Fig. 7-7, in the final design. 

Figs. 7-8-(a, b, c) illustrate the variations in ACPR for higher and lower adjacent channels, 
along with the linear norm. The agreement between the measurement, calculation and simula-
tion validates the analysis approach presented in previous sections.  It is observed that for di-
thering frequency bigger than 2GHz, there are less fluctuations in the ACPR level, while those 
fluctuations increase for lower frequencies. A special set of points, marked by points P1 and P2 
in Figs. 7-8(a, b, c) show the trend of variations for to close frequency points. P1 and P2 cor-
respond to 1.25 and 1.3 GHz, and show a huge difference (at the order of 30 dB) in ACPR 
level, while the former has a slightly better power efficiency. It should be noted that P1 is supe-
rior to P2 in terms of efficiency and linearity, and therefore the dithering frequency should be 
tuned for P1. 

 

ZOPT=2-j50 ohms

 

Fig.7-7: The LP constant power counters and optimum impedance (circle), along with the 3D power 
surface on smith chart. 
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Fig.7-8: ACPR (dB) for adjacent and alternate higher and lower channels of 670 MHz WCDMA, and the 
optimum CMD norm, versus the switching frequency (in GHz).; the circles are the minima of the norm 
and squares are the optimum norm maxima (low spurious); the trend is that more fluctuations are seen 
at lower frequencies, for example points P1 and P2 according to 1.25 and 1.3 GHz have extremely differ-
ent spurious performance (P1 complies to the mask requirement or dashed line and P2 doesn‘t), while P1 
has superior efficiency performance because of less reactive power loss. 
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7.2 Self-oscillating class-D 

A self-oscillating class-D amplifier uses a high frequency limit cycle as the dither signal. More-
over, utilization of negative feedback enhances the linearity. This structure is sometimes called 
asynchronous sigma delta, due to resemblance to a sigma delta modulator and the absence of 
an external clock signal. The complete analysis of a single SOPA (ASDM) loop was presented 
in chapter 5, and it was mentioned that the main difference between the SOPA and an ordi-
nary (forced) dithering is the independence of the dithering level on the signal amplitude. The 
term ―order‖ of the loop, usually refers to the order of the forward filter.  

In order to validate that theory, a zero order self-oscillating loop, with a second order RC filter 
in the feedback is implemented in 65nm CMOS technology. The important loop parameters 
are the phase shift of the CDA and the feedback filter. Assuming a 180 degree phase shift for 
the input subtraction, the following equation has to be satisfied in the intended limit cycle fre-
quency of 1GHz (see Fig. 7-11-a): 

                                                                     

in which    is the complex two tone voltage gain of the CDA, at the limit cycle frequency, 
obtained from simulation or measurement.  
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Fig. (7-9) Total distortion power versus forward loop Gain for input CW power levels from 0dBm to 10dBm; 
the point P was chosen for the total forward gain, at the signal frequency, as the total uncorrelated power is 30 
dB below the carrier power. 
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7.2.1 Topology design 

There are two major requirements related to the design of the system gain budget. First is 
enough limit cycle frequency loop gain to satisfy the Barkhausen criterion at the desired limit 
cycle frequency and do not meet the round trip phase of zero at any other frequency. The 
second condition deals with the required loop gain for the RF frequency. The total uncorrelated 
output in-band distortion power of order ‗n’ at the output of a limit cycle loop is expressed 
based on equation (5-24-a) in equation (7-1):  

              
   

             

                                                         
 
 

             (7-1) 

in which the second term in denominator shows the feedback effect on uncorrelated part, and 
the rest is input variance to the power of ‗n’ times the corresponding autocorrelation coeffi-
cient. 
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(c)                                                                           (d) 

Fig. (7-10): (a): Single amplifier driving the CDA in the forward path; (b) active duplexer, for indepen-
dent forward limit cycle and RF gain adjustments; (c): a possible circuit realization of (b), where 
VGG1,VGG2 are controlling voltages for limit cycle and RF signal gains, as they control the currents of M1 
and M2; (d): frequency response of the driver of (b), as circuit (c) implemented in CMOS. 
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where    is the switched mode amplifier random input describing function,    and     are 

loop and amplifier input     values, and     is the n‘th order distortion coefficient. Equation 
(7-1) is valid for higher order distortions by changing the input, numerator and denominator 
exponents according to the distortion order. Fig. (7-9) shows the sharp decrease in the distor-
tion value versus the forward gain for gain values above 0 dB (or 1). According to Fig. 7-9, the 
point P is a good candidate for a linear design, as the total uncorrelated output distortion is -30 
dBc, and the requirement for an uplink 3G signal is -33 dBc for the first adjacent channel 
ACPR, and 17 percent for EVM [85]. 

The major burden to achieve the high enough loop gain is the high input capacitance of the 
CDA. In case of high limit cycle frequencies, we can use multiple driver stages to reduce the 
effective input capacitance. Another approach is inductive peaking, i.e. an inductor that reso-
nates with the input capacitance, at the intended frequency.   
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Fig. 7-11: (a) Schematic diagram and (b): photograph of the implemented SOPA loop with 65nm 
TSMC CMOS technology 
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Fig. 7-10-a shows the ordinary forward topology, with a single gain block for all of the signal 
components. In this method, the forward gain for RF and limit cycle frequency will depend on 
each other, and it is impossible to adjust them independently. The third approach, which suits 
to high frequency limit cycle amplifiers, is shown in Fig. 7-10-b, which allows for separate ad-
justment of RF and limit cycle gains. It is composed of an active duplexer exciting a VMCD.  

Figure (7-10-c) is a possible circuit realization of the duplexer. It uses a series LC resonator as 
the band stop filter. Above the resonance frequency, the input inductance cancels out the in-
put gate capacitance at the limit cycle oscillation frequency. Therefore the series resonance 
frequency is adjusted between RF and limit cycle frequencies. C3, L1 and Cin act as a parallel LC 
resonator. Below the resonance frequency, the capacitor C5 will act in parallel with Cin as a low 
pass filter in combination with active gain of M2 which is in turn adjusted with current source 
M4. Figure (7-10-d) shows the duplexer frequency response. M1 and M2 act as G1 and G2 gain 
stages. The gain is determined by the current adjusted by current sources M3 and M4. Fig. 7-10-
d illustrates the frequency response for a sample active duplexer of Fig. 7-10-c. 

 
The single forward gain topology opts for low frequencies, while the active duplexer topology 
provides the possibility of two independent forward gain adjustments, without affecting each 
other. Thus it opts for higher frequency SOPAs. 

7.2.2 Circuit design 

The single gain topology of 7-10-a is selected to design a SOPA. The SOPA loop is intended 
to oscillate at the limit cycle frequency of 1GHz and the input signal frequency to be centered 
at 200MHz. The schematic diagram of the circuit is sketched in Fig. 7-11-a. The CDA circuit 
consists of complementary PMOS and NMOS switches, including 20 PMOS and 10 NMOS 
transistors for the last stage (P2, N2) and 2 and 4 transistors for the driver stage (P1, N1) respec-
tively. Every transistor of it has 32 gate fingers, each having 6um width. The driver is needed 
to increase the gain of the CDA and lower the input capacitance of the amplifier. Each transis-
tor has 32x6um gate width. The output is fed back to the subtraction through a two stage RC 
filter, with the insertion loss and phase shift adjusted such as to provide the necessary gain and 

phase for oscillation, at the frequency of 1GHz.  The loop input   (Fig. 7-11-a) goes to a 
PMOS source follower biased with a current source to maintain the required dc voltage at the 
input gate node of the subtraction. The output dc voltage coming from the feedback path is 
the same as the bias voltage needed for the gate node of the subtraction differential pair. 

Fig. 7-11-b shows the photograph taken from the die. The dimensions are 720um×260um, 
including the bond-pads. The main blocks are shown with a frame. The filter capacitors are 
MIM types in parallel with diodes to prevent the antenna effect. The output LC reconstruction 
filter is realized with an external multi-harmonic load-pull system, to provide optimum termi-
nation for the best efficiency (i.e. high impedance at the switching frequency and its harmonics 

and      at the desired frequency [34].  
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(a) 

 

(b) 

Fig. 7-12(a): NPR vs. output power back-off; (b): 20 MHz offset upper and lower channel ACPRs versus 
output power back-off 
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7.2.3 Measurement and validation 

The parameters of the power amplifier model are extracted based on the method presented in 
section E, through nonlinear optimization of the voltage gain error function. The model pa-
rameters and the results are given in TABLE 7-I. 

The extracted model parameters will be used in the nonlinear analysis approach to find the 
nonlinear loop metrics, like transfer function and ACPR and compare them to the measured 
quantities, on the realized system.  

The measurement setup is the same as the one depicted in Fig. 7-5, but with only one signal 
generator at the input of the loop as the DUT. The iMPT tuner should be terminated at the 
optimum impedance at the fundamental and open circuit termination at the limit cycle fre-
quency and its harmonics.  

All of the measurements are illustrated in the Fig. 7-12 and Fig. 7-13 versus the calcula-
tion/simulation results.  Fig. 7-12-(a,b) illustrate the variations in NPR and ACPR for higher 
and lower adjacent channels, along with the linear norm (minus sign in NPR is omitted for 
simplicity). Fig. 7-13-a shows the linearized AM to AM transfer function. 

Fig. 7-12-b shows the calculated and measured ACPR results, which validates the proposed 
linearity analysis approach. The metrics show that the low frequency dithered PA meets the 
3G spectral mask to 1 dB back off from the output peak power (≈19dBm at optimum load 
achieved from load-pull measurements.)A load pull setup was arranged and applied to the de-
signed PA. The required load pull was a multi harmonic load pull, providing arbitrary tuning 
capability, simultaneously in three arbitrary frequencies. The load pull system used was the 
iMPT-704 of FocusTM Corporation [34], providing the optimum terminations for the limit 

cycle signal, desired signal and its third harmonic. The impedances are       for the main 
signal and high impedance for limit cycle and it‘s third frequency. The reason for the high neg-
ative reactive part is the probe reactance. The load pull was tuned to the desired frequency, 
limit cycle frequency and its third harmonic. Optimum termination is achieved through peak 
power search in the whole smith chart region.  

TABLE  7-I 

The extracted model parameters for driver and power stages 

                               )     

Driver 1840 2380 2050 1.6 -0.43 6.5 

PA 5048 5880 4200 0.5 -0.4959 11.3 
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Although normally the second harmonic is not negligible (due to mismatch between PMOS 

and NMOS transistors), its value drops effectively with increasing impedance seen at the third 

harmonic of the switching frequency. 

The maximum CW output power achieved from the structure is 20dBm along with peak drain 

efficiency of 65 percent of the CDA, for the maximum input power of -5dBm. The AM/AM 

characteristic is compared with linear simulation in Fig.7-13-a. Fig.7-13-b shows the input and 

output normalized spectra; the input signal has -65dB inherent ACPR.  

The vector signal generator E8267D was used to generate the OFDM multi-sine and 

WCDMA signals. A 52 tone multisine with random phases is synthesized to mimic the 

802.11g signal, and the power was swept the maximum level of -12dBm. The synthesized sig-

 

(a) 

 

(b) 

Fig. 7-13(a): Output power back-off versus      , measurement, calculation and Cadence simulation; 
(b): measured and normalized input and output Spectra of 1 channel 802.11 g for Pin=-10dBm 
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nal has a Peak to average ratio of 7.5 dB and notch bandwidth for NPR calculation was se-

lected to be 1MHz. The NPR and ACPR is also calculated and plotted versus output power 

back-off (OPBO) in Fig. 7-12a. 

The WCDMA signal with 64DPCH was taken from the signal source and the ACPR was 
measured with the spectrum analyzer, and constellation EVM was measured with 89600S vec-
tor signal analyzer. The maximum average power for a non-constant envelope in general, de-
pends on its crest factor, and the maximum allowed input power, in view of device break-
down. 

7.2.4   Generic design procedure  

Again it is helpful to collect all the design aspects of a generic dithered system in one Figure. 
This is done in Fig. 7-14. The design flow starts with the circuit design of the Class-D amplifi-
er based on the intended topology or technology, as discussed in chapter 4. Then, we set a 
level for the dither signal in a frequency much higher than that of the input signal frequency, 
based on sweeping its level and observing the required linearity metrics. The next step is fre-
quency tuning for the dither. This step can be done by either measuring the dithered CDA by 
sweeping the frequency, or through linear programming optimization techniques introduced in 
chapter 6. As stated previously, it is always preferred to choose the least possible dithering 
frequency, for better efficiency or less reactive power loss. If the required metrics values are 
good enough, the open loop linearity satisfies the requirements. Otherwise, a feedback loop is 
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Fig. 7-14: The flowchart of the design procedure of a general dithered CDA system. 
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needed for linearity enhancement. 

The architecture for the feedback can vary, but it is either autonomous (self-oscillating) or 
externally dithered. The only advantage of the former architecture is that it does not require an 
additional power source or signal generator as dithering, but the main drawback is that the 
dither level depends on the input signal level, which in turn will deteriorate the linearity. There-
fore it is sometimes possible to achieve the same linearity, without the negative feedback loop, 
considering the gain requirements, i.e. the gain drop is still acceptable for excess dither level. 
The biggest disadvantages of the SOPA are the system complexity, especially for very high 
limit cycle frequencies, and the inability to fine-tune the oscillation frequency, in a normal 
loop, like the one realized in this chapter. 

In case of targeting the autonomous system, like the one discussed in subsection 7.2, the Bark-
hausen criteria for a stable oscillation should be obeyed. The nonlinear phase shift of the CDA 
is very important in this type of architecture, especially for high frequency limit cycles. Moreo-
ver, the self-oscillating architecture is only applicable to HFD: in SOPA, the self oscillation 
frequency will quench, after excitation of the loop with a frequency higher than the designed 
limit cycle [92]. 

In case of targeting the ordinary negative feedback, the loop order and forward gain are the 
only important loop parameters, provided that there is no unintended limit cycle oscillation or 
chaotic behavior. Therefore, a band-pass filter in the feedback and a proper forward gain in 
the forward path should guarantee the intended linearity performance. 

7.3 Conclusion    

The HFD technique was applied to two sample test circuits and the linearity and efficiency 
results were measured. The test circuits where a VMCD and a SOPA, embedding the designed 
VMCD, oscillating at limit cycle frequency of 1GHz. A load pull was set up to find the opti-
mum impedance for power and efficiency. The issues regarding the difference between the 
schematic level efficiency and the measured efficiency were discussed.  

The linearity results show that the device shows a good linearity performance, with reduced 
drain efficiency compared to CW mode. It was observed that the drain efficiency drops by 7 
percent after HFD, while it becomes linear and the spectral density of the WCDMA signal at 
the output of the amplifier complies to the standard mask for uplink (-33 dBc for first adjacent 
channel). The achieved linearity results validate the calculation results. The same linearity level 
could be achieved with open loop HFD, with less design complexity. This is due to the fact 
that the oscillation frequency of the SOPA cannot normally be tuned and the stability of the 
oscillation is easily influenced by the high frequency input signal excitation. The biggest disad-
vantages of the SOPA are the system complexity, especially for very high limit cycle frequen-
cies, and the inability to fine-tune the oscillation frequency, in a normal loop, like the one rea-
lized in this chapter. Therefore HFD, realized in the form of open loop or closed loop none 
self-oscillating, can have even better linearity performance, with much easier design flow. The 
closed loop architecture can have the forward path topologies discussed in subsection 7.2.1, 
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i.e. active duplexer with independent gain adjustment for dither and signal, or a single gain 
block. The former is better for very high frequency HFD designs, while the latter works fine 
with lower switching frequencies. 

Finally a generic design procedure for design and realization of a dithered class-D was pro-
posed and summarized, which is applicable to any topology and architecture, including the self 
oscillating and externally dithered closed and open loop systems. 
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C h a p t e r  8 

Low frequency dithering 

The open loop and closed loop class-D amplifiers both opt for low frequency dithering for 
linearization, due to their high slope gain. They may opt for drain efficiency improvement, 
depending on their process technology, or intrinsic capacitance value. 

In order to verify the theoretical findings for linearity and efficiency behavior, two cases are 
realized and investigated thoroughly: an open loop voltage mode and an open loop current 
mode Class-D amplifier, while the former is dithered as a single ended amplifier and the latter 
one is dithered in common mode.  

The VMCD amplifier used in this chapter is the same one that was designed in chapter 7. Be-
sides a 2-Watt level CMCD was designed in PCB form, with LDMOS technology. The active 
differential pair acts as a differential switch, steering the current between two transistors. The 
circuit design process will be discussed in detail, in three steps. It will be shown that the drain 
efficiency will be improved by as much as 20 percent after dithering, for VMCD, and 4 percent 
after dithering for CMCD, while both comply with the spectral mask requirements defined for 
an uplink 3G signal [85]. 

All of the important linearity and efficiency metrics are measured, and compared with theoreti-
cal predictions, which again validates the analysis approach. The linearity shows the expected 
improvement, while the drain efficiency improved depending on topology. 
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8.1 Open loop VMCD 

The open loop VMCD is exactly the same circuit as used in chapter 7 and in SOPA design. 
The load pull results are the same, and the linearity and efficiency were measured, after optimi-
zation of the dither frequency. The tuning results are also compared to those achieved with 
optimization, as discussed in chapter 6. 

Fig. 8-1 shows a VMCD schematic, with LFD applied. The goal is to amplify a signal with a 
carrier frequency of 1GHz, with a class-D PWM amplifier dithered at the optimum dithering 
frequency fd, below 1GHz.  

The driver stage      excites the power stage      , which delivers the required power to the 

load impedance   . The relationships between the output power, power efficiency and load 
impedance were described in chapter 4 and 7. 

The role of the driver is to increase the slope gain of the amplifier and also reduce the short-
circuit power loss, through reduction of the transition time between the on-off switching 

states. The capacitors    and    are off chip, and the impedance    is realized with the load 
tuner at the carrier frequency of 1GHz and optimum (open circuit) termination at dithering 
frequency and its harmonics. The biasing of the power stage will be adjusted by the output dc 
voltage of the first one, which will depend on the voltage VGG.  The exact biasing should keep 

the output of both stages at the quiescent voltage of       . 

The load pull simulations and measurements both provide the same optimum fundamental 
output impedance for maximum efficiency, as the HFD case, discussed in chapter 7. 

The most important issue is to get the required output power with the highest possible power 
efficiency. The ratio between the PMOS and NMOS transistors is very important for symme-
tric switching.  
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Fig. 8-1: Schematic diagram of VMCD, dithered with fd 
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In the next subsection, the dithering frequency is swept and the best frequency, for the best 
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(b) 

Fig. 8-2 (a): The adjacent higher and (b): The adjacent lower frequency channel power ratios versus the 
dithering frequency, for a 3G input signal taken from a signal generator. The solid lines are the meas-
ured values, and the dashed line with marker is the results of calculation. The two values have the same 
trend of variation versus the dithering frequency. The optimum frequency is the one with maximum 
ACPL1 and ACPU1 values, which is projected at 140 MHz on the fd axis. There are other neighboring 
points which do not outperform the linearity compared to it, at are not equally good for higher and 
lower adjacent channels, for the 3G downlink requirements. 
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LFD spurious performance, is measured and compared to the best frequencies achieved 
through calculations. Afterwards the dither frequency is fixed and the AM/AM, linearity and 
efficiency results for CW and WCDMA signals are measured, under optimum load termina-
tion, achieved with the same iMPT tuner. 

8.1.1    Fine tuning of  the dithering frequency 

A QPSK modulated signal with PAR of 7.5 dB, and the same bandwidth as a 3G standard 
carrier was taken from the signal generator. The channel bandwidth is 3.84 MHz and the 
ACPL1 and ACPH1 denote the ACPR results for first adjacent lower and upper channels. The 
ACPR is measured versus the dithering frequency for a signal carrier frequency fixed at 1GHz. 
Fig. 8-2(a,b) illustrate the variations in ACPR for higher and lower adjacent channels, along 
with the first order linear cross modulation norm of equation 6-6 (minus sign in ACPR is 
omitted for simplicity).  There is a global optimum for the ACPR level, which coincides with 
the norm value of 82 and 84 in higher and lower adjacent channel power ratios, and corres-
ponds to the dithering frequency of 140 MHz .  

8.1.2    Measurement and validation 

The agreement between the measurement, calculation and simulation validates the analysis 
approach presented in previous sections. The metrics show that the low frequency dithered 
PA meets the 3G uplink spectral mask to 1 dB back off from the output peak power 
(≈19dBm) at optimum load achieved from load-pull measurements. As we have observed, the 
linearity achieved with the HFD and LFD methods are the same but the efficiency is much 
better for LFD. 

Finally Fig. 8-3-a illustrates the measured drain efficiency, which shows up to 20 percent im-
provement in its peak value, compared to CW mode, and 29 percent maximum improvement 
compared to HFD mode. Fig. 8-3-b shows the calculated and measured ACPR results, which 
validates the proposed linearity analysis approach. It should be noted that the ACPRs are ex-
actly the same as those measured in HFD case, and the calculation results are again the same. 
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Fig 8-3: (a): Drain efficiency (DE) comparison for CW operation and LFD operation, measured for 
CW and LFD, versus the output power; (b): ACPRL and ACPRH versus output power back-off, 
calculation and measurement. 
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8.2 Open loop CMCD 

The details of the circuit design for current mode class-D as a hard saturative nonlinearity, due 
to steering current between the two parallel paths along the balanced load, was discussed tho-
roughly in chapter 4. Common mode dithering can also be applied easily to this topology, due 
to its symmetry, as discussed in 4.1.5. At the output of this symmetric system only the dither-
ing related spurious components around the odd harmonics of dithering and even harmonics 
of the input signal appear. All the other spurious will be in phase or common mode, and this 
makes the design of the output filter easier, and the overall performance much more linear. 

Watt level power amplifiers like for base station or watt level handset applications normally 
cannot be directly implemented totally on a single IC, for size, parasitics and thermal manage-
ment issues. An alternative for that is to use off chip discrete components with good enough 
quality factors and high current/voltage handling capability. 

The process technology of the active part, used as a differential pair of the CMCD in this sec-
tion is LDMOS, provided by NXP. It has higher capacitive loss compared to other technolo-
gies, which will work better for LFD. There are three many reasons to use this technology for 
CMCD: 
 

1. High breakdown voltage (around 63 volt) 
2. High gain 
3. Ruggedness 
 

These issues are all very important parameters in dithering techniques, and the effect of induc-
tive loss reduction is more showing up, when the process has higher intrinsic capacitor. The 
selected LDMOS technology has a gate length of 750nm, and one gate finger. It will be wire 
bonded with 25 um diameter gold wires to the ENIG1 coated (which has a gold coating of 
0.6mm on top of FR4), to make the manual connection of the wire-bond possible. The design 
process includes schematic design, component selection for SMD2 parts, full wave layout si-
mulation and optimization with a commercial package like MomentumTM

 and testing after rea-
lization.  

8.2.1 Circuit design 

In the design phase three phases can be distinguished:  

1. Discrete design with nonlinear device models. 
2. Replacement of the real discrete components (with parasitics, quality factors, s-parameters 

file etc.) in simulations, and layout with full wave simulations. 
3.  Verification and optimization of the PCB layout (optional). 

 

1 Electro-less nickel induced gold coating 
2 Surface mount device 
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The optimum dithering frequency should be found for minimum spurious level. The system 
should be simulated with real SMD components and their quality factors; then the effect of the 
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Fig. 8-4 (a): Block diagram of the common mode dithering method; (b): schematic diagram of the 
CMCD with LDMOS (B1 to B4 are 0,180° baluns) 
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layout in the linear part of the system embedded the stability and linearity- efficiency of the 
amplifier and re-examined. 

Discrete components design 

The architecture and circuit level topology are illustrated in Fig. 8-3-a,b. Each PA in Fig. 8-4-a 
is replaced by a class F-1 in Fig. 8-4-b. Matching networks (blocks named as M in Fig. 8-3-b) at 
the input provide a unit voltage transfer function from the input to the gate input node. The 
output parallel tank Lp, Cp resonates with the intrinsic device capacitors Cds and wire bond 
inductors. A Harmonic Balance is done to find the optimum load impedance for optimum 
power and efficiency.  

The balun B4 used to split the message signal and combine the output differential powers at 
the output is a high power balun, (Anaren balun 3W525). The impedance data was embedded 
into the schematic design for simulation purposes. The same was done for the dithering ba-
luns. The dithering baluns should have enough bandwidth to allow the low frequency dither-
ing to pass through, with the least possible insertion loss. The selected balun for this purpose 

is ETC-1-1-13 of       , which is a transmission line transformer, with a bandwidth from 
4.5 - 3000 MHz.  

The series resonator Ls-Cs, is used to provide high impedance at all frequencies except for the 
frequency of operation (which is 2.014 GHz). This is due to the fact that the input impedance 
of the output power combining balun B4 is from 1.8 GHz to 2.5 GHz, which will deviate 
from the optimum termination for normal CW operation of a current mode class-D amplifier.  

 

 

(a)                                                               (b) 

Fig. 8-5: (a) The layout meshed in momentum for full-wave simulation; (b) circuit schematic in ADSTM for 
HB simulation. The whole layout is modeled in a 24 port data file achieved from Momentum.  
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                                                        (a) 

 

                                                         (b) 

Fig. 8-6: (a) Load pull simulation for real part of the load impedance, after neutralization of the     
with tank inductance, to find the optimum load resistances for maximum power and drain efficiency, 
(b): AM-AM characteristics of the designed CMCD before and after low frequency dithering, The 
available dither power is 13 dBm, and the frequency is 520 MHz. 



134    Low frequency dithering 

 

 

PCB layout simulation and overall performance  

Microstrip quarter-wave impedances were designed for a 35 mils thickness FR4 PCB material, 
to convert the input impedance of the B4 to the optimum load impedance of the CMCD, for 
optimum efficiency performance, which are 29 ohms and 416 ohms respectively.  

Fig. 8-5-a illustrates the layout picture in momentum and the schematic level, including the 
layout effect and Fig. 8-6-a,b illustrates the load pull simulation results, and the linearization 
effect under optimum termination before and after dithering, versus input power, for a dither-
ing frequency selected to be 520 MHz.  This frequency will be later on validated as the opti-
mum frequency form minimum spurious performance of the downlink 3G signal. 

8.2.2 Fine tuning 

The dithering was taken from an external power source and applied to the dither port, and the 
ACPR results for the first adjacent channel were measured against frequency as depicted in 
Fig. 8-7.  The message signal is a QPSK modulated signal with a PAR of 7.5 dB, taken from 
another signal generator. The achieved ACPR level is compliant to the spectral mask require-
ments of 3G [85].  

 

 

Fig. 8-7: The Adjacent higher and lower 3G channel power ratios versus the dithering frequency. The 
encircled point is the only point across the frequency grid that ACPU1 and ACPL1 values are max-
imized and comply to the 3G uplink mask requirement, simultaneously. 
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8.2.3 Measurement and verification  

Fig. 8-8 shows the photograph of the PCB, with all the components, along with the magnified 
LDMOS wire bonded transistors. 

Fig. 8-9 shows the LFD linearization effect, after measurement on the realized PCB, for di-
thering level of 24 dBm, and AM-AM characteristics before and after the dithering. No load-

 

 

Fig. 8-8: Photograph of the implemented PCB, along with utilized LDMOS die  

Dither

Input

Output

 

    

Fig. 8-9: Measured AM/AM characteristic of the designed CMCD and linearization effect of the origi-
nal hard nonlinearity 
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pull measurement setup is needed, and the values measured are in agreement with the simula-
tions. The output spectral density and drain efficiency for a downlink 3G signal as the message 
signal, are plotted in 8-10-a,b respectively, which clearly show the linearization process and the 
efficiency enhancement versus the output power. The maximum CW efficiency enhancement 
was 4 percent.                                                                        

 

 

 (a) 

 

 

      (b) 

Fig. 8-10:  (a) Normalized output Spectral density before and after dithering, at 520 MHz, for average 
output power of 23 dBm, besides the normalized spectrum calculation, the WCDMA downlink signal 
has a PAR , of 7.5 dB (b): Drain Efficiency versus output power, the LFD efficiency is higher for out-
put powers more than 25 dBm, by maximum of 4 percent. 
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The CMCD is capable of delivering a CW output power of 32.8 dBm, to a single 50 ohms 
load, with drain efficiency of 58 percent after dithering. The average drain efficiency for 
WCDMA is 39 percent, for the average power of 23.5 dBm.  

8.3 Generic design procedure 

It is helpful to collect all design aspects of a generic dithered system in one Figure, as illu-
strated in Fig. 8-11. The design flow starts with the circuit design of the Class-D amplifier 
based on the intended topology or technology, as discussed before in chapter 4. Then, a level 
is set for the dither signal, based on sweeping its level and observing the required linearity me-
trics. The simulations should not necessarily be done for high frequency, in any two-tone non-
commensurable input frequencies are enough, to optimize the linearity (defined by saturation 
point), because the spurious is not of importance for non-commensurable CW inputs. 

The next step is to optimize the fundamental dithering frequency, which can be done by either 
measuring the dithered CDA by sweeping the frequency, or through linear programming op-
timization techniques introduced in chapter 6. As stated previously, it is always preferred to 
choose the least possible dithering frequency, for better efficiency or less reactive power loss. 
The difference between LFD tuning and HFD tuning is that there usually is a distinguished 
global maximum for linearity in LFD case. When the dither frequency is very small, the dither-
ing is not satisfactory, and it limits the spurious free bandwidth, while for dithering frequencies 
close to the carrier frequency, the linearity is again very poor. Intuitively it is felt that in some 
point in between, which gives satisfactory spur level at the output. The trend is observed in 

Start

Adjust the dithering 

level (CW)

Adjust the dithering 

frequency

Open loop?
Adjust the loop gain and filter 

order for optimum linearity
No

End

Yes

Investigate 

the stability

Design the CDA

 

Fig. 8-11: The flowchart of the design procedure of a general dithered CDA system. 
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figures. 8-2 and 8-7, in which the points 140 MHz and 520 MHz were chosen as optimum 
points for ACPR. If the required metrics values are good enough, then the open loop linearity 
satisfies the requirements. Otherwise, a feedback loop is needed for linearity enhancement.  

The architecture for the feedback can be a direct RF feedback or a Cartesian one, after down-
conversion of the output signal to its in-phase and quadrature components.. The only advan-
tage of architecture is that it does not require an additional power source or signal generator 
for the dithering, but its main drawback is that the dither level depends on the input signal 
level, which in turn will deteriorate the linearity. Therefore it is sometimes possible to achieve 
the same linearity, without the negative feedback loop, based on the gain requirement on the 
final amplifier.  

In case of negative feedback, the loop order and forward gain are the only important loop 
parameters, provided that there is no unintended limit cycle oscillation or chaotic behavior.  
Therefore, a band-pass filter in the feedback and a proper forward gain in the forward path 
guarantee the intended linearity performance. 

8.3.1 Conclusion 

Two case studies related to verification of low frequency dithering were discussed, i.e. single 
ended voltage mode class-D PA which was designed and explained in chapter 7 and current 
mode class-D PA, designed and realized with 750um LDMOS process technology, as a 2 watt 
switched mode amplifier, on a PCB.  

The fine tuning measurements and calculations were done for VMCD and CMCD circuits. 
For the latter circuit, a common mode dithering, as introduced in chapter 4, was applied, and it 
was observed that the system output, shows less sensitivity to the dithering frequency, due to 
common mode spurious component rejection, while a global optimum frequency for 3G sig-
nal was observed at 520 MHz.  

The anticipated linearity and efficiency results were validated through measurements on a rea-
lized voltage mode class-D amplifier and a common mode dithered current mode LDMOS 
class-D amplifier, tuned at 1GHz and 2.014 GHz respectively. The measurement results agree 
with the theoretical linearity results, while giving up to 30 percent increase in measured drain 
efficiency for a realized 65 nm CMOS VMCD, and 4 percent improvement for a LDMOS 
CMCD, with good linearity in both cases. Using a closed loop architecture can enhance the 
linearity even more, for multicarrier applications. The realized system with this technique is a 
standalone linear and efficient power amplifier, without any additional signal processing. 

The results confirm that LFD technique has the same linearity results as HFD, but the impact 
of reactive loss is reduced and drain efficiency is improved. 
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C h a p t e r  9 

Novel interpretations of dithering 

The preceding chapters were devoted to analysis and simulation of the dithering process, its 
linearization effect, and formulation of the in and out of band nonlinearities. According to the 
theoretical findings, dithering can linearize the system, and it may also enhance the system 
efficiency in LFD case. 

However, the analog applications of the dithering are not limited to what has been discussed 
so far. Moreover the averaging technique, which was used in derivation of equivalent nonli-
nearity, may be used, with some modification, to address the describing function calculation of 
frequency translating nonlinearities. The difference is that the averaging is done in different 
periods for the inputs and output(s) of the system, and therefore a different technique needs to 
be used. 

New applications are investigated for three examples: dynamic load modulation (DLM), in 
combination with HFD, RF-ADC with LFD and area modulation power combining with 
LFD. Afterwards, the extended averaging techniques, known in the literature as multi-
frequency averaging, is applied to a Gilbert cell  mixer analysis problem, and conversion gain is 
achieved for a specific case of long channel device, as a closed form equation, which is con-
firmed with foundry model simulations. The achieved equation is insightful regarding the ef-
fect of the device parameters on the conversion gain. 
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9.1 Dynamic load modulation and dithering 

Occasionally, load modulation has been used for amplitude modulation of a varying envelope 
signal on constant envelope phase signal [107]. Envelope elimination and restoration is a viable 
approach to transmit the information of any modulation type. Fig. 9-1-a is the overview to this 
approach, which is called dynamic load modulation (DLM), in which the amplitude variation 
of the original signal are modulation into the output constant envelope, through load modula-
tion with a voltage controlled impedance tuner. 

The problem concerning this EER approach is that the output envelope is not a linear func-
tion of the load impedance, or the control voltage of the tuner. Assuming that the output im-

pedance of the amplifier can be shown as     , and the Thevenin equivalent output voltage as 

    , the effective load voltage would be: 

         
  

       
  (9-1) 

Which is a saturation function versus    and the saturation threshold depends on     . There-
fore the linearization will depend on the amplifier type and the envelope amplifier needs cali-
bration. 

 

Fig. 9-1(a) Overview to the linearization using envelope; (b): HFD to linearize the EER in (a) 
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(a)                                                                  (b) 

Fig. 9-2: (a): The schematic diagram of the simulated circuit in ADS environment for DLM; (b): the 
original voltage transfer function, the HFD with sinusoid and uniformly dithered TF 

 

HFD can be applied here, as illustrated in Fig. 9-1-b. Assuming that the    is the control vol-
tage of the tuner, and it can linearly control the load impedance; the new load impedance 
would be a softer function of the dithered control voltage. The tuner topology may be a varac-

tor tuned LC, with    controlling the varactor bias or the load may be adjusted by changing 
the characteristic impedance of a transmission line, by switching different number of quarter 
wave transmission lines in the tuner. After dithering and calculation of the equivalent nonli-
nearity, based on the convolution method explained in chapter 2, the following equations are 
achieved: 

        
 

 
   

      
          

              

       
  

             
    

        
        

  

               
  

          
 (9-2-a) 

 

        
                                

   
 (9-2-b) 

 

where      subscript denotes rectangular (uniform)     and      subscript denotes the 
sinusoidal dithered load, or control voltage signal. In the former case the control voltage is a 
high frequency saw-tooth while in the latter it is a sinusoidal. Fig. 9-2-a is the is the schematic 
diagram of the implemented system in ADS environment for simulation, and Fig. 9-2-b illu-
strates the original and dithered voltage transfer function, with uniform and sinusoidal HFD. 
As predicted, in both cases the characteristic is linearized, compared to the original characteris-
tic, which makes the system more linear. 
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9.2 Area modulation 

The long term goal for wireless transceivers is to merge as many components as possible, if 
not all, to a single die in an inexpensive technology. Therefore, there is a growing interest in 
utilizing CMOS technologies for RF PAs. 

Although several advances have been made recently to enable full integration of PAs in 
CMOS, it is still among the most difficult challenges for achieving a truly single-chip radio 
system in CMOS. This is exacerbated by supply voltage reduction due to CMOS technology 
scaling and on-chip passive losses due to the conductance of the substrate used in deep-
submicron CMOS processes.  

Conventional PA designs give maximum power efficiency only at peak power level. As the 
output power is backed off from that point, the efficiency drops rapidly. However, power 
back-off is inevitable in today‘s wireless communication systems. First, the need to conserve 
battery power and to mitigate interference to other users necessitates the transmission of pow-
er levels well below the peak output power. Transmitters only use peak output power when 
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Fig. 9-3: Power Combining, with enhance back-off efficiency a: with envelope and/or input control, b: 
combined with dithering, c: Power consumption versus output power, d: Output power versus individu-
al unit power [104]. 
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absolutely necessary. In many situations, PAs are operating at 10–20 dB back-off from peak 
power. Second, the requirement for both high data rate and efficient utilization of the increa-
singly crowded spectrum necessitates the use of both amplitude and phase modulation, which 
lead to higher crest factor of the modulated signal. 

A new feature that can be utilized to improve the power efficiency at power back-off is a pow-
er combining in a manner to force each amplifier work at its peak output power. When all of 
the amplifiers work at saturation, at each output power, a certain number of the amplifiers are 
in the system. The signal processing in order to turn on different number of amplifiers at dif-
ferent output powers can be done in different ways. Two of them are: 

1. Turning PAs on through connection of the supply voltage/current, based on input 
signal level. 

2. Turning the PAs on based on the value of the input, which is feasible through: 

a. Sensing the input level and connecting the required number of the inputs to 
the amplifiers [33], [105], [106]. 

b. Analog processing of the inputs, to make the connections autonomous. 

In all of these methods, the building blocks can be either switched mode or linear power am-
plifiers like class A or AB. Figs. 9-3-a,b are the block diagram of the described power combin-
ing before and after dithering. Fig. 9-3-(c,d) show the idea in terms of power consumption of 
each segment and output power variation versus individual unit contribution. As shown in Fig. 
9-3-c, the power consumption is controlled versus the output power and this enhances the 
efficiency at output power back-off. 

If each unit cell of 9-3-a is replaced by a CDA, then the input output transfer function of Fig. 
9-3-d would look like a staircase quantizer. In this case the low frequency dithering will be 
beneficial, in order to enhance both linearity and efficiency. The efficiency would become uni-
form and may enhance in back-off depending on technology, and the linearity will definitely 
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(a)                                                   (b) 

Fig. 9-4: a: Four step quantizer class-D array, area modulated by input level, b: Original staircase transfer 
function and equivalent dithered nonlinearity 
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improve. The describing function of staircase quantizer is explained and calculated in appendix 
A.II, and the resulting sinusoidal dithered equivalent nonlinearity versus the original one is 
plotted in Fig. 9-4-b. 

9.3 RF-ADC with dithering 

RF analog to digital conversion has been fully investigated in the literature. Placing the re-
quired Analog signal conditioning in the digital part has many advantages: more processing 
power is available, and the receiver chain would be much easier to control. 

Low frequency dithering of a band-pass RF signal modulates the input information on the 
duty cycle and zero crossing frequency of the output pulse train for the narrowband input to 
the negative feedback loop of the Fig. 9-5-a. Quantization of the time axis is required in order 
to generate a synchronized bit stream usable by the digital part. 

Roza has investigated the combination of ordinary limit cycle loop (HFD) with sampler; issues 
like quantization noise, over sampling effect and bandwidth are discussed in [10]. For low fre-
quency dithering, a research should be done in order to model the effect of time domain quan-
tization on the SNR of the output signal. That can be the subject of a future research. 

The difference between ADC with LFD of Fig.9-5 with ordinary duty cycle is that the sam-
pling frequency can be adjusted to sub-sample the output pulse train of the modulator. The 

Nyquist bandwidth for a band-pass signal of bandwidth    is     , and sampling lower than 
that may cause aliasing.  For this ADC configuration, the minimum sampling will depend on 
the bandwidth of the input signal. A sampling frequency optimization, which is similar to the 

tuning of chapter 6 can be developed for sub-sampling of LFD, to achieve the best linearity. 
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Fig. 9-5: (a): LFD sampler; (b): synchronized parallel sampling with delay line 
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For example if the input is a 3G carrier at 1.95 GHz, it can be encoded in a pulse train by LFD 
frequency of 520 MHz, which will make the average switching frequency for optimum linearity 
roughly equal to 1.8 GHz. The resulting rectangular pulse then can be sampled with the delay 
line, at a sub-sampling frequency of 40Msample/sec, for a parallel bit stream of 40 Mbit/sec, 
as shown in Fig 9-5-b. 

9.4 Mixer as dithering 

Frequency translating describing function was briefly introduced in chapter 3, for a static single 
valued nonlinearity, excited by sum of two sinusoids. One major example of the frequency 
translating blocks is frequency mixer, used in transceiver chains. The local oscillator signal is 
multiplied by the RF/baseband signal to either up/down convert it to the desired frequency 
band. In order to preserve the signal information, the multiplication should be linear, i.e. the 
multiplication should only transfer the carrier frequency while envelope and phase information 
should be retained  

In terms of frequency translated DF, this feature is described by constant frequency translated 
DF, with in the dynamic amplitude range of the RF/Baseband signal. In this interpretation, 
the LO resembles the dithering. If the LO is not present, the desired component of the output 
won‘t be present and the system is absolutely ‗nonlinear‘, and proportionality is not satisfied. 
Furthermore if the LO is applied, it changes the system behavior in two different ways: It 
translates the frequency and keeps the conversion gain independent of the input level, so the 
resulting output will be linear frequency transformation of the input. 

Mixer Analysis

Harmonic 
Balance

Voltera 
Series

Circuit envelope 
method

Multi Frequency 
Averaging

Transient

 

   Fig. 9-6: Different methods of mixer analysis 
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The difficult issue in mixer analysis in order to find the DF is that the input output function is 
not often describable by an analytic and static equation, and a simple formula cannot be of-
fered in order to describe that. Normally the state variables of the mixer are described through 
a set of differential equation, which should be solved with a circuit simulator, through Har-
monic Balance simulations. Fig.9-6 illustrates various analysis techniques used in the literature 
for mixer simulations. Harmonic balance analysis of mixer is given in [91] and [90] has used 
time variable Volterra series for nonlinear analysis. 

The key to extract the frequency translated DF is to solve this set of differential equation for 
each frequency, in a manner similar to multi-carrier circuit envelope method or generalized HB 
method. This method is also called multi-frequency averaging in [56] and [57], in a totally dif-
ferent context of power electronic circuits. A similar averaging method, inspired by the proce-
dure, presented in [56] and [57] can be applied to mixers. The principal steps are summed up 
in Fig. 9-7-b, for a typical Gilbert cell mixer of Fig. 9-7-a.  

Among different topologies the Gilbert cell mixer is selected for a case study example. The 
multi frequency averaging technique tries to expand the signal versus its zero and higher order 
harmonics, which are all time variant. Then a new set of differential equations are derived, 

from the original state equations of the nonlinear system. The new set of differential equations 
is of a much lower sampling rate, and the sample rate is determined by the IF band width. In 

   

(a)                                                 (b) 

Fig. 9-7 (a): The single balanced Gilbert cell; (b): multi-frequency averaging technique flowchart 
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circuit CAD techniques this method resembles multi-carrier envelope but it is not based on 
harmonic balance solution of the system, and it can be used for random signals. 

In order to be more specific about the circuit topology, Fig. 9-8-a shows the schematic dia-
gram of a single balanced mixer and its transistor equivalent circuit. The current buffer at the 
output of Fig. 9-8- (a) has negligible input impedance compared to the device output imped-
ance and therefore channel modulation will only depend on the RF input voltage. Fig. 9-8-b is 
the typical FET device model used in the mixer. The voltage controlled current source can be 
described as a polynomial function of the input voltage, while the parasitic capacitors can 
sometimes be approximated as linear equivalent capacitances. The MFA steps are followed 
according to the flowchart, in the following subsections. 

Driving state equations 

The first step in solution of this circuit with any method is to write the governing     equa-
tions, or state equations. Assuming that the dc voltage of the drain is the same as VDD and 

writing     at the source terminal of M1 will result in: 
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 Fig. 9-8: (a) Current buffered single balanced mixer and (b) the transistor equivalent circuit 
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                          (9-3-b) 

In general, all of the capacitors in the model are nonlinear, which can be modeled as poly-

nomial functions of terminal voltages     and    . The equation 9-3-(a) describes the opera-

tion of the circuit completely with    as the state variable. Knowing the    enables us to find 
the output current and voltage, from solution of 9-3-(b) and solving it versus iL, we can even-
tually all of the important mixer metrics, like conversion gain, compression point, optimum 
bias etc. Equation 9-3-a is a first order nonlinear differential equation. 

Taking averages 

The numerical solution of A.V-1 can be done using a simulator. Another approach is to use 
the averaged differential state equations. Based on the approach taken in [56], any signal can be 

expanded as a Fourier series, around an arbitrary sampling frequency   , as follows: 

                             
              (9-4) 

in which the         and         are the zero order and kth order averages respectively, and 
are defined as follows: 

        
  

  
           

  

  

 
         (9-5) 

It should be noted that the zero order average is not the same as the    component of the 

signal, and will depend on the sampling frequency   . The averaging is done on orthogonal 
bases; therefore if we take the averages of the equations 9-3-a, each individual average should 

be equal to zero. Calling the left side of equation 9-3-a as       , the kth order average, for any 

order of     should be equal to zero, i.e.            for any  . This averaging is the same as 

writing     for each harmonic of    at the output separately.  

Assuming that the output signal can be totally described by its first and zero order averages, as 
follows: 

                                           (9-6) 

and substituting 9-6 in 9-1-a, we obtain two differential equations for zero and first order aver-
ages of the output voltage as follows: 

       
        

  
                                             

     
        

  
      

        

  
      

            

  
      

            

  
   (9-7-a) 



Novel interpretations of dithering  149 

 

 

 

    

               

  
     

                

  

 
      

  
   

         

  
                         

                                                     (9-7-b) 
 

which is a new set of differential equations versus zero and first order averages of the state 

variable   . Equations 9-7-(a, b) are the     equation for    and fundamental harmonics 

around   .  

Solution of the differential equations 

A two dimensional polynomial (                ) fitted to the DC I-V characteristic of 

the transistor, can be used to characterize the     function as follows: 

           
  

      
  

    (9-8) 

when the    is a function of vDS, a closed form solution is not feasible, and equation 9-3-a (or 
equivalently 9-7-(a,b)) can be solved numerically. . The analysis results for a sample single ba-
lanced Gilbert cell multiplier for 60 GHz, under simplifying assumptions of negligible channel 
length modulation, which makes the equation 9-8 independent of the drain-source voltage, and 
assumption of linear intrinsic capacitors, is given in appendix A.V. 

Fig. 9-9: Calculation and simulation of a single balanced mixer with long channel, and linear parasitic 

approximation 
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The method is the same as multi-carrier envelope, when solved numerically and has less no signifi-
cant contribution, given the fact that the existing state of the art techniques are able to solve 
any topology with any degree of complexity. 

The achieved current gain is plotted in Fig. 9-9, versus the RF amplitude, for a designed mixer 
in 60GHz, based on the closed form relationship given in appendix A.V. The gain results are 

plotted for different     polynomial order, and it is seen that the compression is more accu-
rate for higher orders. The simulation results are for 240 nm TSMC CMOS technology. 

9.5 Conclusion 

In this chapter, three new applications of the dithering phenomena, which were dynamic load 
modulation, RF-ADC, and area modulation power combining-linearization, were presented. 
For mixer analysis, multi-frequency averaging was introduced as an efficient and insightful 
technique, which was based on the solution of the nonlinear state differential equations of the 
system, with a sampling rate determined by the information bandwidth. In the special case of 
long channel (older) process technologies, where the output resistance of the device is negligi-
ble, the gain of the system can be derived in closed form. The results agree with the simulation 
with real device models. 
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Conclusions 

In this thesis, it has been proven that the dithering technique can be applied for simultaneous 
improvement of linearity and efficiency of switched mode power amplifiers. A generic frame-
work, based on averaging techniques has been developed, in order to provide a theoretical 
background for dithered systems. This framework provides the answers to the questions posed 
in chapter 1. 

The concept of equivalent nonlinearity has been introduced, based on the time-domain averag-
ing and statistical averaging. All important nonlinearity metrics (e.g. ACPR, SNDR etc.) for 
dithered relay-type nonlinearities were derived in closed form, for generic random input sig-
nals. It was shown that a proper performance of the dithered system requires possessing a high 
enough slope gain. As proper circuit topologies for dithering, VMCD, SOPA and CMCD were 
singled out, due to their high slope gain and high power efficiency. 

The effect of the dithering frequency on the efficiency was studied and two different condi-
tions for both high and low frequency ditherings (HFD and LFD) were identified. The LFD 
technique was introduced for the first time. Both HFD and LFD linearize the switched mode 
amplifier. Moreover LFD is superior since it increases the power efficiency of the nonlinear 
block, due to reduction of the reactive power loss. For both HFD and LFD, the spurious level 
depends on the frequency of the dither signal; there are optimum frequency allocations for the 
dither, in which the output spurious level will be minimized; these points can be obtained 
through a systematic optimization procedure. 

For both HFD and LFD, a generic synthesis approach has been developed and utilized to 
design the dithered systems, based on the input signal type and circuit topology, and required 
linearity-efficiency compromise. 

The validation of the theoretical findings has been approved through realization and mea-
surement of three test circuits, which were CMOS VMCD, SOPA and LDMOS CMCD. It 
was shown that for a 2 watt LDMOS power amplifier, the maximum drain efficiency was im-
proved by 4 percent and the first adjacent channel ACPR by 25 dB, which satisfies the stan-
dard spectral mask requirement for downlink WCDMA, at an average output power of 23.5 
dBm. 

The achieved knowledge on dithering has further been utilized for other applications. to intro-
duce three new architectures and one new analysis method.  Linearity can be enhanced by 
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combination of dynamic load modulation (DLM) and HFD dithering. An area-modulation 
power-combining technique was introduced as an array of switched mode PAs; in combina-
tion with LFD it enhances the back-off power efficiency and the average power efficiency. A 
new RF-ADC architecture, in combination with LFD was introduced, which benefits from a 
lower clock rate compared to conventional sigma delta techniques.  

Finally, based on a multi-frequency averaging approach, a closed-form description was 
achieved for the conversion gain of a single balanced Gilbert cell mixer, and for long-channel 
technologies the achieved gain formulas were validated through comparison with simulations. 
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Recommendations 

There is plenty of room for future investigation about the following aspects: 

 Development of a thermal behavioral model, which will affect the performance of the 

dithered SMPAs, in long durations of performance and possibly change all of the impor-

tant metrics. The model can address long term and short term effects, as well as static and 

dynamic effects. 

 Realization of dynamic load modulation in combination with HFD to enhance the lineari-

ty, as discussed in chapter 9. 

 Realization of the RF ADC, with the proposed dithering method described chapter 9. 

 Investigation of combination of dithering with pre-distortion technique, to enhance the 

linearity and compensate the wide band memory effect for wide-band applications, like 

multicarrier 3G. 

 Realization of RF or Cartesian feedback loop, around the dithering, in order to enhance 

the linearity, for multi-carrier and ultra linear single carrier applications. 

 Investigation of the effect of different terminations on the different frequency compo-

nents available in the dithered system output terminals, and waveform engineering of the 

current/voltage wave forms of the active devices, to enhance the power efficiency.  
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Appendices 

A.I TSIDF through Fourier integrals 
 

According to definition of Fourier transform, the y, or the output of the nonlinear block versus its 

input,  ,  is given versus the following transformation 

     
 

  
                 

 

  
 (A.I-1) 

and replacing x by equation 10, and Fourier expansion of the complex exponential function within the 
integral, the following frequency independent describing function pairs are achieved: 

        
 

  
                    

 

  
 (A.I-2-a) 

        
 

  
                    

 

  
 (A.I-2-b) 

And the following symmetry always holds: 

                (A.I-2-c) 

The integrals in 18 can be used for SIDF calculation as well, by setting A or B to zero [4]. 
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A.II TSIDF and RSIDF calculation case studies 

This is equivalent nonlinearity formulation of the ideal comparator, dithered by amplitude A 
[69]: 

        
 

 
      

 

 
)           for                   (A.II-1)         

               
 

 
                   Elsewhere 

 

And the describing function for a two-step stair case quantizer depicted in Fig. A.II-1 is as follows 
[4]: 

        
  

 
 

             
 

 
  

    
 

 
 
 

  
           

              
 

 

 
 

  

             
 

 
    

   
 
     

In which     is a 2-1 hypergeometric function [9].  

 

 

 

 

Fig. A.II-1: Two step stair case quantizer characteristics 
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A.III The coefficients of CMCD 

The coefficients u, v and w are as follows [81]: 
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Fig. A.III-1: Schematic diagram of CMCD with even harmonic compensation 
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  A.III-3  

The circuit schematic diagram is re-illustrated for convenience in Fig. A.III-1.  
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A.IV Autocorrelation coefficients for real Gaussian input 

The effect of the dithering signal (which is limit cycle in self oscillating structures) on lineariza-

tion of the CDA can be explained with a new set of coefficients, relating the output of the 

CDA, resulting from a combination of limit cycle and random input signals to the amplifier. 

 

Figure (A.IV-1) illustrates the notation to describe the nonlinear behavior of the system. The 

random signal r(t) enters a hard nonlinear component, together with the linearizer signal, and 

the output consists of correlated signal, a dithering component and the rest is the distortion. 

Equations (A.IV-1) and (A.IV-2) show the relationship between the input and output auto-

correlation functions and the formulation of the coefficients: 
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where Hk(r) is the kth order hermite polynomial [9] and M is the maximum order of the nonli-

nearity calculated. Equation (A.IV-2) would be reduced to the well known static auto-

correlation function relationship for a nonlinearity For A=0. For all of the coefficients, the 

integral of (8) is reduced to single integral in equation (A.IV-3): 
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Figure (A.IV-1): The input and output notation for random plus sinusoidal dither excitation. 
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Equation (A.IV-1) can be expressed in frequency domain, as a summation of auto-correlations 

as denoted in equation (A.IV-4): 
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                                                                                           (A.IV-4)                                       (10) 

Where Sy and Sx are the power spectral densities and k* superscript is the k‘th order self- 
convolution of the operand. Based on equation (A.IV-4), the nonlinear analysis of the struc-
ture is reduced to calculation of weighted sum of self convolved spectral densities. The correla-
tion coefficients for third to seventh order distortions, for an ideal limiter are written in equa-
tions (A.IV-5-a, b, c): 
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In which I0 and I1 are modified Bessel functions of the first kind. 
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A.V Mixer gain  with MFA method 

A special case is of importance, when the iD current is only a function of vGS. This can either 

happen when the source voltage swing is negligible or the channel length modulation is insig-

nificant, which is the case for long-channel process technologies. In such occasions, solution 

of A.V-1-a, will result in a closed form analytical solution. The solution is expressed in equa-

tion A.V-7-(a, b, c). 
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                                                                                           A.V-7-c 

In which    and     are the load (current buffer) input equivalent resistance and capacitance 

and    to    are the coefficient of the fourth order polynomial curve fit for    versus    , in 

ascending order. The achieved gain is plotted versus the RF amplitude, for a designed mixer in 

60GHz. In order to be able to neglect the channel modulation, drain voltage was modulated 

according to RF input amplitude. 
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A.VI Supply tracking and linearity 

Supply tracking can be utilized to improve the average efficiency for non-constant envelope 

signals. In order to keep the dithered gain constant, it is necessary to track the dither signal 

dynamically along with the input signal and supply variations. Fig. A.VI-1 -(a) shows the var-

iations in the sinusoidal dithered gain of an ideal limiter, versus variations in the supply vol-

tage and the dither sinusoid simultaneously. After injection of the dither sinusoid signal, the 

slope gain of the smoothed characteristic at the origin is: 

             
  

          
   

 
 

  
. 

And the condition for constant gain is as follows: 

 
 

 
 

    

    
 

  

  
         (A.VI-1) 

Equation (A.VI-1) is the sufficient condition for constant small signal gain of the dithered 
amplifier. Therefore both dither and supply voltage need to be modulated with the same index 
in order to preserve linearity. 
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(a)                                                                                          (b) 

Fig. A.VI-1 (a): Keeping the describing function slope-gain constant with envelope modulation, with a dither-
ing injected to an ideal relay (b): Dynamic dithering scheme for improved linearity-efficiency compromise. 
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Summary 

The current research project is about investigation of new methods and techniques to be able 
to utilize the switched mode amplifiers, for linear and efficient applications. Switched mode 
amplifiers benefit from low overlap between the current and voltage wave forms in their out-
put terminals, but they seriously suffer from nonlinearity.  This makes it impossible to use 
them to amplify non-constant envelope message signals, where very high linearity is expected. 

In order to do that, dithering techniques are studied and a full linearity analysis approach is 
developed, by which the linearity performance of the dithered amplifier can be analyzed, based 
on the dithering level and frequency. The approach was based on orthogonalization of the 
equivalent nonlinearity and is capable of prediction of both co-channel and adjacent channel 
nonlinearity metrics, for a Gaussian complex or real input random signal. 

Behavioral switched mode amplifier models are studied and new models are developed, which 
can be utilized to predict the nonlinear performance of the dithered power amplifier, including 
the nonlinear capacitors effects. 

For HFD application, self-oscillating and asynchronous sigma delta techniques are currently 
used, as pulse with modulators (PWM), to encode a generic RF message signal, on the duty 
cycle of an output pulse train. The proposed models and analysis techniques were applied to 
this architecture in the first phase, and the method was validated with measurement on a pro-
totype sample, realized in 65 nm TSMC CMOS technology. 

Afterwards, based on the same dithering phenomenon, a new linearization technique was pro-
posed, which linearizes the switched mode class D amplifier, and at the same time can reduce 
the reactive power loss of the amplifier. This method is based on the dithering of the switched 
mode amplifier with frequencies lower than the band-pass message signal and is called low 
frequency dithering (LFD). To test this new technique, two test circuits were realized and the 
idea was applied to them. Both of the circuits were of the hard nonlinear type (class D) and are 
integrated CMOS and discrete LDMOS technologies respectively. The idea was successfully 
tested on both test circuits and all of the linearity metric predictions for a digitally modulated 
RF signal and a random signal were compared to the measurements. Moreover a search me-
thod to find the optimum dither frequency was proposed and validated. 

Finally, inspired by averaging interpretation of the dithering phenomenon, three new topolo-
gies were proposed, which are namely DLM, RF-ADC and area modulation power combining, 
which are all nonlinear systems linearized with dithering techniques. A new averaging method 
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was developed and used for analysis of a Gilbert cell mixer topology, which resulted in a 
closed form relationship for the conversion gain, for long channel devices. 
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Samenvatting 

 

Het huidige onderzoek gaat over onderzoek naar nieuwe methoden en technieken om te 
kunnen de geschakelde versterkers gebruiken, voor lineaire en efficiënte toepassingen. 
Geschakelde versterkers profiteren van de lage overlap tussen de stroom en de spanning 
golfvormen in hun uitgangen, maar ze serieus last van niet-lineariteit. Dit maakt het onmogelijk 
om ze te gebruiken om niet-constante enveloppe boodschap signalen, waar zeer hoge 
lineariteit wordt verwacht versterken. 

Om dat te doen, zijn dithering technieken bestudeerd en een volledige analyse lineariteit 
aanpak is ontwikkeld, waardoor de lineariteit prestaties van de gerasterd versterker kan worden 
geanalyseerd, op basis van de dithering niveau en de frequentie. De aanpak was gebaseerd op 
orthogonalisatie van de equivalente niet-lineariteit en is in staat de voorspelling van zowel de 
co-channel en de aangrenzende kanaal niet-lineariteit metrics, voor een Gaussian complex of 
daadwerkelijk een inbreng willekeurig signaal. 

Behavioral geschakelde versterker modellen zijn bestudeerd en nieuwe modellen worden 
ontwikkeld, die kunnen worden gebruikt om de niet-lineaire prestaties van de gerasterd 
eindversterker, inclusief de niet-lineaire condensatoren effecten te voorspellen. 

Voor de toepassing HFD, zijn zelf-oscillerende en asynchrone sigma delta momenteel 
gebruikte technieken, zoals puls met modulatoren (PWM), om een generieke RF-signaal 
bericht coderen, op de duty cycle van een uitgangspuls trein. De voorgestelde modellen en 
analyse technieken werden toegepast om deze architectuur in de eerste fase, en de methode is 
gevalideerd met metingen aan een prototype steekproef, uitgevoerd in 65 nm TSMC CMOS 
technologie. 

Daarna, gebaseerd op dezelfde dithering fenomeen, was een nieuwe linearisatie techniek 
voorgesteld, die linearizes de geschakelde klasse D-versterker, en tegelijkertijd kan het reactief 
vermogen verlies van de versterker te verminderen. Deze methode is gebaseerd op de 
dithering van de geschakelde versterker met frequenties lager dan de band-pass-bericht signaal 
en wordt genoemd een lage frequentie rasteren (LFD). Voor het testen van deze nieuwe 
techniek, werden twee test circuits gerealiseerd en het idee was op hen van toepassing. Zowel 
van de circuits waren van de harde niet-lineaire type (klasse D), en zijn CMOS en discrete 
LDMOS de respectievelijke technologieën. Het idee is succesvol getest op zowel de te testen 
circuits en alle van de lineariteit metrische voorspellingen voor een digitaal gemoduleerde RF-
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signaal en een willekeurig signaal werden vergeleken met de metingen. Bovendien is een 
zoekmethode om de optimale dither frequentie te vinden was voorgesteld en gevalideerd. 

Tot slot, geïnspireerd door het gemiddelde interpretatie van de dithering fenomeen, drie 
nieuwe topologieën werden voorgesteld, die voornamelijk worden DLM, RF-ADC en de 
oppervlakte modulatie kracht te combineren, die allemaal niet-lineaire systemen gelineariseerd 
met dithering technieken. Een nieuwe gemiddelde methode werd ontwikkeld en gebruikt voor 
de analyse van een Gilbert cell mixer topologie, wat resulteerde in een gesloten vorm relatie 
voor de conversie te krijgen, voor lange kanaal apparaten. 
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