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Chapter 1 

Introduetion 

Cernbustion processes play a major role in energy conversion. Most of the energy necessary for 
transportand manufacturing is obtained through cernbustion of organic fuels. The use of com­
bustion processes has a history of several thousands years, the development of the mathematica! 
description, however, started much later. Due to the non-linear behaviour ofthe goveming equa­
tions it is not possible to solvethese equations analytically. Only recently, when fast computers 
and kinetic data became available, modeHing of cernbustion processes is possible. The kinet­
ics of hydrogen and methane cernbustion is well understood by now. Progress in developing 
reaction mechanisms of heavier hydrocarbons and soot formation is also being achieved. How­
ever, accurate predictions are still difficult due to the relatively large uncertainties in reaction 
rate data. 

Although the chemica! kinetics of simple hydrocarbons is reasonably well understood and 
the speed and storage capability of modern computers is increasing continuously, it is still im­
possible to model practical furnaces and bumers using complex reaction mechanisms. Espe­
cially the modeHing of turbulent fiames is tremendously complicated, due to the large range of 
time and length scales. The modeHing of laminar flames is easier since the flow is relatively 
simpte. Nevertheless, even the application of detailed reaction schemes for laminar flames is 
limited to one- and simple two-dimensional geometries. To model more practical burners and 
to reduce the computational effort, reduced chemica! reaction mechanisms are required. 

Since a number of years, much research is spent in the development of reduced chemica! 
models. The development of 'ad-hoc' one-step reduced models started already before detailed 
reaction mechanisms became available. Fuel and oxygen are assumed to be converted into com­
bustion products in one step only. The reaction rate of such a reaction model is described by a 
small number of parameters. These parameters are obtained by fitting them to experiments or 
computations using detailed reaction mechanisms. Effects caused by complex transport pro­
cesses, however, cannot be modelled adequately. It is also impossible to get information about 
the composition of exhaust gases. To limit environmental pollution, knowledge of CO and NO x 

em.ission is essential. Therefore, more attention is focussed on the development of reduced 
chemica! reaction models which are able to predict the detailed structures of flames appropri­
ate. These models arebasedon the detailed reaction mechanisms, but reduce the computational 
effort considerably without losing too much accuracy. 
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Several approaches can be distinguished to reduce the full complex reaction mechanisms. In 
the first place, a reaction mechanism cao be reduced straightforwardly by omitting less impor­
tant species and reactions. Further reduction can be achieved by introducing algebraic equations 
for intermediale species instead of differential equations. Th is is the main objective of modern 
systematical reduction methods. The so-called Conventional Reduction Methods (CRM) are 
basedon steady-state assumptions for intermediale species and partial-equilibrium assumptions 
for eertaio reactions. This method is introduced by Peters et al. first [Pet87], [Pet93]. The strat­
egy applied to find out which species and reactions may be considered as steady-state or partial­
equilibrium ones, however, requires much understanding of chemica! kinetics. Nevertheless, 
this Conventional Reduction Method cao be used successfuHy for modeHing flames [Smo91 ], 
[Pet93], [Som94] as weH as for modeHing NO formation [Gia92], [Egg92]. . 

Another method to simplify chemica! kinetics is to separate the reaction system into fast 
and slow reaction groups, which are linear combinations of elementary reactions. The reactions 
which are fast and slow change during the combustion process. Therefore, it is complicated to 
find out the various reaction groups. It is, however, possible to separate the fast and slow the 
reaction groups automatically, so that less insight in chemica! kinetics is required . Having de­
termined the groups of fast and slow reactions, various approaches cao be followed. Lam and 
Goussis [Lam88], [Gou92] use the information to find out which steady-state assumptions for 
the species and partial-equilibrium assumptions fora set of elementary reactions can be applied 
locally. This CSP (Computational Singular Perturbation) method can be used to solve the full 
set of differential equations of the complex reaction system fast and accurately. Furthermore, 
the knowied ge of reaction groups with various time scales cao also be used by applying partial­
equilibrium assumptions for the fastest reaction groups [Maa92] [Egg95]. This method will 
be used in this thesis and will be referred to as Mathematica! Reduction Technique (MRT) or 
Intrinsic Low-Dimensional Manifold (ILDM) method. The difference with the previously men­
tioned Conventional Reduction Methods is that the reaction groups are not related to individual 
species or elementary reactions. It has been shown [Maa92], [Maa93], [Egg94] that this (ILDM) 
method gives accurate results if it is used for a perfectly stirred reactor and flame calculations. 
As most reduction methods are developed only recently, still much research has to be invested 
in the application of reduced reaction mechanisms to model practical burner geometries . 

At the Eindhoven University ofTechnology laminar and turbulent combustion processes are 
studied. The research on laminar flames was initiated by the VEG-Gasinstituut 1 and is sup­
ported by NOVEM. The aim of the present project is to investigate the influence of variations 
in the composition of natura! gas on the combustion process in dornestic applications. Subjects 
such as flame stability and prediction of the composition of the exhaust gases are of main im­
portance. In order to predict the effects of variations in gas composition on these properties, 
numerical tools for simulating combustion processes are needed. The development of these 
tools requires much knowledge of combustion processes. Initially, the chemistry was described 
in a rather simple way by an 'ad-hoc' one-step reaction mechanism (Fuel + Oxygen -+ Prod­
ucts) [Lan92]. To model various kinds of fuels, the chemica) reaction parameters of the one-step 
model have been determined by use of measurements or computations using detailed reaction 
mechanisms. The buroers chosen for the experiments and detailed computations should be sim-

1Presen1ly Gastee N.V. 
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ple and well defined for obtaining these parameters fast and efficiently. Flat-flame burners can 
be used successfully for this purpose [Mav94). 

The one-step reduced reaction mechanisms are subsequently used for simulating tJames on 
simple practical burners [Lan92), [Mal95]. It appeared that these models are suitable for rnad­
elling flame shape, stability and flashback behaviour reasonably wel!. One-step reaction mod­
els, however, cannot predict allaspects of the cambustion process. Therefore, more detailed and 
systematical reduced reaction mechanisms have been considered instead [Som94). The system­
atical reduced reaction mechanisms are based on the Conventional Reduction Method, as men­
tioned before. Starting with a detailed flame computation, it is studied for which species the 
steady-state assumptions are most accurate by applying a firstorder sensitivity analysis [Som94). 
It appears that the use of detailed reaction mechanisms is practical for one-dimensional flames 
only. If simplified reaction mechanisms2 are used, the simulation of two-dimensional flames 
is also possible, as long as the use is limited to simplified bumer geometries. These simplified 
reaction mechanisms, however, do not include NO formation. 

The aim of the research presenled in this thesis is to develop methods to predict flames and 
NO formation using reduced chemica! models. For the rnadelling of the flames, the recently 
developed Mathematica! Reduction Technique, basedon Intrinsic Low-Dimensional Manifolds 
is used, while relatively simple reaction mechanisms are used. Much effort has been given to 
the development and application of this reduction technique. Most attention wil! be paid to the 
application of the reduced reaction mechanisms to laminar flames. However, the reduced reac­
tion mechanisms can also be used for turbulent flames. The reduction methad is presenled in 
chapter 2. Results of the Mathematically Reduced Technique applied to hydrogen/air, carbon 
monoxide-hydragen/airand methane/air reaction are presenled in chapter 3. 

Furthermore, a methad to model NO formation in laminar methane/air flames is developed. 
The reaction mechanisms which include NO reactions consist of at least 27 species3. One of 
the objectives of the present research is to develop a methad for performing detailed NO com­
putations, with a computational effort not much Jarger than needed fora detailed flame campu­
talion using a simpte reaction mechanism. lt will be shown that this can be achieved by decou­
pling the main combustion species from species involved in the nitrogen chemistry. The main 
cambustion species are solved tagether with the flow equations, while the other are computed 
in a post-processing step. Furthermore, steady-state assumptions are introduced in the post­
processing step for many intermediates. The methad is presented in chapter 4. Post-processors 
for one-dimensional as well as for two-dimensional tlames are developed. The results of the 
one-dimensional flames are compared with detailed computations and are compared with mea­
surements on a ceramic foam surface burner. 

In the remainder of this chapter, the conservalion equations which describe chemica! react­
ing flows are presented. As for non-reacting flows, transport equations for mass, momenturn and 
energy are considered. For rnadelling chemica! reacting flows, additional conservalion egoa­
tions for the various chemica! components have tobetaken into account. Further, the chemistry 
is described and the basicsof the methods to reduce a chemica] reaction mechanism are treated. 

2The reaction mechanism consistsof a minimum number of species, which is roughly equal to I 0 to 16, de­
pending on the kind of fuel. 

3The most detailed reaction mechanism which is considered includes 51 species 
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1.1 Chemical Reacting Flows 

The conservalion of mass is expressed by the continuity equation: 

op at + V · (pv) = 0, (1.1) 

where p denotes the mixture density and v the flow velocity. The mixture density is the sum of 
the densities of the various species: p = L~=l p;, with n the number of species. The conserva­
lion equation for a species which we shall denote by an index i, is given by: 

op; ~ c ) . af+ V • p;V; = p;, ( 1.2) 

with v; the specific velocity of species i and p; the chemica! souree term. How this souree term 
is obtained from a detailed reaction mechanism will bedescribed insection 1.2. After defining 
the mass fractions ofthe species by Y; = p;/ pand introducing the diffusion velocity V;= v;- v, 
with v the mass averaged velocity given by: 

n 

pv = LP;V;, 
i= I 

we obtain the following form for the continuity equation for the species ( 1.2): 

'àpY; +V. (pY;v) +V · (pY;V;) = /:!; . at 
With the u se of the continuity equation ( 1.1 ), this can be rewritten as : 

aY; rT ( v . Par+ pv. v r, + v . pY; ;) =Pi· 

(1.3) 

(1.4) 

( 1.5) 

For multi-component mixtures the diffusion flux of species i depends on the concentratien gradi­
ents of all species except for the concentratien gradient of species i [Dix68], [Pet91], [Som94]. 
If one component is present in large amounts, which is the case for nitrogen for cernbustion 
processes with air as oxidator, the diffusion flux may be assumed to be proportional to the con­
centration gradient of species i, leading to Fick's law (Fick's law states that the diffusion flux 
Y; V; is proportional to the concentration gradient). If the gradient in the averaged mol ar mass 
is neglected, the diffusion flux is linear with the gradient in the mass fractions . If thermal dif­
fusion, which is proportional to the temperature gradient, is also included the diffusion flux is 
given by: 

DT 
Y;V; = -D;VY;- p~ VT, (1.6) 

with D; the diffusion coefficient and DT the thermal diffusion coefficient of species i in the mix­
ture. Thermal-diffusion is neglected in most cases, since it is relatively smal!. By substituting 
( 1.6) and neglecting thermal diffusion we obtain the following conveelion diffusion equations 
for the species: 

(1.7) 
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Conservation of momenturn is described by the Navier-Stokes equation: 

opv 
-+V · (pvv) =-V -P+pg, at 

5 

( 1.8) 

where P denotes pi + T, with the pressure p, the identity matrix I, the stress tensor r and g 
denotes the gravitational acceleration. 
The conservation of energy is described by: 

apu - + V · (pvu) = - V · q - V · (P · v) + pv · g at · (1.9) 

with u= ~v2 + û the total energy density, û the intern al energy density and q the heat flux vector. 
The term ~v2 represents the kinetic energy density. The conservalion equation for the internal 
energy û is obtained by subtraction of the dot product of v with eq. (1.8) from eq. (1.9): 

apû v _ P ....., - + · (pv u) = - V · q - : ( v v). at 
The internal energy is related to the enthalpy h by: 

û = h- p/ p. 

(1.10) 

(1.11) 

Aftersubstituting (1.11) intoeq. (1.10) and writingP: (Vv) as r : (Vv) + pV · v, theenergy 
equation can be rewritten in termsof the enthalpy: 

ah ap 
p- + pv · Vh--- v ·V p =-V· q- r: (Vv). at at (1.12) 

Fourier's law of thermal conductivity states that the heat flux is proportional to the temperature 
gradient. Furthermore, the heat flux vector includes the transport of specific species enthalpy 
by diffusion, leading to: 

n 

q = - ÀVT+ p L Y;V;h;, 
i=l 

( 1.13) 

where À denotes the thermal conductivity and h; the specific enthalpy of species i. The total 
enthalpy h is the mass weighted sum of the specific enthalpy of all species: 

" 
h= LY;h;. 

i= I 

The specific enthalpy h; is a function of the temperature given by: 

T 

h; = h? + f Cp;(T')dT', 

r,, 

(1.14) 

( 1.15) 
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where h? is the heat of formation per unit mass at reference temperature T0 and c Pi is the specific 
heat at constant pressure per unit mass of species i. In order to rewrite the heat flux vector in 
terrus of the enthalpy gradient, we introduce the mass weighted specific heat by: 

n 

cp = L Y;cp,· 
i= I 

(1.16) 

Using the definition of the enthalpy ( 1.14) and the detinition of the specific enthalpy ( 1.15) we 
may write: 

n 

dh = CpdT + Lh;dY; , (1.17) 
i= I 

and thus: 
n 

"ilh=cpVT+ Lh;VY;, ( 1.18) 
i=l 

so that the heat flux vector q becomes: 

À n ( À) q = --"ilh- Lh; pD;-- VY;, 
Cp i=l Cp 

( 1.19) 

where we substituted Fick law's for the diffusion flux (1.6) and neglected thermal diffusion . 
Since energy dissipation by viscous forcesis relatively smal!, the term r : ("ilv) in the differ­
ential equation for the enthalpy ( 1.12) is neglected. Furthermore, pressure gradients are of mi­
nor importance in the energy balance because flow veloeities are much lower than the speed of 
sound. As pressure variations are smal! compared to the atmospheric pressure, the pressure may 
therefore be assumed to be constant and may be derived from the ideal gas law: 

p = pRT/M, ( 1.20) 

with M the average molar mass and R the universa! gas constant. Pressure effects can be ne­
glected in the energy equation si nee they are expected to be small due to the low flow velocity, 
the differential equation for the enthalpy reads: 

p ah+ pv. "ilh = v. (~vh) +"iJ. (th; (pD;- ~) VY;). 
at Cp i= l Cp 

The diffusion term can be simplified by introducing Lewis numbers Le;, defined by: 

À 
Le;=--. 

CppD; 

( 1.21) 

( 1.22) 

lf the Lew is numbers are assumed to be constant, the ratio of heat and mass transport by diffu­
sion is constant. Substitution of (1.22) in eq. (1.21) yields: 

pah +pvVh- V. (~vh) ="iJ . (~ th; (-1. -1) "ilY;) . at . Cp Cp i = l Le, 
( 1.23) 
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This is an non-stationary conveelion diffusion equation for the enthalpy with a souree term in 
the right-hand-side. If the convection diffusion equations of the species (1 .7) are substituted in 
the right-hand-side of eq. (1.23) it can beseen that the souree term of the enthalpy contains the 
chemica! souree terrus of the species. If all Lewis numbers are equal to one, the souree term 
is equal to zero. Then the heat flux due to temperature gradients is cancelled by the heat flux 
due to enthalpy transport through d.iffusion of the species. In reality the Lew is numbers of most 
species are close to unity, only the Lewis numbers of Hand H2 deviate strongly from 1. 

This set of equations complete the set of equations which describe the transport of mass, 
momenturn and energy in chern.ically reacting flows . 

1.2 Chemistry 

If a mixture contains chemically reacting species, con servation equations for each of the com­
ponents have to be considered. These equations are coupled by the chern.ical souree terms. Be­
fore presenting the general expression for the chern.ical souree term, the contribution of only 
one specific reaction is considered. The following reaction is chosen as an example: 

0 2 + H--+ OH+ 0. (1 .24) 

As a result of this reaction, concentrations of species 0 2 and H will decrease and the concen­
trations of OH and 0 wiJl increase in time. The number of molecules that react depends on the 
concentrations of species 02 and H. The forward reaction rate r{ of reaction (1.24) is defined 
by: 

( 1.25) 

where [ 0 2 ] denotes the concentration of species 0 2 and k{ the elementary reaction rate coeffi­
cient. The index f indicates that the forward reaction is considered. 

Fora homogeneaus system, the concentrations of the species considered herechange in time 
due to this reaction according to: 

d[OH] d[O] d[02l d[H] 1 
----;[! = dr = ---;Jt = - dt = r, (1.26) 

The elementary reaction rate coefficient is usually written in aso-called Arrhenius form: 

k( = A(Tb{ exp(-E{/RT), ( 1.27) 

where A{ and b{ are reaction constauts and E{ the activation energy. In genera!, the species 
may react also in opposite direction: 

02 + H <-OH+ 0. (1.28) 

The reaction rate of this backward reaction is given by rf and the net reaction rate of reaelions 
(1.24) and ( 1.28) is given by r1 = r{ - rf ; 

( 1.29) 



8 Chapter I. Introduetion 

If the reaction is in chemical equilibrium the reaction rate r1 is zero, so that: 

[OH][O] _ k{ _ K 
[02][H] - kf - I' 

( 1.30) 

with K1 the equilibrium constant of the reaction. The equilibrium constant can be derived from 
the thermo-dynamic properties of the species 0 2 , 0, OH and 0. How this is done fora general 
reaction is explained later on. 

In general a chemical reaction j can be written as follows: 
11 n 

l:V:1A; ~ L:v;jA;, (1.31) 
i=l i=l 

where A; represents the symbol of species i and viJ = v;j - v;1 are the stoichiometrie coeffi­
cients of reaction ). If they are negative, they indicate the number of particles that disappear in 
the elementary reaction, otherwise they indicate the number of particles that are formed. If the 
concentratien of species i is not changed by reaction j, the stoichiometrie coefficient is equal to 
zero. For reaction (1.24) the stoichiometrie coefficients v; 1 for 0 2 , H, OH and 0 are equal to 
-1, -1, 1, 1, respectively. 

The reaction ra te for the general reaction ( 1.31) is given by: 
n n 

'J = kf n ([A;])"i;- k~ n ([A;])"i)' (1.32) 
i= I i=l 

where [A;] denotes the concentratien of species A; . 
In a chemically reacting system the souree term, as it appears in the conservalion equations 

of the species ( 1.2), contains the contributions of all chemica! reactions: 
11, 

Pi = M; L TjViJ· 

}=I 

(1.33) 

with M; the molar mass of species i and nr the number of chemical reaelions in the system. 
For most reactions the reaction constants and activation energy which appear in the Arrhe­

nius expressions (1.27) for the forward and backward reaction rate coefficients kf and k~ can be 

found in literature. However, the equilibrium constanis K1 = kf Ik~ are well defined by therma­
dynamie properties of the species which are involved in the reaction [Str84]. The computation 
of the reverse reaction ra te by k~ = kf I K1 gives a much more accurate prediction of the chemical 
equilibrium composition. The equilibrium constanis are given by [Kee91] : 

(1.34) 

where Kl is given by the change in entropy t:;.s1 and enthalpy t::,.h1 by reaction j, where we 

introduced s and h denoting the entropy and enthalpy given in Joule per mole, to distinguish 
them from s and h denoting the entropy and enthalpy given in Joule per unit mass . 

p (t::,.s1 û11) K . =exp ----
1 R RT ' 

( 1.35) 
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where 
D.ij - n !.i 
71 -LViJR• 

i=l 
• n -
~-"" .. .!!L RT - L V,J RT' 

i=l 

9 

( 1.36) 

The enthalpies and entrop i es of the individual species are approximated by a sum of log-functions 
and polynomials in T, whose coefficients can be found in tables [Kee91]. This also holds for 
the specific heat. The expressions are given by: 

- 5 
s, L (T) +"" e" yk-1 + /i = eu n L :r=ï e7.i, ( 1.37) 

k=2 

- 5 
er, _ ""e .yk-1 
R-Lkl · 

k=l 

The coefficients are wel! tabulated in a thermadynamie database. 

1.3 Composition Space 

Until now, we used concentrations and mass fractions to describe the composition of the mix­
ture. Instead of these variables, male fractions and specific mole numbers are aften used. The 
male fractions X; are given by: 

X;= [A;] MI p, (1.38) 

and the specific mole numbers by: 

1/J; = Y;/M; = X;/M . (1.39) 

The specific mole numbers denote the number of mol es of species i per unit mass of the mixture. 
We u se the specific male numbers throughout this thesis. The u se of specific male numbers has 
the advantage that the mol ar masses do not appear explicitly in the differential equations for the 
species. Furthermore, the conservalion equations for the chemica! elements have a simplified 
farm in terms of specific mole numbers. The elements are the atoms from which the molecules 
of the various species are composed. Sirnilarly as done for the species we can define specific 
element male numbers: 

(1.40) 

where ZJ indicates the mass fraction of element j and w1 the rnalar mass of element j. The 
hydracarbon/a ir mixtures discussed in this thesis consist of only four elements: C, H, 0 and 



10 Chapter 1. Introduetion 

N . In general, the number of elementsis given by n,. The specific element mole numbers are 
obtained from the specific mo1e numbers of the species by: 

" 
X}= LILJi~i · 

i= I 

(1.41) 

where the IJ-Ji denote the element composition coefficients. These element composition coeffi­
cients denote the number of atoms of kind j in species i. From the definition of IJ-Ji it is clear 
that the rnalar mass M; of species i is given by: 

M;= tiLJiwJ. 
}=I 

(1.42) 

As the mass fractions of all species sum to one, the following relation for the specific element 
mole numbers can be derived: 

(1.43) 
i=l i=l i=l }=I }=I 

which states that "t ZJ = 1. If equation ( 1.41) wou1d be written in terms of mass fractions, the 
}=I 

element composition coefficients would be equal to the ratio of the molar masses of the species 
and the elements. The u se of specific mole numbers, however, provides that the coefficients IJ-Ji 

have integers values. 
The composition of a mixture is given by the specific mole numbers of all species: ~1 , • • • , ~". 

In vector notatien this can briefty be written as rf> = (~1 • • • ·, ~"l. The differential equations 
for a homogeneaus system in vector notatien read: 

drf> d " ( )" p- = zag l/M1, · · ·, 1/ M" p 
dt 

(1.44) 

with chemica! souree term p = (p1, • • • , p") T_ This souree term itself can be written in terms 
ofreaction veetors vk> using (1.33): 

(1.45) 

The vector notatien is associated with the description of the mixture in the so-called campo­
sitien space. Defining basis veetors which correspond to the species, the specific mole numbers 
(~ 1 • ···,~")are the coordinates in this composition space. Areaction vector indicates in which 
direction the composition will change by that reaction. How fast a composition will change in 
the direction of such areaction vector is indicated by the reaction rate r;. A complex reaction 
process will be controlled by many reaelions as given by ( 1.45). The direction in which the 
composition will change depends on the magnitude of the reaction rates r 1, • • ·, r", . As these 
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reaction rates change in time or space, also the reactions that detennine the progress of the pro­
cess and the direction of the process change. Therefore, the reaction path may have a complex 
shape. 

In vector notation the conservalion equations of elements ( 1.41) becomes: 

( 1.46) 

with ,_" J the element composition vee tors. As the elements are conserved in elementary reactions 
it cao be shown that: 

(1-'J· vk) = 0. (1.47) 

This holds for all reactions k and elements j. Equation (1.47) indicates that all reaction veetors 
are perpendicular to all element composition vectors. The reaction souree term vector p is a 
linear combination of elementary reaction vee tors, as given by ( 1.33), and is also perpendicular 
to the element composition vectors: 

( 1.48) 

As the chemica! souree term vector is perpendicular to the element composition vectors, the 
element composition veetors define directionsin composition space in which no movements due 
to chemica! reactions are possible. Only diffusion effects may change the specific element mole 
numbers. Therefore, movements in composition space due to chemica! reactions are restricted 
to a Jower (n - n.) dimensional subspace, the so-called reaction space. The complementary 
part of this reaction space in composition space is spanned by the element composition vectors. 

Example 

We end this section with an exampJe in which the properties defined above are illustrated. Sup­
posewehavethefollowingspecies: 0 2 , H, OH, 0, H2 , H20, H02 sothatthenumberofspecies 
nis 7. The species are composed of two elements 0 and H, thus n, = 2. The natura! basis 
veetors of the composition space are ordered in the same way as the species are presented. Fur­
thermore, if we consider the following reaction: 

02+H~ OH+O. (1.49) 

the specific mole number vector cf>, reaction vector v and the element composition veetors 1-'o 
and ,_" H are given by: 

1/>o, -I 2 0 
cPH -1 0 I 
4>oH 1 1 

4> = 4>o . v = . 1-to= I . i-tH= 0 ( 1.50) 

if>H, 0 0 2 

cPH,O 0 2 

4>Ho, 0 2 

lt is easy to see that (~-t0 • v) = 0 and (1-'H · v) = 0, as required by (1.47). 
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1.4 Modelling of Flames with Complex Chemistry 

To model larninar cambustion processes the previously presenled conservation equations for 
mass, momenturn and energy for the averaged mixture properties have to be solved. Further­
more, for each species a conservalion equation has to be considered. Solving this set of equa­
tions is the key problem in cambustion modelling. As the number of species for methane/air 
flames is at least 16, these are not only a lot of equations, but the equations for the various species 
are also strongly coupled by the chemica! souree terms. The chemica! souree term contains a 
wide range of time scales T:k = MP arising from the various chemical reactions. This implies 

'• that the set of equations is stiff. In practice, this means that the differential equations for the 
species have to be solved by use of implicit techniques, which leads to a large set of linearized 
algebraic equations. An aften used technique to solve thesetof non-linear equations is New­
ton's method. This method requires the computation of a Jacobian matrix which is a very CPU 
intensive task. The computational effort to compute a Jacobian matrix is proportional to the 
square of the number of variables. In spite of the increasing speed of computers it is still not 
possible to compute flames in more-dimensional practical burner geometries using complex re­
action schemes within reasanabie time. Therefore, much attention has been devoted recently to 
the development of methods to reduce the number of variables that have to be solved tagether 
with the flow equations. Several approaches to reduce the reaction mechanism are described in 
the next section. In section 1.6 the approach which will be foliowed and problems encountered 
with the application of the various techniques wiJl be sketched. 

1.5 Reduced Chemical Models 

The easiest way to reduce the reaction system is the eliminatien of less important species and 
reactions, by which the reaction path is hardly influenced. The gain ofthis elimination, however, 
is limited. For instance, the minimum number of species of a methane/air reaction mechanisms 
that gives appropriate results is 16. If, however, information about NO formation is desired, the 
number of species is much larger (about 27). To reduce the number of variables further, other 
reduction methods have to be used. 

The computational effort can be reduced further by splitting the reaction mechanism into 
two groups of species. One part of the reaction mechanism is solved tagether with the flow 
equations. The second part can be treated in a variety of ways. In fact, splitting the reaction 
mechanism and decoupling of one part, is the basis of all subsequent reduction techniques. The 
differences between the various approaches are found in the methad to separate the reaction 
mechanism. It is clear that the computational effort depends on the number of species which 
are solved tagether with the flow equations and on the computational effort necessary to solve 
the second group of species. If, for example, the equations of the second group of species are 
solved by using an implicit method, the maximal reduction ofthe computational effort to obtain 
the Jacobian matrices is a factor of two4 . Such a decoupling of species could, however, imply an 

4Note that the computational effort is proportional to the number of species squared. lf the reaction mechanism 
is split into two groups of the same si ze, the computational effort is proportion alto 2 * (n/ 2)2 = n2 /2 
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increase of the number of necessary iterations. Therefore, decoupling the species and solving 
the equations, by an implicit metbod does not give much computational benefits. More sophis­
ticated reduction methods which decouple a special part of the full system will be considered 
in the following. 

As the original set of differential equations is stiff, the best way to reduce the reaction mech­
anism is to remove part of the stiffness. Th is, however, implies a modification of the equations. 
To remove fast time scale processes and therefore also to reduce the stiffness of the equations, 
we have to study the reaction system in more detail. 

The stiffness of a chemica! reaction system fincts its origin in the wide range of time scales 
of the system. In a chemica! reacting system many species and reactions are involved and the 
reaction rates may differ several orders of magnitude. The progress of a cambustion processes 
is determined by indispensable slow reactions. If the time scales of the chemica! souree term 
are compared with the range of physical time scales, observed in real cambustion processes, it is 
seen that the range of physical time scales associated with conveetien and diffusion processes 
is much smaller than the range of chemica! time scales. The range of physical and chemica! 
time scales is sketched in Figure l.I. The chemica! souree term contains some fast time scale 

Chemica! time scales 

1 o·8 s 

Physical time scales 

Figure 1.1: Typ ie al ranges of chemicaland physical time se ales 

processes, whereas in practice the entire reaction process is much slower. This means that reac­
tions which correspond to smal! time scales will be in partial-equilibrium soon after initiatien 
and wiJl remain in partial-equilibrium during the subsequent cambustion process. This implies 
that movements in certain directions in reaction space are more or Jess frozen. As soon as the 
fastest reaction groups are relaxed towards a steady-state situation, the cambustion process wiJl 
effectively take place in a low-dimensional manifold. If we could describe this manifold, a re­
duced model of the chemica! system could be associated with movements on this manifold. This 
model describes the evolution corresponding to relatively large time scales, while processes as­
sociated with small time scales are assumed to be in steady-state. As this manifold is a subspace 
of the reaction space it can be described by a reduced number of variables. 

The key problem of reducing reaction mechanisms is to identify the fast and slow processes. 
Several approaches wiJl be considered in the next subsections. First, Conventional Reduction 
Methods, as introduced by Peters et al. [Pet9l] to reduce areaction system will be considered. 
These methods are based on partial-equilibrium assumptions for some reaelions and steady­
state assumptions for some intermediale species. A Mathematica! Reduction Metbod wiJl also 
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be treated. This method, developed by Maas and Pope [Maa92], separates the chemica! souree 
term in fast and slow reaction groups and assumes fast reaction groups in steady-state. The 
decoupling in fast and slow reaction groups is obtained by using an eigenvector analysis of the 
Jacobian matrix of the souree term. The last reduction method which will be presenled is based 
onthefact that it is somelimes possible to decouple a group of species which are associated with 
slow processes ofthe reaction mechanism, totally. These speciescan subsequently be modelled 
in a post-processing method. 

1.5.1 Partial-Equilibrium Assumptions 

The most straightforward approach to identify the fast processes is to associate them with ele­
mentary reaelions with large reaction rates. It is relatively easy to define a time scale fora spe­
eitic reaction. This time scale may be written as: rk = pj(Mrk). The progressof the reaction 
process wiJl be limited by slow reaelions so that fast reaelions will be in partial-equilibrium. 
This means that the net reaction rate of the fast reaelions is smaJI, whereas the forward and 
backward reaction rates are large. If the fastest reaelions are known, the reaction rates can be 
set to zero, leading to algebraic equations. However, an important drawback of this methad is 
that the reactions which are important during the cambustion process change in time and space. 
Radicals are formed in an early stage of the cernbustion process, whereas they recombine in 
later stages. The reaelions by which radicals are formed and recombined are generally differ­
ent. Furthermore, in general there are more reacrions than species, so that the application of 
partial-equilibriums assumptions involves a selection of reactions. Knowied ge of chemica! ki­
netics is essenrial to choose the partial equilibrium assumptions appropriately. 

1.5.2 Steady-State Assumptions for Radicals 

In another approach the fast time scales are not associated with elementary reactions, but with 
species. Since radicals are formed and recombined fast, it is likely to associate fast processes 
with a group of reactions which form or destruct a radical. If a radical is formed by a eertaio 
reaction, the effect of this reaction will be cancelled immediately by an other reaction which re­
moves the radical. Th is means that the net souree term of a species will besmal I compared to the 
'production' p)+> and 'consumption' part ,o;-> (the net souree term is given by Pi= p)+>- p)->). 
The reaction mechanism can be simplified by introduetion of steady-state relations Pi = 0. In­
troduction of steady-state assumptions for several intermediale species means that the chemica! 
souree term vector p is frozen in eertaio directions. 

The application of partial-equilibrium and steady-state assumptions has been used in many 
applications [Smo91], [Pet93], [Som94]. In this thesis, steady-state assumptions for radicals 
are applied in a post-processing methad which is used to model the formation of NO in laminar 
premixed methane/air flames. This post-processing method wiJl be considered in subsectien 
1.5.4 and is described in detail in chapter 4. 
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1.5.3 Mathematica) Rednetion Technique 

A recently developed methad to reduce areaction mechanism [Maa92] tries to find out in which 
directions the souree term vector wil! reach a steady-state rapidly. The directions are not asso­
ciated with individual species or elementary reaelions and are not fixed throughout the cambus­
tion process as for the Conventional Reduction Method. These directions are obtained from the 
chemica! reaction system itself. The dynarnic behaviour of the chemica! souree term is studied 
by perturbing the composition in all possible directions. The specific mole numbers for each 
species are changed and the effect on the chemica! souree term is examined. In this way the 

Jacobian matrix of the souree term ;~ is evaluated and in chapter 2 it will be shown that the 

eigenvalues of this Jacobian matrix are associated with the typical chemica! time scales of the 
chemistry. The corresponding eigenveetors are associated with reaction groups. Subsequently, 
steady-state assumptions are introduced for fast reaction groups; only slow reaction processes 
remain. The methad estimates the fast and slow reaction groups, locally. Therefore, the reduced 
reaction mechanism will be optima! at every stage in the reaction process. This Mathematica] 
Reduction Technique (which delermines Intrinsic Low-Dimensional Manifolds) is more com­
plicated than Conventional Reduction Methods because of the fact that the eigenvectors, the 
reaction groups and the steady-state equations are notconstant throughout the cambustion pro­
cess. 

1.5.4 Complete Decoupling of a Group of Species 

In the previous subsections, we considered methods to reduce the stiffness of the reaction sys­
tem by applying partial-equilibrium or steady-state assumptions for either reactions-, radicals 
or reaction groups. If a reaction mechanisms contains a large number of species, the computa­
tional effort for solving a cambustion process with a detailed reaction mechanism can also be 
red u eed considerably by decoupling a group of species from the mechanism. One group of ma­
jor cambustion species is first solved tagether with the flow equations, while the second group 
of species is solved in a post-processing step. If this strategy is followed, the inftuence of the 
second group on the first group should be smal!. This means that at least the mass fractions of 
the species which are solved in a post-processing step must be smal!. Moreover, these species 
may not be essential for the cambustion process. However, the question arises which species 
are suitable to be decoupled. Furthermore, why should species with very low mass fractions, 
which arenotessen ti al for the cambustion process, be modelled at all? The answer can be found 
from the fact that some species are associated with pollutant emission and accurate prediction 
of the mass fractions of these species is essen ti alto design clean bumers. For instance, complex 
reaction mechanisms are necessary for an accurate predietien of NO x formation. The concept 
of solving NO formation in a post-processing step is used in chapter 4. 

1.6 The Application of Reduced Reaction Mechanisms 

In the following chapters the above mentioned reduction methods will be discussed in more 
detail. To give the reader an impression of the approach which is foliowed and the problems 
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encountered, a brief outline of the approach and problems associated with the application of 
the methods wiJl be given finally. 

The u se of red u eed reaction mechanisms implies that the differential equations fora reduced 
number of variables have to be solved in flame calculations. Furthermore, the steady-state or 
equilibrium relations have to be treated mathematically and numerically. In principle, the entire 
set can be solved by an implicit method, like Newton. However, not much computational gain 
can be achieved. Si nee the reduction methad implies a decrease of the stiffness of the system, 
the steady-state equations can be solved by faster explicit methods. However, the equations are 
stillnon-linearand convergence depends on the specific cambustion problem considered. Fur­
thermore, an often observed additional problem is that the steady-state or partial equilibrium 
assumptions are not wel! defined for low temperatures. This may cause computational prob­
lems: some radical concentrations tend to become infinite or to have negative values. 

Sametimes it is possible to truncate the set of steady-state assumptions. This means that 
the steady-state relation of one species is rewritten so that it depends on previous computed 
species only. The set of steady-state species can be solved in one computational step so that 
the computational gain is large [Pet93] [Som94]. A drawback is that the truncation of the set 
of steady-state relations is a complicated task and is often not possible. A truncation can then 
be enforced, by modifying the steady-state equations. However, this introduces inaccuracies in 
the solution. 

In turbulent cambustion modeHing it is common practice to solve the steady-state equations 
as a function of some progress variables and store the salution in look-up tables. The progress or 
control variabie should be a variabie that changes monotonously during the cambustion process. 
For instance, the mass fractions of the fuel, H20, C02 are suitable control variables. For an nc 
red u eed scheme, nc progress variables are introduced. This approach of using look-up tables is 
also applied in the Mathematically Reduction Technique, because a relatively large amount of 
time is necessary to obtain the fast and slow reaction groups from an eigenvector analysis of the 
chemica! souree term. 

The drawback of look-up tables is that they can become very large if the dimeosion of the 
reduced scheme increases. However, the slorage capacity of modern computers increases con­
tinuously while the price per mega-byte decreases rapidly. 

In order to model flames with the reduced mechanism, differential equations have to bede­
rived from the complete set of differential equations. As the reduced scheme may be consid­
ered as a low-dimensional manifold in the higher dimensional reaction space, the transformation 
from n differential equations of the species into nc differential equations for the control variables 
is a projection method. For conventional reduced mechanisms, with steady-state assumptions, 
the projection is easy. In this case no variations in the direction of the steady-state species are 
possible and these directions remain constant throughout the cambustion process. Therefore, 
the projection filters the effect of steady-state species out. The remaining differential equations 
are the differential equation for the non steady-state species. If the Mathematica! Reduction 
Technique is used, the projection is more complicated because the slow reaction groups are not 
constant. How these differential equations for the control variables are derived, can be found in 
chapter 2. 

Finally, one may wonder how accurate these reduced mechanisms are. In principle, the di-
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mension (number of different.ial equations) of the reduced scheme is chosen beforehand. Note 
that it is not possible to determine the most appropriate di mension of the reduced mechanism 
in advance. This holds for conventional (CRM) as well as for the mathematica! (MRT) reduc­
tion methods. Comparison with detailed computations for simple burner geometries should 
prove that the reduced scheme is appropriate. The Mathematica! Reduction Technique, how­
ever, makes it possible to examine the eigenvalues on the manifold, which are repcesenting the 
chemica! time scales. These time scales can be compared with the time scales of conveelion 
and diffusion. This gives an indication whether the reduced scheme will be appropriate or not. 
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Chapter 2 

Mathematical Rednetion Technique 

Several techniques to reduce chemica! reaction mechanisms have been introduced in chapter I . 
In the present chapter, we focus on the Mathematica! Reduction Technique. Th is method, intro­
duced by Maas and Pope [Maa92] is basedon the existence oflntrinsic Low-Dimensional Man­
ifolds (ILDM) in reaction space. These manifolds are subspaces in composition space where 
only slow processes take place: the fast processes are in steady-state. As a result these man­
ifolds wil! have the property that they attract reaction trajectories. Reaction paths found from 
detailed computations of reaction processes will praeeed towards this manifold fast, while the 
subsequent movement on the manifold is much slower. A reduced model of a complex reac­
tion mechanism is associated with movements within this manifold. As mentioned before, the 
manifold is characterized by slow reaction groups of the chemica! souree term. The full chem­
ica! souree term is separated into fast and slow reaction groups using an eigenvector analysis of 
the Jacobian matrix of the chemica! souree term. As this eigenvector analysis is a computation­
ally intensive task, the manifold is computed befere the actual flame modelling. To this end, the 
manifold is parameterized by a number of control or progress variables. For discrete values of 
these control variables, manifold compositions are computed and stored in a data base. For the 
actual modeHing of the cernbustion processes, differential equations for the control variables 
are solved together with the flow equations. These equations are derived from the complete set 
of differential equations for the species. During the flame computation the manifold map is used 
to obtain the mixture composition by use of an interpolation method. 

The mathematica! basis of the reduction technique is presenled in sectien 2.1 . The govern­
ing equations which define the manifold, are derived from the steady-state relations. Next, the 
solution method used for solving these equations is treated. The application of the mathemat­
ically reduced reaction mechanism is presented in sectien 2.2. Differential equations for the 
control variables and the specific element mole numbers are derived. Numerical aspects ap­
plied for the computation of the manifold data base are presenled in sec ti on 2.3. In this sec ti on 
the solution procedure and the generation of the locally refined grid for the manifold and the ex­
tension of the algorithm for implementation on parallel computers is treated. Furthermore, the 
linearization, discretization and interpolation methods, which are used to model flat flames, are 
also presented in section 2.3. As the mathematically reduced reaction mechanisms can be used 
for modeHing turbulent cernbustion problems too, the concept of modeHing turbulent tJames is 
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explained brieftyin sectien 2.4. Results of a number of applications ofthe reduction method are 
presenled in chapter 3. An example where the Mathematica] Reduction Technique is applied to 
a simple reaction mechanism is presenled in Appendix A. 

2.1 Mathematical Rednetion Technique 

To reduce the chemica! reaction system, it is sufficient to consicter the differential equations of 
the various species. The con servation equations of the species ( 1.7) in terms of specific mole 
numbers (</J; = Y;/ M;) are given by: 

aljJ; 
p- + pv .V</J;- V.(pD;Vr/J;) = pw;. at (2.1) 

The chemica) souree term of species i is now written as: w; = P~;. To study the chemie al nature 
ofthe reaction system the convective and diffusive termsin eq. (2.1) can be omitted for the time 
being, so that the differential equations fora homogeneaus time-dependent system remain: 

dep; 
-=W· dt ,. (2.2) 

To obtain knowledge about fast and slow processes, the souree term w = (w1, · · ·, wn)T is lin­
earized around a reference composition rp0 : 

(2.3) 

where J = (~;) 4>0 denotes the Jacobian matrix ofthe souree term. Substitution of (2.3) in eq. 

(2.2) gives: 

(2.4) 

The local characteristics of the system can be examined by transforming these equations into 
the basis of eigenveetors of the Jacobian matrix. The eigenveetors s; are defined by: 

Js; = À;S;, (2.5) 

with À; the eigenvalues of the Jacobian matrix. If wedefine the transformation matrix by S = 
(s 1, · · ·,Sn), assuming that J is diagonisable, we obtain from the definition of the eigenvectors: 

JS =SA, (2.6) 

where A= diag(À 1 , • • · , Àn), only the diagonalelements ofthe latter matrix are non-zero. Mul­
tiplication of (2.6) on the left by s- I yields: 

A = s- 1JS. (2.7) 
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No te that the eigenvalues and eigenveetors may be complex quantities in genera!. We wil! asso­
ciate reaction groups with eigenveetors and define steady-state relations in terros of eigenvec­
tors, which is only meaningful if these reaction groups are real . In the next seetion we wil! dis­
cuss how a modilied eigenvector basis, consisting of real valued vectors, is constructed. Here, 
however, the eigenveetors may be complex. 

Writing the specific rooie numbers in the eigenvector basis as~; and using the transformation 
4J = s~. the linearized equations for the homogeneaus system in the basis of eigenveetors are 
given by: 

(2.8) 

No te that the time dependency of the eigenveetors is not taken into account, since we consicter 
the linearized system. As a result of the transformation into the basis of eigenveetors, the dif­
ferential equations in eq. (2.8) are deccupled and the solutions are given by: 

Ao 
A AÛ ÛJ;(4J) 

cf>; = cf>; + -- (exp(À;t) - I). 
À; 

(2.9) 

Consictering (2.9) we may conclude the following about the typical time scales of the reaction 
system. If the absolute value of an eigenvalue is smal!, thus (I À; I < < I), the exponent may be 
written as exp(À;t) = 1 + À;t, so that: 

A Ao 
ifJ;-ifJ; =W;I, (2.10) 

indicating that the typical scales are given by ljw;. On the other hand, ifthe absolute value of 
the real part of an eigenvalue is large, the typical time scale is found from the exponent: 

r; = 1/l'l(e(À;)I. (2.11) 

From the expressions (2.1 0) and (2.11) for the typ i cal time scales of the chemica! souree term the 
following can be concluded. If the magnitude of an eigenvalue is large, movementsin the direc­
tion of the corresponding eigenvector wil! praeeed fast. The larger the magnitude of the eigen­
value, the faster the process wil! be. Further we can distinguish different ways of behaviour. 
First, processes which correspond to negative eigenvalues will extinguish and will arrive in a 
steady-state situation finally. Processes which correspond to eigenvalues with a large imagi­
nary part have an asciilating behaviour and processes which correspond to positive eigenvalues 
will notrelax towards a steady-state situation either. Finally, some eigenvalues may be equal to 
zero. The corresponding eigenveetors are associated with conserved quantities (we show this is 
the next paragraph). 

Having considered the behaviour of the reaction groups depending on the eigenvalues, it can 
be concluded that the introduetion of steady-state equations is most suitable for reaction groups 
corresponding to eigenvalues with large negative real parts. Note that all eigenvalues must be 
zero or negative at the equilibrium point, where <!!;- = 0. When cambustion processes are stud­
ied, it can be observed that most eigenvalues have negative real parts while the magnitude is 
large. This was shown by Maas and Pope for carbonmonoxide/hydragen-air reaction systems 



22 Chapter 2. Mathematica! Reduction Technique 

[Maa92] and wil! be shown in chapter 3 for hydragenfair reaction systems. The existence of 
many eigenvalues with large negative real partsis essential in order to reduce the reaction mech­
anism by the Mathematica! Reduction Technique. 

In the following, we show that conserved quantities correspond to eigenvalues which are 
zero. As indicated by eq. (1.48) the specific element mole numbers are conserved quantities. 
The element composition veetors /-t; are left eigenveetors of the Jacobian matrix; this can be 
seen by considering: 

.. . ~) iltJ>, 

~ 
ilrJ>, 

( (/-t;. :; ), ... , (/-t;. :;,, ) ) = (a!, (/-t;. w), .. . , a!n (/-t;. w)) = oT, (2.12) 

which is the definition of a left eigenvector with À; = 0. As there are n, elements there have to 
be at least n, eigenvalues which are equal to zero. 

If the eigenvalues are arranged in such a way that the eigenvalues with the highest index 
correspond to fastest damping reaction processes, the steady-state equations can be formulated 
easily as: 

dr/J; - 0 . - + + I df- , I- nc n, , · · · , n, (2.13) 

where nc denotes the dimension of the reduced reaction mechanism. This can be achieved by 
ordering the eigenvalues in deseending order of real part: 2(e(À 1) :::: • • • :::: !l(e().n ). No te that 
this ordering implies that only fast processes which correspond to negative eigenvalues are as­
sumed to be in steady-state. Moreover, we assume that there are enough eigenvalues with large 
negative real parts. 

To obtain the steady-state relations in the original basis we transfarm Eq. (2. 13) using the 
transformation matrix s-I which may be written as: 

(2.14) 

where obviously the sf denote the left eigenveetors of the Jacobian matrix, i.e., 

(2.15) 

so that: 
s-IJ =As-~. (2.16) 

From S and s- 1 we obtain the following relation for the right and left eigenvectors: 

(2.17) 
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The transformation from the basis of eigenveetors to the original basis is given by ;p = s-1 </>, 
so that the steady-state equations (2.13) become: 

(sf,w)=O, i=n,+nc+l, · ··,n, (2.18) 

These steady-state relations define a low-dimensional manifold in composition space in terms 
of the left eigenveetors of the Jacobian matrix of the chemica! souree term, where only slow 
reaction processes take place. Note that the definition of the manifold is only meaningful if the 
Jacobian matrix, and therefore a1so the eigenveetors, will nol change too much if the system is 
disturbed. 

The formulation of the steady-state assumptions (2.18) is different from the definition of 
Maas and Pope [Maa92], who use an orthorrormal basis to define the steady-state equations. 
In section 2.1.2 it will be shown that both approaches willlead to the same results. First, the 
treatment of complex eigenvalues and eigenveetors will be considered in more detail. 

2.1.1 Complex Eigenvalues 

As already mentioned, the eigenvalues are complex in genera!. When a pair of complex eigen­
values is detected, a slightly different approach will be followed. The real and imaginary parts 
of the complex eigenveetors are used to create a modified real basis (S). This modified basis is 
composed as follows. 

Splitting the complex eigenvalues and eigenveetors in real and imaginary parts À; + iÀ;+1 
and s; + is,+ 1 with À;, À;+ 1, s; and s;+ 1 real, we may write: 

(2.19) 

lt should be noted that the complex conjugate of an eigenvector of the Jacobian matrix is also an 
eigenvector of the Jacobian matrix. Also the corresponding eigenvalue of the latter eigenvector 
is the complex conjugated of the original. Therefore, we also have: 

(2.20) 

Equations (2.19) and (2.20) may be combined into the following real equations: 

and 
Jsi+, = À;s; + À;+,si+l· (2.21) 

If the ilh eigenvalue is complex, we rearrange the eigenveetors so that the (i+ 1 )th eigenvector 
is the complex conjugale of the ilh eigenvector. In the modified eigenvector basis S, defined by 
the basis veetors (s,, .. . , s"), the Jacobian matrix has the following form: 

À; -À;+( 

À.;+l À; 
(2.22) 
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with 2*2 blocks on the diagona1 for every pair of complex eigenvalues. We can do the same 
for left eigenveetors to construct the matrix s-1 as given by (2.14). This, however, does not 
guaranty that S- IS = I. Therefore, the right and Ie ft eigenveetors are redefined in such a way 
that (s f, s j) = 8ij. In the remainder of this thesis the eigenvalues and eigenveetors are denoted 
by À; and s; instead of À; and s; for reasons of simplicity. Then À; is either a real eigenvalue or 
the real or imaginary part of a complex eigenvalue. 

2.1.2 Orthonormal Basis 

Instead of the basis of left eigenveetors an orthonorma1 basis, called Schur basis, can be used 
to define the steady-state equations for the fast reaction groups. This is the approach followed 
by Maas and Pope [Maa91]. An orthogonal transformation (real) matrix Q is defined in such a 
way that the Jacobian matrix in the new basis Z = Qr JQ becomes an upper-triangular matrix, 
with 2 * 2 blocks on the diagonal, in case of complex eigenvectors: 

( 

Z11 Z12 · · · Z in J 
0 Z22 · · · Zz Z= n . . . . ' . . . . . . . . 
0 0 Znn 

(2.23) 

with zu = 0 for j < i. Note that Q-1 = Qr because Q is orthogonal. For real eigenvalues the 
diagonal elements are equal to the eigenvalues: Z;; =À;. The eigenvalues are ordered in the same 
way as described in the previous sectien and the steady-state equations are defined sirnilarly: 

(q!, w) = 0, i = n, + nc + I, · · · , n. (2.24) 

The steady-state equations for the orthogonal reaction groups give the same low-dimensional 
manifold as the steady-state eqs. (2.18) for the basis of eigenvectors. I.e. one can go from (2.18) 
to (2.24) by merely changing basis . To show this, we construct an orthonormal basis using the 
left eigenveetors and wil! show that this basis is the Schur basis. 

An orthonormal basis Q = (q1, • • ·, qn) can be constructed from the left eigenveetors by 
using the Gramm-Schmidt orthogonalisation method: 

Sf - t (Sf .vqi 
}= 1+1 q; = ,----'-- - --, 

s}-- f. (S}-.q ilqi 
j = i+ l 

(2.25) 
i= n-l , · · ·,l. 

The construction of the orthonormal basis in this way implies that the veetors of this basis q; 
may be written as a linear combination of the (n- i+ I) last Ie ft eigenveetors sf, · · · , sf; : 

(2.26) 
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The coefficients aij can be derived from eq. (2.25). Substitution of eqs. (2.26) into eqs. (2.24) 
shows that (q;. w) = 0, for i > nc + n,, so that the steady-state relations for the orthonormal 
reaction groups lead to the same result as the steady-state relations for the left eigenvectors. 

Next, we have to prove that Z = Q r J Q is an upper-triangular matrix. From (2.26) it follows 
that qr is given by: 

qr =TS-1, 

with T a upper-triangular matrix, so we may write: 

which becomes using (2.16): 

with Z = TAT- 1 an upper-triangular matrix. 

(2.27) 

(2.28) 

(2.29) 

This proves that the orthonormal basis as used by Maas and Pope may be derived from eqs. 
(2.25) and that both definitions of the steady-state relations (2.24) and (2.18) lead to the same 
results. 

2.1.3 Solution Method 

Since the steady-state equations (2.18) depend on the local composition of the mixture, their so­
lution has to be calculated many times during ftame calculations leading toa high computational 
cost. This can be avoided by solving equations (2.18) befarehand and rnaicing a parameteriza­
tion of the manifold in the form of control variables cx 1, • • ·, ctn, . which describe the progressof 
the process on the manifold. In principle, the control variables may be any linear combination 
of the specific mole numbers of the species ct;= (€;. c/J), with €; a given vector. However, the 
control variables must be chosen in such a way that there exists only one manifold composition 
for each combination of the control variables. In Figure 2.1 e.g., the specific mole number cfJH,o 

~I 

Figure 2.1: The control variables should be chosen carefully to have only one manifold 
composition for every value of the control variables. In the example of this .ft gure cp H,o is 
a good choice and 1> H is a bad one. 

of H20 would be an appropriate control variable. However, if the specific mole number 1>H of 
H would be used as control variabie this would not lead to an unique mapping. 
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It has to be kept in mind that the specific element mole numbers (x1• • • ·, Xn). enthalpy h 

and the pressure p appear as additional degrees of freedom of the manifold as these may change 
by transport processes in the flame. In general therefore, the number of degrees of freedom of 
the manifold is equal to (nc + n, + 2), with nc the chosen number of control variables. 

Manifold compositions are calculated within a range of physically reasonable values of the 
parameters introduced above. Thesetof equations to be solved to calculate one point on the 

manifold for control variables a 1 • • • an,• specific element mole numbers x1 • • • Xn, . enthalpy href 

and pressure Pref• is formally given by the equation g = 0, defined as: 

g;=(e;.c/J)-a;=O. i = 1, .. .. nc. 

i= nc + I,···, nc + n,, 

g; = (sf, w) = 0, i = nc + n, + I, · · · , n, 
(2.30) 

gn+2 = P- Pref = 0. 

The first nc equations define the values for the control variables on the manifold, the subsequent 
n, equations indicate that the specific element mole numbers are fixed . The next nc equations 
are the steady-state equations for the fastest reaction groups. The last equations fix the enthalpy 
and pressure to the preselected values. 

To solve thesetof equations (2.30) a modilied Newton 's method is used. If this method is 
applied, thesetof equations (2.30) is linearized around composition <Po: 

g(</J) ~ g(</Jo) + G(cp- c/Jo) = 0, (2.31) 

where G is the Jacobian matrix of thesetof equations given by: 

G- (ag) 
- acp c/Jo. 

(2.32) 

This matrix can be derived from eqs. (2.30). According to these equations, the first nc rows of 
G, denoted ast;, are given by: 

t;=e;. i=l,· ·· ,nc. (2.33) 

The next n, rows of G are given by: 

(2.34) 

The last rows of G are given by: 

t; = (sf)TJ, i= nc +n, + 1, · · · , n, (2.35) 
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where the Jacobian matrix J of the souree term is used. The approximated solution of (2.31) is 
updated according to: 

(2.36) 

where fJ denotes a damping coefficient (0 < f3 :::: I). Fora linear set of equations one Newton 
step with ({3 = I) would be sufficient to obtain the solution. The set of equations (2.30), how­
ever, is strongly non-Iinear. Therefore, an iteration processes is needed. Since the convergence 
region ofNewton's method is rather small in practice, convergence can be enhanced by actding a 
pseudo-transient term to the equations. Note that not the full transient term is taken into account 
as we do notwant to soJve the evolution ofthe system; we only want to solve the steady-state re­
lations for the fastest reaction groups. In fact only a transient term for the fastest reaction groups 
is added. Hence, a time-stepping procedure will be followed for compositions <jJ0 outside the 
convergence region of Newton 's method. That the steady-state equations of (2.30) extended by 
a time-dependent term become: 

g; = (sf-, w- <P~~o) = 0 for i= nc + n, +I,···, n, (2.37) 

where 6.t denotes a (small) time step. Th is implies that the rows of G are changed into: 

I;= (s{-)TJ- (s{-, 8;)/ 6.t, i= nc + n, + 1, n, (2.38) 

with 8; a vector with Kronecker delta functions 8;1 as coefficients. The other equations in eq. 
(2.30) (for i = I, · · · , nc + n, ) are not modified. This set of equations is also solved with New­
ton's method for every time step. 

The strategy which is foliowed to extend the damped Newton method with a pseudo-transient 
term and the choice of the damping coefficient f3 and time-step magnitude 6.! is explained in 
more detail in section 2.3. There, we also explain how the locally-refined mesh for the mani­
fold is constructed. 

2.2 Application of the Mathematica} Rednetion Technique to 
Flat Flames 

In this section we describe how the reduction methad is applied to premixed flat flames. Since 
only stationary flames are considered, all time dependent terms are omitted from the governing 
differential equations. The continuity equation states that: 

pu=M, (2.39) 

where u is the flow velocity and M is the constant mass flow rate. Equation (2.39) eliminales 
the flow velocity as independent variable. 

As indicated in chapter l, the flow-veloeities are generally much lower than the speed of 
sound for deflagration processes, so that the pressure may be assumed to be constant. Hence, 
the pressure is eliminared from thesetof dynamic variables. The assumption that the pressure is 
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considered to be constant, eliminales the Navier-Stokes equation ( 1.8) from thesetof equations 
to be solved. 

The transport equations for the species in stationary flat flames are derived from eq. ( 1.7): 

M--- pD- =pw· forl=1 ··· n . drj}; d ( drj};) . 
dx dx 1 dx 1 ' ' • 

(2.40) 

We u se the energy equation in termsof the enthalpy, given by eq. ( 1.23). 

Mdh- ~(!:._ dh) = .!!.._!:._ th;(-1 - l)M;drj};, 
dx dx Cp dx dx cp i= l Le; dx 

(2.41) 

Hence, the number of independent variables for flat flames is n + 1 (the specific mole num­
bers of the species r/J; and enthalpy h). 

For the reduced scheme, the independent variables are the control variables, the specific el­
ement mole numbers and the enthalpy, so that the number of degrees of freedom reduces to 
nc + n, + I. The specific element mole numbers appear now as additional degrees of freedom 
although they can not change due to chemica! reactions. This implies that the change of the 
specific element mole numbers can not be predieled by the reduced reaction mechanism. They 
can, however, change through diffusion processes. The equations for these specific element 
mole numbers are derived in the next subsection. The equations for the control variables are 
derived in section 2.2.2. In section 2.2.3 we treat the projection of the differential equations of 
the species on the manifold, in detail. 

2.2.1 Differential Equations for the Specific Element Mole Numbers 

The differential equation for the specific element mole numbers are obtained from the definition 
of the specific element mole numbers eq. (1.41) and the differential equations for the species 
(2.40). 

. dx1 . d ~ d dr/J; 
M-d = M(~J-1 , -d 4J) = L...J"'J;-d (pD;-d ) + p(~J-1 , w). 

x x i= l x x 
(2.42) 

The term p(~J-1 , w) is equal to zero because elements are conserved in chemica! reactions as 
indicated by ( 1.48). After inlegration of (2.42) from Xref to x we arrive at: 

. ( ) (~ drj};) (~ drj);) M XJ(x)- XJ(Xref ) = f:liJ-pPD; dx x- f:l/J-JiPD; dx x,.., (2.43) 

If we substitute the Lew is numbers, defined by eq. ( 1.22), equation (2.43) may be written as: 

• ( 
11 

À drj};) ( n À drj}; ( I ) ) M(xj(x)- XJ(x,,r)) = LJJ-p-- + LJJ-p-- --I 
._1 Cp dx- ._1 Cp dx Le; ,_ x ,_ x 

(2.44) 
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U . ~ t!iL _ ( d4>) _ dx; . (2 44) . smg L.. J.L Ji dx - J-L J• Tx - Tx, we can rewnte eq. . as. 
i=l 

. À dx1(x) À ~ ( 1 ) [(d4>;) (d4>;) ] Mxj(x)----=- L.."f-LJ; -- 1 - - - + 
Cp dx Cp i=l Le; dx x dx ref 

(2.45) 

M. ·( ) À dxj(Xref) 
X1 Xref -- d , 

Cp X 

i.e. we obtain a first-order differential equation for XJ· The right-hand-side of this equation ap­
pears as a souree term. Furthermore, these differential equations for elements have the same 
farm as the enthalpy equation (2.41). If all Lewis numbers are equal to one (2.45) becomes: 

M. ( ) À dx,(x) _ M. ( ) À dx1(xref) 
XJ X - ~-----;J;- - XJ Xref - ~ dx · 

p p 
(2.46) 

These differential equations have an exponential solution. The specific element male numbers 
must be finiteat x ~ oo and x ~ -oo which implies that the specific element male numbers 
have to be constant throughout the entire domain; hence XJ(x) = x1(xref ). The specific element 
male numbers also remain constant through the entire domain if all Lewis numbers are equal 
(not necessary equal to one). Furthermore, if all Lewis numbers of species which include the 
element i (J.L Ji i= 0) are equal, the specific element male number ofthat element does not change. 
If the Lew is numbers of species which i nel u de the element i are not equal, the specific element 
mole number of that element may change. However, if the specific element male number of 
k elements are constant because of equal Lewis numbers, there are only n, - k - 1 additional 
degrees of freedom. This is due to the fact that sum of the element mass fractions equals one 

n, 
<I: W1x1 = 1), as given by equation (1.43). Thus if only the Lewis of species with include one 
)=I 

specific element deviate from the Lewis numbers ofthe other species, all specific element male 
numbers remaio constant. E.g. XJ = xj(xref ), for j = I, · · ·, n, if Le; = c, for i = 1, · · ·, n, 
except LeH i= c and LeH, i= c. 

Thus if equal Lewis numbers are used, the specific element male numbers disappear as in­
dependent variables, so that nc + I independent variables remain. In chapter I we have already 
seen that the enthalpy remains constant if all Lewis numbers are equal, but the enthalpy still 
remains an independent variabie for burner-stabilized flames, since the flame is caoled at the 
burner. The enthalpy will remaio constant in the down-stream part of the burner, but is not equal 
to the enthalpy of the unburned mixture. For adiabatic tJames the number of degrees of freedom 
is also nc + I as the mass flow rate M appears as independent variable. 

2.2.2 Differential Equations for the Reduced Reaction Mechanism 

Finally, we derive differential equations for the control variables for flat flames. First, the equa­
tions that describe the composition are described by a reduced number of variables. Subse­
quently, the differential equations for the species are projeeled on the manifold. 
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To describe the evolution of the process, lhe nc control variables, n, specific element mole 
numbers and the enthalpy are suftkient as the manifold gives the relation with the other vari­
ables. Therefore we may write: 4> = <f>(a 1, • • · , a"c, x1, ·· ·,x",, h) . Using this, the derivatives 
1f, which appear in eq. (2.40) can also be wriuen as 

(2.47) 

Since we consider a stationary one-dimensional system (flat flames), all variables a;, X; and h 
depend on the spatial coordinate x only. Suppose lhat all suitable control variables a 1 increase 
or decrease monotonously with x. Then, all variables may be considered as a function of a 1 
also for any fixed j . This means that we may write ~ = s~ ~x; = !!X!. ila; and !liJ. = ah '1"i. 

' 8x i)aj (}x' d.X •)Ctj t)X •)X naj i)x 

If we substitute these relations into eq. (2.47) we arrive at: 

d</J; d</J; da1 
dx = da1 dx · (2.48) 

Note that we have to use monotonously increasing or decreasing control variables, otherwise!!;. 
) 

could be zero. Thesecond-order derivatives are treated sirnilarly: For thesecond-order deriva-
tive of </J; we obtain, after substitution of eq. (2.48): 

cP</>; = .!!_ (d</J; da1) = (.!!..._ (d</J;)) da1 + d</J; d2a 1. 
dx2 dx da1 dx dx da1 dx da1 dx2 

The factor ~t; may be considered as a function of a1 only, so that we may write: 

d (d</J;) _ cP</>; da1 
dx da 1 - da] dx ' 

(2.49) 

(2.50) 

If we substitute eqs. (2.48), (2.49) and (2.50) into the differential equations (2.40), we obtain: 

Md</J; da1 _ dpD; d</>; (da1) 2 
_ pD; (d2</J; (da1) 2 + d</>; cPaJ) _ pw; = O. (2.51 ) 

da dx da da dx da2 dx da dx2 
J J J j J 

Si nee equation (2.51) holds for all i, we haven equations and only nc independent variables a 1. 

Th is is nota contradiction, because varia ti ons of the composition are restricted; the composition 
vector has to be in the manifold. 

Furthermore, the combustion processof the one-dimensional flame is a path in composition 
space. It starts at a position denoting the unburned mixture composition and ends at the equilib­
rium point. An example of areaction path describing a flat flame on a two-dimensional manifold 
is given in Figure 2.2. The direction of the path changes continuously during the combustion 
process. However, at every stage there is only one direction vector in which the composition 
changes. In other words, the process will change in the direction of the tangential direction 

vector dd~ (see Figure 2.3). Disturbances introduced for instanee by diffusion processes may 
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Figure 2.2: Flatjlame path on a two-dimensional manifold in composition space 

Figure 2.3: A disturbance wil! be projeeled on the tangential direction vector. 
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have a different direction. However, only the contri bution of the disturbance in the direction of 
the tangential direction vector is relevant. Moving in any other direction is not allowed. There­
fore, only the contributions of all terros in the differentiaJ equation within the manifold will 
be considered. One possible approach (which we followed) is to project the differential equa­
tions using the local tangential direction vector. Writing the differential equations as r = 0, with 
residuals r; = M~~ -fx (pD/J;)- pw;, the projection of the residuals in the direction of the 

loc al direction vector is defined by: r J = (r, ~?) t: I I t: 12, for j = 1, · · · , nc. No te that this is 
I I I 

a perpendicular projection. This projection method projects disturbances on the manifold along 
the shortest path, which will be perpendicular to the manifold. This projection method will be 
studiedinmore detailinsection 2.2.3. 

Since all variables may be written as function of only one variabie (for flat ftames), the tan-

gential direction veetors are given by ~?, for any choice of j. The differential equations for the 
I 

control variables are found by tal<ing the inner-product of r, where r; = 0 is given by eqs . (2.51 ), 

with each vector ~? teading to: 
I 

j =I,···, nc. (2.52) 

These equations are the differential equations which will be used for flat ftame computations 
with reduced mechanism. Note that these equations are obtained by projecting the original dif­
ferential equation of the control variables on the local tangentiaJ direction vector of the mani­
fold, since there is only one local direction vector for flat ftames. If the reduced reaction mech­
anism is applied to more dimensional tJames the projection is more complicated. 

The projection used here, is not the only possible projection. The definition of the manifold 
eq. (2.18), 

(sf, w) = 0, i= n, + nc + 1, · · ·, n, (2 .53) 

implies that all variations in the direction of the fastest reaction groups will be damped out im­
mediately. Similarly, we can enforce the conveelion term and the diffusion term not to induce 
variations in the direction of the fast reaction groups. This means that disturbances in the di­
rection of the fast reaction groups, caused by conveelion and diffusion effects will immediate 
relax towards a steady-state situation due to fast reactions. For the diffusion term this implies: 

(sf,7r)=0, i=n,+nc+l, ··· ,n, (2.54) 

with 71" the diffusion vector, with n; = -ffx (pD;~~). The physical picture of this projection is 
that disturbances will relax fast towards the manifold parallel to the fast eigenvectors. As the 
reaction groups are not orthogonaJ , this is not a perpendicular projection in contrast with the 
first presenled projection method based on the tangential direction method. Therefore, the two 
projection methods may give different results . 

In the next section, the two projection methods are considered in more detail. 
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2.2.3 Projection Methods 

In this section two projection methods to transfarm the differential equations for the species 
(2.51) into differential equations for the control variables (2.52) are considered. The projection 
method used for the applications presenled in chapter 3, makes use of the tangential direction 
veetors ofthe manifold. As indicated before, an other projection method basedon the eigenvee­
tors cao also be derived. We wil! show that the projection of the conveelion and the souree term 
are identical for both methods. Furthermore, we wil! show that the projections of these terros 
are identical to the corresponding terros in the initia! equations (2.40) of those species which 
are used as control variables. This means that only the diffusion term in the reduced scheme 
equations differs from the diffusion term of equation (2.40). 

Projection Metbod Based on Tangential Direction Veetors 

For a flat flarne and also for a homogeneaus timedependent system there is only one direction 
vector, as the cambustion process proceeds following a one-dimensional path on the manifold. 
Therefore, we may write: 

d4J d4J det2 
da 1 - da2 det1 ' 

(2.55) 

if a 2 is a monotonous function of a 1. Note that ~~ denotes the total derivative (see eq. (2.47)). 
A projection operator which transfarms the n differential equations of the species into n, dif­
ferential equations for the control variables is given by the n x n, matrix P': 

(2.56) 

with P; given by: 

p = d4J I I d4J 12 
I det; det; 

(2.57) 

We will show that the projected conveelion and chernical souree terms are identical to the terms 
in the initia! species equation (2.40) for the control variable. 

First, the conveelion term M~!; ~'; is considered. The }h component of the projection of 
1 

the tangential direction vector ~ is given by: 

(2.58) 

teading to: 

( ~) (~) da, det, 

P ' d~. ~ . 

da, da, 

(2.59) 
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When we apply this projection operator on the conveetien term Mdd~, we obtain for the fh con­
trol variable: 

M - -=M-, . (P'd</>) dcti . da1 
dcti 1 dx dx 

(2.60) 

which is equal to the conveelive term in the differential equation of ePi corresponding to control 
variabie ct j = ePi. 

Now,let us consicter the projection of the souree term w. As the eigenveetors si forma basis 
of composition space, the souree term may be written as: 

n 

w = L.Bisi. 
i= I 

(2.61) 

Using the definition of the manifold (sf, w) = 0, for i = nc + n, + I, · · · , n and (sf, s 1) = DiJ, 
where DiJ denotes the Kroneeker delta, we obta.in: 

W = t.sisi. 
i= I 

(2.62) 

The tangential direction veetors are parallel to the manifold . The manifold, however, is also 
spanned by the first nc eigenveetors so that we may write: 

(2.63) 

From (2.62) and (2.63) it can beseen that the number of degrees of freedom is nc. The equation 
used to define the manifold and the time scales is given by: 

d</> dcti 
--=w 
dcti dt 

(2.64) 

Although this is a set of n equations, the veetors ~ and w are restricted to a nc dimensional 
subspace, so that there are only nc degrees offreedo~. Therefore, we may conclude from (2.64) 
that the tangen ti al direction veetors and the souree term are parallel, so that the souree term may 
be written as: 

(2.65) 

With the use of (2.58) it easily follows that: 

(2.66) 

which is aga.in the souree term of the differential equation for the species corresponding to the 
control variable. 
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Eigenvector Projection 

The manifold is defined by steady-state equations for fast reaction groups, which are found from 
an eigenvector analysis. In the eigenvector basis the eigenvalues are ordered from large to small 
real parts (Note that most real parts of the eigenvalues are negative). Therefore, the reaction 
groups which correspond to fast damping processes have the highest index. These processes 
will be assumed to be in steady-state for the reduced reaction mechanism. To obtain the evo­
lution equations for the remaining processes, we make use of the following (n x n) projection 
matrix F', defined in the basis of eigenvectors: 

F'=(I 0) 0 0 , (2.67) 

with I the nc x nc identity matrix. All other matrix elements are zero. For the original basis this 
becomes: 

F = S ( I 0) s-' 0 0 , (2.68) 

The next step transfarms the differential equations into differential equations for the control 
variables. This gives the following transformation matrix: 

p = KS ( I 0 ) s-' 0 0 , (2.69) 

where K is a n x nc matrix, so that P is also a n x nc matrix. Since the control variables are 
given by ai = (€i, </> ), the elements of K are given by k ij = ~ij· For example, if the specific 
mole numbers of species with index 5 and index 1 (a 1 = 1/>5 and a 2 = 1/>1) are used as control 
variables in a 2-D (nc = 2) reduced reaction mechanism and the number of species is n = 7, the 
matrix K has the following form: 

( 0000100) 
K= I 0 0 0 0 0 0 . (2.70) 

Let us now con si der the projection of the souree term Fw in more detail. For w - Fw we may 
write: 

( ( I 0 )) _1 ( 0 0 ) _, (I - F) w = S I - 0 0 S w = S 0 I S w = 0, (2.71) 

si nee (s f, w) = 0 for i = nc + n, + I, · · · , n by definition of the manifold. We have found that 
w is not changed by the projection operator F: 

Fw=w. (2.72) 

Applying the projection and transformation to the souree term gives: 

(2.73) 

leading to the same result as the projection method basedon the tangential direction veetors (eg. 
2.66). 
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Now, consicter the convection term M~~ 'iJ; . Using (2.63) and (sf, s 1) = 8;1 gives: 

(2.74) 

further we get: 

( t!il.) (~) da; da; 

p : = : . 
~ ~ 
da; da; 

(2.75) 

This agrees with the result we have found for the other projection method (2:58). From this we 
may conclude that P and P' give identical results for the conveelive and souree terms in the 
differential equations (2.40). 

Now, let us turn to the projection of the diffusive terms. For a stationary flat flame the dif­
ferential equations are given by: 

. d</J da; 
M---?T=W, 

da; dx 
(2.76) 

where .". represents the diffusion term, with rr; = fx (pD;~). Projection of this equation on the 
manifold gives: 

. da; r 
M dx - p.". = Ce;. w) (2 .77) 

According to equation (2.52) the diffusion term may be written as: 

(2.78) 

For equal diffusion coefficients (D; = D), the first and the third terms of the right-hand side 

of (2.78) are thus parallel to ~- Note that termsparallel to ~~ give identical results for both 
I 1 

projection methods. The only term which is not parallel to the manifold in case of identical 
D; is the second term of the right-hand side of (2.78). Differences between the two mentioned 
projection methods arise if this term is large. 

Summarizing we may conclude that from a mathematica! point of view the eigenvector pro­
jection is most accurate. The projection based on the tangential direction vector is a simplified 
method. We have implemented the projection method based on the tangential direction veetors 
because for the projection method based on the eigenvëctors, the eigenveetors have to stored, 
which leads to significantly larger look-up tables. It is to be expected that the inaccuracies in­
troduced by the projection method P' are of minor importance compared to the inaccuracies 
introduced by the reduction of the reaction mechanisms. This supports the choice to employ 
the projection method based on tangenhal direction vector for the application of the reduced 
reaction mechanism. -
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2.3 Numerical Methods 

In the previous sections the equations defining the reduced reaction mechanism and the equa­
tions applying the reduced mechanism to fiat fiame computations are presented. The numerical 
methods and strategies used to implement these equations are presenled in the subsections be­
low. 

The strategy used to find a manifold point is considered in the following subsection. As ex­
plained before, manifold compositions are computed either using a damped Newton method or 
with a pseudo-time-step procedure. The procedure which applied is to switch from the damped 
Newton to the pseudo-time-step algorithm. In a subsequent section the gridding strategy is ex­
plained. Finally, the extension of the algorithm for implementation on parallel computers is 
treated. 

2.3.1 Solution Strategy to Obtain a Manif_qld Point 

As explained insection 2.1.3 Newton 's method is used to solve thesetof equations for obtaining 
a manifold point. Here, we focus our attention on the procedure to compute a manifold point. To 
compute a single manifold point, the enthalpy and pressure are constant as they are not changed 
by the chemica! souree term. Further, nitrogen can be considered inert so that the set of equa­
tions (2.30) can be reduced to (n- 1) equations. This implies that the si ze ofthe Jacobian matrix 
is smaller than (2.30) suggests. For the computation of g and the Jacobian matrix the temper­
ature must be obtained from the specific mole numbers. Th is is done by using the (n + 1 )'1 

equation of (2.30). As the temperature depends on the specific enthalpies of the species which 
on their turn are temperature-dependent, this can not be done in one step. Therefore, the tem­
perature is solved in an inner-iteration loop by using a Newton's method. The enthalpy equation 
can be written as: 

href = h(</J) + ( ~;) </J (T - To). 

where T0 is an initia! guess for the temperature. The temperature is then obtained from: 

T = To + (h,,t- h(</J)) I (ah)- . 
aT <P 

(2.79) 

(2.80) 

As ~ is not very sensitive for temperature ftuctuations only 1!. few Ne!Yton steps are necessary. 
The procedure which is used to switch from the damped Newton to the pseudo-transient 

method is schematically presenled in Figure 2.4. Initia! values for the specific mole numbers 
are necessary to start Newton 's method. How this initial composition is obtained is described 
in the next subsection. 

The damping coefficient f3 is set to I initially and the code iterates with decreasing values for 
f3 until the norm of the vector g, defined by: lgl = .L~= I lg;J is decreased. If the norm lgl does 
not decrease, the damping coefficient is decreased by a factor 2. This is repeated until Newton 's 
method is successful or until the damping coefficient is smaller than O.OOl._After à number of 
damped Newton steps (up to 20, if Newton 's method continues to decrease the norm and the 
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Figure 2.4: A flow diagram of the procedure to solve a manifold point. 
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norm is larger than the desired value) the Jacobian matrix of the chemica! souree termand the 
eigenveetors of the Jacobian matrix are updated. 

If the norm of g can not be reduced by a very low damping coefficient the pseudo-transient 
method is invoked to the equations. This procedure is started with a time step magnitude of 
1.10-6s. If a time-step doesnotlead toa decreasing norm, the time-step magnitude is decreased. 
Aftera successful time-step, the time-step magnitude is slightly increased. If a number of suc­
cessful time-steps is performed, Newton's method without the pseudo-transient term is tried 
again. If even the time-step method fails to reduce the norm of the vector g with time-steps as 
low as 1.1 o-9, the computation of the manifold point is stopped. 

The procedure is repeated until J- 1g is smal! enough. 

2.3.2 Gridding Strategy 

The set of equations (2.30) defines a point on the manifold for given values of the control vari­
ables. To obtain the entire manifold the set is solved within a range of physically reasonable 
values of the control variables. The minimum value of a control variabie is zero. The maxi­
mum value is limited by conservalion of elements and is given by: 

(2.81) 

The specific element mole numbers XJ are obtained from the unbumed mixture composition. 
The unburned mixture is supposed to contain only stabie species as CH4 , CO, C02 , H2 , 0 2 

H20 and N2. 
The procedure foliowed to make a grid for the manifold starts from an equidistant coarse 

grid mapped on the region between the minimum and maximum values of the control variables. 
Then a starting point on the manifold is chosen. This point is chosen close to the equilibrium 
position. In the neighborhood of the equilibrium point, the temperature is high and the reac­
tion rates are large. Reaction processes, however, will proceed slowly. This makes it relatively 
easy to find reaction groups which are in steady-state. Furthermore, the equilibrium point is 
well defined; there is only one solution possible. If the manifold of the first point is solved, the 
surrounding points are treated, using the composition of the previous point as initia! composi­
tion. For one-dimensional manifolds there are only two surrounding points: one on the right and 
one on the left side. For two-dimensional manifolds the order in which the points are treated is 
shown in Figure 2.5. The points are treated in this order by starting at the lower left corner of 
the grid and proceeding in vertical direction on each line form left to right, in the meanwhile 
checking whether a neighbouring point has already been solved before, so that the solution of 
this point can be used as initia! composition. 

If all points on the coarse grid have been treated, the grid is refined if the relative difference 
of one of the species or the souree term of one of the control variables between two neighbour­
ing points is larger than a prescribed value. Usually, we employ a value of 0.03 as maximum 
relative difference. The relative differences are obtained by dividing the absolute difference by 
the maximum value of this variabie in already computed manifold points on a lower refinement 
level. For the two-dimensional manifold we can identify three different kinds of refinement 
points (see Figure 2.6). There are points which are situated between the north and south points, 
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Figure 2.5: The manifold salution ofthe points is generated in the order as indicated by 
the numbers. The first point is chosen close to the equilibrium point. 

others between theeast and west points, the third kind of points is situated in the middle of four 
surrounding points. The last point is refined if one of the relative differences between points in 
the diagonal directions is too large. 

(I) 

0 0 

I x- -- (2) 
(3) 

0 0 

Figure 2.6: lfthe grid is refined, three kinds of pointscan be identified. Type ( 1 ): point on 
thefine grid which has equal y-values as its east and west neightbours. Type (2): point on 
thefine grid which has equal x-values as north and south neighbours. Type (3): the point 
is situated in the middle offour surrounding points. Circles denote coarse grid points. 

The region where physically reasonable solutions for the specified specific mole numbers 
are generated is restricted. Some values of the control variables are not allowed due to eenser­
vation of elemeilts. These pointscan easily be detected by computation of the specific element 
mole numbers from the values of the control variables. If these values are higher than the re­
quired values for specific mole numbers, that point is omitted. Furthermore, for certain values 
of the control variables the set of equations may lead to solutions with negative specific mole 
numbers. From a physical point of view it is not possible that the specific mole numbers of a 
species is negative. The mathematically description of the manifold, however, does not guar­
anty that only positive values are found . If this occurs, i.e. if a manifold point is solved suc­
cesfully whereas the specific mole number of a species is negative, the specific mole number 
of that species is setto zero and a steady-state equation for that species is introduced instead 
of a steady-state assumption fora reaction group. Subsequently, the point is computed once 
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again, with the modified set of equations. During the computation of a manifold point, how­
ever, (smal!) negative values for the specific mole number are allowed. 

2.3.3 Parallel Processing 

As the computation of two neighbouring points is independent, manifold points can be com­
puted simultaneously i.e. parallel. However, to compute a point on the manifold efficiently, an 
accurate estimate of the solution is necessary, which is available when the solution in neigh­
bouring points is used. Consiclering Figure 2.5 it can be seen that if the solution in point (1) 
is known, points (2, · · ·, 5) can be computed simultaneously. If the solutions of these points 
are available, points (6, · · ·, 13) can be computed simultaneously. The number of points that 
can be solved simultaneously increases, until almost all points are solved. The code developed 
to compute manifolds, has been implemenled on parallel computers with up to 16 processors 
located in workstations connected by ethernet (extention to 32 processors is possible). Tostart 
the computations, one processor calculates the first point. Four processors treat the next four 
points. If these are solved, all eight processors perform separate tasks. The code is based on 
a master-siave approach. The master program decides which points have to be computed and 
distributes the points among the si ave programs. Most of the time (up to 98%) this program is 
waiting until a si ave proces finishes the computation of a point and gives it a new point to solve 
immediately. The communication between the computers is performed by using PVM software 
[Gei94] and the already available ethernet connections. 

To check whether much time is lost with the communication between the workstations, the 
time between the send commands (about which point has to be treated) and the receive com­
mands (the calculation is finished) is determined, on the master machine. Th is time is referred 
to as tma-<ter· Furthermore, the time on the slave machine between a receive command and a 
send command is determined. This time is denoted as lstave· A efficiency is defined as the ratio 
t ,1ave! I master· If this quantity is large (near to I) there is not much timespendon the communiea­
tion between the computers i.e. the latency is smal!. Furthermore, there is only communication 
between the master and the slaves programs, which implies that the speed up is equal to the ef­
ficiency times the number of computers (if the performance of all computers is the same). This, 
ho wever, does not apply for the startup and fin al procedure. For the most inefficient case, a very 
simple hydrogen/air reaction system, efficiencies as low as 50% are observed, depending on the 
network load. For larger reaction mechanisms, e.g. for methane efficiencies are generally larger 
than 99%. 

2.3.4 Linearization and Discretization of Flame Flame Equations 

Untill now, we have presented procedures and methods which are used to compute a manifold 
data-base. This data-bases can be used to model Jaminar as well as turbulent ftames. The ap­
plication to flat flames will be considered in this section. The equations that have to be solved 
for flat ftames are derived in the section 2.2. Here we treat the numerical methods that are ap­
plied to solvethese equations. Before the differential equations for the control variables (2.52) 
can be solved numerically, the equations are linearized and discretized. The linearization and 
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discretization metbod are described below. The tabulated manifold can be used to find the spe­
eitic mole numbers of all species and souree terrus by interpolation. The interpolation metbod 
is explained in the next subsection. Finally, a special mesh generation procedure is presented 
fora one-step reduced reaction mechanism which eliminales the need for interpolations on the 
manifold. 

Consider the discretization and linearization of the differential equation of one control vari­
abie at. The differential equations for the other control variables are treated in the same way. 
The differential equation for the control variabie is given by (2.52): 

(2.82) 

with 

C] = M~ (~)2 
L." da1 ' 
i=t 

c =- (~ (d"'')2 ~ + pD ~d24>•) 2 {:) da1 dal 'dal daT ' 

C3 =- tpD; (~~')2 , 
i=t I 
n 

c4 = - L p!!;-w;. 
i=l 1 

It might be clear that the coefficients Ct, c2 , c3 and c4 depend on the specific mole numbers of 
all species. The specific mole numbers on the other hand, are functions of the control variables, 
specific element mole numbers and enthalpy. Eq. (2.82) can be rewritten in the form: 

(2.83) 

with 

which is more suitable for the discretization method. First, the non-linear term (~ )2 is lin­

earized by writing it as ( ~) ( ~:') and including one factor ~ in the coefficient Ct. This leads 
to the following equation: 

(2.84) 
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with 
' - +- ~ c 1 = CJ c2 dx, 

c; = ë3, 
c) = è4 . 
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The equation is discretized by the finite-difference method ofThiart [Thi90] , which wiJl briefly 
be outlined below, resulting in a set of linear equations for the control variables at the grid points. 

The discretization is performed as follows . First, eq. (2.84) is written is terrus of fluxes. 
Next, this equation is integrated over a control volume. The control volume is shown in Figure 
2.7. If wedefine the flux as E = c;a1 + c;~. the differential equation may be written as: 

w E 

Figure 2.7: Control volume that is usedfor discretization. 

dE , 
dx +c3 =Ü. (2.85) 

Inlegration of the equation from x= xw to x= x, (see Figure 2. 7) over the control volume gives: 

(2.86) 

where E, is the flux on the east side of the control volume. The distances ox, and 8xw are de­
fined as shown in Figure 2.7. The index w denotes the point on the discretization cell boundary 
between x;_ 1 and x; on the west side of point i, and the index e denotes theeast point between 
x;+ I and x;. To derive a Iinear equation for the variables at neighbouring points, an expression 
for the fluxes E, and Ew in termsof the values in the grid points W, Pand E is required. This 
can be obtained if a tunetion fora between the grid points cao be derived. An analytic solution 
of (2.84) is available if the coefficients c; are constant. This analytica) solution between points 
x1 on the left side and Xr on the right side is given by : 

c' 
c' aJ(Xr)-al(x,)+::t(xr-Xt) ( ( c' ) ) 

a 1 (x)=a 1 (x1 )-c~(x-x,)+ ( c' c,) exp -c~(x-x1 ) -1 . 
1 exp-;,-(xr-Xt)-1 2 

2 

(2.87) 
lf we substitute (2.87) in the equations for the fluxes E, and Ew on theeast and west si de of the 
control volume, equation (2.86) can be rewritten as: 

(2.88) 

Next we write the control variables as au. with i the position index. The coefficients aw, aP and 
aE depend on the coefficients cJ=I. · ·. J which generally depend on the position and are therefore 
written as a;w. ar and af respectively,leading to: 

(2.89) 
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The coefficients of eq. (2.89) are given by: 

aE = c;H A(-Pw) 
l X;-Xi-1 J 1 

aw = c;_,+, A(P') 
l Xi+l-Xi l 1 

ar= -(af+ ar'), 

b; = -c4.i-l(X;- X;-I)(l- W(Pn)- c4.i+I(Xi+l- X;)W(P;'), 

The local Peelet numbers P;w and P;' are defined by: 

- c' \ · 
P;w =~(x; - X;-t), 

c 1. ,i 

The functions A and W result from the exact exponential salution eq. (2.87). These functions 
are given by: 

A(P) = J'_ 1 , 

(2.90) 
W(P) = 1-~(Pl _ 

These functions are often approximated by the following expressions: 

A*(P) = max[O, (1- O.IIPI 5 )] +max[O, -P], 
(2.91) 

W*(P) = 1-'-A;(P)_ 

This approximation has the advantage that it is calculated much faster. lt has been shown [Thi90] 
that the exact functions A and W are very well approximated by A* and W*. 

The discretization finally gives a set of i linear equations fora j.i: A a 1 = b for each control 
variable, where the matrix A is a tridiagonal matrix. This matrix equation can simply be solved 
by using a tridiagonal matrix solver. 

Starting with a first estimate for the sol u ti on, the equations fora j• hand Xj can beconsidered 
one after the other. I.e. they are linearized, discretized and solved sequentially by the use of a 
tridiagonal matrix solver. 

Altematively, all equations can be solved simultaneously. To this end, u se has been made of 
a code developed at the Eindhoven University ofTechnology by Somers [Som94], which solves 
all equations simultaneously, using an impheit procedure (Newton's method) . To this end, the 
discretizated equations for the control variables (2.89) are written as: 

gji = af;aj.i-1 +<a j . i + ata j.i+I - bp = 0, (2.92) 

denoting the residual for the j'h control variabie at position i. The salution procedure which 
is foliowed to solve this set of equations is similar to the procedure applied for the manifold 
computations. Most results presented in chapter 3 are obtained using the first mentioned explicit 
method, since the implimentation of mathematically reduced mechanisms in the code solving 
the equations implicitly, is performed in a later stage. 
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2.3.5 Interpolation 

For application of mathematically reduced reaction mechanisms, differential equations are solved 
for all independent variables. The remaining variables are obtained from the manifold look-up 
table. Si nee the manifold look-up table consistsof compositions at discrete points, interpolation 
has to be applied. We describe the interpolation method for one- and two-dimensional mani­
folds. Fora one-dimensional manifold the interpohition is linear. Consicter the function f, only 
known at eertaio points x;, i= I,·· ·, np. The value of fat point x; is denoted by j;. The inter­
polated value of fat position x, situated between x;_ 1 and x; , is given by: 

with 
x-x;_ 1 

Sx = 
X; -Xi-1 

(2.93) 

On a two-dimensional manifold, linear interpolations can be used in all directions if an rect­
angular grid is used. However, in our approach the manifold is locally refined, which makes the 
interpolation more complicated. First, the domain is divided into triangles (I). Next the position 
on the manifold of the point that has to be interpolated is searched (2). Then, the actual inter­
polation can be performed (3). Theseaspectsof the interpolation procedure will bedescribed 
successively. 

(I) The subdivision of the domain in triangles is done by searching the neighbouring points 
of all points, first. In genera!, eight kinds of neighbouring points are to be distinguished. These 

(a) (4) (3) (2) (b) (4) (3) 

x 

(p) (p) 

(5) x x (I) (5) x X X(J) X 

x(S) x 

x x x x x 

(6) (7) (8) (6) (7) 

Figure 2.8: Eight points surroundings (p) are searched in the manifold mesh, with an (a) 
equidistant mesh and (b) a locally refined mesh. 

points are shown in Figure 2.8 for an equidistant grid (a) and a refined grid (b) . A problem 
which arises is that the choice of triangles is not unique. Th is can beseen by consictering Figure 
2.8. In the north-east corner above point p we can construct four different triangles: (p, I, 2), 
(p, 2, 3), (p, 1, 3) and (1, 2, 3). Multiple triangles fora certain position on the manifold have 
to be avoided or course. If more than one triangle is possible, a disturbance might imply a pos­
sibie switch to another triangle, leading to a discontinuity in the interpolated function. There­
fore, we have to ensure neighbouring points to use the same triangles. In practice this means 
that some of the surrounding points of a specific point wilt not be used. We have chosen to 
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u se triaugles (p, 1, 2) and (p, 2, 3) in the narth-east region. In the narth-west region triaugles 
(p, 3, 5) aud (3, 4, 5) will be used. Finally, the domain around point (p) is divided into tri­
augles as presenled in Figure 2.9. It can beseen that surrounding points (4) and (8) are nol 

(a) (4) (3) (2) (b) (4) (3) 

@ ~ -(2) 

(p) 

(5) (I) (5) (I) x 

(8) x 

x x 

(6) (7) (8) (6) (7) 

Figure 2.9: The domain is divided into triangles, for an (a) equidistantmeshand (b) a 
locally re.fined mesh. 

used for the equidistant grid, while for the refined grid only point ( 4) is nol used. An example 
of a locally refined grid, for a two-step reduced hydragen-air reaction mechauism, with three 
refinement levels, and the corresponding triangles is shown in Figure 2.10. lt cau be seen that 
there are no points in the upper-right region. Here, the sum of the specific mole numbers of the 
control variables times the element composition coefficients exceeds the values of the element 

mole number of H (/1-H,H,OlPH,o + 11-H.HlPH > XH). 
(2) Befare the actual interpolation can be performed, the position on the manifold has to be 

searched. This is done in the following way. First, an initial position is chosen. At first this wil! 
be the position corresponding to the unbumed mixture. If interpolation is used during an itera­
tive process the previous position on the manifold wil! be used. Then it is considered whether 
one of the neighbouring points of the initia! position on the manifold is positioned closer to the 
point I which has to be interpolated. To find the nearest point on the manifold, we compute 
the relative distances to the surrounding points. However, it should be kept in mind that the 
maximum values of the control variables are nol equal in general . Therefore, relative distances 
scaled by the maximum value of the control variables are used. Moreover, one should realize 
that the nurnber of grid points used in the different directions may be different. An example of 
a situation where the number of grid points in both directions is different is presented in Figure 
2.11 . The dashed areas in the figures show the regions which use the middle point as reference 
for the interpolation for (a) as it should be and (b) using normally scaled distances. Therefore, 
wedefine a relative difference that is independent of the number of grid points. 

If the va!ue of one control variabie is given by x , the point will be positioned between the 
points i aud i + I for an equidistant grid, with i given by trunc(i';ax xj Xmax) 1, where i';ax denoted 
the number of gridpoints and Xmax the maximum value of the control variable. If the grid is 
refined, we can compute the position on the finest grid levelusinga numbering as if a full fine 
grid was used, similarly. Subsequently a relative distance between point /, with coordinates 

1The function trunc (entier function) converts real numbers into integer numbers by omitting the digits behind 
the decimal point: trunc ( 1.8) = I 
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Figure 2.10: Example of a locally refined gridfor a two-step reduced hydragen-air reac­
tion mechanism. In the x-direction the specifi.c mole number of H20 is used as control 
variable, in the y-direction the specifi.c mole number of H is used as control variable. 

>( 0.2 

' f).{) 0. 1 0.0 0.1 

Figure 2.11 : The points which have the smallest distance to the point in the middle are 
within the dashed area. The shape of the area depends on the definilion of the relative 
distances: (a) definilion as by (2.94) and (b) normally scaled distances. 
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(x, y) and point j is defined by: 

dl. = ( ·max 1 ·))2 + ( ·max 1 ·))2 lx X Xmax - lx ly Y Ymax - ly , (2.94) 

where i~ denotes the index on the finest grid level of point j. Defining the relative distances in 
this way is independent of the range of a control variabie and the maximum number of gridpoints 
which is used in one direction. 

Ha ving defined the relative distances to manifold points, we return to thesearchof the near­
est point on the manifold of point I. Starting at the initia! point, the relative distances to the 
neighbouring points are computed. If the relative distance to one of the surrounding points is 
smaller than the relative di stance to the starting point, then that point will be used as new start­
ing position. The procedure is repeated until all the relative distances to neighbouring points 
are larger than the relative distance to the point which is considered. 

When this point is known, denoted by p, the triangle in which the point I that has to be 
interpolated is positioned, has to be determined. Therefore, the following procedure is foliowed 
for the triangles that surround the point p. Denoting the points of the triangle by p, s 1 and s2 

(see Figure 2.12) the points k 1 , • • ·, k4 are determined. These points are situated on the sides of 

k, : I --- - -- · . .._ ____________ ___ ___ k2 

p k, 

Figure 2.12: The points k1, • • ·, k4 are used to detect whether the point I is located in the 
triangle spanned by the points p, s 1 and s2• 

the triangle and have either equal x- or y-values as the point I. If the x-coordinate of the point l 
is smaller than the x-coordinate of k2 and larger than the x-coordinate of k4 , and the y-coordinate 
of I is in between the y-coordinates of k1 and k3 the point I is situated in the triangle. Now we 
are ready to interpolate. 

(3) The values of the function that is interpolated are written as J", f,, and f,,, respectively. 
Then, the interpolation is given by: 

where l 1 and l2 are two parameters found from: 

x,= x"+ l,(x5,- X51 ) + l2(xp- x_.2 ), 

y, = Yp + l, (Ys,- Ys,) + l2(y"- Ys,). 

(2.95) 

(2.96) 
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Solving this set of equations gives values for 11 and 12, so that the unk.nown variables can be 
obtained with (2.95). 

In genera!, the enthalpy and the specific rooie numbers may also change, so that there are 
n, + 3 independent variablesfora two-dimensional reduced reaction mechanism. The mesh on 
the manifold is not locally refined for the enthalpy and specific element mole numbers yet, so 
that a linear interpolation is suftleient forthese variables. 

2.3.6 Mesh Generation for One-Step Reduced Mechanism 

For applications using a one-step reduced reaction mechanism with a single control variabie 
a special mesh generation procedure is used to reduce the number of interpolations to a mini­
mum. This is done by regridding in such a way, that the values of the control variables at the grid 
points coincide with manifold (grid) points, so that no interpolation errors are made (see Figure 
2.13). The regridding procedure is less expensive than the interpolation procedure: no interpo-

X; 

Figure 2.13: Adaptive grid; the grid points X; are chosen in such a way that the values of 
the control variables <PH2o in these points (a long the vertical axis) coincide with the grid 
points of the manifold 

lationsof species and chemica! souree terros have to be carried out. Also the derivatives dd~ are 
functions of a only, and are constant if the values of the control variables remain unchanged in 
the grid points. Note that this regridding procedure becomes complicated if more-dimensional 
geometries are used . Furthermore, the interpolations can be circumvented only in case of one­
dimensional manifolds. For higher-dimensional manifolds a similar procedure can be used to 
minirnize the interpolation errors. 

2.4 The Application of Red u eed Schemes in Thrbulent Flames 

The application of the Mathematica! Reduction Technique to laminar flame probieros has been 
considered in the previous sections. In turbulent combustion modelling, the need of using re­
duced reaction mechanisms is even larger. Reduced reaction mechansism are often used and 
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compositions are stored as a function of some control variables. These data-bases are made 
either by using 1-D laminar computations (for ftamelet modelling) or by use of Conventional 
Reduction Methods. The latter approach is foliowed at the University of Twente (UT). In co­
operation with UT we have made a comparative study of various methods to reduce a reaction 
mechanism. Until now, only Conventional Reduced Methods have been used for modelling tur­
bulent ftames (at UT). lt is, however, also possible to use data-bases generated by using the 
Mathematica! Reduction Technique. As this method determines the optimal reduced reaction 
mechansism, it is expected that more accurate results cao be obtained. 

2.4.1 Thrbulent Combustion Modelling 

In turbulent cambustion modelling, the conservalion equations as presented in chapter 1 are 
valid. However, in turbulent ftames the range of time scales and spatiallength scales is large. 
To resolve the smallest fiuctuations a very fine grid in time and space would be necessary. Even 
for ftows without cambustion processes this requires tremenclous large data-slorage capacities. 
The computational effort is very large, even for the fastest super-computers [Egg94] . Therefore, 
not all ftuctuations wiJl be resolved. The variables are splitt into a meao and a ftuctuating part: 

<I> = <Î> + <I>' . (2.97) 

Subsequently the conservalion equations for mass, momenturn and energy are everaged. This 
leads to equations for the averaged properties. These equation have the same form as the orig­
inal equations. However, additional terms appear, e.g. in the averaged momenturn equation 
correlations of the type v;vj appear. These so-called Reynolds-stresses have to be modelled. 
This can be done in several ways. The treatment of these turbulence models, however, is not 
within the scope of this thesis and will not be considered further. The interested reader is re­
ferred to [Bat57], [Ten72]. In the equations for the various chemica! components, which have 
to be solved for cambustion problems, additional termsas v'Y(, the so-called Reynolds fluxes, 
appear. These terms arealso mode lied. The treatment of these mode Is is described more detail 
by [Pet92], [San94]. 

Apart from the fact that several terms have to be modelled, an additional problem may arise. 
The souree termsin the species equations are of Arrhenius type and hence strongly dependent on 
temperature due toa factor exp(- E A! RT) in the kinetic reaction ra te. The non-linear behaviour 
on the temperature could give problems for the computation of the averaged souree terms. To 
see this, the exponential factor in the souree term is expanded in a Taylor-series [Lin92] . 

( 
2 - ) - EA -EA 1 EA T'2 

exp(--) = exp(---=-) 1 +- (--=) - + .. · 
RT RT 2 RT 7'2 

(2.98) 

For most reactions, the series in T12 jT 2 of eq. (2.98) converges. However, convergence is oot 
guarantied and 10 to 15 terms (i.e. moments) have to be considered to obtain sufficient accu­
racy, unless the activation energy EA or the turbulent fluctuations is smal!. Note that we only 
considered the consequence of fiuctuations of the temperature in (2.98). In general also the in­
fiuence of ftuctuations of reacting species on the averaged souree term has to be considered. 
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The fiuctuations of the temperature, however, are the most important ones due the exponential 
factor. In several important hydrogen reaelions the activation energy has a high value, which 
implies that many termsin (2.98) havetotaken into account. This, however, leads to extensive 
computational effort and should be circumvented. 

When a one-step reduced reaction mechanism is used, the problem with the computation of 
the souree term can be circumvented for certain reaction mechanisms. This is done by using 
a so-called progress variable, which has a souree term without contributions of reactions with 
large activation energies. A combined specific mole number (l/J'H,) can bedefinedas follows: 

(2.99) 

The result of this choice of control variabie is that the souree termsof the reaelions r 1 to r4 of 
the reaction mechanisms IV and V, presenled in seclion B, cancel in I he souree term for tP'H,. 
These reactions r 1, • • • , r4 have large aclivalion energies. Hence, the remaining souree term has 
contributions from the slow reaelions having zero or smal! act i vation energy only. This progress 
variabie will therefore be used for modelling turbulent Hrair as well C 0 I H1-air ftames, so that 
the averaged turbulent composed species souree terms can be calculated without problems and 
the difficully with the heavily temperature-dependent souree terms is avoided. 

The Mathematica! Reduction Technique has already been described insection 2.1. The con­
venlional reduced mechanisms are constucted in a similar way: the number of steady-state or 
partial-equilibrium assumptions is equal ton - n, - nc (here nc = 1 ). From the steady-state of 
partial-equilibrium assumptions, the conservalion of e1ements and the definition of l/J'H, (2.99), 
a set of nonlinear algebraic relations follows. 

Because of the similarities between the conventional (CRM) and the mathematical (MRT) 
reduction methods, the procedure to compute the database is the same for the melhods. In fact 
lhe reduced mechanisms are obtained from the same code, where only the sleady-slate equa­
tions are different. In the next sections thesetof equations that will be solved for the Mathe­
malical Reduction Technique and Conventional Reduction Methods, will be considered briefiy 
to demonstate the similarities and the differences of the various methods. 

2.4.2 Steady-States for Species 

The principle of app1ying steady-state assumptions is al ready considered in chapter l . The equa­
tions solved to obtain the reduced mechanism are given ones again, to compare lhem with the 
equations that are so1ved for the Conventional Reduction Methods presenled in the next sec­
tions. A steady-state assumption for species i is given by w; = 0, where w; is the net chemica! 
souree term of species i. If the species are ordered so that the species with the highest index are 
the steady-state species, this leads to: 

(6; , w) = 0, i= nc + ne + 1, · · · , n, (2.100) 
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in vector notation, with 15; = (8li, · · ·, 8n;), 8ij being the Kronecker delta. These steady-state 
equations are solved tagether with the element conservalion equations and control variabie </J~2 : 

i= I, · · · , nc, 

(2.101) 

where Xj denotes the mass fraction of element j, J.L j the element composition vectors, Ce;, </J) 
the control variabie (see (2.99)) . 

2.4.3 Partiai-Equilibrium of Reactions 

The chemical souree term can be written in vector notation as: 

w=Vr, (2.102) 

with reaction rates r; and where V is the transformation matrix with reaction veetors v; as col­
umn veetors (see (1.45)). 

A partial-equilibrium assumption is given by: 

(2.103) 

If the inverse of the matrix V exists and the reaelions are reordered so that the reaction with 
the highest index are the reactions which are in partial-equilibrium, then the partial-equilibrium 
assumptions are given by: 

(v;,w)=O, i=nc+n,+i .· ··,n, 
(2.104) 

where Îl; is the i'h row-vector of v- 1• The remaining equations for conservalion of elements 
and the progress variabie are given by eq. (2.101). 

In genera!, however, there are more reaelions then species, whieh implies that V is not a 
square matrix and that the inverse of matrix V does nat exist. Furthermore, the element mass 
fraetions do notchange due to chemical reactions. Therefore, the reaction veetorscan nat form 
a basis for the entire composition space. However, it is possible to campose a basis from a re­
duced (n- n, ) number of (independent) reaelions veetors and (n, ) element composition vectors. 
Besides the (n- nc- n, ) partial-equilibrium reactions (which may nat be dependent) and the el­
ement composition veetors this basis consistsof nc other reaelions vee tors. The reaelions whieh 
are not in steady-state may be chosen arbitrarily because the partial-equilibrium equations do 
not depend on the reaction rates of these reactions. 



Chapter 3 

Applications of Rednetion Methods 

In this chapter applications of the Mathematical Reduction Technique (which delermines Intrio­
sic Low-Dimensional Manifolds in reaction space) as introduced in chapters I and 2 are pre­
sented. At first, the reduction method is applied to hydrogen/air reaction mechanisms. These 
reaction mechanisms are relatively simp ie, due to the relatively small number of species and re­
actions involved. Furthermore, the reduction method will also be applied to carbon monoxide­
hydragen/air and methane/air reaction mechanisms. The reduced reaction mechanisms are ap­
plied to flat flames, beeause these flames are relatively easy to model. Even computations with 
the full reaction mechanisms can be performed within reasonable time. This enables us to com­
pare the results of reduced reaction mechanisms with results of detailed computations, giving 
insight in the performance of the reduction method. 

Results of several hydragen/air reaction mechanisms reduced to one-step schemes and used 
for modelling adiabatic flames are presenred insection 3.1. It will be shown that the most simp ie 
hydragen/air reaction mechanism can be reduced to an accurate one-step scheme. Since we u se 
unit Lewis numbers the specific element mole numbers and enthalpy remaio constant and the 
manifold used is one-dimensional; all species are computed as a function of one control variable. 
In tlame computations one differential equation for the control variabie is solved together with 
an equation for the mass flow rate. The other variables are obtained from the data-base. 

A time-scale analysis camparing the chemica! time scales with convective and diffusive time 
scales, is applied to investigate why the reaction mechanisms which include H02 cannot bere­
duced to accurate one-step mechanisms. It is shown that a two-step reduced reaction mecha­
nism improves the results considerably. In the final part of section 3.1, we relax the unit Lew is 
numbers assumptions for the hydrogen/air reaction mechanism. Insection 3.2 the reduced reac­
tion mechanisms are used to model burner-stabilized flat hydragen tlames. As these tJames are 
cooled at the burner edge, the enthalpy appears as an additional variable, for which a differen­
tial equation has to be solved. It is studiedunder which conditions a one-step reduced scheme 
is still accurate for burner-stabilized ftames and under which ciccumstances a two-step reduced 
scheme should be used. Insection 3.3, databases of carbonmonoxyde-hydragen/air (CO-H2/air) 
flames, obtained by the Mathematica) Reduction Technique are compared with databases from 
Conventional Reduction Methods basedon steady-state and partial-equilibrium assumptions in 
order to study the differences between various reduction methods. lt is expected that the Math-
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ematical Reduction Technique is most accurate, due to the fact that this method determines the 
fast and slow reaction groups locally. 

Si nee methane is used as fuel in many combustion applications, appropriate reduced reaction 
mechanisms for methane are required to model such combustion processes fast and efficiently. 
Therefore, the reduction methad is also applied to a methane/air reaction mechanism, finally. 
In section 3.4 the methane/air reaction mechanism is reduced to a two-step reduced scheme, 
which is applied to an adiabatic flame. Because we use unit Lewis numbers the manifold used 
is two-dimensional. The results are compared with computations using detailed reaction mech­
anisms. The main results presented in this chapter arealso publisbed in [Egg95a]. [Egg95b] 
and [Egg95c] . 

3.1 Adiabatic Hydrogen Air Flames 

We start by applying the reduction method to simple reaction mechanisms for adiabatic flat 
flames. In chapter 2 the differential equations for reduced scheme applications are derived. The 
salution strategy applied to obtain the manifold data-bases is also discussed there. For the appli­
cation of reduced schemes presented in this subsection we use unit Lewis numbers (defined by 
eq. 1.22) and simplified thermodynamic properties: we take constant and equal specific heats 
c p; = c ",i= I, · · ·, n. These approximations are not essential for the reduction method and are 
introduced for simplicity. 

We have already seen that the unit Lewis number assumption implies that the specific ele­
ment mole numbers and the enthalpy do not change. This simplifies the system even further. 
As we consider one-step reduced schemes here, the manifolds are one-dimensional. However, 
apart from solving a differential equation for the control variable, the mass burning rate has to 
be determined. The other species are obtained by using the data-base. Here, we take the specific 
mole number of H20 as a control variable. We choose this control variabie because the specific 
mole number of H20 increases continuously during the cambustion processes and therefore is 
a suitable control variable. 

To study the performance of the reduction method, we compute one-step reduced mecha­
nisms for three different hydrogen/air reaction systems, with a various number of species. The 
most simpte reaction system, indicated as system I, consistsof 6 reacting species (H2 , 0 2 , H, 0, 
OH and H20) and nitrogen (N2), which is assumed to be inert. As H02 plays an essential role 
in hydrogen combustion processes, this most simple reaction mechanism is not physically real­
istic. The second system II takes H02 into account. The third system lil additionally includes 
H20 2 . It has to be stressed that it is our primary aim to test the reduction method and that the 
accuracy of the reaction systems therefore is of minor interest. The reaction mechanisms I, II 
and III are presentedinAppendix B. 

To model the structure of more-dimensional flames appropriately, an accurate prediction of 
the burning velocity is necessary. Therefore, we test whether the reduced schemes predict the 
burning velocity correctly by comparing the results with computations using detailed mecha­
nisms. Species profiles wiJl also be compared with detailed computations. 

Time scales of the reaction system and time scales of conveetien and diffusion processes 
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are derived and compared in section 3.1.3. This time scale analysis can be used to predict the 
accuracy of the reduced scheme. 

3.1.1 Results of Manifold Calculations 

Scaled mole fractions X; ofthe one-dimensional manifold maps for systems I, II and lil are given 
by the solid lines in Figures 3.1, 3.2 and 3.3 as function ofthe scaled HzO mole fraction. In these 
figures, also results of computations using the detailed mechanisms are given for comparison 
by the dotted lines. The differences between system I and II are smal! for the species Hz and 

1.0 1.0 

0.8 0.8 

0.6 0.6 

t:>(:- t:>(:-

0.4 0.4 
T 

0.2 0.2 

0.0 0.0 
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 

XH 0 
2 XH,o 

Figure 3.1: Scaled mole fractions and temperature as function of the control vari­
abie X H2o; comparison of reduced ( continuous lines) and full flat-flame calculations 
(dashed lines),for system I. The maximum values are: 0 2: 1.5 10-1, H: 9.7 10-z , OH: 
2.7 I0- 2 , 0: 1.7 w-2, Hz: 3.010-1, HzO: 2.7 I0- 1 andT: 2750K 

0 2 . For the radicals H, 0 and OH, however, we see that the region where the radicallevels are 
high is smaller for system II. The influence of adding H02 to the system is large, especially for 
low XH2o values. Since the differences between system I and II are Iarger than the differences 
between system II and III, we focus on differences between systems I and II mainly. 

The reduction method assumes reaction groups, corresponding to the Iargest eigenvalues, to 
be in steady-state. The accuracy of the reduction method increases, if the difference between 
the time scales of the reaction groups supposed to be in steady-state and the time scale of the re­
maining slowest process increases. Therefore, it is interesting to consider the magnitude of the 
real part of the eigenvalues along the manifold, as they represent the inverse of the time scales. 
Although some eigenvalues appear to be complex when computing the manifold, they turn out 
to be real eventually. Therefore, absolute values of the eigenvalues insteadof absolute values of 
the real part of the eigenvalues can be considered. The absolute values of the eigenvalues along 
the manifold are given in the Figures 3.4, 3.5 and 3.6 for schemes I, II and III, respectively. 
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Figure 3.2: Scaled male fractions and temperature as function of the control vari­
abie XH,o; comparison of reduced (continuous lines) and full jiat-flame calculations 
(dashed lines), jor system Il. The maximum values are: 0 2: 1.5 10- 1, H : 8.9 10-2 , OH: 
2.7 10-2 , 0: 1.7 10-2 , H2: 3.0 10-1, H20: 2.7 10-1• H02: 2.4 10-4 and T: 2740K 
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Figure 3.3: Scaled male Jractions and temperafure as function of the control variabie 
XH,o; comparison of reduced ( continuous lines) and Juli jiat-jiame calculations ( dashed 
lines),jorsysteml/1. Themaximummolefractionsare: 0 2: 1.510-1, H: 9.810-2 , OH: 
2.7 10-2 ,0: 1.7 10-2 • H2: 2.9 10-1, H20: 2.7 I0- 1, H02: 2.4 10-4 , H20 2 : 9.8 10-3 

and T: 2750K. Note that the molefraction of H20 d or thefull scheme is not visible in the 
figure because it is much smaller thanfor the reduced scheme. 
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Figure 3.4: Eigenvalues of the reduced hydragen/air re action system I 
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Figure 3.5: Eigenvalues of the reduced hydragen/air reaction system ll. Note that eigen­
values 1 and 2 approach zero for XH,o ~ 0.22. 
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Since reaction system I contains six active species, it contains six time scales . systems 11 and 

.. / 
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Figure 3.6: Eigenvalues of the reduced hydragen/air re action system Ill. No te that eigen­
values 1 and 2 approach zero for X H,o ,::, 0.18. 

III contain seven and eight time scales, respectively. Due to conservation of elements ( 0 and 
H) two of the eigenvalues are equaJ to zero . The other eigenvalues are ordered in deseending 
order of reaJ part, i.e. eigenvalue I has the largest real part. Most eigenvalues are negative, only 
eigenvalue 1 is positive for XH,o,::, 0.7 for system I. This also holcts for XH,o,::, 0.65 for systems 
IJ and III. As the first eigenvalue changes sign, it goes to zero at XH,o ~ 0. 7 (or XH,o ~ 0 .65) so 
that Log(l2(e(À 1 )I).....,.. -oo. Note that the species profiles are smooth here because the transi­
tion of the first eigenvalue from positive values to negative values is smooth . Consictering the 
full system (see next section) it can beseen that the chemie al souree term of H20 reaches a max­

imum at this position (~:H,o = 0). Note that at XH,o ~ 0.55 eigenvalues 1 and 2 are not equal 
UV'H20 

in Figures 3.5 and 3.6; eigenvalue 1 is positive and eigenvalue 2 is negative. 
Comparing the mole fractions and eigenvalues of systems I and 11 we see that, except for 

the fact that system 11 has one more eigenvalue, the mole fractions and the eigenvalues are not 
changed much for values of XH,o :::__ 0.5. One major difference is that the first eigenvalue is equal 
to the second one for system II near XH,o = 0.8 and for XH,o,::, 0.22. The reduction method is 
notaccurate here and the profiles of the species are therefore not smooth at XH,o ~ 0.8. 

3.1.2 Flat Flame Calculations 

Reduced and detailed flat-tlame calculations are performed with the three aforementioned re­
action schemes. The results of the complex calculations are also presenled as a function of 
XH,o in Figures 3.1, 3.2 and 3.3 by the dotled !i nes . Furthermore, the profiles of the species 
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Figure 3. 7: Scaled mole fractions as function of distance x; comparison of reduced (mark­
ers) andfullflat-flame calculations (lines),for system I. 
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are shown in Figures 3.7, 3.8, 3.9 and 3.10 as function of x for systems I and IJ. It appears 
that only the H-radical mole fraction is over-estimated for system I. The mole fractions of the 
other species are predicted quite wel!. (Figure 3.7 and 3.8). For system II and III it is seen in 
Figures 3.2 and 3.3 that the difference between the reduced and full scheme is large for H02 

(and H20 2). Differences between other radical profiles are large around XH,o ~ 0.8, where the 
first two eigenvalues are equal (see Figure 3.5). Note that over-estimates of radicals are same­
times also observed in conventional reduced schemes. Camparing the mass buming rates ofthe 
complex and the red u eed calculations of system I and IJ (Table 1 ), we see that the influence of 
adding species H02 to the reaction system on the mass burning rateis large. Reduced scheme 

Scheme Mderai/ed Mred 

I 0.115 0.116 
11 0.195 0.155 
III 0.193 0.160 

Tab Ie 3.1: Ma ss burning rates in g I ( cm2 s) for adiabatic flames using detailed and reduced 
reaction schemes. 

calculations with schemes U and III predict too low H02 concentrations and, therefore, under­
estimate the mass burning rates considerably. The influence ofvariations in cl> Ho, on the burning 
velocity is studiedinmore detail by consictering the sensitivity of the net chemica! souree term 
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Figure 3.8: Scaled mole fractions as function of distance x; comparison of reduced (mark­
ers) andfullflat-flame calculations (lines), for system I. 
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Figure 3.9: Scaled molefractions asfunction of distance x; comparison of reduced (mark­
ers) andfullflat-flame calculations (lines), for system Il. 
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Figure 3.10: Scaled male fractions as function of distance x; comparison of reduced 
(markers) and Juli flat-fiame calculations (!in es ),for system 1/. 
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( Wred = (w, ~~)/I ddt 12) of the reduced scheme to variations in the specific mole numbers of 
H02 . The sensitivity is defined as the relative variation in the souree term divided by the rela­
tive variation in rfJHo2 : ~::.'"" 4>Ho2 • This sensitivity is shown in Figure 3.11 for systems II and III 

U'f'H02 Wred 

as function of XH2o. It is seen that the sensitivity becomes large for low values of XH2o. If the 
sensitivity is equal 10, a variation of I% in the specific mole number of H02 causes a change of 
10% in the souree term. The net souree term of the one-step reduced scheme therefore depends 
strongly on the specific mole number of H02 . This explains the deviations between profiles and 
mass burning rates of reduced and full scheme calculations with system II and III. 

3.1.3 Time Scale Analysis of the Full system 

The Mathematica! Reduction Technique is based on the assumption that the fastest reactions 
groups are in steady-state. It will be clear that the accuracy of the reduced scheme depends on 
the difference in the time scale of the slowest reaction group assumed to be in steady-state and 
the fastest reaction group not in steady-state. Moreover, the time scales of the reaction groups 
assumed to be in steady-state should be smaller than the convective and diffusive time scales of 
the system. If all chemica!, convective and diffusive time scales are known, it can be examined 
whether the reduced scheme is accurate. 

On the other hand, the chemica! souree term neects to be predieled accurately only if the 
largest time scale of the reaction system is smaller than the convective and diffusive time scales. 
If the magnitudes of convective and diffusive time scales are smaller than chemica! time scales, 
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Figure 3.11: Sensitivity of the net souree term of the one-step reduced scheme for varia­
tions in specific mole numbers of H02. The continuous line denotes results for system 11, 
the dashed line for system liJ. 

the chemica! souree term will be smaller than conveelive and diffusive terms. Accurate pre­
clietion of the souree term is then not required. In order to check whether the introduced as­
sumptions are valid, the behaviour of the conveelive and diffusive time scales for all species 
of the full reaction scheme are studied. Therefore, the differential equation for species i of the 
complex system (eq. 2.40) is considered. This equation contains conveelive (c; = pu~~ ), diffu­
sive (/; = - fxpD/j;) and chemica! reaction (pw;) contributions. To find the typicallocal time 
scales of these terrus they are linearized as follows: 

(3.1) 

_ o (t!.!!!i.)0 o W;- W; + d,P; (</>i-</>; ). 

In analogy with the time scales defined by eq. (2.11), the typical convective, diffusive and re-
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Figure 3.12: Time scales of H20 asfunction of XH,o. systems 1 (left) and 1/ (right) 

action time se ales <f, <P and <t are given by: 

(3.2) 

Note that this time scale analysis is not very accurate. However, it is useful to study the order 
of magnitude of the various terrus in the differential equation. These time scales are calculated 
using the salution of the full system. The typical time scales of H20 are shown in Figure 3.12 
as function of XH,o for reaction system I and II. The order of magnitude of the time scales of 
the other species is comparable. The souree term w H,o is also shown in Figure 3.12. Note that 
the time scale of the souree term 1: ~0 is infinite at the position where the souree term reaches its 

maximum value. Here~ = 0, so that the timescaleis infinite by definition. The time scales of 
dCC 

convection and diffusion can also be infinite for si mi lar reasons, e.g. the term d"-H,o = 0 at the 
't'H20 

position where pud~:20 reaches a maximum, so that Tc~ oo and log (l / <H,o) ~ -oo. The 

diffusion time scale is infinite when 1Jx (PDH,o dq,d:,o) has a maximum or a minimum. These 

points are visible in Figure 3.12 by the dipsin the time-scale profiles. Consiclering system I in 
Figure 3.12 we see that for X H,o ;;__ 0.1 convective and diffusive terrus (and time se ales) are of 
the same order of magnitude while for X H,o ,;:, 0. 9 convective and souree terrus are of campa­
rabie magnitude. Note that at least two time scales must be of the sameorder of magnitude, in 
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order to obey eq. (2.40). Also note that the behaviour ofthe time scale ofthe souree term in Fig­
ure 3.12 resembles that of the slowest time scales of the chemical souree termsof the reduced 
scheme (Figures 3.4 and 3.5). This is an indication of the accuracy of the reduction technique. 

If Figures 3.5 and 3.12 are compared it can beseen that the time scale of the slowest reaction 
group which is supposed to be in steady-state is larger than convective and diffusive time scales 
for XH2o ,::, 0.22. For XH2o,::, 0.1 the souree term is small (the time scale of the souree term 
is larger than conveelive and diffusive time scales) and accurate prediction of the souree term 
is not necessary. There is, however, a region (0.1 ,::, XH2o ,::, 0.22) where the souree term may 
not be neglected and where the reduction method is not appropriate. This causes that the H02 

profile, which reaches its maximum within this region, is not predicted accurately. We have 
already seen that variations in 4>Ho2 have a large influence on the reaction rate and adiabatic 
mass buming rate. This brings us to the conclusion that system IJ and III cannot be reduced to 
an accurate one-step reduced scheme, within this region. The main reason for the failure of the 
one-step reduced scheme of system II and m is that the second eigenvalue approaches zero at 
XH2o ,::, 0 .22. It is likely that a two-step reduced scheme would give better results. 

Now we have seen the reason for the failure of the one-step reduced schemes for systems 
11 and lil, it is interesting to investigate why the one-step reduced scheme of system I gives 
accurate results. For this scheme the time scale of the slowest reaction group that is supposed 
to be in steady-state is larger than conveelive and diffusive time scales for XH2o ,::, 0.2. Here, 
however, the souree term is already smal! and does not need to be predicted accurately. Although 
the assumptions for the reduction are not valid for this region where the souree term is much 
smaller than convective and diffusive terms, manifold composition may still be used: radical 
specific mole numbers are very low at these low temperatures and the manifold compositions 
satisfy the conservalion equations for the elements so that 2</>H2 + </> 0 2 - 2</>H2o ~ 0 within this 
region. As we use unit Lewis numbers this is also valid for the full reaction scheme, as long as 
the radical specific mole numbers are smal! enough. 

A bout the results of the one-step red u eed schemes when applied to adiabatic flames we may 
draw the following conclusions. 

The one-step reduced schemes give only appropriate results for the most simple reaction 
system I, without species H02 and H20 2 . For the other reaction systems most species are still 
approximated wel!. But the mole fraction of H02 is under-estimated considerably and it ap­
pears that this species has a large influence on the souree term of the control variable. As it is 
expected that a two-step reduced scheme wil! be more accurate, a two step reduced scheme will 
be considered in the next subsection. 

3.1.4 Two-Step Reduced Mechanism 

In the previous subsection one-step reduced schemes for several hydrogen/air reaction mech­
anisms are considered. It is observed that the reaction mechanisms including H02 cannot be 
described accurately by a one-step reduced mechanism. In this section we consider a two-step 
reduced scheme. We apply the Mathematica! Reduction Technique on the reaction mechanism 
II (see Appendix B). As control variables we use </JH2o and <PH· Although species H does not 
increase monotonously as we assumed for rewriting derivatives of x to derivatives of a i (i.e. 
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;JJ<P; = il<Pl ; a~j), this did not give numerical problems ( 8:j does not become zero). The grid used 
tX ICij nX oX 

for the manifold is locally refined and has already been presenled in chapter 2 (see Figure 2.1 0). 
As in the previous sections unit Lew is numbers are used. In contrast to previously presenled re­
sults we here u se temperature dependent specific heats of the species ( 1.37). This gives more 
realistic results. The adiabatic mass burning rate wil! therefore be different from the adiabatic 
mass burning rate presenled in the previous subsection. The computations are performed with 
the code which solves all variables simultaneously by use of a damped Newton method. This 
code is developed to model fiat fiames using detailed reaction mechanisms [Som94] and has 
been modified for the use of reduced mechanisms. Results for adiabatic fiat flames are pre­
senled in Figures 3.13 and 3.14 for system U, where also results of computations using detailed 
reaction mechanisms are shown. It can beseen that the reduced scheme calculations agree very 

0.0 +-~-fl'-.--t-~~~-+~~~....---j 
-0.05 0.0 0.05 0.1 

x in cm 

Figure 3.13: Comparison of results of a two-step reduced hydragen/air reaction mecha­
nism (markers) and detailed computations (lines)for reaction system IJ. The molefrac­
tions of the species are scaled with the maximum mole fractions. These are given by H: 
5.16 J0-2 , H20: 3.0 10-1. 

well with the detailed computations. This is also true for the adiabatic mass flow rate which is 
0.127 gj(cm2s) for the complex mechanism and 0.1285gj(cm2s) for the reduced mechanism. 

So far we considered Lewis numbers equal to one. A unity Lewis number assumption is not 
realistic for the speciesHand H2 , for which the Lewis numbers are 0.18 and 0.3, respectively. 
The Lewis numbers ofthe other species, however, are close to I. Fora methane fiame [Som94], 
it has been observed that if a non-unity Lewis number is used for H only, the results agree well 
with computations with non-unity Lew is numbers for all species. If this is also true for hydra­
gen/air fiames, this would imply a large simplification if reduced reaction mechanisms are used. 
If only non-unit Lew is numbers are used for Hand H2 , the element male numbers for 0 and N 



66 

1.0 

0.8 

0.6 

0.4 

0.2 

0.0 
-0.05 

H02 

0 

j 

Chapter 3. Applications of Reduction Methods 

{' ··~ OH 

~ 

'~ 
0.0 0.05 0.1 

x in cm 

Figure 3.14: Comparison of results of a two-step reduced hydragen/air reaction mecha­
nism (markers) and detailed computations (lines) for reaction system ll. The male frac­
tions ofthe species are scaled with the maximum molefractions. These are given by OH: 
1.5 w-z, HOz: 2.38 w-4. 

do notchange in the flame. Even the mole fraction of H remains constant, because the element 
mass fractions of 0 and N and therefore also for Hare conserved (see eq. (1.43)). This means 
that no variations in specific element mo1e numbers have tobetaken into account, which reduces 
the number of independent variables for the reduced mechanism. Results of computations with 
non-unit Lew is numbers for Hand Hz are compared with results using non-unit Lew is numbers 
for all species (see Figures 3.15 and 3.16). It can beseen that the differences are smal!. The im­
portance of preferential diffusion of Hand Hz becomes apparent if the adiabatic mass burning 
rates are compared. The adiabatic mass buming rateis 0.127 gj(cmzs) ifunit Lewis number are 
used, 0.205gj(cmzs) if non-unit Lewis numbers are applied for Hand H2 and 0.206gj(cmzs) 
if non-unit Lewis numbers are applied for all species. Finally, we performed reduced scheme 
computations using non-unit Lewis numbers for Hand Hz. It should be noted that the enthalpy 
will not be constant anymore and a differential equation for the enthalpy should be taken into 
account. However, we ex peet relatively smal] variations in the enthalpy through the flame as the 
energy flux by preferential diffusion is relatively smal!. At first, we neglect these enthalpy varia­
tions, so that the same manifold can be used as for comptitation with unit Lew is numbers. Some 
results are presenled in Figures 3.17 and 3.18. The profiles of the major species agree well with 
the detailed computations. Some radicals show more deviations. This is probably caused by 
differences in enthalpy between detailed and reduced computations. The adiabatic mass burn­
ing rate for the reduced mechanism is found to be 0 .172gj(cmzs ), which agrees reasonably 
well with the mass burning rate found with the detailed computations (0 .205gj(cm- zs)). This 
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Figure 3. 15: Complex hydragen/air computations using various transport mode is. The 
lines correspond to computations using non-unit Lew is numbers for all species, the mark­
ers with computations with unit Lewis numbers, except for H and H2• The mole frac­
tions of the species are se a led with the maximum mole fractions. These are given by H: 
4.28 w-2 , H20: 3.04 w- 1, c:t> = 1.0. 
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might be caused by the differences in H02 profiles of reduced and detailed computations. We 
have al ready seen that this species has a large infiuence on the mass burning ra te of hydrogenlair 
reaction mechanisms. 

3.2 Burner-Stabilized Flames 

In this section, results of calculations with the Mathematica! Reduction Technique, applied to 
burner-stabilized f'lames are presented. We use unit Lewis numbers and constant and for all 
species equal specific heat c Pi> as in subsection 3.1. As the flame is cooled at the burner edge, 
the enthalpy is not conserved now. Therefore, the enthalpy appears as an additional variable. As 
we use unit Lew is numbers the enthalpy will be constant in the region above the burner, and can 
be obtained easily by computing the enthalpy at the burner edge. As aresult we have to u se two­
and three-dimensional manifolds for one- and two-step reduced schemes. For the manifolds we 
use an equidistant grid. The refinement procedure was not implemented yet at the time these 
computations were performed. 

Again lPH,o is taken as control variabie for the one-step reduced scheme. Forthetwo-step 
reduced scheme the specific mole numbers of H20 and H2 are used. These control variables 
increase or decrease monotonously with x, as is required when eq. (2.52) is derived. The same 
reaction mechanisms I and 11 (see Appendix B) as for the adiabatic fiames are used here. 
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Figure 3.16: Complex hydragen/air computations, using various transport models. The 
lines correspond to computations using non-unit Lew is numbers for all species, the mark­
ers with computations with unit Lewis numbers, except for H and H2. The mole frac­
tions of the species are scaled with the maximum mole fractions. These are given by OH: 
1.55 10-2, H02: 4.14 10-4, <t> = l.O. 

For the reaction mechanism I, a one-step reduced scheme is applied. This one-step reduced 
scheme will be used to model bumer-stabilized flames for several values of the equivalence ra­
tio and mass flow rate. The results will be compared with complex computations in the next 
subsection. 

A one-step reduced scheme is a1so used for the reaction scheme including H02 . For this 
scheme, however, only low mass flow rates can be applied, otherwise the flame will blow off. 
This is caused by the fact that the one-step scheme underestimates the adiabatic burning velocity 
considerab1y as we have seen before (section 3. 1). 

For larger mass flow rates, close to the adiabatic mass buming rate, a two-step reduced scheme 
is used instead. It is expected that this two-step scheme gives a significant improvement of the 
H2/air flame structure. This is shown in the next subsection. 

3.2.1 Results 

The one-step reduced mechanism of system I is applied to burner-stabilized flame calculations 
with several equivalence ratios <t> and mass flow rates M. In Fig. (3. 19) we show one example 
of the differences between results of the full scheme and the reduced mechanism. The tempera­
ture at a di stance of I.Ocm down-streamof the bumer is shown in Fig. (3 .20) for all full scheme 
and reduced scheme calculations. Considering these two figures, we may conclude that the dif­
ference between results of the one-step reduced scheme of system I and the full scheme calcula-
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Figure 3.17: Comparison of results of a two-step reduced hydragen/air reaction mecha­
nism (markers) and detailed computations (lines) for reaction system ll. Only the Lewis 
numbers for H and H2 are not equal to I. The mole fractions of the species are scaled 
with the maximum molefractions. These are given by H: 4.95 10-2 , H20: 2.91 10-1. 
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tions is quite smal!. Furthermore, it can be seen that the differences between the computations 
increase for increasing <l> values. 

To apply the one-step reduced scheme of system II to bumer-stabilized ftame calculations, 
the flow velocity must be considerably lower than the adiabatic burning velocity, otherwise the 
ftame will blow off as already mentioned. Results of the one-step reduced scheme calculations 
using a mass flow rate of 0.14gj (cm2 s) are presented in Figures 3.21 and 3.22. The adiabatic 
mass buming rate for system II is equa1 to 0.193g I (cm2 s ). It should be noted that the profiles 
of the main species such as H2 and H20 are predieled quite wel!. The results of the temperature 
and radicals OH, Hand H02 show larger differences. The temperature of the reduced com­
putations is al most constant in the ftame front, in contrast to detailed computations for which 
the temperature increases continuously. This is probably caused by the fast increase of radica1 
concentrations for the reduced mechanism induced by the steady-state assumptions. Note that 
the total enthalpy bas to be constant so that an rapid increase of rad i cal concentrations lirnits the 
temperature increase. The ftame structure is still predicted reasonably well. This is related to 
the fact that the composition is predicted well in the high temperature region. 

As the one-step reduced scheme of system II cannot be used for flow veloeities close to the 
adiabatic burning mass burning rate, a two-step reduced scheme is applied, to study whether 
this gives improvements. 

The calculation using the two-dimensional scheme is performed for a mass flow rate of 
M = O.l9gj(cm2s), which is close to the adiabatic mass buming rate found with the detailed 
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Figure 3.18: Comparison of results of a two-step reduced hydragen/air reaction mecha­
nism (markers) and detailed computations (lines) for reaction system JI. Only the Lewis 
numbers for H and H2 are not equal to 1. The male fractions of the species are scaled 
with the maximum male fractions. These are given by OH: 1.55 10-2 , H02: 4.14 10-4 . 
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Figure 3.19: Profiles of several species using the Jul! ( continuous lines) and one-step re­
duced mechanism (dashed lines) applied to bumer-stabilizedfiames with an equivalence 
ratio <1> = 0.9 and mass flow rate M = 0.10g/(cm2s), using reaction system l. 
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Figure 3.20: Comparison of the flame temperature at a height of l.Ocm down-stream of 
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Figure 3.21: Profiles of species usingfull (lines) and one-step reduced mechanism (mark­
ers) applied to burner-stabilized flames with an equivalence ratio <I> = 1.0 and mass flow 
ra te M = 0.14g/ (cm2 s ), for re action system !I. 
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Figure 3.22: Profiles of species usingfull (lines) and one-step reduced mechanism (mark­
ers) applied to bumer-stabilizedflames with an equivalence ratio <l> = 1.0 and massflow 
rate M = 0.14gj(cm2s),Jor reaction system 11. 

computation. The results are shown in Figs. (3.23) and (3.24). Note that flames using the one­
step reduced scheme will blow off at this flow rate. The two-step reduced scheme, however, 
gives stabie flames. The results show that the mole fractions of the species are predicted we! I. 
The main difference between reduced and full scheme calculations is that the stand-off distance 
ofthe computation with the reduced scheme is larger, observed in Figures 3.23 and 3.24 by the 
shift in the x direction. The mole fractions show more deviations in the down-stream part of the 
flame. This is mainly caused by the relatively large grid spacing on the manifold there. Fur­
thermore, it appears that an explicit solution method (sol ving the differential equations for the 
control variables subsequently in an uncoupled way) can be used here, due to the fact that the 
degree of stiffness is reduced by using the reduction method. The implicit method ( solving all 
variables simultaneously), however, is much be faster. 

Finally, computations with the implicit methad are performed. Now also temperature de­
penden! specific heats ofthe species are applied. The manifold is locally refined in the direction 
of the control variables Hand H20, but equidistant in the enthalpy. We used a mass flow rate 
ofO.!gj(cm2s). The results are presented in Figure 3.25 and 3.26. The reduced computations 
agree well with the detailed computations for most species. The OH- profiles show the larger 
differences. The temperature profiles agree very well. 

Consictering the results of the bumer-stabilized flame computations we may conclude that 
the one-step reduced scheme applied to a reaction scheme without H02 gives quite accurate 
results. If H02 is taken into consideration the one-step reduced scheme can only be used for 
low mass flow rates. The flame will blow off otherwise. For small mass flow rates, the one-step 
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Figure 3.23: Comparison of some major species profiles in a bumer-stabilizedfiatfiame 
using the full (lines) and a two-step reduced mechanism (markers), <1> = 1.0, M = 
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Figure 3.25: Comparison of Hand H20 profiles in a burner-stabilizedfiatfiame using the 
full (lines) and a two-step reduced mechanism (markers), <I:>= 1.0, M = O.lgj(cm2s), 
temperafure dependent specific heats, system IJ. 
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Figure 3.26: Comparison of OH, H02 and temperafure profiles in a burner-stabilizedfiat 
fiame using the Juli (lines) and a two-step reduced mechanism (markers), <I:> = 1.0, M = 
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reduced scheme still gives quite accurate results for the ftame structure. For a large mass flow 
rate a two-step reduced scheme should be used. 

3.3 Reduced Schemes for Carbon Monoxide- Hydrogen/ Air 
Mechanisms 

3.3.1 Introduetion 

In this section, we wil! compare results of the Mathematical Reduction Technique with those 
of Conventional Reduction Methods. The convention al reduced reaction mechanisms are based 
on partial-equilibrium assumptions or steady-state assumptions as explained in sections 1.5 and 
2.4.1. The reduction methods are applied to hydragenfair and carbon monoxide-hydrogen/air 
reaction mechanisms. These mechanisms are presenled in Appendix B, indicated by IV and V, 
respectively. 

In contrast to the previous two sections we now fix the temperature for the manifold compu­
tations . In principle it is a matter of choice whether the temperature or the enthalpy is taken as 
independent variable. An advantage of taking the enthalpy as variabie is that the energy equa­
tion in terms of the enthalpy bas a simpler form. However, the reduced reaction mechanisms 
presenled in this sectionare meant for application in turbulent fiames 1 where a constant tem­
perature was assumed, initially. To compare how the reduced roodels perform, computations 
are performed out at temperatures of 1200K and 2000K. As turbulent cambustion modeHing is 
very complicated, one-step reduced schemes are considered in first instanee only. Furthermore, 
temperature dependent specific heats of the species are used. 

As explained before, the Mathematical Reduction Technique determines the fast and slow 
reaction groups automatically. For applications of conventional reduction methods, however, 
we have to decide which assumptions should be used. First, we will decide which reaelions are 
assumed to be in partial-equilibrium. Then, we will decide which species are considered to be 
in steady-state. 

Consictering the H2 reaction scheme IV (see Appendix B), the two-body reaelions (1), (2), 
(3), ( 17) and ( 18) are classified as fast and assumed to be in partial-equilibrium. Note that reac­
tions (1 ), (2), (3) and ( 4) are depend ent. If steady-state assumptions are introduced for reaction 
( l ), (2), (3), reaction (4) is also in partial-equilibrium. The three-body reactions (5), (6), (7), (8) 
and ( 15) are slowand are assumed not to be in equilibrium [Dix75], [Jan82], [Cor85]. Insteadof 
applying partial-equilibrium assumptions for reactions (17) and (18), also computations with 
reaction (9) and (16) in partial-equilibrium are performed. This leads, however, to the same re­
sults. This is caused by the fact that the reactions are dependent (9) = (17)- (18)- (4) and 
(16) = (18)- (2) . For the CO/ Hrair reaction system Van additional partial-equilibrium as­
sumption for reaction (20) is applied . This reaction is assumed to befaster than the three-body 
reaction (21 ). 

1The turbulent flame rnadelling is not considered here . At the Twente University ofTechnology, however, these 
reduced modelled are used for rnadelling turbulent combustion processes. 
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If the mechanisms is reduced by use of steady-state assumptions, we apply steady-state as­
sumptions for the 0, H, OH, H02 and H20 2 species in the hydragen-air reaction system. Fur­
thermore, for the reaction system which includes co and co2. an additional steady-state as­
sumption is introduced for CO at 2000K. At 1200K, however, H2 is assumed to be in steady­
state. lt is found that this gives the most accurate approximation. 

3.3.2 Ftes~ts 

The species mass fraction databases obtained from using various reduction methods are com­
pared in this subsection. As the data-bases are meant for u se in turbulent cambustion processes, 
we used <P'H, defined by eq. (2.99) as a control variable. Since all other variables are given in 
mass fractions wedefine the combined mass fraction Yf,, = <P'H, * M H,. This control variabie has 
the quality that the souree term does not include contributions of fast reactions. Furthermore, 
it decreases continuously during the cambustion process. The equilibrium value is therefore 
found at very low Yif2 value. Figure 3.27 shows the dependenee of H, OH and 0 on the Yf,, 
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Figure 3.27: Massfractions of H, OH and 0 radicals as ajunetion of Yif,, at a tempera­
ture of2000 K and stoichiometrie condition ( H2 -air), Line: ILDM-method, Cross: Steady­
State approximations, Circle: Partial-equilibrium approximations. 

variabie at a temperature of 2000K, fora stoichiometrie H2-air mixture. Camparing the results 
ofthe various reduction methods it can be concluded that at the high temperature (T = 2000K) 
the partial-equilibrium and steady-state assumptions perfarm very wel!. Figure 3.28 shows the 
results of H02 and H20 2 mass fractions at 2000K. The results of the steady-state assumptions 
agree within 5% with the results of the Mathematica! Reduction Technique (ILDM-method). 
The reduction methad based on partial-equilibrium assumptions, however, gives much lower 
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Figure 3.28: Massfraction of H02 and H20 2 radicals as ajunetion of Y~,. at a tempera­
ture of2000K and stoichiometrie condition ( H2-air ), Line: IWM-method, Cross: Steady­
State approximations, Circle: Parrial-equilibrium approximations. 

77 

H02 and H20 2 mass fraclions. This indicates that there are no appropriate partial-equilibrium 
assumptions possible for reactions which include the H02 or H20 2 species. Figure 3.29 shows 
the H, OH, 0 mass fractions as a function of Y~, in the H2/air mixture at 1200K. Now, sig­
nificant differences can be observed between the reduction methods. The differences between 
the results of the reduction methad based on partial-equilibrium assumptions and the Mathe­
matica! Reduction Technique are smaller than the differences between tbe methad based on 
steady-state assumptions and the Mathematica! Reduction Technique. This indicates that the 
partial-equilibrium assumptions for reactions containing 0, Hand OH radicals are more ac­
curate approximations than steady-state approximations for these radicals. Apparently, these 
reaelions are also much faster than other reactions at low temperatures. In general, however, 
the reaelions which are important in the initia! phase of the cambustion processes differ from 
the reaelions which are most important close to the equilibrium composition. The choice of 
steady-state species, however, is somewhat easier as it may be expected that radicals are associ­
ated with fast reaction thraughout the entire cambustion pracesses. If, however, stabie species 
such as H2 ar CO have ta be applied in steady-state, the choice is much more complicated. In 
general, the most accurate steady-state assumption may depend on the temperature. 

For H02 and H20 2 the partial-equilibrium assumptions are again nat accurate (see Figure 
3.30). Also the steady-state assumptions for H02 and H20 2 are less accurate than at 2000K. 
Turning to the stoichiometrie CO I Hz-air reaction system (the fuel camposition is 60% CO, 30% 
H2 and 10% N2 ) the follawing canclusians can be drawn. As far the Hz-air reactian system, 
the partial-equilibrium and steady-state assumptians give accurate results far 0, Hand OH at 
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Figure 3.29: Mass fractions of H, OH and 0 radicals as a function of Y~2 , at a tempera­
ture of 1200K and stoichiometrie condition ( Hrair ), Line: ILDM-method, Cross: Steady­
State approximations, Circle: Parrial-equilibrium approximations. 
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Figure 3.30: Massfraction of H02 and H20 2 radicals as ajunetion of Y"H2• at a tempera­
ture of 1200K and stoichiometrie condition ( H2-air ), Line: ILDM-method, Cross: Steady­
State approximations, Circle: Partial-equilibrium approximations. 
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T = 2000K. The 0, Hand OH mass fractions profiles are similar to those of the H2-air re­
action system (Figure 3.27). The maximum mass fractions of OH and H are, however, lower 
(0.02 and 0.01, respectively). Also the partial-equilibrium assumptions fail to predict accurate 
results for H02 and H20 2 (Figure 3.31). The results of the methad which makes u se of steady-
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Figure 3.31: Mass fraction of H02, H20 2 radicals and CO as a function of Y"H,. at a 
temperafure of2000K and stoichiometrie condition (60%CO and 30%H2 ), Line: ILDM­
method, Cross: Steady-State approximations, Circle: Partial-equilibrium approxima­
tions. 

state assumptîons agree very well with the results of the Mathematica! Reduction Technique; 
the differences are less than 5% at 2000K. 

Computatîons arealso performed at 1200K. Mass fractions of H02 , H20 2 and CO are shown 
in Figure 3.32. The differences between the reduction methad based on steady-state assump­
tions and the Mathematica] Reduction Technique increase at this temperature, while the results 
of the methad which uses partial-equilibrium assumptions gives large deviations compared to 
the other methods. At this temperature also the predicted CO mass fraction shows large differ­
ences. 

The results indicate that the conventionaJ methods give satisfactory results at high temper­
ature. At low temperature the inaccuracies increase. The mass fractions of H02 and H20 2 , 

however, cannot be predicted accurately by applying partial-equilibrium assumptions. 

3.3.3 Inftuence on NO Formation 

Finally, to study the effect of the differences in thermaJ NO formation the databases for the H2-

air reaction system are used to compute thermal NO formation rates in a post-processing step. 
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Figure 3.32: Mass fraction of H01, H101 radicals and CO as a function of Yif,, at a 
temperafure of 1200K and stoichiometrie condition (60%CO and 30% H1), Line: ILDM­
method, Cross: Steady-State approximations, Circle: Partial-equilibrium approxima­
tions. 

The formation of NO is explained in chapter 4, where an expression for the thermal NO forma­
tion rateis derived (see eq. (4.5)). 

At a temperature of 2000K the differences between the various methods are very smalt. At 
this temperature the NO formation rate increases from 0 to 0.6kgj(m3s) when Yif, varies from 
0 to O.I. At a temperature of 1200K, the differences in the NO souree term using the various 
reduction methods are of the sameorder of magnitude as the differences in 0 rad i cal mass frac­
tions (15%). More important, however, is that the NO souree term remains much smaller than 
at 2000K, due to the low temperature and low 0 mass fraction. lt increases as a function of Yif, 
to a value as low as 5.010-7kgj(m3s) at Yif, = 0.08. Hence, in the region where the difference 
in NO souree term is significant, the NO production rate is irrelevantly smalt. 

3.4 Mathematically Red u eed Methane-Air Reaction Schemes. 

In many industrial and household applications methane is used as fuel. Therefore, it is desirabie 
to develop reduced models for methane-air reaction systems. In this section the Mathematica! 
Reduction Technique is applied toa methane-air reaction mechanism. The reaction mechanism 
used, is the skeletal scheme of Smooke [Smo9l], which is the most simple reaction mechanism 
for the combustion of methane. lt consistsof 16 species and 26 reactions. Furthermore, tem­
perature dependent specific heats of the species are used . The methane-air reaction system is 
reduced toa two-step reduced scheme. As control variables we use the specific mole numbers 
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~. 1 

Figure 3.33: Locally refined gridfor a two-step reduced methane-air reaction mechanism 
( skeletal scheme). In the horizontal direction the specific mole number of H20 is used as 
control variable. In the vertic al direction the specific mole number of C02 is used as con­
trol variable. 
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of H20 and C02 . The mesh for the manifold data-base is locally refined and presented in Fig­
ure 3.33. In Figures 3.34 and 3.35 contour lines of the temperature and the OH mole fraction 

· the manifold are presented. Below a temperature of 1200K no manifold solutions are found. 
This is caused by the fact that the reaction rates are very low there. However, in order to use 
the manifold it is necessary that mixture composition are available for all values of the control 
variables. Therefore, compositions in the low temperature region are obtained by assuming that 
only stabie species have non-zero specific mole numbers. Since the radical concentrations are 
al ready low between temperatures of 1200K and 1300K (where solutions for the manifold com­
position are found) the temperature profiles are smooth on the manifold. Only near the region 
where the transition takes place between computed manifold compositions and the area with 
stabie species, the temperature and radical contour lines are slightly curved (Figure 3.34). 

The reduced mechanism is applied to an adiabatic flat flame. Again unit Lewis numbers are 
used , so that the specific element mole numbers and enthalpy remain constant. Results are pre­
senled in Figures 3.36 and 3.37, where also results of the full system are given. Significant 
deviations between reduced and full scheme results are observed. Also a large difference of 
roughly a factor two in adiabatic mass buming rate is found. The adiabatic mass buming rateis 
2.79 10- 2gj(cm2s) for the detailed mechanism and 5.8 10-2g j(cm2s) for the reduced mecha­
nism. The results are comparable with results obtained by Riedel et al. [Rie94]. The differences 
in the post-fl.ame zone are mainly caused by the differences in mass flow ra te. This becomes ap­
parent if Figures 3.38 and 3.39 are considered. In these figures profiles of the full system are 
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Figure 3.34: Contour lines ofthe temperature on a two-dimensional manifoldfor methane. 
In the x-direction the specific mole number of H20 is used as control variable. In the y­
direction the specific mole number of C02 is used as control variable. The re action path 
of the adiabatic flatflame is sketched by the thick line (<I> = 1.0). 

compared with interpolations on the manifold. The profiles of 1>co2 and 1>H2o of the full sys­
tem are used for the interpolation to obtain the profiles of the other species from the manifold 
data-base. This indicates that the manifold is much more accurate behind the flame front than 
in the flame front. Further, it is observed that the mole fractions of CH3, CH30, CH20 and HCO 
predicted by the reduced scheme are much lower than those predicted by the detailed computa­
tions. The maximum male fractions predicted by the reduced scheme are of order of magnitude 
of w- 14 , w- 14 , w-s and w-5, whereas these are given by: 3 w-3, 5 w-6 , 2 w-3 and 8 w-5, 

respectively for the detailed computations . The results indicate that for an accurate rnadelling 
of premixed Jaminar methane/air flames more than two degrees of freedom should betaken into 
account. 
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Figure 3.35: Contour lines ofthe OH specific mole number on the two-dimensional mani­
foldfor methane. In the horizontal direction the specific mole number of H20 is used as 
control variable. In the vertic al direction the specific mole number of C02 is used as con­
trol variable. The reaction path of the adiabatic flat flame is sketched by the thick fine 
(ct>= 1.0). 
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Figure 3.36: Comparison of a two-step reduced scheme and a detailed computation ap­
plied on an adiabatic flat methane-air flame. The mole fractions are scaled with: CO: 
6.78 w-2 , H20 : 1.82 w- 1, ct>= 1.0 
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Figure 3.37: Comparison of a two-step reduced scheme and a detailed computation ap­
plied on an adiabatic flat methane-air flame. The mole fractions are scaled with: OH: 
8.78 w-3 • H02: 6.97 w-5, <1> = 1.0 
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Figure 3.38: Comparison of interpo/ation on the manifold and detailed profiles f or an 
adiabatic flat methane-air flame. The lines denote the detailed results, the symbols cor­
respond to interpo/ation on the manifold. The mole fractions are scaled with: CO: 
6.37 w-2 • H 2: 7.51 w-2• <t> = 1.0 
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Figure 3.39: Comparison of interpo/ation on the manifold and detailed profiles for an 
adiabatic flat methane-air flame. The lines denote the detailed results, the symbols cor­
respond to interpolation on the manifold. The male fractions are scaled with: OH: 
8.47 10-3 , H02: 6.97 10-5, <P = 1.0 
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Chapter 4 

Post-Processing Metbod for Modelling NO 
Formation 

To reduce environmentaJ pollution, regulations conceming NO emission have become more 
stringent recently. To decrease theemission of NO, increasing knowledge of NO formation 
in cambustion processes is required. From a chemicaJ point of view the formation of NO in 
methane/air flames is reasonably well understood [Bow92]. This has lead to the development 
of detailed reaction mechanisms, in which a large number of species and reactions is involved. 
An exarnple of a complex reaction mechanism is that of Milier and Bowman [Mil89] , which 
consistsof 51 species and over 200 reactions. Apart from the fact that this reaction rnechanism 
is suitable to model the formation of NO, aJso in formation about the formation of N20 and N02 

is obtained. In literature it is often referred to NOx being the sum of NO and N02. However, 
for most applications presented in this chapter the temperature of the exhaust gases at the end 
of the computationaJ domain is very high, so that the concentration of N02 is much lower (al­
most two orders of magnitude) than the concentration of NO. Therefore, most results concern 
the formation of NO. In the atmosphere, however, NO will be converted into N02 . Although 
the reaction mechanisms are well known, there are relatively large uncertainties in the reaction 
rate data. If more recently published reaction rate data are used [Gia92], significant differences 
in predicted NO concentrations are observed (this will be shown in this chapter). 

The u se of such complex reaction mechanisms for mode !I ing NO formation leads to extrav­
agant computational effort. Reduced models to predict the NO formation are therefore required. 
In chapter 1 several methods to reduce the computational effort of modeHing flarnes with de­
tailed reaction mechanisms are presented. One of the methods presented is basedon the decou­
pling of a group of species from the reaction mechanism. This is possible if these species have 
low mass fractions and are of minor influence on the ftame structure. The decoupling results in 
the possibility to treat part of the chemistry in a post-processing step. In this chapter we will 
shown that the production of NO can be modelled successfully by use of this method. 

The objective ofthe research presented in this chapter is to investigate how the formation of 
NO in laminar methane/air flarnes can be modelled numerically, with a minimum of computa­
tional effort. This implies that we start with the most detailed reaction mechanism including the 
entire nitrogen chemistry. We investigate which reactions and species are of minor importance 
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and may be omitted. Furthermore, the consequences of the assumptions introduced in the post­
processor are studied. It is, however, not easy to extend the results of this chapter to the NO for­
mation in practical buroers. This is related to the fact that we focus on simp Ie buroer geometries 
such as flat flames and slit buroers only. The main difference between flat flames and practical 
buroers is that the flat flames are not cooled and in this chapter it wiJl be shown that the NO 
formation depends strongly on the temperature. Although the effect of the cooling by the en­
vironment is taken into account for the slit bumer computations, only few results are presented 
as the computationaJ effort is stilllarge (several days on a modem super computer). Further­
more, the burner contiguration is still simple and the computationaJ domain is small compared 
to practical situations (the cambustion chamber is notmodelled here). The present work and 
the numerical tools developed, however, can be used to estimate the NO production in a small 
region of a few centimeters above the buroer using simplified mode Is for the buroer such as mul­
tiple slit or perforaled plate bumers. The NO produced in the down stream zone further away 
from the bumer can be modelled in a separate computationaJ step. For this step it is not neces­
sary to account for the complete kinetics as most cambustion reactions are in equilibrium. The 
equilibrium composition can be computed relatively easy. Having determined the equilibrium 
composition, the formation of NO can be obtained. 

An introduetion into the mechanisms which describe the formation of NO is given insection 
4.1. Several mechanisms will be used for modeHing the NO formation in laminar flat flames. 
The results are presented in section 4.2. The post-processing method and the implementation 
wiJl be presenled insection 4.3. First, the post-processor is applied to one-dimensional flames 
(section 4.4). Since it is possible to perform detailed computations for these flames within a 
reasonable amount of computing time, the accuracy of the post-processing method can be ex­
amined by comparing the post-processor results with detailed computations. Furthermore, the 
results of detailed computations are used to study which reaelions are most important. Si nee the 
temperature has a large influence on the formation rate of NO, adiabatic flames arealso consid­
ered using various reaction mechanisms (the adiabatic flame temperature is not determined by 
the reaction mechanism but by the thermo-dynamic properties of the species). Since there are 
relatively large uncertainties in reaction rate data, it is necessary to compare results of compu­
tations with measurements. In section 4.4 results of computations of the NO formation of a 
ceramic foam buroer are compared with measurements. Furthermore, the formation of NO in 
two-dimensional flames wiJl be considered in detail insection 4.5 . Two geometries are used : a 
micro-slit burner with nearly flat flames and a single-slit buroer in a confined environment with 
cooled walls. For the single slit buroer we compare the formation of prompt NO using detailed 
reaction mechanisms with an empirica! model for prompt NO formation. Most results presented 
in this chapter arealso published in [Egg94], [Egg95c] and [Egg95d]. 

4.1 Thermal and Prompt NO Mechanisms 

Often a distinction between thermal and prompt NO is made. The thermal mechanism is de­
scribed by the well known Zeldovich reactions: 

O+N2 ~NO+ N, (4 .1) 
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N+Oz ~ NO+O, 

N+ OH~ NO+ H. 

These reacrions give the following thermal production rate: 

89 

(4.2) 

(4.3) 

(4.4) 

where the indices 1, 2, 3 refer to the first, second and third Zeldovich reactions ( 4.1 ), ( 4.2) and 
(4.3), respectively. This mechanism is referred toasthermal mechanism because of the strong 
temperature dependenee of the NO production rate. Th is becomes clear if the thermal produc­
tion rate is considered in more detail. 

When the N-radicals are assumed to be in steady-state and the fast reaction H + 0 2 ~ 

OH+ 0 is supposed to be in partial-equilibrium, the following well known expression for the 
thermal NO formation rate [Ive73] may be derived: 

1- [N0]2 

. th = 2M k [O"i[N l K\K, [N, ][O,] 
PNo No 1 . 2 1 + LdNOJ 

k, [O,]+kJ[OH] 

(4.5) 

Since the concentration of NO is generally very low, this reaction rate is approximately equal 
to: 

(4.6) 

The strong temperature dependenee is found in the large activation energy of the reaction rate 
k1• The reaction rate of this reaction is given by: 

with E1/ R = 38370K. Equation (4.7) indicates that: 

dk1 E1 dT 
T:-=lir 

(4.7) 

(4.8) 

This implies that at a temperature of 1500K, an increase in temperature of 1% induces an in­
crease of the reaction rate of about 25%. Although the thermal mechanism is relatively simpte 
to model, it requires knowledge of the 0-radical concentration profile. If this concentration is 
not known it is often approximated by assuming the 0-radicals in chemica! equilibrium with 
0 2 . This implies that the following reaction is assumed to be in partial-equilibrium. 

(4.9) 

leading to: 
[0] = JK4[0z), (4.10) 

with k4 the equilibrium constant of (4.9). The equilibrium 0 concentration can now be deter­
mined by use ofthe concentration of 0 2 and the temperature. We refer to NO,q as being that part 
ofthe thermal NO which would be formed if 0 radicals would be in equilibrium with 0 2 . In the 
next section we will show that the equilibrium assumption for 0-radicals leadstoa considerable 
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under-estimate of the thermal NO concentration. Note that in contrast to the 0-radical concen­
tration, the concentration of NO is far below the equilibrium concentration. This is caused by 
the fact that most reaelions that produce NO are slow, compared to the residence times in the 
flame. 

Besides the thermal mechanism, the prompt mechanism is responsible for a part of the to­
tally formed NO. In this thesis we will refer to prompt NO, as NO which is formed by reaelions 
that are notpart of the thermal mechanism. Originally, the expression "prompt NO" was intro­
duced to account for the apparently instantaneous formation of NO observed by researchers 
[Fen71]. When the measured profile of NO in a flat flame bumer is extrapolated to the surface, 
the intereepi obtained was referred to as "prompt NO". This definition of "prompt NO" implies 
that a part of the "prompt NO" is due to the thermal mechanism enhanced by super-equilibrium 
0 radical concentrations. Furthermore, often the reaelions in which N20 is involved are con­
sidered separately as a third mechanism (besides the thermal and prompt mechanism) which 
is important for the formation of NO. As already mentioned before, here we will only make 
distinction between thermal and prompt NO and assume reactions with N20 to be part of the 
prompt mechanism. 

The prompt mechanism is much more complicated than the Zeldovich mechanism and has 
been fully understood only recently. The mechanism developed by Milier and Bowman [Mi\89] 
is widely accepted and used. This mechanism contains 29 reaelions which may produce NO 
as given by ( 4.11 ), where the last three reactions are part of the thermal mechanism. However, 
this mechanism (which will be referred to as MB) is modified frequently, because new measure­
ments provide new data for the reaction rates which is expected to be more reliable and measure­
ments often indicate that other reactions play a significant role. Disturbing for the researcher is 
the fact that published reaction rate data show variations, leading to quite large differences in 
results of calculations. 

Recently, Glarborg and co-workers [Gia92] developed a simplified reaction mechanism in­
cluding prompt NO formation. This reaction mechanism is based on that of Milier and Bow­
man. lt is a subset of this mechanism, but also some reaelions are added and data are changed 
according to new measurements. This reduced set of reaelions contains 77 reaelions of the ini­
tia! set of 234. Here we study whether this reaction mechanism of Glarborg et al. is valid for 
flat flame calculations, and how large differences are with the reaction mechanism of Millerand 
Bowman. 

Todetermine how large the influence is of the neglected reaelions and of the changes in reac­
tion rate data, we modified the reaction mechanism Milier and Bowman. Reaction rate data are 
changed according to the data of Glarborg et al. and reactions, not present in the initia! mecha­
nism of Milier and Bowman, are added. As a result the Glarborg et al.'s mechanism is a subset 
of the modified Milier and Bowman mechanism. 

Si nee the data used by Glarborg et al. are the most recent ones, we use this modified Milier 
and Bowman reaction mechanism (denoted as MBmod) as reference and campare all other re­
sults to calculations with this. Flame calculations using the original reaction mechanism of Glar­
borg et al. gave unacceptable results for the burning velocity and are therefore considered to be 
not suftleient to be used for flat flame calculations. In literature, it has been shown [Smo91] 
that a skeletal mechanism for Jean methane/air flames, which consistsof a minimum number of 
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157 C+NO=CN+O 
158 CH+NO=HCN+O 
159 CH2+NO= HCNO+ H 
160 CH3+ NO= HCN+ H20 
161 CH3+ NO= H2CN+ OH 
162 HCCO+ NO= HCNO+ CO 
163 CHi_+ NO= HCN+ OH 
167 C 0 2 + N = N 0 + C 0 
185 CN + N02 =NCO+ NO 
189 H02 + NO= N02 + OH 
190 N02+H=NO+OH 
191 N 02 + 0 = N 0 + 0 2 
192 N 02 + M = N 0 + 0 + M 
194 NCO+O=NO+CO 
196 NCO+ OH= NO+CO+H ( 4.11) 
198 N C 0 + N 0 = N2 0 + C 0 
202 NH+02=NO+OH 
203 N H + N 0 = N2 0 + H 
208 N2 0 + 0 = N 0 + N 0 
217 N H2 + N 0 = N N H + 0 H 
218 N H2 + N 0 = N2 + H2 0 
223 NNH +NO= N2+ HNO 
229 HNO + M = H+NO+M 
230 H N 0 + 0 H = N 0 + H2 0 
231 H N 0 + H = H2 + N 0 
232 HNO+ NH2 = NH3 +NO 
233 N+NO= N2+ 0 
234 N+02 = NO+ 0 
235 N + OH=NO + H 
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reactions and species, is able to predict the burning velocity quite wel!. Therefore, we extended 
this skeletal rnechanism with the nitrogen chernistry part of the Glarborg et al.'s mechanism 
(this mechanism wil! be denoted as Skelo ). For the three above mentioned mechanisms MB, 
MBmod and Skelo we perforrned full flat flame calculations to estimate the consequences of 
neglecting a number of reactions and the effect of changes in the data. The results are presenled 
in the next section. 

4.2 Flat Flame Computations using Various Reaction Mech­
anisms 

Various reaction mechanisms, as presenled in the previous sec ti on, are used to model flat flames. 
These computations are perforrned using the PREMIX code of the Sandia Package [Kee85]. 
The results of the various mechanisms are presenled in Table 4.1 fora stoichiometrie methanelair 

scheme NO,q N01h NO T 

MBmod 0.36 10 -~ 2.31 10 -~ 3.91 10 -j 2072 
MB 0.37 10- 5 2.36 10-5 2.9o Jo-5 2073 
Skelo 0 .67 10- 5 2.91 10-5 4 .8o w-s 2118 

Table 4.1: Equilibrium, thermal and total NO mole fractions and temperature, at a dis­
tanee of I cm above the bumer, calculated with the various mentioned re action mecha­
nisms. (<I>= 1.0, M = 3.26J0-2g j (cm2s)). 

flame with a mass flow rate of 3.26 w-2gj(cm2s) . Apart from the mole fractions of NO we 
also give the flame temperature Tata distance of !cm above the burner. In Table 4.2 we have 
shown the dependenee of the MBmod and MB results on the stoichiometry <1>. By perform­
ing additional computations we estimated the part formed by the thermal mechanism (N01h) 
using eq. (4.5) and the equilibrium part (NO,q) of the thermal NOrh. formed by 0 equilibrium 
concentrations, given by eq.(4.10). The remaining part of the thermal NO is formed by the su­
per equilibrium 0 - radical concentration. The results are presenled in Tables 4.1 and 4.2 and 
are also shown in Tables 4.3 and 4.4, where the various contributions are given as fraction of 
the total formed NO. Camparing the results of the MBmod and MB mechanism, we see that 
the differences in temperature, equilibrium NO and thermal NO are very smal!. The amount 
of prompt NO estimated by the mechanisms MBmod and MB, however, differ considerably, 
due to the changed reaction rate data and added reactions. The reaction mechanism Skelo pre­
dicts even higher prompt NO concentrations (note that the temperature predieled by the skeletal 
mechanism is higher). These differences are of the same order of magnitude as the variations 
that arise from the changed reaction rate data. The question arises whether the differences are 
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scheme <I> NO,q NOth NOpr NO T 

MBmod 0.90 4.18 w-6 2.21 10-5 1.40 w-5 3.61 10 "5 2038 

MBmod 0.95 4.44 w-6 2.50 w-s 1.55 w-s 4.05 10-5 2061 

MBmod 1.00 3.59 w-6 2.31 10-5 1.60 w-s 3.91 w-s 2072 

MBmod 1.05 1.96 w-6 1.58 10-5 1.51 w-s 3.09 w-s 2061 
MBmod 1.10 o.79 w-6 0.85 w-s 1.41 w-s 2.26 w-s 2032 
MB 0.85 3.53 10-6 1.84 lO 5 0.37 10 -~ 2.21 10 -~ 2014 
MB 0.90 4.32 w-6 2.27 w-s 0.44 w-s 2.71 10-5 2041 
MB 0.95 4.63 w-6 2.57 w-s 0.51 w-s 3.08 w-s 2065 
MB 1.00 3.69 10- 6 2 .36 w-s 0.54 w-s 2.90 w-5 2073 
MB 1.05 2.02 w-6 1.62 w-s 0.64 w-s 2.26 10- 5 2062 
MB 1.10 o.79 10- 6 0.85 10- 5 0.78 w-s 1.63 w-5 2032 

Tab ie 4.2: The dependenee of NO mole fraction and temperafure on the stoichiometry <I> 
at a distance of l cm above the burner ( M = 3.2610-2gj(cm2s) ). 

scheme NO,q NOrh NO,, 
NO NO NO 

MBmod 9.2 59.1 40.9 
MB 12.7 81.4 18.6 
Skelc 13.9 60.6 39.4 

Table 4.3: Contributions of the various mechanisms that produce NO, given in frac­
tions (%)of the totalformed NO, at a disrance of I cm above the burner, <I> = 1.0, M = 
3. 261 o-2 g 1 ( cm2 s ). 
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scheme <I> NO,q !!!!.rJ,. !!!!.E. 
NïJ NO NO 

MBmod 0.90 11.6 61.2 38.8 
MBmod 0.95 11.0 61.7 38.3 
MBmod 1.00 9.2 59.1 40.9 
MBmod 1.05 6.3 51.1 48.9 

MBmod 1.10 3.5 37.6 62.4 
MB 0.85 16.0 83.3 16.7 
MB 0.90 15.9 83.8 16.2 
MB 0.95 15.0 83.4 16.6 
MB 1.00 12.7 81.4 16.5 
MB 1.05 8.9 71.7 28.3 
MB 1.10 4.8 52.1 47.8 

Table 4.4: Contributions ofthe various NO mechanisms given infractions (%) ofthe total 
formed NO, at a distance of1cm above the burner, M = 3.2610-2gj(cm2s). 

scheme <I> NO~h NO~, NOC 

MBmod 0.90 2.43 10 -~ 1.54 10 -~ 3.97 10 -~ 

MBmod 0.95 2.62 w-s 1.62 w-s 4.24 w-s 
MBmod 1.00 2.31 w-s 1.60 w-s 3.91 w-s 
MBmod 1.05 1.51 w-s 1.44 w-s 2.96 10 5 

MBmod 1.10 0.78 w-s 1.29 w-s 2.07 w-s 
MB 0.85 2.13 10 ' 5 0.43 10-5 2.56 10 '5 

MB 0.90 2.50 w-s 0.48 w-s 2.98 w-s 
MB 0.95 2.69 w-s 0.56 w-s 3.39 w-s 
MB 1.00 2.36 w-s 0.54 w-s 2.90 w-s 
MB 1.05 1.55 w-s 0.61 w-s 2.16 w-s 
MB 1.10 0.78 w-s 0.72 w-s 1.49 w-s 

Table 4.5: The dependenee of corrected NO molefractions on the stoichiometry <1>, at a 
distance of l cm above the burner ( M = 3.2610-2g/(cm2s)). 
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caused by the omission of reacrions in the prompt NO mechanism or are aresult of the omission 
of reactions that describe the flame structure (the skeletal mechanism is a subset of the complex 
reaction mechanism). We will return to this later. If we consider the dependenee of NO for­
mation on the stoichiometry we see the same tendency for the MBmod and MB mechanisms; 
the NO mole fraction decreases from stoichiometrie to lean as well as from stoichiometrie to 
rich mixtures. We further see that for rich mixtures a larger fraction of the total amount of NO 
is prompt NO. However, that part of the total formed NO by the prompt mechanism does not 
depend strongly on the stoichiometry. To make a fair comparison between the results of the 
various stoichiometries, the NO mo!e fractions are also corrected to ~ = l.O. The NO moie 
fraction are corrected by: X No' = (X Nol X e H, )X~t;,1.0 . The corrected values are presented in 
Table (4.5). These results show how prompt NO depends on the stoichiometry. Most prompt 
NO is formed at ~ = 1.0 and decreases for leaner and richer mixtures. Assuming that the re­
sults of the MBmod mechanism are the most reliable we may co nel u de that, even for lean mix­
tures, prompt NO formation in flat laminar flames may not be neglected. Because the prompt 
NO mechanism is quite complex it would bedesirabie to have method to predict prompt NO 
production with less computational effort (typical computation times using the mechanism of 
Milier and Bowman are about 6 to 8 hours on a workstation). In the next section we will show 
that this can be achieved by use of a post-processing method. 

4.3 Post-Processing Metbod 

The post-processing method is based on the assumption that the species involved in the NO 
chemistry have very low mass fractions and a minor influence on the main combustion species. 
Following the approach of Glarborg and co-workers [Gla92], the reaction mechanism is split 
into two groups of species. Thesetof differential equations of one part, which includes the most 
important species and reactions in methane/air flames, is solved first. The remaining species 
equations are solved in a post-processing step. A further reduction of the computational effort 
is achieved by adapting steady-state assumptions for intermediates. The computational effort 
of the first step is much smaller than for the complex computation with the full mechanism, 
because the number of main species is relatively small (e.g. 16 instead of 51). As the species 
are solved simultaneously in this step, the computational effort depends quadratically on the 
number of species [Kee85],[Som95]. The computational effort for the second post-processing 
step is also relatively smal! due tothefact that the main species, flow and temperature are fixed. 
Therefore, the set of equations is less stiff. 

For the computation of the main cambustion species we use the skeletal mechanism for 
methane oxidation [Smo91]. This reaction mechanism involves the following species: CH4 , 

CH:~, CH30, CH20, HCO, CO, C02, 0, H, OH, 02, H1, H10, H01, H102 and N2. In the post­
processing step, the species of this reaction mechanism are compared with the species involved 
in the reaction mechanism which includes the nitrogen chemistry. All species (except NO and 
HCN) which are part of the complementary part of the two reaction mechanisms are consid­
ered to be steady-state species. For the reaction mechanism of Glarborg et al. this means that 
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the species: 3CH2, 1 CH2, CH, C, NH, NCO, N20, CN and Nare assumed to be in steady-state 1. 

For all post-processor computations, differential equations are solved for NO and HCN. 
These are given by: 

pvVY;- V (pD;VY;) = p;. (4.12) 

Here, we assume that the diffusion coefficients of NO and HCN are equal. For both species we 
apply unit Lewis number approximations (Le; = )...j(pD;cp) = 1). Computations withother 
values for the diffusion coefficients indicate that the sensitivity of the results on the Lew is num­
bers is extremely small (less than 0.5% if the diffusion coefficient is varied withafactor of 2). 
This validales the choice of unit Lewis numbers. 

4.3.1 Steady-State Equations 

For the remaining species (not in the initia! reaction mechanism) steady-state assumptions are 
applied, given by: 

N, 

P; = M; L viJrJ = 0. (4.13) 
J=l 

In order to formulate an algebraic expression for the steady-state species, we consider the chem­
ica! reaction rates in more detail. In genera!, a chemica! reaction j can be written as (eq. ( 1.31)) 

N N 

L v;1A; = L v;jA;, (4.14) 
i=l i=l 

with A; the symbols of the species. The reaction ra te r1 ofthe f" reaction is given by eq. ( 1.32): 

N N 

rj = k{ TI ([A;])";j- k~ TI ([A;]) V:; 0 (4.15) 
i=l i= I 

The chemical souree term of a steady-state species i is split into a 'production' and 'destruc­
tien' part: p; = Pl+l - Pl -). As the reaction rate of the f" reaction depends on the concentra­
tions of the reacting species as indicated by eq. ( 4.15), the destructien part of the souree term of 
this reaction r}-l depends explicitly on the concentration [A;] of species A; and may be written 

c-l -[A] h . . b . as r1 - ; * YiJ• w ere YJ ts gtven y. 

N 

YiJ = k;-) ([A;])"~-~- I TI ([Am])"~l 1 • (4.16) 
m=l,m::;l:i 

No te that most reactions are two-body reactions, so that v;1- l = I. Then, YiJ does notdepend on 
the concentration of the steady-state species i anymore. In eq. ( 4.16) we introduced a reaction 

1Note that Glarborg et al. assumes the species 0, CH3 , CH20H, HCO H20 2 and H02 also to be in steady­
state. Furthermore, OH is obtained from a partial-equilibrium assumption and H202 is nottaken into account. We 
did not use these assumptions because the concentration profiles of these species are known through the skeletal 
mechanism. 
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rate kj-) as being the reaction rate of reaelions in which the steady-state species i reacts with 
other species. This reaction rate is equal to the backward reaction rate k~ if the j'h reaction 

produces species i, thus if v;1 is positive. Furthermore, v~-l will be equal to v;j. Otherwise k)-l 
is equal to the forward reaction rate kJ and v~-) equals v;1. The decoupling into reactions which 
form or destruct the steady-state species makes it possible to formulate an explicit expression 
for the steady-state species from eq. (4. 13): 

N, 

L v;1r)+l 
[A;]= '-J=,..,..I __ 

N, 

L VijYiJ 
J=l 

(4. I 7) 

The number of steady-state equations equals (n- n5 - 2), where nis the number of species 
in the reaction mechanism used in the post-processing step and ns is the numberofmain sp :cies2 

of the first computational step. 

4.3.2 Discretization 

The differential equations (4.12) for flat ftames become (see also eq. (2.40)): 

M- - - pD- = pw for i= NO HCN . d(j>; d ( d(j>;) 
dx dx 1 dx 1 ' ' 

(4. 18) 

which can be written as: 

(4.19) 

with 
c; = M, c; = -pD;, c; = -pw; , 

for i= NO, HCN. Now the differential equations are written in the same form as eq. (2.84) and 
for the subsequent discretization, the finite-volume technique as presenled by Thiart [Thi90] is 
used. The discretization metbod is already treated in section 2.3.4, leading to: 

(4.20) 

Also a modification of tb is discretization will be used, where all coefficients are the same 
except b; which is modified to: 

b; = -c4,;t..x, (4.21) 

with t..x = (x;+ I - x;_ 1 )/2. In this equation the souree terms are not weighted with the func­
tion W(P), with W(P) = ~ - ,P~ 1 (see also sectien 2.3.4). The effect of the difference in the 
discretization of the souree term will be considered later. 

2Here, n" = 16, the number of species in the skeletalmechanism. 
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For the two-dimensional flames the discretization is similar to that for the one-dimensional 
situation. The souree term for the two-dimensionaJ computations is not weighted. The equa­
tions for the two-dimensionaJ geometries are given by: 

with 
c; = pu, 
c; = -pD; , 
c; = pv, 
c~ = -pw;, 

which after discretization results into: 

at </J;.w + aj </J;. P +af</J;.e + a~</J;. N + af<Pi.S = b;, 

with 
aE = c;,,_,ay A(-Pw) 

I f:lXE I ' 

aw = c;,+,ay A(P' ) 
I ÓXW I ' 

b; = -c4.H fl.yfl.x . 

(4.22) 

(4.23) 

Note that additionaJ terms for the north and south points appear. The distances fl.xe, fl.xw, fl.yN, 
fl.ys, fl.x and fl.y are presented in Figure 4.1. Further, the local Peelet numbers are given by: 

pe = -c'~ . i fl.x 
1 c'~ . E, 

2,, 

Ps _ -c'~ . ; . - - ,.,-. fl.ys . 
I C 2,; 

The discretization coefficients depend on the temperature, the density, the diffusion coefficients, 
the flow velocity and the grid-spacing only, which do not change during the post-processing 
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2Ay 

2Ax 

Figure 4.1: Discretization molecule for two-dimensional computations. 

step. Therefore, the discretization coefficients aw, a,, an, a5 and aP may be considered as con­
stant, so that the equations have to be discretized only once. 

The steady-state equations and the differential equations, treated in the post-processing step 
are coup led. Due to the reduced stiffness, the differential equations are solved sequentially by a 
tridiagonal matrix equation sol ver, in contrast to the complex computations where all equations 
are solved simultaneously using Newton's method [Som94], [Kee85]. The discretized differen­
tial equations for the two-dimensional ftame are solved by the ADI method. Before the differen­
tial equations are updated, the steady-state species are solved in an inner iteration loop, in which 
the chemica! souree termsof NO and HCN arealso computed. This inner iteration procedure 
solves the equations ( 4.17) sequentially for all steady-state species until the relative varia ti ons 
in the souree terms of NO and HCN in successive iterations is smal! enough (generally 10-6). 

Thus, the inner-iteration loop is repeated until the average relative change in souree terms q 1 is 
smaJI enough, with q 1 defined by: 

(4.24) 

with species index i, position index k, iteration index of the inner-iteration loop j 1 and NP the 
number of grid points. The solution of the tridiagonal matrix equation solver Y;~7 1 , is damped 
according to: 

;pjk = R* cp'k + (1- R)cp1-k1 k =I, ... , NP i= NO, HCN. 
I, I , l, 

(4.25) 

The variations in the steady-state species mass fractions are also damped in the inner iteration 
loop. The procedure is repeated until the average relative variatien q2 in the specific mole num­
bers of NO and HCN is small enough, where q2 is defined by: 

J Nr HCN lc/Jh _ cph-11 
'"""' '"""' l .k l.k 

q2 = 2N ~ -~ l"'h ,.,.h- '1 . 
P k=l l= NO 'Yi,k + '~'i.k 

(4.26) 
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y 

Figure 4.2: Flow diagram of the post-processor 

Here, h is the iteration index of the main iteration loop. The solution procedure is sketched in 
Figure 4.2. Typical relaxalion factors R for NO, HCN and the steady-state species are 0.2, 0. I 
and 0 .8 for the Glarborg et al.'s reaction mechanism and 0.06, 0 .04 and 0.8 for the modified 
Milier and Bowman mechanism. 

For the two-dimensional flame, relaxation factors of 0.8, 0.5 and 0.8 are used for NO, HCN 
and the steady-state species (using the reaction mechanism Glarborg et al .). Moreover, to speed 
up the 2-D computations the souree terms (and steady-state species) are not updated every i ter­
ation but only after every 20 iterations. 

4.4 One-Dimensional Flames 

The post-processing method is applied to one-dimensional flames first. For these flames it is 
also possible to perform detailed computations. This makes it possible to compare post-processor 
results with detailed computations. This is done in subsection 4.4.1. In subsection 4.4.2 the 
differences between the discretization methods (2.89) and ( 4.21) are considered. Results of de­
tailed computations are presented in subsection 4.4.3. They are used to investigate which re­
actions of the reaction mechanism are most important. In subsection 4.4.4 results of adiabatic 
flames are presented. The advantage of considering adiabatic flames is that no differences in 
flame temperature occur when various reaction mechanisms are used. Finally, computations 
are compared with measurement in section 4.4.5. 
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4.4.1 Comparison of Post-Processor Results with Detailed Computations 

To test the post-processing method, results of the post-processor are compared with detailed 
computations. The results of the detailed computations are presenled in section 4.2. To inves­
tigate the effect of introducing steady-state assumptions for intermediale species, we did the 
following. We first performed detailed computations with the full mechanisms. The results are 
used as input for the post-processor. The profiles of the main species (part of the skeletal mech­
anism) are fixed in post-processor. The remaining species, which are part of Glarborg et al.'s 
mechanism and notpart of the skeletal mechanism, are computed again. For NO and HCN dif­
ferential equations are solved and steady-state equations are introduced for the other species. 
The results are subsequently compared with the results of the detailed computations. Differ­
ences between post-processor results and detailed computations may not only be caused by the 
introduetion of steady-state assumptions for intermediale species but also by the reduced num­
bers of species and reactions in the post-processing step. The latter effect is studied by using 
various reaction mechanisms in the full computations, while in the post-processing step the re­
action mechanism of Glarborg et al. is applied only. 

Furthermore, the skeletal mechanism is also used in combination with detailed as wel! as 
simplified thermadynamie and transport properties (SkelSTfP ). 

The results of the various reaction mechanisms are presenled in Table 4.6 for a stoichio­
metrie flame. In Table 4.7 we cernpare the results of the post-calculations performed with the 
MBmod and MB mechanisms with the results of the complex calculations, as function of the 
stoichiometry <t>. The columns NO and NO post represent results of full calculations and post­
flame calculations, respectively. The results of Table 4.6 are also shown in the Table 4.8, 

scheme NO,q NO,h NO NO post T 

MBmod 0.36 10 ·) 2.31 10 -) 3.91 10 -5 3.88 10 -5 2072 
MB 0.37 10- 5 2.36 10- s 2.90 w-5 3.95 w-s 2073 
SkeiG 0.67 w-5 2.91 w-s 4.80 w-s 4.95 w-s 2118 
Skel 0.57 10-5 2.60 w-s - 4.49 10-5 2103 
SketsrrP 0.62 10-5 2.66 10-5 - 4.65 10-5 2105 

Table 4.6: Comparison of equilibrium, thermal and total NO mole fractions at a disrance 
of 1 cm above the bumer with post- calculations using various re action mechanisms, <t> = 
1.0. M = 3.26 w-2gf(cm2s). 

where the contributions of the thermal and prompt NO formation are given as fraction of total 
formed NO. We used both the total formed NO, determined with the full reaction mechanism 
calculations3 as well as the result of post-calculations (NO post) as reference here. A very im-

3This is only possible for the reaction mechanism that include nitrogen chemistry. 
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scheme <I> NO NOpnsr 

MBmod 0.90 3.61 w-) 3.54 10 -) 

MBmod 0.95 4.05 w-5 4.oo w-5 

MBmod 1.00 3.91 w-5 3.88 w-5 

MBmod 1.05 3.09 w-5 3.05 w-5 

MBmod 1.10 2.26 w-5 2.18 w-5 

MB 0.85 2.21 w-s 3.01 10-5 

MB 0.90 2.71 w-5 3.63 w-5 

MB 0.95 3.08 w-5 4.11 w-5 

MB 1.00 2.90 w-5 3.95 w-5 

MB 1.05 2.26 w-5 3.11 w-5 

MB 1.10 1.63 w-5 2.19 w-5 

Tab ie 4. 7: Comparison of NO with complex and post-calculations as function of the stoi­
chiometry. 

scheme !!!!.tJ" .!!!!.m.... !!!!.er. NOpr, po.u 

NO NOpo.u NO NOprut 

MBmod 59.1 59.6 40.9 40.4 
MB 81.4 59.7 18.6 40.3 
Skela 60.6 58.8 39.4 41.2 
Skel - 57.9 - 42.1 
Ske1sTTP - 57.2 - 42.8 

Table 4.8: Thennal and prompt contributions of the complex and post calculations. 
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portant result is that the computed NO mole fractions obtained from the post-processor using 
the profiles of the major species of the detailed computation obtained from MB and MBmod as 
input are only slightly different from the results of the complex calculations with the modified 
Milier and Bowman reaction mechanisms, for all <l> values. This implies that the differences in 
profiles of major species are not influenced by the changed reaction rate data ( only the reaction 
rate data of species involved in the nitrogen reaelions are modified). Furthermore, we may con­
clude that the reaction mechanism of Glarborg et al. (used in the post-processing step), which 
is a reduced set of the modified Milier and Bowman reaction mechanism, gives accurate results 
compared with the detailed computations (using MBmod ). This indicates that the species and 
reaelions with are omitted in the reaction mechanism of Glarborg et al. are of minor impor­
tance. We also may conclude that the inaccuracy introduced by the steady-state assumptions in 
the post-calculations is small and acceptable, especially when we keep in mind that variations 
of at least the same order of magnitude arise from uncertainties in reaction rate data in the full 
reaction mechanisms. 

The differences in NO post-calculations using the Skela , Skel, SkeisrrP mechanisms 
are smal! and airoost the same as the NO mole fraction estimated by the full calculations with 
the Skela mechanism. This indicates that the differences of the post-calculations between the 
MBmod mechanism and the Skela mechanism are mainly caused by the difference in descrip­
tion of flame structure and not by the reduced set of reactions that describe the nitrogen chem­
istry. Especially the difference in flame temperature predicted by the skeletal mechanism and 
the Milier and Bowman mechanism has a large influence on the NO formation. 

4.4.2 Comparison of the Discretization Methods 

The differences between the discretization methods (2.89) and ( 4.21) are considered in this sub­
section. We have used a fine and a coarse grid (see Figure 4.3). One grid is coarse at the end of 
the domain, the second grid has more points at the end of the domain, while the total number 
of grid points is equal. The relative difference in the mass fractions of the main species (of the 
skeletal mechanism) found with the two grids is less than a few percent. The NO profiles, ob­
tained in the post-processing step (using the reaction mechanism of Glarborg et al.), however, 
deviate up to 15%. There are also considerable deviations between computations using the dis­
cretization methods (2.89) and (4.21) for the grid which is rough at the end of the domain. The 
distinction between the discretization methods is less noticeable for the other grid. The results 
indicate that special attention has to be paid to the grid for accurate NO predictions. A (non­
equidistant) grid which is suitable to predict the main species may be too rough for accurate pre­
ctietion of NO in the post-processing step. This is caused by the fact that the NO concentration 
still increases in the post-flame zone, whereas mostother species are in chemica! equilibrium. 
The NO concentration is far below the equilibrium value. 

4.4.3 Reaction Pa tbs of NO 

To get more insight in the prompt NO formation, it is studied which reaelions are important for 
the formation of NO. Therefore, we con si der the contributions of the various reaelions that may 
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Figure 4.3: Profiles of NO molefractions on various grids and using different souree term 
discretizations. The lines denote the computations with eq. (2 .89), markers correspond 
to eq. (4.21). Continuous lines correspond toa fine grid and dashed lines with a course 
grid in the post-flame zone. The position of the markers corresponds to the position of 
grid points. The o, 6.. and D markers correspond to the dashed lines. The +. * and x 

markers correspond to the continuous lines. The massflow rate usedfor the computations 
is 0.0395gj(cm2s) and the equivalence ratio <f) =l.O. 
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produce NO. We consicter a burner-stabilized fiat flame with a flow velocity of29.2cmjs and a 
corresponding mass flow rate of 3.26gj(cm-2s). The Milier and Bowman mechanism as well 
as the modified Milier and Bowman mechanism are applied in the post-processing step. We use 
complex computations to investigate which reactions are most important. However, since the 
complex computations are performed with the Sandia Package (Kee85], the souree termsof the 
various reaelions cannot be obtained easily (they arenotpart of the output of the code). There­
fore, the souree terros are computed in the post-processor code. As all profiles of radicals are 
available, no steady-state assumptions are introduced in the post-processor. Only the profiles of 
NO and HCN are computed again. The computed NO mole fraction at the end of the domain is 
compared with the original detailed computations in Table (4.9). lt can beseen that the differ­
ences are smal!. It is therefore expected that the sourees terms obtained in the post-processor are 
accurate. Furthermore, also the results ofthe post-processing method using the modified Milier 
and Bowman reaction mechanism and the input of the skeletal mechanism are examined. 

Scheme NOth NO NOP 
MB 104.4 113.0 I 13.3 
MBmod 102.2 135.3 135.8 
Skel 91.2 - II3.6 

Table 4.9: Comparison of post-calculations of the NO mole fraction (in ppm) using the 
original and the modified Milier and Bowman mechanism, at a disrance of8cm above the 
burner. The post-processing results of the skeletal mechanism are a lso presenled 

The reactions which produce NOx in the original Milier and Bowman mechanism are al­
ready given in (4.11). The reactions included in the modified Milier and Bowman mechanism 
are given in (4.27). 

To study which reactions are most important, we computed which reactions have the largest 
contribution to the totally formed NO. Therefore we introduce the following quantity: 

x, 

Cj = f rjVNo.jdX, (4.28) 

x=O 

with x, the end of the domain which will be either l cm or 8cm. Thus, if Cj is positive, the fh 
reaction produces NO. The 10 reactions which have the largest contri bution Cj over a distance 
of l cm and 8cm above the burner are presented in Figures 4.4 and 4.5. 

The reactions 233, 234 and 235 are the thermal NO reactions. For the Milier and Bowman 
mechanism 92.0% of the total NO is formed by the thermal mechanism at a height of 1 cm above 
the burner and 92.2% at a height of 8cm above the burner. If the thermal NO formation is cal­
culated with the simplified formula forthermal NO formation (4.5), the estimated contribution 
of the thermal mechanism is 79.6% at I cm and 92.4% at 8cm. This indicates that more NO is 
formed by the reaelions ofthe thermal mechanism than predieled by eq. (4.5). This is caused by 
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160 CH1 +NO= NCO+ H1 
163 C+NO=CN+O 
164 CH+NO=HCN+O 
165 CH2 +NO= HCNO+ H 
166 C H3 + N 0 = H C N + H1 0 
167 CH3+ NO= H1CN+ OH 
168 HCCO+NO=HCNO+CO 
169 CH1(S) +NO= HCN +OH 
173 C01 + N =NO+ CO 
192 C N + N 02 = N C 0 + N 0 
196 H01 +NO= N02 +OH 
197 N02+H=NO+OH 
198 N 02 + 0 = N 0 + 01 
199 N 0 2 + M = N 0 + 0 + M 
201 NCO+O=NO+CO (4.27) 
203 NCO+ OH= NO+CO+ H 
205 N C 0 + N 0 = N2 0 + C 0 
209 NH+01 =N0+0H 
210 N H + N 0 = N1 0 + H 
215 N2 0 + 0 = N 0 + N 0 
225 NH1 +NO= NNH +OH 
226 NH2+NO=N1+H20 
231 NNH +NO= N2 +HNO 
237 HNO+M=H+NO+M 
238 HNO+ OH= NO+ H20 
239 H N 0 + H = H2 + N 0 
240 HNO+ NH2 = NH3+NO 
241 N+NO= N2+0 
242 N+02=NO+O 
243 N+OH=NO+H 
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the fact that N radicals are not only produced by the first Zeldovich reaction, but also by other 
reactions. The N- radicals may subsequently react with 0 2 or OH as indicated by the second 
and third Zeldovich reactions. This can also be seen in Figure 4.4, where it can been seen that 
the sum of the integrated reaction rates of reaction 234 and 235 is Jarger than the integrated re­
action rate of 233. If the N-radicals would be formed by the Zeldovich mechanism only, these 
should be equal. 

The same is done for the modified Milier and Bowman mechanism. The results are shown 
in Figures 4.6 and 4.7. The reaelions 241, 242, 243 of the thermal mechanism form 71.74% of 
the total NO at a height of I cm above the bumer and 73 . I% at a height of 8cm. Equation ( 4.5) 
gives a contributions of 58.5 and 75.5% for the thermal mechanism at a height of !cm and 8cm, 
respectively. Camparing the results of both mechanisms it is obvious that the modification of 
the reaction rates has quite a large influence. 
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Figure 4.6: The JO reacrions with the largest contribution in the total NO formation, !cm 
above the burner (modified Milier and Bowman mechanism). 

The results ofFigures 4.4-4.7 indicate that some reactions which include N02 are important 
for the NO formation. However, it should be noted that these reactions do not give a net contri­
bution to the NO formation. This is caused by the fact that N02 is only formed by consuming 
NO in all reactions. If the original reaction mechanism of Millerand Bowman is considered, it 
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Figure 4.7: The JO reactions with the largest contribution in the total NO formation, 8cm 
above the bumer (modified Milier and Bowman mechanism). 

can be seen that N02 is formed by the following reactions: 

185 CN+ N02 =NCO+ NO 
189 H 0 2 + N 0 = N 0 2 + 0 H 
190 N02 +H=NO+OH 
191 N 0 2 + 0 = N 0 + 02 
192 N02 +M=N0+0+M. 

(4.29) 

Note that NO is invo1ved in all reaelions with N02 , so that the sum NO x = NO + N02 is con­
served. For the flames considered bere, the temperature remains high, so that the concentration 
of N02 is very 1ow. The maximum mo1e fraction is of order of magnitude of N02 is 0.1 ppm, 
whereas the mo1e fraction at a distance of 8cm above the bumer is 1.8 1 o-2 ppm for the orig­
ina1 Milier and Bowman mechanism and 2.2 w-z ppm for the modified mechanism. NO will 
be converred into N02 at 1ow temperatures on1y. 

Additionally, some reactions including HNO appear to be important in Figures 4.4-4.7. How­
ever, the tota1 contribution to the NO formation of all reactions which include HNO is smal! for 
the original Milier and Bowman mechanism, whereas it is much 1arger for the modified Miller 
and Bowman mechanism. Further, the resu1ts show that the following reaelions give a consid­
erable contribution to the tota1 NO formation: 

N H + NO = N20 + H, 
C02 + N = NO + CO, 

(4.30) 
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where the first reaction indicates the importance of N10. Furthermore, C02 can be converted 
into NO and CO. 

We also determined the reaelions with the Jargest contributions to the totally formed NO for 
a computation with the skeletal mechanism. The NO formation is subsequently computed in 
a post-processing step with the modified Milier and Bowman mechanism. The results are pre­
senled in Figures 4.8 and 4.9. For the computation using the skeletal mechanism 78.6% of the 
NO is formed by the reactions of the thermal mechanism at a height of 1 cm above the burner 
and 75.4% at 8cm (68.7% and 80.3% at lcm and 8cm using (4.5)). The main difference be-
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Figure 4.8: The 10 reacrions with the large st contribution in the total NO formation at 1 cm 
above the burner ( skeletal reaction mechanism, post-processing with modified Milier and 
Bowman mechanism). 

tween the results ofthe post-processing with the modified Milier and Bowman mechanism using 
the skeletal mechanism for computing the major species and the detailed computation using the 
modified Milier and Bowman mechanism is that the reaction rates ofthe reaelions which include 
N01 and the con tribution of reaelions which include HNO are much smaller. This is probably 
caused by the steady-state assumptions which are introduced for N02 and HNO. Furthermore, 
the predieled NO concentrations show deviations caused by dis tinelions in the flame tempera­
ture due to the different adiabatic mass burning rates of the various mechanisms. Finally, the 
results indicate that the reactions of the prompt mechanism give a significant contribution to 
the total formed NO not only in the flame front but also at a higher distance above the burner, 
although the contribution decreases with increasing height. 
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Figure 4.9: The 10 reaelions with the large st contribut ion in the total NO Jonnation at 8cm 
above the burner ( skeletal re action mechanism, post-processing with modified Milier and 
Bowman mechanism). 

4.4.4 Adiabatic Flames 

From the detailed results and post-processing results we concluded in the finaJ part of subsec­
bon 4.4.1 that significant differences in predicted NO profilescan be observed, which are mainly 
caused by varia ti ons in ftames structure. The effect of omitting nitrogen reactions is expected to 
be smaller. In this subsection we wil! verify whether this is true. One major difference between 
the results of the various reaction mechanisms is that the predicted ftame temperature deviates. 
This is caused by distinction in adiabatic burning velocity of the various reaction mechanisms4 . 

We have al ready seen before that even smal! changes in temperature may cause significant devia­
tions in the NO production term. A possibility to eliminate temperature effects in computations 
using various reaction mechanisms is to consicter adiabatic ftames. The fiame temperature of 
adiabatic ftames is determined by the equilibrium composition of the mixture and is therefore 
independent of the reaction mechanisrn. The chemica! equilibrium composition is determined 
by thermo-dynamic properties ofthe species in the mixture. However, the chemicaJ equilibrium 
composition is only predicted accurately if all reactions are assumed to be reversible and if all 
reverse reaction rates are obtained from the equilibrium constants. Therefore, all reactions are 
assumed to be reversible and reverse reaction rates are obtained from the equilibrium constants. 

Totest the errors introduced by the approximations in the post-processing method, we com­
pare results of the post-processing method with complex computations with the full mechanism. 

4The adiabatic burning veloeities found with the modilied Milier and Bowman and skeletal schema are 
41.4cm j s and 44 .8cmjs, respectively. 
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For the post-processor we used the reaction mechanism of Glarborg et al . and the modified 
Milier and Bowman mechanism. For the complex computations we used the modified Milier 
and Bowman reaction mechanism. The results of the post-processing method and the complex 

0 
0 2 4 

x mem 

Total 

Prompt 

6 8 

Figure 4.10: Results ofthe post-processing methad (markers) and complex computations 
( lines) for an adiabatic stoichiometrie methanelair jlame. ( o ): Skeletal mechanism for the 
main species and modified Milter and Bowman mechanism for the post-processing. ( + ): 
Skeletal mechanism for the main species and Glarborg et al. 's mechanism for the post­
processing. Complex computations are performed with the modified Milter and Bowman 
mechanism. 

computations are presented in Figure 4.10. The results of the post-processing method agree 
well with the detailed results. This indicates that the decoupling of the main species and the 
application of steady-state assumptions have a negligible infiuence on the results. Furthermore, 
the differences between the results of post-calculations with the modified MiJler and Bowman 
mechanism and the Glarborg et al.'s mechanism are also smal!. This means that the species 
and reaelions omitted in the reduced mechanism of Glarborg et al. are of minor interest. We 
like to stress the importance of the assumptions that all reactions are reversible and that all re­
verse reaction rates are obtained from the equilibrium constauts are of major importance. It has 
appeared that these modifications may result in differences up to 10% in final NO mole frac­
tions. The computational effort of the post-processing method (using the reaction mechanism 
Glarborg et al.) is roughly a factor of 20 lower than the computational effort of the complex 
computations. If the modified reaction mechanism of Miller and Bowman mechanism is used 
in the post-processing step, the computational effort is roughly twice as large as for the Glar-
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borg et al.'s mechanism. Note, that the male-fraction of NO is relatively high at the end of the 
computational domain because adiabatic flames are considered here. Forthese flames the tem­
perature is maximal giving a large NO production. Furthermore, we consicter a flat flame which 
means that the exhaust gases downstream of the burner are not cooled by surrounding air as in 
practical situations. 

4.4.5 Comparison of Computations and Measurements 

To val i date the post-processing method and the accuracy of the reaction mechanisms, the results 
are compared with measurements of NO above a cerarnic foam surface burner. The measure­
ments are performed by use of a water cooled suction probe, while the gas samples are ana­
lyzed by chemoluminiscence. The burner is positioned in a cambustion chamber which is con­
structed in such a way that the energy loss of the gas is minima!. This justifies the use of a 
one-dimensional flat flame burner model (without energy losses to the environment) to com­
puted the NO formation, so that numerical results can be compared with measurements. The 
post-processor code was extended to model fiames on this burner. The ceramic burner and the 
measurements are described in more detail by Bouma et al. [Bou93], [Bou95a] and [Bou95b]. 
To model fiames on this burner, again the skeletal mechanism is used to predict main species 
concentrations and the reaction mechanism of Glarborg et al. is used for the post-processing 
step. Some results for <l> = 0.77 and <l> = 0. 91 are shown in Figures 4.11, 4.12 and 4.13 which 
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Figure 4. IJ: Comparison of measurements and computations of NO, formed in 
methandair ftames (<l> = 0.77) stabilized on a radiant ceramicfoam burner. 

agree weJI with the measurements. The differences are smaller than 20%. This is within the 
accuracy range of the measurements. This indicates that the reaction mechanism gives accurate 
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results. The accuracy of the computations is of the same order of magnitude, due to uncertain­
ties in the reaction rate data. No te that the NO ernission of this bumer is low compared with the 
emission of the adiabatic fiames. However, the NO ernission of this bumer in a more practical 
situation wiJl be even lower, because the exhaust gases wiJl be cooled more rapidly. 

4.5 Two-Dimensional Flames 

The post-processing method has been tested extensively for one-dimensional fiames in the pre­
vious section. The results indicate that it is possible to model the formation of NO by use of 
a post-processing methad efficiently and accurate1y. The next step is to extend the method to 
two-dimensional fiames. As it is not possible yet toperfarm detailed NO computations forthese 
fiames, only post-processor results are presented. However, consiclering the results of the one­
dimensional flames it is to be expected that the results for the two-dimensional flames are accu­
rate. There are two geometries considered: a multiple rnicro-slit burner and a single-slit bumer. 
The flames on the bumer mentioned first are nearly flat, which allows for camparing the results 
with those of one-dimensional flames . For the two-dimensional flames, all flame computations 
are performed with the ske1etal mechanism. These computations are performed by Somers et al. 
[Som94], [Som95]. For the post-calculations the reaction mechanism of Glarborg et al. [Gla92] 
is used. 

The grid used for the two-dimensional flame computations is locally refined during the first 
computation step. A static refinement procedure is used [Lan92], [Som94]. The method starts 
with a coarse grid and points are added in the active zone with large gradients. If a rectangular 
control volume has to be refined, it is divided into four equal rectangles. An example of a refined 
grid is shown in Figure 4.16. 

There are points on the edge of the refinement areas which do not have four surrounding 
points. Variables in these points are obtained by linear interpolation. If, for example, there is 
no north or south point on the same interpolation level available, linear interpolation of the data 
at the west and east point is carried out. 

To test the two-dimensional post-processing code we first consicter a multiple-slit burner 
with a small slit width (0.4mm) and a small pitch (0.6mm). The computational domain, shown 
in Figure 4.14, has a width of only one half pitch with symmetry boundary conditions at the 
sides. The domain is 0.3mm wide and 4mm high. The bumer wal! (in the computational do­
main) is O.lmm wide and 0.8mm thick. As the slits and the spacing between the slits are very 
small, distortions from one-dimensional behaviour are damped out very fast at the burner out! et, 
so that the flame may be considered as a flat flame [Goe94]. The results of this burner are com­
pared with results of a perfectly flat flame burner. The differences between the one- and two­
dimensional computations are small (see Figure 4.15). The only visible differences are close to 
the burner where the flow is different. The maximum velocity intheinlet is 78.8cm/s for the 
micro-slit burner (the velocity profile in the bumer inlet slit is parabolic), whereas the inlet ve­
locity is 35. 3cmf s fortheflat flame burner. The total mass flow rates at the outlet of the bumers, 
however, are equal. 

A single slit burner in a confined environment with caoled walls is considered, finally. The 
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Figure 4.14: Computational domain of the multiple-slit bumer. 
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burner geometry and the locally refined mesh used for the computations are shown in Figure 
4.16. The computational domain is 8mm high and 6mm wide. In the computations only one 

00 

3 
3 

Figure 4.16: Computational domain and locally refined meshof the single slit-bumer. The 
thick lines indicate walls. 

half slit (which is 2mm wide) is modelled with symmetry boundary conditions at the center line. 
The burner edge is lmm high and 0.8mm wide. The complex computation of the major com­
bustion species is described in more detail by Somers and de Goey [Som95]. Post-processing 
is performed using the reaction mechanism of Glarborg et al.. The chemical souree terms of 
the thermal and prompt NO formation are presenled in Figure 4.17 and 4.18, respectively. Tem­
perature contour lines are given in Figure 4.19. The prompt NO souree term reaches its maxi­
mum between 1700K and 1800K, where the ftame front is positioned. The thermal souree term 
reaches its maximum at a higher temperature. This can be seen more clearly in Figure 4.20, 
where the souree terms on the center line (x= 0.0) are presented. 

The prompt NO production rate reaches its maximum on the center line in the ftame-front 
at y = 4.2mm, whereas the largest thermal NO production rateis located at y = 5.5mm, in the 
post-ftame zone. Moreover, it can be observed that the prompt NO souree term is also quite large 
in the post-ftame area. Contour lines of NO mole fraction are shown in Figure 4.21. Maximum 
NO concentrations are observed on the center Jine above the ftame. In Figure 4.22, thermal 
prompt and total NO mole fractions on the center line are presented. Although the maximum 
value ofthe prompt NO souree term is much larger than the maximum thermal souree term, most 
NO is formed by the thermal mechanism on the center line at the end of the domain (about 60 
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Figure 4.19: Temperature contour lines. 
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% ). Considering the results of the one- and two-dimensional computations and measurements, 
we may conclude that the prompt NO mechanisms may have a significant contribution to the 
total NO formation . The ratio of thermal and prompt NO, however, depends strongly on the 
temperature of the ftame and the position above the burner. Most of the NO in the adiabatic 
flames is formed by the thermal NO mechanism. The ftames which are stabilized on burners, 
show a significant con tribution of the prompt mechanism. 

4.6 Empirical Model for Prompt NO Formation. 

Since the applitation of complex reaction mechanisms to model realistic ftame configurations 
is quite complicated, much attention bas been given to developing simplified models for prompt 
NO formation . An empirical expressionbas been presented by Soete et al. [Soe74) first, which 
bas been modified by Williams et al . [Wil92] for natural gas: 

(4.31) 

The act i vation energy Ea bas a value of 178k J I mol for temperatures below 1920 K and a value 
of 303kJ 1 mol for higher temperatures. The factorfis a function of the equivalence ratio <t> as 
given by Dupont ( 1993): 

(4 .32) 

where nc denotes the number of carbon atoms in the fuel and C1, • · · , C4 are known constants. In 
principle, the reaction orders a and f3 may depend on the position in the ftame and vary between 
0 and I . Here, however, constant values a= 0.5 and f3 = I are used . The two-dimensional com­
putations are used to compare this empirica) approximation with detailed results. The prompt 
NO souree term as given by eq. ( 4.31) is presenled in Figure 4.18. It can be observed that the 
prompt souree term of the empirical model reaches its maximum in the ftame front almost at 
the same position as the detailed prompt souree term. The maximum value, however, is much 
higher. This can beseen more clearly in Figure 4.24. Furthermore, it can beseen that the prompt 
NO souree term is negative, ahead of the flame front. A negative prompt souree term cannot be 
predieled by the empirical model. Bebind the ftame front, the empirica) souree term is negli­
gible, whereas the detailed computation shows that more reaelions than just the Zeldovich re­
act i ons are important there. This is caused by the fact that the empirica! model for prompt NO 
is linear with the C H4 concentration which is almost zero after the ftame front. Contour I i nes 
of prompt NO for the detailed computations and the empirical model are presented in Figures 
4.25 and 4.26. These prompt NO mole-fractions are obtained by subtracting the thermal NO 
mole-fraction from the total NO mole-fractions. Considering these figures it cao be concluded 
that the empirica) model does oot predict the prompt NO formation appropriately. The value of 
the formed prompt NO is approximated within a factor of 2. 
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Figure 4.25: Contour-lines of prompt NO male fraction according to the detailed reaction 
mechanism. 
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Figure 4.26: Contour-lines of prompt NO molefraction using the empirica[ model. 
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Appendix A 

Example Mathematica) Rednetion 
Technique 

In this Appendix an example of the Mathematica! Reduction Technique applied toa simple re­
action system is presented. This example serves to better understanding the general procedure 
for simplifing chemica! kinetics. The system considered is described first. Then the eigenvalues 
and eigenveetors of the system are obtained. These are used to solve the differential equations 
descrihing the system. From the solution the typical qualities of the system are derived. The 
system is reduced in a convenient way, but also the Mathematically Reduction Technique, as 
presented in chapter 2, is applied. 

Reaction System 

We consider areaction system consisting of only three different components 0, 0* and 0**. 
The mass fractions of these components are given by Y1, Y2 en Y3 . Further, we suppose that 
only the following three reactions are possible: 

o~ o·. 
o• ~ o··. 
o·· ~ o·. 

(A. I) 

with reaction rates : w 1, w2 en w3 (di mension 1 Is). The elementary reaction rates are given by: 

Wt = Ytkt. 
Wz = Yzkz, 
WJ = Y3k3. 

where k; is the specific reaction ra te coefficient of reaction i. 

Homogeneons System at Constant Temperature 

(A.2) 

We make further simplifications by considering a homogeneaus reactor at constant temperature. 
This implies that there are no spatial variations and that the reaction coefficients k 1, k2 and k3 
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(which generally depend on the temperature) are constant. Therefore, we may write: 

dY1/dt = -Y1k1, 
dY2fdt = Y1k1 -Y2k2 +Y3k3, 
dY3jdt = Y2k2 -Y3k3. 

We write this set of equations in vector notation: 

This may also be written as: 

with Y = (y1 , y2, y3)T and 

dY 
-=AY dt , 

A = ( -~: -k~ k~ ) . 
0 k2 -k3 

(A.3) 

(A.4) 

(AS) 

(A.6) 

We have chosen fora simp ie reaction system giving a linear set of equations. This enables us to 
solve this set analytically. There are many ways to solvethese equations. This example serves 
to demonstrate the general procedure that will be applied to reduce chemica! reaction schemes 
mathematically (determining Intrinsic Low-Dimensional Manifolds). Therefore, we apply the 
sameprocedure as used in chapter 2. This procedure consists of the following steps: 

• Deduce eigenvalues and eigenveetors of the matrix A and define a coordinate system in 
line of the basis of eigenvectors. 

• Solve the set of equations in this basis. 

• Transform the solution back to the original basis. 

This procedure will be foliowed in the following sections. 

Eigenvalnes and Eigenveetors 

The eigenvalues of the matrix are found from: 

Det(A - H) = 0 , (A.7) 

with I the identity matrix (liJ = 8iJ). Substitution of matrix A, as defined in (A.6), gives: 

( 
-kl-À 

Det k1 
0 

~ ) =0. 
- k3 - À 

(A.8) 
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So the characteristic equation is given by: 

The eigenvalues of the system are clearly: 

The corresponding right eigenveetors are: 

(A. JO) 

This gives us: 
AS =SA, (A. I!) 

with A a diagonal matrix, given by: 

(A.l2) 

and 

(A.l3) 

Basis of Eigenveetors 

Now, we transform the set of equations to the basis of eigenvectors. The transformation matrix 
S is defined by: 

Y=SY, (A.l4) 

where o'l ... Y3) denote the coordinates in the basis of eigenvectors. The differential equations 
(A.5) may be written in the new basis as: 

which gives us: 

dY A 

S-=ASY, 
dt 

dY = s-1ASY = AY. 
dt 

(A. IS) 

(A.l6) 
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The differential equations in this basis are: 

dY1/dt= 0, 
dYzldt = -k1 f2 , 
dY3/dt = -(k2 + k3)Y3. 

The solution of this set of equations is simpte because they are decoupled: 

Transformation to the original basis gives (with A.14): 

yl = 

Y2 = cokJ + 
Y3 == cok2 + 

C1 (k1 - k2- k3)e-k, r 

c 1 (k3 - k1 )e-k,r 
c1k2e-k,r 

c2e-(kz+k3)r 

+ c2e - (kz+kJ)r . 

(A.17) 

(A.l8) 

(A.19) 

The coefficients c0, c1 and c2 can be obtained from the initial (t = 0) composition. As initial 
condition we choose the situation that only species 0 is present: 

This gives us: 

Y1(t =0) ==I , 
Y2(t =0) =0, 
Y3(t = 0) = 0. 

C __ I_ 
0- k,+k3 

c ___ 1_ 
I - k,-k,-k3 

c =_b_+~ 
2 k2+k3 k1- kz - k3 

This gives the equilibrium composition (at t --+ oo ): Y1 = 0, Y2 = k,:k3 and Y3 = k,~k3 

Conclusions 

Considering the solution of this example we may conclude the following: 

(A.20) 

(A.2l) 

• The solution contains two time scales, namely 1/ k1 and 1 I (k2 + k3). Note that these time 
scales correspond to the reciprocal values of the (non -zero) eigenvalues. 

• One of the eigenvalues is equal to zero; this implies that there is a conserved quantity 
(s 1e0 , see (A.18) ). 
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Rednetion 

Let us see what happens if one timescaleis very smal!. Suppose that (k2 + k3 ) » k1• Then, we 
may neglect e-<k2+k3) 1 fortimet satisfying 11 I À 3 1 « t « 11 I ).. 1 1. Within this approximation we 
may write : 

yl = 
Y2 = cokJ+ 
Y3 = cok2+ 

c1 (k1 - k2 - k3)e-k 11 

c1 (k3 - k 1 )e-k11 

c1k2e-k11 • 

Now, Y2 en Y3 may be written as function of Y1: 

Y=~+~Y 
2 k2+kl kl-k2-kl I' 

(A.22) 

(A.23) 

To reduce the reaction scheme we only made the assumption that (k2 + k3 ) » k 1. This assump­
tion has a physical background since that time-scales in a reaction system may differ several 
orders of magnitude. Therefore, the fastest reactions will be in steady-state in a real system. 
To illustrate how good the approximation is we chosesome values for the reaction coefficients. 
The solution (A. l9) as well as the reduced trajectories (A.22) are shown in Figure A.I. In order 
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Figure A.!: Example of Mathematica[ Reduction Technique. Lines: Juli scheme; dashed 
lines: reduced scheme. Values of reaction coefficients used are: k 1 = 0.1 , k2 = 1.0 and 
kJ= 0.2. 

to show differences between exact and approximated solutions we have chosen values for the 
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reaction coefficients that satisfy (k2 + k3) = 12k1• As we may expect, differences can beseen 
between the exact and approximated solution. However, fort > k2~k3 the approximation is still 
good. 

Mathematical Rednetion Technique 

In the previous section we obtained a reduction of the system by consictering the analytica! so­
l u ti on of the full system. For systems containing many species, however, analytica! solutions 
do not always exist because these systems are mostly non-linear. Here, we wiJl apply the Math­
ematica! Reduction Technique as presented in chapter 2. Therefore weneed the inverse matrix, 
which is given by: 

0 :J (A.24) 

This matrix also may be written as: 

(A.25) 

where (sf)T are the so-called left eigenvectors. Substitution of y =s-I yin eq. (A.l6) gives: 

With use of (A.24) we may write: 

À3( (k,:::~~~k,) Y, - k2Y2 + k3Y3) 

As À1 = 0, the first equation becomes: 

(A.26) 

(A.27) 

(A.28) 
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This implies that Y1 + Y2 + YJ is constant. Since Y; denotes a mass fraction, equation (A.28) 
n 

states that the sum of the mass fractions is conserved, which agrees with L Y; = 1 also follow-
i=l 

ing from the definition of the mass fractions. We already have seen that a zero valued eigenvalue 
corresponds to a conserved property. Now, we see that the conserved property is the conserva­
tion of the element 0. The latter eq. of (A.27) gives us: 

-kik2 dYI dY2 dYJ À I 
-------k2- +kJ-= CJe 3 • 
(ki-k2-kJ)dt dt dt 

(A.29) 

Fort» 1/ÀJ eq. (A.29) tums into: 

-k1k2 dY1 _ k2 dYz +kJ dYJ = O. 
(kl - k2- kJ) dt dt dt 

(A.30) 

This algebraic equation for Y1, Y2 and YJ agrees with eq. (A.23). Note that equation (A.30) fol­
lows from (s~, F) = 0. This is the definition of a steady-state relation fora fast reaction group 
if the mathematica! reduction metbod is applied. 

Principle of Reduction 

The reduction strategy can also be applied to more general systems. The following steps are 
considered: 

• Calculation of eigenvalues and eigenvectors. 

• Reordering of reaction groups from large to smal! time scales. 

• Introduetion of steady-state relations for fast reaction groups. These are given by (sf, F) = 
0 for i in (nc + n, + 1, · · ·, n). (n, denotes the numbers of elements, nc the dimeosion of 
the reduced scheme and n the number of species). Then calculate the mixture composi­
tions from these equations as function of the (nc) control variables (As control variabie 
the mass fraction of one of the species may be used). 
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Appendix B 

Reaction schemes 

In this section the reaction mechanisms used for the applications of chapter 3 are presented. In 
chapter I it is explained how the reaction rate of a general reaction given by eq. (1.31) can be 
computed (with eq. ( 1.27)) if the reaction constants A;, b; and the specific activatien energy E; 
are known. 

Sometimes, however, an additional species, which does not react (viJ = 0), is involved in 
the reaction. This species is important for the reaction to proceed. Without it, it is impossible 
to obey momenturn and energy conservation. As this species does not react itself it can be an 
inert species or any other species. The additional species will be denoted as M . An example of 
such a reaction is: 

H+H+M~ H2 +M. (B.l) 

For this reaction, the reaction rate is proportional to [M], which is given by: 

n 

[M] = Lf;X;p/RT, (B.2) 
i=l 

where f; are the so-called collision efficiencies, indicating the relative importance of species i 
in reaction (B.l ). These are often equal to one, but may also have other values. In general they 
are specific for every reaction and species. Note that [M] = n if f; = I, for i = 1, · · ·, n. 

Hydrogen Reaction Schemes 

The reaction rates of reaction i are given by the Arrhenius expression (eq. (1.27): 
A; TP' exp(- E; IRT), where A; and {3; are reaction constants, E; the activatien energy, R the uni­
versa! gas constant and T the temperature. The coefficients A;, {3; and E; are successively given 
after the reactions in the following tables (A; in cmjmoUs; E; in kJ jmol). Used collision effi­
ciencies are: !H, = l.OO, Jo,= 0.35, !H,o = 6.50, !N, = 0.50, !co= 1.50, !co,= 1.50. 
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System I 

This reaction scheme includes the following species: 
Oz, H, OH, 0, Hz, H20 and N2 . 

The following reactions are used: 

H+Oz~ OH+O 2.00 1014 0.0 

OH+O~ H+02 1.46 1013 0.0 
0+H2 ~ OH+H 5.06 104 2.67 
OH+H~ O+Hz 2.24 1if 2.67 
Hz+ 0 H ~ Hz 0 + H 1.00 108 1.6 
Hz 0 + H ~ Hz+ 0 H 4.45 108 1.6 
OH+ OH~ 0+ H2 0 1.50 109 1.14 
O+HzO~ OH+ OH 1.51 1010 1.14 

H+H+M~ H2+M 1.80 1018 -1.00 

H2 +M~ H+H+M 6.99 1018 -1.00 
OH+H+M~ H20+M 2.20 10Z2 -2.00 
H20+M~ OH+H+M 3.80 10Z3 -2.00 

0+0+M~ Oz+M 2.90 1017 -1.00 
02 +M~ O+O+M 6.81 1018 -1.00 

System 11 

Appendix B. Reaction schemes 

70.3 
2.08 
26.3 
18.4 
13.8 
77.13 
0.42 
71.64 
0.0 
436.08 
0.0 
499.41 
0.0 
496.41 

Reactions and species of system I, extended with species H 0 2 and the following reactions: 

H + Oz + M -l- HOz + M 2.30 1018 -0.80 0.0 

HOz+M~ H+Oz+M 2.261018 -0.80 195.88 
H02 +H~ OH+ OH 1.50 1014 0.00 4.2 
OH+ OH ~ H02 +H 1.33 1013 0 .00 168.3 
H Oz + H ~ Hz + Oz 2.50 1013 0.00 2.9 
Hz + Oz ~ H Oz + H 6.84 1013 0.00 243.10 
H 0 2 + H -l- Hz 0 + 0 3.00 1013 0.00 7.2 
Hz 0 + 0 -l- H Oz + H 2.67 1013 0.00 242.52 

HOz+O~ OH+Oz 1.80 1013 0.00 -1.7 
OH+Oz~ H02 +0 2.18 1013 0.00 230.61 
HOz +OH~ HzO+ 02 6.00 1013 0.00 0.0 
HzO + Oz~ H02 +0H 7.31 1014 0.00 303.53 

System 111 

This reaction mechanism consist of the species and reaelions of system 11, extended with species 
Hz 0 2 and the following reactions: 
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HOz + HOz ~ HzOz + 02 2.501011 0.00 -5.20 
OH+OH+M~ HzOz+M 3.25 1022 -2.00 0.00 
Hz02 +M~ OH+OH+M 2.10 lo24 -2.00 206.80 
Hz Oz + H ~ H2 + H 02 1.70 101z 0.00 15.70 
Hz + H 02 ~ H2 02 + H 1.15 1012 0.00 80.88 
HzOz + H ~ H20+ OH 1.00 1013 0.00 15.00 
HzO+ OH~ H20z + H 2.67 1012 0.00 307.51 
H20z+O~ OH+HOz 2.80 1013 0.00 26.80 
0 H + H Oz ~ H2 02 + 0 8.40 1012 0.00 84.09 
HzOz +OH~ HzO + H02 5.40 1012 0.00 4.2 
HzO+ HOz ~ H202 +OH 1.63 1013 0.00 132.71 

System IV 

This reaction scheme includes the following species: 
Oz, H, OH, 0, H2. HzO, H02, H202 and Nz 

The following reactions are used: 

(I) H+ Oz= OH+ 0 2.000 1014 0.0 70.3 
(2) Hz+O= OH+H 5.060 104 2.67 26.3 
(3) H2 + 0 H = Hz 0 + H 1.000 108 1.60 13.8 
(4) 0 H + 0 H = Hz 0 + 0 1.500 109 1.14 0.42 
(5) H+H+M= Hz+M 1.800 1018 -1.00 0.0 
(6) H + 0 H + M = H2 0 + M 2.200 lozz -2.00 0.0 
(7) H+O+M= OH+M 6.2001016 -0.60 0.0 
(8) H+Oz+M=H02 2.301018 -0.80 0.0 
(9) H02 + H =OH+ OH 1.50 1014 0.00 4.2 
(10) H 02 + H = Hz+ Oz 2.50 1013 0.00 2.9 
(11) HOz+H = HzO+O 3.00 1013 0.00 7.2 
(12) H02 + 0 =OH+ 02 1.80 1013 0.00 -1.7 
(13) H02 +OH= HzO+ Oz 6.00 1013 0.00 0.0 
(14) H02 + H02 = H20z + 02 2.50 1011 0.00 -5.2 
(15) OH+ OH+ M = H202 + M 3.25 1022 -2.00 0.0 
(16) H202 + H = H2 + H02 1.70 1012 0.00 15.7 
(17) H202 + H = HzO +OH 1.00 1013 0.00 15.0 
(18) Hz02 + 0 =OH + HOz 2.80 1013 0.00 26.8 
(19) Hz02 +OH= H20 + H02 5.4 IOIZ 0.00 4.2 

System V 

Reactions and species of system III, extended with species C 0, C Oz and the following reac­
tions. 
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(20) CO+ OH= C02 + H 
(21) CO+O+M=C02+M 

6.0 106 

7.1 1013 

1.50 
0.00 

Appendix B. Reaction schemes 

-3.1 
-19.0 



Suntmary 

The use of detailed reaction mechanisms for modeHing cambustion processes leads to excessive 
computational effort. Therefore, much attention has been given on developing reduced chem­
ica! models recently. The reduced mechanisms can be applied to laminar as well as turbulent 
ftames. Several methods to reduce areaction mechanism are presenled in chapter 1 ofthis thesis. 
The Conventional Reduction Methods (CRM) arebasedon partiaJ-equilibrium assumptions for 
elementary reacrions and steady-state assumptions for intermediale species. A more recently 
developed Mathematica! Reduction Technique, which delermines Intrinsic Low dimensionaJ 
Manifolds (ILDM) in composition space, is treated in detail in chapter 2. This Mathematically 
Reduction Method (MRT) applies steady-state assumptions to the fastest reaction groups of the 
chemica! souree term, so that the chemistry can bedescribed by a reduced number of variables. 
The fastest reaction groups are found from an eigenvaJues analysis of the Jacobian matrix of the 
chemica! souree term. In this work the reduction methad is applied to hydrogen/air, CO-H2/air 
and methane/air reaction systems. Furthermore, one- and two-step reduced schemes are applied 
to stationary premixed flat ftames and results are compared with detailed calculations. The re­
sults indicate that a hydragen/air reaction mechanism without H02 and H20 2 can be reduced 
to an accurate one-step reduced mechanism. A two-step reduced mechanism is accurate for the 
hydrogen/air reaction mechanisms including H02 and H20 2 species. For the hydragen/airand 
CO-H2/air reaction mechanisms Conventional Reduction Methods are compared with the Math­
ematica! Reduction Technique. The results indicate that the ConventionaJ Reduction Methods 
perfarm quite well at high temperature. The Conventional Reduction Methods are less accu­
rate for lower temperatures and the accuracy strongly depends on the choice of species and re­
actions which are assumed to be in steady-state or in partial equilibrium. A two-step reduced 
methane/air reaction mechanism describes the ftame structure fora flat flame quite wel!. The 
adiabatic burning velocity and some radical profiles, however, are not predicted accurately. 

Furthermore, a post-processing methad is developed to model NO formation in one- and 
two-dimensionallaminar premixed methane/air flames (chapter 4 ). The detailed reaction mech­
anism, which includes nitrogen chemistry, is split into two parts. One part, which consists ofthe 
major cambustion species, is solved first. In a post-processing step the second group of species, 
involved in the nitrogen chemistry, is computed. To reduce the system even more, steady-state 
assumptions are introduced for most of the intermediale species in the post-processing step. The 
results agree well with complex computations, and the computational effort is reduced consider­
ably. Complex computations using detailed reaction mechanisms are used to investigate which 
reacrions are most important for the production of NO . Furthermore, computations of NO in 
burner-stabilized flames are compared with measurements on a ceramic foam surface burner 
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and the agreement is satisfactory. 
The post-processing metbod is also applied to two-dimensional flames. We consider a miero­

slil burner and a single-slit burner. The tJames on the first burner are nearly flat, which makes it 
possible to compare the results with one-dimensional computations. Tbe results of the single­
slil burner are used for example to investigate the accuracy of an empirical model for prompt 
NO formation . It has been found that this empirica! model does not predict the prompt NO 
formation accurately. 



Samenvatting 

Het gebruik van gedetailleerde reactiemechanismen voor de modellering van verbrandingspro­
cessen vergt lange rekentijden. Daarom wordt er veel onderzoek verricht aan de ontwikkeling 
van gereduceerde reactiemodellen. De gereduceerde mechanismen kunnen voor de modelle­
ring van zowellaminaire als turbulente vlammen gebruikt worden. In hoofdstuk l worden ver­
schillende methoden om een reactiemechanisme te vereenvoudigen gepresenteerd. Conventio­
nele Reductie Methoden (CRM) zijn gebaseerd op partiëel-evenwichtaannamen voor reacties en 
stationaire-toestandaannamen voor chemische componenten. De onlangs ontwikkelde Mathe­
matische Reductie Techniek, welke Intrinsiek Laag-Dimensionale Manifolds (ILDM) in com­
positie ruimte bepaalt, wordt in hoofdstuk 2 uitvoerig behandeld. Deze Mathematische Reduc­
tie Techniek (MRT) veronderstelt dat de snelste reactiegroepen van de chemische bron term in 
stationaire toestand zijn; de chemie kan vervolgens beschreven worden met een gereduceerd 
aantal variabelen. De snelste reactiegroepen worden bepaald met behulp van een eigenwaarden 
analyse van de Jacobi matrix van de chemische bron term. De reductie methode is toegepast op 
reactiemechanismen voor waterstof/lucht, CO-H2/lucht en methaan/lucht. Één- entwee-staps 
gereduceerde reactiemodellen zijn toegepast voor vlakke vlammen en de resultaten zijn verge­
leken met gedetailleerde berekeningen. De resultaten geven aan dat een één-staps gereduceerd 
waterstof/lucht reactiemechanisme zonder H02 en H20 2 voldoende nauwkeurig is. Een twee­
slaps gereduceerd mechanisme is nauwkeurig voor waterstof/lucht reactiemechanismen die wel 
H02 en H20 2 bevatten. Voor waterstof/lucht en CO-H2/lucht reactiemechanismen zijn de re­
sultaten van Conventionele Reductie Technieken vergeleken met de resultaten van de Mathe­
matische Reductie Techniek. De resultaten geven aan dat de Conventionele Reductie Metho­
den nauwkeurig zijn voor hoge temperaturen, maar minder nauwkeurig voor lage temperaturen. 
Verder hangt de nauwkeurigheid sterk af van welke reacties en welke stofjes in partiëel even­
wicht of in stationaire toestand verondersteld zijn. Een twee-staps gereduceerd mechanisme 
voor methaan beschrijft de vlamstructuur redelijk goed. De adiabatische vlamsnelheid en de 
profielen van enkele radicalen worden echter niet nauwkeurig door het gereduceerde schema 
beschreven. 

Verder is een post-processormethode ontwikkeld voor de modellering van NO vorming in 
één- en twee- dimensionale voorgemengde methaan/lucht vlammen (hoofdstuk 4). De gede­
tailleerde reactiemechanismen die de complete stikstof chemie bevatten, worden opgesplitst in 
twee stukken. Een gedeelte dat bestaat uit de meest belangrijke stofjes in het verbrandingspro­
ces wordt eerst berekend. In een post-processor stap worden de stofjes uit de tweede groep, die 
betrokken zijn in de stikstof chemie, berekend. Het systeem is verder vereenvoudigd door ra­
dicalen in stationaire toestand te veronderstellen. De resultaten komen goed overeen met gede-
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tailleerde berekeningen en de rekentijden zijn aanzienlijk korter. Resultaten van gedetailleerde 
berekeningen zijn gebruikt om te onderzoeken welke reacties het meest belangrijk zijn voor de 
vorming van NO . Berekeningen van brander gestabiliseerde vlammen zijn vergeleken met me­
tingen aan een keramische oppervlakte brander en de resultaten komen goed overeen. 

De post-processor methode is ook toegepast voor de modellering van NO -vorming in twee­
dimensionale vlammen. Vlammen op een micro-spletenbrander en een enkele-spleetbrander 
zijn gemodelleerd. De vlammen van op de micro-spleetbrander zijn bijna vlak en kunnen ver­
geleken worden met resultaten van één-dimensionale berekeningen. De resultaten van de be­
rekeningen aan de enkele spleetbrander zijn gebruikt om te onderzoeken hoe nauwkeurig een 
empirisch model voor de vorming van prompt NO is. Het is gebleken dat het empirisch model 
voor prompt NO vorming niet erg nauwkeurig is. 
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Stellingen 

behorende het proefschrift van 

R.L.G.M. Eggels 

ModeHing of Cambustion Processes 

and NO Formation with 

Reduced Reaction Mechanisms 



I. De introductie van een compositieruimte maakt het mogelijk om door middel van 
een eigenwaarde analyse van de chemische bronterm van een reagerend systeem, 
deze op te splitsen in deelruimten corresponderend met snelle en langzame pro­
cessen. 
Hoofdstuk 2, dit proefschrift. 

2. Het ontkoppelen van vlamberekening en NO vorming levert een grote verlaging 
van de rekentijd op, terwijl de berekende NO concentraties weinig afwijken van 
gedetailleerde berekeningen. 
Hoofdstuk 4, dit proefschrift. 

3. Hoewel de Mathematische Reductie Techniek als de meest nauwkeurige reductie 
methode voor reactiemechanismen beschouwd kan worden, zijn Conventionele 
Reductie Methoden voor sommige toepassingen meer geschikt. 
Hoofdstuk 4, dit proefschrift. 

4. Toepassing van de Mathematische Reductie Techniek leidt tot een essentiële ver­
laging van de rekentijd indien deze toegepast wordt in twee- en drie-dimensionale 
geometrieën. De tijd die nodig is om de Intrinsiek Laag-Dimensionale Deelruim­
ten te bepalen is dan een fractie van de rekentijd voor de modellering voor het 
verbrandingsproces. 

5. Experimenteel kan geen onderscheid gemaakt worden tussen thermische en prompt 
NO. Numeriek kan dit wel, de resultaten zijn echter sterk afhankelijk van het ge­
bruikte reactiemechanisme. 

6. Dikwijls wordt over NOx gesproken terwijl eigenlijk alleen NO bedoeld wordt. 

7. Het prompt NO mechanisme wordt vaak verwaarloosd. De rechtvaardiging hier­
voor is meestal moeilijk te achterhalen. 

8. Hoewel tabellering van gereduceerde reactiemechanismen gebruikelijk is voor 
de modellering van turbulente verbrandingsprocessen, wordt het toepassen van 
deze tabellen voor de modellering van laminaire verbrandingsprocessen in het 
algemeen sceptisch bekeken. 

9. Het verlagen van de milieubelasting wordt als een goede reden beschouwd om 
snelheidsbeperkingen voor personenauto's in te voeren. Het verhogen van de 
maximale snelheid voor treinen en daarmee ook het energieverbruik, wordt ech­
ter niet als een probleem voor het milieu gezien. 

10. Het zelf bedenken van een methode om een probleem op te lossen levert meer 
inzicht op en is vaak efficiënter dan toepassing van standaard methoden. 

11 . Het met overtuiging presenteren van een onvoldoende gefundeerde mening leidt 
slechts tot onbegrip in plaats van duidelijkheid. 




