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Preface

Organic semiconductors are a class of materials which have semiconducting
properties and consist mostly of carbon and hydrogen atoms. Due to their
relative ease of processing, chemical tunability and possible low costs, organic
semiconductors provide exceptional promise for electronic applications. Or-
ganic semiconductor devices can show a surprisingly large room-temperature
magnetoresistance effect at relatively small magnetic fields, an effect often re-
ferred to as organic magnetoresistance. Cheap plastic sensor technology has
already been suggested as an example of its application potential. Nevertheless,
the desire to unravel the excitingly new physics behind the organic magnetore-
sistance effect has been the major motivation for intensive experimental and
theoretical research over the past years.

Several mechanisms have been proposed in the literature regarding organic
magnetoresistance, and novel concepts have been introduced. At this point,
the most successful mechanisms rely on the spin selective reaction of (charge
carrying) particles, where a magnetic field suppresses the spin mixing of the
particle pairs prior to the reaction. Although the microscopic mechanisms
regarding spin interactions between the particles in organic materials are well
understood nowadays, there is an on-going debate as to which pairs of spin
carrying particles are influencing the current in such a drastic manner.

This thesis aims to reveal the dominant mechanisms underlying the organic
magnetoresistance effect. Therefore, a combination of simulations and experi-
mental results will be presented. This is done in Chapters 3–7, which can be read
independently from the rest of this thesis. However, the reader is kindly referred
to Chapters 1 and 2 which provide a basic introduction and a discussion of the
current perspectives in the field of spins in organic semiconductors. Finally, the
last Chapter concludes the work and gives an outlook on future research.

Paul Janssen, Eindhoven, July 2013.
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1Introduction

This Chapter provides a basic introduction to the research field of spins in organic

semiconductors. First, a brief overview about organic semiconductors is given,

highlighting their unique potential and applications in current and future technolo-

gies. Then, in the second part of this Chapter, we elucidate on the intriguing role of

spins in organic materials and zoom into the novel and exciting field of organic

spintronics. Here, we discuss the recently discovered organic magnetoresistance

(OMAR) effect, which causes surprisingly large changes in the current through

organic semiconductor devices. Finally, the Chapter ends with an outline of this

thesis.
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1.1 Organic semiconductors
Organic semiconductors (OSC) are a class of materials which have semicon-
ducting properties and consist mostly of carbon and hydrogen atoms. [1,2] They
can roughly be subdivided into two categories, namely small molecules (see e.g.
Fig. 1.1b,d) and polymers (Fig. 1.1a,c). The first are a class of compounds with
a well-defined molecular weight and structure, whereas the latter, by contrast,
consist of long-chain molecules with an indeterminate number of molecular
repeat units.

History

Although organic materials are often thought to be insulating, it was already
discovered in the 1950s that specific organic materials have fairly good electrical
conductivity. [3] However, it was not until 1977 that the discovery of highly
conducting (doped) polymers really started the active research field of organic
electronics. [4] During the past decades, thanks to a global collaborative effort
of physicists, chemists and material scientists, the field has evolved from a
mere scientific curiosity to a potentially important technology for consumer
electronics. In recognition of the major importance for the field of organic
electronics, Heeger, MacDiarmid and Shirakawa were awarded the Nobel Prize
in Chemistry in the year 2000 for “the discovery and development of conductive
polymers”.

Apart from conducting electricity, organic semiconductors have another
scientific and technological noteworthy property: they can emit light. Electrolu-
minescence from organic materials was already discovered in 1953 by Bernanose
and coworkers. [5] Nevertheless, it took until 1987 before the first organic light-
emitting diode (OLED) was created by Tang and VanSlyke. [6] They reported
on an electroluminescent device using organic small molecules as the emitting
layer. The organic layer, prepared by vapor deposition, was sandwiched between
two electrodes and the device achieved high efficiency at low driving voltages.
Their discovery demonstrated that organic materials can indeed be viable alter-
natives for optoelectronic applications. Only three years later, Burroughes and
coworkers reported on the first OLED using conjugated polymers. [7]

Applications

Organic semiconductors provide exceptional promise for (future) electronic ap-
plications. They have several significant advantages over their inorganic counter-
parts, with, most notably, their seemingly endless chemical tunability. Moreover,
they enable unique device properties such as flexibility and transparency. [8] Fur-
thermore, their relative ease of fabrication, such as the possibility of roll-to-roll
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Figure 1.1 Organic materials as used throughout this thesis. a | poly[(2-
methoxy-5-(3,7-dimethyloctyloxy))-1,4-phenylenevinylene] (MDMO-PPV), b |
[6,6]-phenyl-C61-butyric acid methyl ester (PCBM), c | phenyl substituted poly(1,4-
phenylenevinylene) (SY-PPV) and d | tris-(8-hydroxyquinoline) aluminum (Alq3).

processing, could result in low-cost devices. [9] Currently, organic semiconduc-
tors are beginning to enter the commercial world. At this moment, one of their
main applications is in organic light-emitting diodes.

Using organic semiconductors, and especially conjugated polymers, as light-
emitting material has several technological advantages. Unlike most inorganic
counterparts, polymers can easily be solution processed, enabling roll-to-roll
fabrication of large-area displays. Since the organic material can even be applied
on a flexible substrate, this allows engineers to develop completely new types
of light sources as compared to the traditional incandescent light bulbs. As an
example, recently researchers have developed OLEDs which can be integrated
in car roofs. [10] The OLEDs are transparent when switched off, allowing for a
clear view outside the vehicle, yet providing light only within the vehicle when
switched on. Moreover, the light emission from OLEDS can be tuned by simply
changing the chemical structure of the polymer [11] or by adding phosphorescent
triplet emitters [12] into the active layer.

Another exceptionally promising application of organic semiconductors are
organic photovoltaic cells (OPV). [13] Here, the organic materials are not used
to create light, but to convert it into electricity. Solar energy is (potentially)
the largest source of renewable energy. Organic photovoltaic cells have several
advantages over the conventional silicon based cells. Foremost, they can be
produced on light, cheap, flexible and even biodegradable substrates. [14] These
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Figure 1.2 Artist’s impression of spins in organic semiconductors.
Charge carriers can hop from localized site to site through a disordered organic
semiconductor. At each site, the spin of the carrier interacts with a local, randomly
orientated, magnetic field called the hyperfine field. As a result, the spins precess
around this local magnetic field. Charge carriers also undergo spin-dependent in-
teractions with each other, leading to the formation of new (quasi)particles. These
concepts will be explained in more detail in Chapter 2.

unique properties enable OPVs to conquer an alternative market instead of
competing with current silicon-based cells. Although great progress has been
made over the last years andOPVs have reached efficiencies ofmore than 10%, [15]
significant advances are still required to make organic photovoltaic technologies
economically fully viable. Besides these (near-to-market) applications, organic
semiconductors are envisioned in a whole range of devices including organic
field-effect transistors (OFET), [16–18] organic memory cells, [19] memristors [20]
and even energy harvesting ratchets. [21]

1.2 Spins in organic semiconductors
Nowadays, most traditional electronic devices only use the charge of electrons
to transport or store information. A whole new world of opportunities emerges
when also the intrinsic spin of the charge carriers is exploited. In doing so, we
enter the realm of spintronics. [22,23] From an application point of view, we can
add the spin degree of freedom to conventional charge-based electronic devices
or use the spin alone for e.g. quantum computing. [24,25] A famous example of an
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Figure 1.3 The many faces of organic magnetoresistance traces. The
change in the current as a function of magnetic field is shown for various organic
devices. One can observe an extremely rich behavior of the magnetic field effect
with very pronounced differences in both the amplitudes and line widths.

application is the read head of every modern hard disk drive. The discovery of a
spintronic effect called giant magnetoresistance has led to an enormous increase
in sensitivity and resulted in an unprecedented miniaturization of the read
head, which revolutionized magnetic data storage over the last decades. For “the
discovery of giantmagnetoresistance”, [26,27] Grünberg and Fert were awarded the
Nobel Prize in Physics in the year 2007. Spintronics has the potential advantages
of non-volatility, faster data processing and lower electric power consumption.

Organic magnetoresistance

Since spintronics relies on the detection and manipulation of spin states, the
spin lifetime needs to be long enough in order to do so. In organic materials,
extremely long spin lifetimes of orders of magnitude longer than metals, have
been reported. [28] Therefore, an obvious next step is to combine the fields of
spintronics and organic semiconductors, leading to the novel research field of
organic spintronics. [29,30] This rapidly growing field deals with spin physics and
magnetic field effects in organic materials (illustrated in Fig. 1.2). The first exper-
iments on the influence of magnetic fields on organic semiconductors date back
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to the 1960s. Johnson and coworkers [31] discovered that the delayed fluorescence
of anthracene single crystals is quenched by applying an external magnetic field
and Frankevich and coworkers [32] showed the photocurrent also depends on
the magnetic field. But it was not until the beginning of the 21st century, when it
was discovered that the current trough small molecule [33] or polymer [34] based
OLEDs is changed considerably by applying an external magnetic field, that the
field really emerged and attracted a broad scientific interest. The research group
of Wohlgenannt [34,35] showed that this “organic magnetoresistance” (OMAR) ef-
fect is found in a wide range of organic materials. Currently, the OMAR effect is
recognized as one of the largest, room-temperature, low-field magnetoresistance
effect in non-magnetic devices. Besides OMAR, the field of organic spintronics
also involves a variety of other topics such as the injection and detection of
spins in organic semiconductors, [36–39] organic magnets [40] and single molecule
spintronics. [41,42]

During the last decade, OMAR has puzzled the young field of organic spin-
tronics. Even though recently writable OLED displays [43] and cheap plastic
sensor technology [44] have been proposed as an example of its application po-
tential, the fundamental understanding of the interactions of spins and charges
in organic semiconductors remains the goal of the extensive experimental and
theoretical research. It has been experimentally shown that the effect can be
tuned by changing the operating conditions such as the applied voltage, tem-
perature, electrodes and even the angle or frequency of the externally applied
magnetic field. In doing so, one can observe an extremely rich behavior of the
magnetic field effect with very pronounced changes in the amplitudes and line
widths (see e.g. Fig. 1.3). To explain this intriguing effect, several mechanisms
have been proposed in the literature. However, no single mechanism is currently
able to explain all experimentally observed OMAR traces completely. Therefore,
the goal of this thesis is:

“ To reveal the dominant underlying mechanisms of OMAR and

present a unified, quantitative framework to describe the experi-

mentally observed trends.
”

By achieving this goal, we open up unprecedented means to bring OMAR re-
search from a phase of passively observing magnetic field effects in the current,
to a stage of really engineering devices to tailor the OMAR effect as desired.

1.3 Outline of this thesis
The previous sections illustrated the unique properties of organic semiconduc-
tors and highlighted some of their potential applications. Then, the research
field of spins in organic semiconductors was introduced. This research has led
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to the discovery of an intriguing organic magnetoresistance effect. The goal
of this thesis is to reveal the dominant mechanisms underlying this organic
magnetoresistance effect, aiming for a deeper fundamental understanding of
the interactions of spins and charges in organic semiconductors.

First, in Chapter 2, we discuss the current perspectives on organic magne-
toresistance and present a unified picture of the contemporary models. Further-
more, we will introduce theoretical models that have been developed to describe
OMAR in a quantitative way. This Chapter will serve as a framework for the
rest of the thesis. To analyze the underlying physics of the OMAR lineshapes,
Chapter 3 introduces a novel empirical function which has some major, non-
trivial advantages. For example, using our empirical approach, we are able to
extract the role of different relevant microscopic parameters such as the effective
hyperfine fields in the organic materials.

Chapter 4 presents a detailed study, where we measure the magnetic field
effects on the current as a function of the applied voltage and temperature. This
Chapter shows a fully quantitative analysis of the OMAR lineshape. By studying
the extracted parameters as a function of voltage and temperature, detailed
information about the spin-interactions in the device can be obtained. Please
refer to the Appendix of Chapter 4 for a detailed description of the measurement
procedure as used throughout this thesis.

Then, in Chapter 5, we determine the dominant mechanism for OMAR
by performing a proof of concept study using a polymer–fullerene blend. By
changing the blending ratio, we can tune the spin and charge interactions in the
device. By systematically investigating the magnetic field effect on the current,
and correlating the experimental results to microscopic and device simulations,
we show which mechanism dominates. Chapter 6 extends the work of the
previousChapter by discussing a systemwherewe intentionally dope our samples
with an organic material to alter the energetic alignments in the devices. Using
the analytical tool developed in the previous Chapters, we correlate changes
in OMAR to changes in the energetic alignments of spin states in the organic
semiconductor. Next, Chapter 7 shows further evidence of the often highly non-
trivial, yet significant contribution of device physics on OMAR. Here, we have
measured the frequency dependence of OMAR and show, using a combination
of experiments and device simulations, the important role of minority carriers.
Finally, Chapter 8 gives an outlook for future research in OMAR.





2Current perspectives on magnetic
field effects in organic
semiconductors

In this Chapter, we will discuss the current perspectives on magnetic field effects in

organic semiconductors, focusing on organic magnetoresistance (OMAR). First, we

present a brief introduction of charge transport in organic semiconductor devices.

Then, the role of the spin of the charge carriers in organic materials is examined.

Thereafter, we will review the most successful mechanisms that have been proposed

to explain OMAR, ultimately aiming for a unified picture. Finally, in the last part

of this Chapter, we will introduce the theoretical models that have been developed to

describe OMAR in a quantitative way. The unified picture, combined with explicit

calculations, will serve as a valuable framework to investigate the underlying

mechanisms throughout this thesis.
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2.1 Charges in organic semiconductors
The fact that organic materials can be conducting seems surprising at first. There-
fore, in order to understand the transport of charges in organic semiconductors,
we start this section by examining the properties of charges on a single molecule
or part of a polymer chain. Then, the hopping of charges from molecule to
molecule is described and finally a general description for the transport of
charges through real devices is presented.

Origin of conductivity

The origin of conduction in many organic materials lies in the presence of
conjugation, which is derived from the Latin word “coniugare” that means “to
link together”. Conjugated molecules are conventionally described as a chain of
carbon atoms which are linked by alternating single and double bonds. In such
a molecule, three of the four valence electrons of each carbon atom contribute
to the in-plane σ-bonds, formed by the hybridized sp2 orbitals. The remaining
electron then occupies the out-of-plane pz orbital. This orbital can overlap with
pz orbital of neighboring carbon atoms, forming π-bonds. The electrons in
the π-bonds do not belong to a specific carbon atom, but they are delocalized
over the molecule. The delocalization of π-electrons gives the organic material
conducting properties.

If the electrons in the π-bonds would indeed be delocalized over the entire
molecule, the conduction would become metallic. In reality, however, due to
geometric relaxation, the delocalization does not extend over the entire molecule
and alternating shorter and longer bonds are formed. This effect is called Peierls
disortion. [45] As a result, the energy of the highest occupied molecular orbit
(HOMO) is lowered in energy, while that of the lowest unoccupied molecular
orbit (LUMO) is raised. This energy difference, which is often called the bandgap,
leads to the semiconducting properties of the organic material.

Charge transport

Now that the origin of conductivity in organic semiconductors has been ad-
dressed, we continue by describing the transport of charge carriers through
the organic material. The organic semiconductors that are used in this thesis
are characterized by energetic and positional disorder. [46,47] The energetic dis-
order is generally well described by a Gaussian density of states, as indicated
in Fig. 2.1a. [48] Due to this disorder, the charge carriers are localized on single
molecules or parts of the polymer chain. [49] Because of Coulomb interactions,
the carriers induce a deformation of the local environment. The charge carriers
and their accompanying deformations are called polarons. The molecules or
parts of the polymer chain where the polarons are localized are referred to as
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Figure 2.1 Charge transport in organic semiconductors. a | Hopping
of a charge carrier between localized sites in a disordered energy landscape. b |
Energy diagram of an organic semiconductor device with electron (hole) injecting
electrodes with workfunction Φe(h) and injection barriers ϕe(h) respectively, when
applying a voltage equal to the built-in voltage Vbi

sites. Throughout this thesis, when speaking of electrons and holes, we thus
actually mean negatively and positively charged polarons, respectively.

Due to the disorder, charge transport inmost organic semiconductors occurs
by phonon-assisted tunneling where the carriers hop from site to site through
the organic material as indicated in Fig. 2.1a. The carrier may overcome the
energy difference ∆E between two sites by absorbing or emitting a phonon. The
rate at which the hops occur depends also on the wavefunction overlap. In the
literature, this rate ωhop is often described by Miller-Abrahams hopping: [50]

ωhop = ω0e
−2αR
×

⎧⎪⎪
⎨
⎪⎪⎩

e−∆E/kBT for ∆E > 0,
1 for ∆E ⩽ 0,

(2.1)

whereω0 is the attempt frequency, α the inverse wavefunction localization length,
R the distance between the two sites and kBT the thermal energy. From Eq. (2.1)
we can conclude that the hopping transport, as depicted in Fig. 2.1a, is a constant
tradeoff between hopping distance, energy difference and wavefunction overlap.
As a result, the conductivity strongly depends on the disorder. In most organic
semiconductors, low-lying energy levels are present within the energy bandgap
of the material, as also shown in Fig. 2.1a. [51] These sites are called traps, since
the hopping rate out of these sites can become extremely low, depending on the
trap depth.

To induce a current in an undoped organic semiconductor, charge carriers
need to be injected into and transported through the material. This is usually
done by sandwiching the organic layer between two electrodes, as illustrated in
Fig. 2.1b. Here, electrons (holes) are injected into the LUMO (HOMO) of the
organic layer. A difference in the workfunctions of the electrodes gives rise to a
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so-called built-in voltage Vbi in the device. This voltage needs to be overcome
before drift of charge carriers dominates diffusion. For optimal charge injection,
the workfunction of the electrodes need to closely match the energy levels of
the organic layer. When these energy levels are misaligned, an injection barrier
arises which limits the current. In the absence of an energy barrier, the resulting
contact is ohmic. By choosing specific combinations of the electrodes materials,
we can either inject only one type of charge carrier (single-carrier devices) or
both (double-carrier device).

At low voltages, the current density J as a function voltageV can be described
by the Shockley diode equation: [52]

J = Js (e
qV/nkBT − 1) , (2.2)

where Js is the saturation current, q the elementary charge and n the so-called
ideality factor. When increasing the voltage, the injection of charge carriers
into the organic layers increases. As a result, a space-charge builds up which
limits the current. This so-called space-charge limited current (SCLC) can be
calculated by solving the Poisson and drift equations for a single-carrier device
with ohmic contacts and is described by the Mott-Gurney equation: [53]

J = 8/9є0єrµ
V 2

L3
, (2.3)

where є0 is the permittivity of free space, єr the relative permittivity of the organic
semiconductor, µ the charge carrier mobility and L the thickness of the organic
layer.

For a double-carrier device the oppositely charged electrons and holes can
cancel each other’s space-charge. This allows for much more carriers to be
injected and a larger current as a result. However, the electrons and holes can
also recombine which effectively reduces the current. In the case of Langevin
recombination, the recombination rate R is given by the product of the electron
n and hole p density:

R = γnp, (2.4)

where γ is the recombination coefficient which is proportional to the electron
and hole mobility. Under the assumption of ohmic contacts, trap-free transport
and weak recombination, the current density can be described by the Parmenter-
Ruppel equation: [54]

J = 8/9є0єr

¿
Á
ÁÀ2πµeµh (µe + µh)

µr

V 2

L3
, (2.5)
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where µe(h) is the electron (hole) mobility and the recombination mobility µr for
Langevin recombination type is defined as µr = r(µe + µh), with r a prefactor
indicating the strength of the recombination.

Before the recombination of an electron and hole can take place, the two
charge carriers have to approach each other in space. Since the two carriers have
opposite charge, they attract each other due to Coulomb interaction, leading
to the formation of so-called coulombically bound electron–hole (e–h) pairs.
The distance r at which this happens is called the Onsager radius and is reached
when the Coulomb energy is larger than the thermal energy: r = e2/4πєkBT . [55]
In the organic semiconductors investigated in this thesis, the permittivity is
approximately three times the permittivity of free space, leading to a radius on
the order of 20 nm at room temperature.

Up until now, the mobilities of the charge carriers have been considered
as constants and are defined as µ ≡ ⟨v⟩/E, where ⟨v⟩ is the average velocity of
the carrier and E the electric field. In most organic semiconductors, however,
the mobility is not a constant and depends on the temperature, electric field
and charge carrier concentration. In the devices as used in this thesis, the
mobility can be described using a field-independent activated mobility and a
field-dependent mobility of the stretched exponential form and is given by the
following empirical relation: [56]

µ(E , T) = µ0 exp[−
∆

kBT
+ γ(T)

√
E] , (2.6)

where µ0 is the zero-field mobility, ∆ the characteristic activation energy and
γ(T) = B (1/kBT − 1/kBT0) with B and T0 empirical constants.

In passingwe note that, next to electrical injection as described in this section,
charges can also be generated by illuminating the organic layer. This process is
called photoconduction. By absorbing a photon, an electron is excited from the
HOMO to the LUMO, leaving a hole behind. This excited state can, under the
right conditions, dissociate into free charge carriers. This is, in short, the working
principle behind organic solar cells. However, all (electrical) measurements
performed in this thesis will be done using (electrically) injected charges and
not using photocurrents. [57]

2.2 Spins in organic semiconductors
So far, in describing the charge transport in organic semiconductor devices, the
spin of the charge carriers was neglected. In this section, we will discuss the role
of the spins of the charge carriers in organic semiconductors. In double-carrier
devices, where both electrons and holes are present, recombination can take
place from the coulombically bound electron–hole pairs. For this to happen, the
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Figure 2.2 Hyperfine fields in an organic semiconductor. a | The spin S

of a polaron, located on a conjugated polymer, interacts with the nuclear magnetic
moments I⃗ i of the surrounding hydrogen atoms. b | In a semiclassical approxima-
tion, the hyperfine field B⃗hf is the vector sum of the nuclear magnetic moments.
The polaron spin then precesses around the total effective field B⃗eff, which is the
sum of the hyperfine field and an externally applied magnetic field B⃗.

electron and hole need to approach each other even closer. When the e–h pair is
so close together that their wavefunctions start to overlap, exchange interactions
become important and –only then– the pair is referred to as an exciton.

Now the spin of the charges becomes important. Since the electron–hole
pair consists of two spin 1/2 particles, the total spin-state of the pair can be in a
singlet (total spin 0) or triplet (total spin 1) configuration. Because the injected
charge carriers have a random spin, a singlet–triplet ratio of 1:3 is expected
according to spin-statistics. This implies that also the singlet (S) and triplet (T)
excitons are formed with this ratio. However, in the literature there is a debate
about the violation of this ratio, because also more [58–60] or less [61,62] singlets are
reported. Moreover, in the remainder of this section, we will show that applying
a magnetic field can also change this statistical ratio.

Besides spin-dependent interactions between the charge carriers themselves,
there are also interactions with the environment. Because most organic semicon-
ductors mainly consist of low-weight atoms (such as carbon, hydrogen, nitrogen
and oxygen), spin–orbit interactions are generally weak. However, the spin
of the charge carriers can interact with the nuclear magnetic moments of e.g.
hydrogen and nitrogen atoms. This interaction is called hyperfine interaction
and is schematically depicted in Fig. 2.2. Here, the charge carrier is delocalized
over a part of a polymer chain (depicted by the shaded area) and it interacts with
the nuclear magnetic moments I⃗i of the surrounding hydrogen atoms. This inter-
action can be approximated by an effective magnetic hyperfine field B⃗hf which
is the vector sum of the nuclear magnetic moments (illustrated in Fig. 2.2b), as
has been shown by Schulten and Wolynes. [63] As a result, the spin of the charge
carrier starts to precess around the local hyperfine field. The magnitude of the
hyperfine field is on the order of a millitesla. [64,65] The orientation is random,
because every localized site is different due to disorder. [66]
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We will now discuss how this random hyperfine field influences the spin
state of the charge carriers. Let us therefore examine the electron–hole pair
again. Once the carriers are injected into the organic semiconductor, their spins
start to precess around the local hyperfine fields. Because the hyperfine field is
randomly oriented at each site, the electron and hole spin of the pair will have a
different precession. This leads to dephasing of the initial spin-state of the e–h
pair.

If we now apply an external magnetic field, indicated in Fig. 2.2b, the spins
start to precesses around the total effective field B⃗eff, which is the sum of the
hyperfine field and the applied magnetic field. Dephasing of the electron and
hole spins within the pair will then be governed by an interplay of the random
hyperfine fields and the externally applied magnetic field. At small applied fields,
dephasing is an efficient process, and, as a result, the singlet and triplet spin-states
are efficiently mixed, leading to deviations from the statistical 1:3 ratio. At large
fields (B⃗≫ B⃗hf), the random hyperfine fields are overruled and spin mixing is
significantly reduced. Such a control of spin mixing by an externally applied
magnetic field is an essential ingredient in all relevant mechanisms explaining
OMAR. In the next sections, we discuss how the different mechanisms explain
the changes in the current through a device.

2.3 Organic magnetoresistance
In this section, we will review the most successful mechanisms that have been
proposed to explain OMAR and we ultimately aim for a unified picture. Before
starting off, we note that already at an early stage it was realized that conven-
tional mechanisms for magnetoresistance, like Lorentz-force deflection, hopping
magnetoresistance or effects like weak localization are no viable candidates to
explain the effect. [35,67] Alternatives were therefore needed.

To successfully develop a mechanism which describes the magnetic field
effect (MFE) on the current (MC) in an organic semiconductor device, we need
the answer the following questions:

(1) Which particles are of importance?
(2) Which (spin-dependent) reactions take place?
(3) How does the magnetic field influence the spin-state of the particles?
(4) How does the change in spin-state influence the current?

All contemporary mechanisms that have been proposed for OMAR, rely on spin-
selective reactions between pairs of particles, where a magnetic field suppresses
the spin mixing of the particle pairs prior to the reaction, thereby changing
the spin fraction and the outcome. The principal question in the field is now
which particle pairs and subsequent reactions are dominating the magnetic field
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Figure 2.3 Energy diagram of spin-dependent transitions from free
charges to the ground state. Free charges can form precursor pairs in a singlet
1( ) or triplet 3( ) configuration. From this pair state, the precursor pair can either
recombine into a singlet (S) or triplet (T) exciton or dissociate back into free
carriers again. Due to hyperfine fields (hf), the singlet and triplet precursor pairs
can mix. An externally applied magnetic field can suppress this mixing, giving rise
to a low magnetic field effect (LFE).

effect. With respect to question (1), we can divide the possible mechanisms
into three categories: (i) reactions of polarons with the same charge into bipo-
larons, (ii) reactions of polarons with opposite charge into excitons and (iii)
reactions of triplet excitons with polarons or other excitons. We will refer to
those mechanisms as bipolaron, [68] electron–hole [69], triplet–polaron [70] and
triplet–triplet [71] mechanism, respectively.

In the next section we will briefly explain the different mechanisms for
OMAR. In order to do so, we will make use of so-called Jabłoński diagrams. [72]
An example is presented in Fig. 2.3, which shows an energy diagram of the spin-
dependent transitions from free charges to the ground state. Here, free charges
can form electron–hole precursor pairs in a singlet or triplet configuration.
From this pair state, the precursor pair can recombine into a singlet or triplet
exciton. Due to hyperfine fields, the singlet and triplet precursor pairs can mix,
as described in the previous section. An external magnetic field suppresses this
mixing and thereby changes the transition to the singlet and triplet exciton. Such
a magnetic field effect governed by the hyperfine field strength, will be referred
to as a low-field effect (LFE) in this thesis. In addition to the LFEs, so-called
high-field effects (HFE) occur at field scales much larger than the local hyperfine
fields. These effects will be discussed later on.

Low-field effects
Bipolaron mechanism

The first mechanism which we will discuss takes the reactions of polarons with
the same charge into consideration. Within this so-called bipolaron mechanism,
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as proposed by Bobbert et al., [68] an external magnetic field will decrease the
current by spin blocking. The bipolaronmodel treats the scenario where a charge
carrier is quasi-stationary trapped at an energetically relatively low lying state.
A nearby free carrier, which contributes to the current, has to pass this site
by –at least as a temporary intermediate state– forming a doubly occupied site,
the so-called bipolaron. Note that because of the large exchange interaction
within the bipolaron state, its formation is spin-dependent, similar to the case
of excitons. It is well possible for a pair of polarons in a singlet-configuration to
form a singlet bipolaron, but very unlikely for the triplet state, because it is too
high in energy. [73] Then, if the two carriers in the precursor pair are in a triplet
configuration, the current is effectively blocked. At low magnetic fields, the spin
blocking is lifted due to the hyperfine fields efficiently mixing the precursor spin
states, as discussed in the previous section. At high fields, blocking is regained,
because random hyperfine fields are now overruled, and spin character becomes
well-preserved. Thus, the bipolaron mechanism gives rise to a magnetic-field
dependence of the charge carrier mobility µ and leads, in this case, to a negative
magnetic field effect on the current.

The bipolaron mechanism is based on the notion that the energy landscape
of molecular levels in the organic semiconductor displays a Gaussian disorder,
as depicted in Fig. 2.1, which can be described by an energy spread σ on the
order of 0.1 eV. As introduced in Sec. 2.2, charge transport occurs via a hopping
type of transport, effectively taking place along a limited number of quasi-one-
dimensional percolation paths. The polaronic nature of the charge carriers
gives rise to a relatively modest energy cost U to form the doubly occupied
site. Because of the strong disorder, this energy is comparable to the energetic
disorder (U ∼ σ). [74] Monte Carlo simulations have shown that the effect on
the total current through a device can become significant as a result of the
quasi-one-dimensional nature of the charge transport. An intuitive ‘branching’
ratio b has been introduced, which controls to what extent the current is free
to go around blocking sites, or how much it is forced to branch through this
site. Bobbert et al. [68] found that the lineshape of the magnetic field effect on
the current depends on b. Also, it was observed that although generally the
spin blocking mechanism is dominant, a transition to the opposite effect could
be obtained. The latter occurred when changing model parameters such as to
optimally facilitate the formation of bipolarons. As a consequence, because of
charge neutrality, this goes at the expense of the density of mobile polarons.

Recently, Harmon and Flatté introduced a model, related to the bipolaron
mechanism, for magnetic field effects in positionally disordered organic materi-
als using percolation theory. [75,76] Their model describes the effects of spin flips
on hopping transport by considering the effect of spin dynamics on an effective
density of hopping sites. Here, spin-flips open up spin-blocked pathways to be-
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come viable conduction channels and hence produce magnetic field effects. The
authors found an analytical description, and show that it is possible to observe
large negative magnetic field effects on the current. The magnitude and shape
of the magnetic field effects are shown to be dependent on the site density and
hopping speed.

Electron−hole mechanism

Next, we will discuss a mechanism which takes the reactions of polarons with
opposite charge into consideration. This is done in the so-called e–h mechanism
as proposed by Prigodin et al. [69] Here, the crucial reaction is between weakly,
coulombically bound electron–hole precursor pairs. These pairs form statistically
with a 1(e–h):3(e–h) ratio of 1:3, as discussed Sec. 2.2. They can dissociate to
form free polarons, but can also react to form an exciton from where they finally
can recombine to the ground state, as depicted in Fig. 2.3. If at least one of
the two reactions is spin selective, the magnetic field will control the charge
balance in the device, and thereby the current. Prigodin et al. derived a magnetic
field-dependent recombination rate, which was then linked to recombination
mobility µr . The authors assumed a different recombination rate for singlets and
triplets. So, with less mixing due to a magnetic field, there is less recombination.
In the space-charge limited regime, this reduction leads to more current because
of compensation of positive and negative space-charge and thus gives rise to a
positive magnetic field effect on the current. [69,77]

In passing we note that generally the e–h mechanism is unlikely to produce
large magnetic field effects, since it requires a competition between recombi-
nation and dissociation of precursor pairs, i.e. e–h pairs that in a single step
can form an exciton. Usually, this is highly unlikely since once the electron and
hole have approached each other that closely they are well within the Coulomb
radius, making dissociation a very unlikely event.

Triplet−polaron mechanism

A final mechanism to be discussed takes the reactions of triplet excitons with
polarons into consideration. We will refer to this mechanism as the triplet–
polaron mechanism, as first proposed by Desai et al. [70] In their mechanism,
triplet excitons can react with polarons by scattering events, which effectively
reduce the mobility of the free charges and thereby decrease the current through
the device. Since triplet excitons in general have a much longer lifetime than
singlet excitons, their concentration can become large enough so that these
reactions become significant. By applying a magnetic field, less triplet excitons
are formed and thereby the current is increased, thus giving rise to a positive
magnetic field effect on the current. We emphasize that even though the current
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Figure 2.4 Energy diagram of spin-dependent transitions for triplet
polaron reactions to the ground state. Triplet exciton polaron pairs are
created as a doublet 2( ) or quartet 4( ) precursor pair, whereafter they can either
recombine to a doublet (D) or quartet (Q) trion or dissociate again. Here, mixing
between doublet and quartet pairs is governed by the zero-field splitting (ZFS) of
the triplet exciton and leads to a high magnetic field effect (HFE).

is now influenced by the reaction of triplets with polarons, the low-field effect
arises from the magnetic-field dependent formation of these triplet excitons.
Therefore, the hyperfine induced spinmixing of e–h precursor pairs, as indicated
in Fig. 2.3, is a crucial ingredient of the triplet–polaron mechanism.

Very recently, Cox et al. [78] proposed an analytical model which explicitly
describes the triplet–polaron mechanism. Although a full description is beyond
the scope of this introducing Chapter, we will briefly highlight the main findings.
In their model, spin-selective formation of so-called metastable trions from
triplet exciton–polaron pairs at trap sites is used to explain the experimentally
observed magnetic field effects. The low-field effect on the current is caused by
the capturing of free polarons into the temporary trion state. By solving a set of
elementary rate equations describing the relevant reactions, the authors derive an
analytical expression which is able to correctly describe the low-field effect, the
high-field effect (as discussed below) and, for the first time, the corresponding
voltage dependencies. Cox et al. show that trap sites –andmore specifically which
particles occupy them– are imperative for fully understanding the experimentally
observed OMAR effect.

High-field effects
Spin-dependent interactions involving triplets

Besides low-field effects, governed by the hyperfine field strength and discussed
in the foregoing, high-field effects on the current, manifesting at larger magnetic
field scales, can also arise due to different mechanisms. As an example, we will
briefly discuss the magnetic field effect on the current due to spin-dependent
triplet–polaron interactions. Here, triplet excitons can temporary capture free
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charge carriers into a so-called trion state and thereby hinder the current through
the device. Within thismechanism, spinmixing occurs between doublets 2( ) and
quartets 4( ) of triplet exciton–polaron pairs, as indicated in Fig. 2.4. Schellekens
et al. [79] demonstrated, using a theoretical framework discussed in Sec. 2.4, that
in disordered organic semiconductors this mixing is governed by the zero-field
splitting (ZFS) of the triplet excitons. As a result, the magnetic field effect
manifests itself as a high-field effect at a linewidth related to the ZFS, which is
on the order of 10–100 mT in most organic semiconductors. [80] The magnetic
field effect arises due to the difference in lifetime of the doublet (D) and quartet
(Q) trions, where the latter is expected to be much longer lived. Increasing the
magnetic field decreases the mixing, resulting in less quartets which hinder the
current. Thus, this mechanism yields a positive magnetic field effect on the
current. Cox et al. [78] used the spin-selective formation of trions from triplet
exciton–polaron pairs to explain the high field effect on the current.

The mutual annihilation of triplets also gives rise to a high-field effect with
a linewidth determined by the ZFS. [79] However, since this triplet–triplet mech-
anism creates free charges, and an increasing magnetic field effectively reduces
the amount of available triplets, this leads to a negative magnetic field effect on
the current.

Dephasing due to different д-factors

A distinctly different high-field effect displays in the e–h mechanism. Due to the
low spin–orbit interaction, the polarons in most organic semiconductors have a
д-factor very close to the free electron д-factor. However, the opposite polarons
in the e–h pair will generally have a (slightly) different д-factor due to a difference
in localization. This difference in д leads to dephasing of the precessing electron
and hole spins. [81] As a consequence, additional spinmixing occurs at large fields
(typically 1 T), referred to as the ∆д-mechanism. The associated HFE on the
current will necessarily have a sign opposite to the corresponding LFE, which is
based on the suppression of spin mixing.

Please note that in the pristine organic semiconductors as used in this thesis,
the difference in electron and hole д-factor is typically only 0.03%, [82,83] making
the ∆д-mechanism a very unlikely candidate to produce significant magnetic
field effects using moderate (up to 1T) magnetic fields. However, in certain
organic materials, or when using blends of organic materials, ∆д can easily be
an order of magnitude larger, [84,85] resulting in measurable high-field effects on
the current in this field range.

Introducing additional states

Having introduced the basic mechanisms for OMAR, we will now briefly discuss
what happens inmore complex systems. Until now, we only consideredmagnetic
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Figure 2.5 Spin-dependent transitions for devices with additional
states. The introduction of charge-transfer states (CTS) creates additional paths
to the ground state. a | In a large applied magnetic field, the CTS can influence the
triplet exciton density, indicated by process (2). b | In the absence of an applied
magnetic field, spin mixing occurs for electron–hole pairs as well as CTS, depicted
by transitions (1) and (3) respectively.

field effects in a single organic semiconductor. In this thesis we will exploit the
versatility of organic materials to assess the validity of the various models for
OMAR. In Chapter 5, for example, we will create devices consisting of a blend
of two organic materials. The presence of the second organic material creates
additional states in the energy diagram. An example is shown in Fig. 2.5. Here,
so-called charge-transfer states (CTS) emerge, where the electron and hole reside
on the different materials. The energetic alignment of the CTS and triplet exciton
can shift for different material combinations. This systemwill be studied in detail
in Chapters 5 and 6. Note that the introduction of the charge-transfer states
creates additional paths to the ground state. Furthermore, as we will show in
this thesis, these new states can significantly influence the density of other states
and, moreover, enable new spin-mixing channels.

Towards a unified picture

In the foregoing, we introduced the different mechanisms as proposed for
OMAR. We now continue by presenting a unified picture, which is shown
in Fig. 2.6. Here, the relevant particles and their (spin-dependent) reactions are
depicted as a function of energy. In all mechanisms, the magnetic field effects
arise due to the spin state mixing of precursor pairs. The low magnetic field
effect (LFE) originates from mixing of precursor pairs by hyperfine fields (hf).
Whereas the mixing of triplet exciton–polaron pairs at the zero field splitting
field scale (ZFS) leads to a high-field effect (HFE). Throughout this thesis we
will use this energy diagram, or parts of it, to explain the observed magnetic
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Figure 2.6 Unified picture of relevant particles and their (spin-
dependent) reactions. The magnetic field effects arise due to the spin state
mixing of precursor pairs. The low magnetic field effect (LFE) originates from
mixing of precursor pairs by hyperfine fields (hf). Whereas the mixing of triplet
exciton–polaron pairs at the zero field splitting field scale (ZFS) leads to a high-field
effect (HFE). In this overview, electrons and holes are interchangeable.
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field effects. By altering energy levels we unravel the dominant mechanism in
specific regimes of operation.

2.4 Modeling of organic magnetoresistance
In the last part of this Chapter, we will introduce the theoretical frameworks
that have been developed to describe OMAR in a quantitative way. The first part
of this section discusses microscopic modeling which enables us to calculate the
magnetic field effect lineshape. The second part presents a device model, which
allows us to numerically calculate how the different mechanisms influence the
current through actual devices.

Microscopic models

This section presents the theoretical frameworks as used in this thesis. We do
not aim for a full derivation of the models, but only briefly discuss their main
characteristics. In the case of slow hopping, where the effective hopping rate
is slower than the precession frequency of spins at the molecular sites, a very
simple set of rate equations can be set up for a so-called two-site implementation
of the bipolaron or e–h mechanism. Following Bobbert et al., spin states are
defined with respect to the local magnetic field direction, ĥi , as being parallel
(P) or anti-parallel (AP). [68] Then, it can be shown that the spin-dependent
rates scale with the time-averaged singlet component of the two-particle wave
function, PP/AP = 1

4(1 ± ĥ1 ⋅ ĥ2), where the plus (minus) sign applies to the AP
(P) orientation. Wagemans et al. derived for the two-site bipolaron model a
generic expression for the MC in terms of PP/AP: [86]

MC(B) −MC(∞)∝ ⟨1 −
1

1 + ΓPPPAP
⟩ , (2.7)

where Γ is a line-width parameter, and ⟨⋯⟩ denotes the ensemble average over
B⃗1 and B⃗2, as resulting from the vector sum of the applied field and the randomly
distributed B⃗hf,i . It was shown that a small branching ratio (b ≪ 1, easy to
bypass blocking site) leads to a combination of a small amplitude of the MC
as well as Γ ≪ 1. Thus, Eq. (2.7) can be simplified to MC(B) − MC(∞) ∝
⟨PPPAP⟩. In contrast, for a large branching ratio (b ≫ 1), large MC and Γ
are obtained, and thus the line shape is governed by a different averaging of
PPPAP, that is MC(B) − MC(∞) ∝ ⟨1/PPPAP⟩. In Chapter 3, we will show
that we are able to describe both results using a single empirical lineshape. We
emphasize that, although in this original work focuswas entirely on the bipolaron
mechanism, the e–h mechanism yields similar results. More specifically, the two
mechanisms produce identical lineshapes when allowing for arbitrary tuning of
certain parameters.
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Figure 2.7 Microscopic calculations using the stochastic Liouville ap-
proach. Calculations for a | the bipolaron mechanism, b | the e–h mechanism
and c | the triplet–polaron mechanism. d | Under certain conditions, magnetic
field effects at ultra-small field scales can be observed. Please refer to Appendix 2.A
(Table 2.1) for an overview of the calculation parameters.

Treating more complicated cases, including interactions between the spins
within the pair (such as dipolar or exchange), or magnetic field effects in the
fast-hopping regime, the simple methodology introduced in the preceding para-
graph no longer suffices. Schellekens et al. demonstrated that a density matrix
formalism for open quantum systems provides an elegant and very powerful
platform for calculating the magnetic field effects in such nontrivial cases. [79]
For the equation of motion of the density matrix ρ (describing the coherent
admixture of spin states), the stochastic Liouville equation was used, which in
steady-state reads:

dρ
dt
= −

ı
ħ
[H(t), ρ(t)] −

1
2
{Λ, ρ(t)} + Γ = 0. (2.8)

The first term is the Liouville term describing the evolution of the density matrix
under the influence of the Hamiltonian of the system H, where the square
brackets denote the commutator. The second term is a sink term that spin-
selectively removes particles from the system, where Λ is the operator that
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projects on the corresponding spin subspace and the curly brackets denote the
anti-commutator. The last term Γ is a source term, which adds particles to
the system. We emphasize that in the slow-hopping regime, when restricting
ourselves to the two-particle case of the bipolaron or e–h mechanism, and
neglecting interactions between the two spins, the approach becomes identical
to the simple rate equations that led to Eq. (2.7).

As an example of its potential, but without going into the details of the cal-
culations, Fig. 2.7 shows an overview of calculations using stochastic Liouville
equation. Figures 2.7a and b show themagnetic field effect lineshape for the bipo-
laron and e–h mechanism respectively. In both cases, the low-field linewidths
are determined by the hyperfine field. In Fig. 2.7b we imposed a difference in
д-factor for the electron and hole, resulting in a negative high-field effect. In
contrast, the high-field effect as a result of spin-dependent triplet polaron inter-
actions is shown in Fig. 2.7c. Here, the linewidth is governed by the zero-field
splitting of the triplet excitons.

Furthermore, the calculations also allow us to observe magnetic field effects
at ultra-small fields (USFE). An example is shown in Fig. 2.7d. This distinctive
feature, which has also been observed experimentally recently, [87,88] can be
explained by a competition between the hopping rates of the charge carrier
and its precession frequency around the effective magnetic field. [89] At ultra-
small fields (B < Bhf), increasing the externally applied magnetic field first leads
to a small increase in spin-mixing due to an increase in precession frequency.
Eventually, when further increasing the magnetic field (B ≫ Bhf), the spin-
mixing reduces again due to the suppression of the hyperfine field effects as
discussed in Sec. 2.2. We will also adress this magnetic field effect in more detail
in Chapter 3.

Device models

It should be noted that the relation between the microscopic mechanisms and
the way they affect the magnetic field effect on the current on a device level,
have been found to be particularly nontrivial. As a consequence, extreme care
should be taken in properly accounting for the device physics when considering
the magnitude and sign of the magnetic field effect. Therefore, after having
discussed a methodology for calculating the magnetic field effect lineshape
microscopically, we will now briefly introduce the device physics model for
OMAR as used throughout this thesis.

In this device model, [90–93] we calculate how the injected charge carriers
pass through the device under the influence of drift and diffusion. Drift results
from charge carriers moving under the influence of an electric field, while the
diffusive current is a result of carriers moving due to a charge concentration
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gradient. The electron (hole) current density Jn(p) is the sum of the drift and
diffusion contributions and can be described as:

Jn = qµnn∇φ + qDn∇n

Jp = qµpp∇φ − qDp∇p,
(2.9)

where the electron (hole) density is given by n(p) and Dn(p) and the diffusion
constant by Dn(p) = kBT/qµn(p). Furthermore we have to solve the continuity
equation:

∂n

∂t
=

1
q
∇Jn − rγnp

∂p

∂t
= −

1
q
∇Jp − rγnp

(2.10)

and Poisson’s equation:
є∇2
= q(n − p). (2.11)

In order to obtain a unique solution to this system of coupled differential equa-
tions, one needs to define the boundary conditions for carrier densities and
potential at the contacts. [94,95]

To model the magnetic field effects on the current in the device simulations,
we assign the different mechanisms as proposed in Sec. 2.3 to certain device pa-
rameters. In the case of the bipolaron mechanism, the magnetic-field dependent
spin blocking is modeled as a reduction in charge carrier mobility. Normally,
the magnetoconductance (MC) is calculated as the change in current I due to
the magnetic field B using:

MC =
I(B) − I0

I
=
∆I
I
, (2.12)

with I0 the current at B = 0. Here, we calculate the normalized magnetocurrent
(NMC) as:

NMCn(p) =
∆I
I

µn(p)

∆µn(p)
, (2.13)

where ∆I is the change in current due to the change in mobility ∆µn(p).
In the case of the e–h mechanism, the magnetic field effectively reduces the

recombination in the device. This is can be simulated straightforwardly in the
device model by reducing the recombination prefactor r, resulting in a total
change of the recombination mobility µr = r(µe + µh). The NMC can then be
calculated as:

NMCr =
∆I
I

µr

∆µr
=
∆I
I

r

∆r
. (2.14)
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a b

c d

Figure 2.8 Magnetic field effects as a function of voltage simulated
using a device model. Simulations for a | the bipolaron mechanism, b | the e–h
mechanism and c | the triplet–polaron mechanism. d | A typical current density as
a function of voltage obtained from the simulations. Please refer to Appendix 2.A
(Table 2.2) for an overview of the calculation parameters.

Very recently, Cox et al. [95] have extended the device model to also describe
the triplet–polaron mechanism. Therefore, they incorporated the continuity
equations of the triplet exciton and trion density into the device model. The
excitons are created fromelectron–hole recombination and the trions from triplet
exciton–polaron reactions, as described in Sec. 2.3. Also Poison’s equation has
been adjusted accordingly. The magnetic field effect on the current is calculated
by assuming a reduction in the formation of triplet excitons ∆PT . Then, the
NMC of the triplet–polaron mechanism is given by:

NMCTP =
∆I
I

1
∆PT

. (2.15)

Finally, as an example of its unique potential, but without going into the
details of the calculations, Fig. 2.8 shows an overview of calculations using the
device model. Here, we calculated the magnetic field effects as a function of
voltage for the different mechanisms. We observe distinctly different voltage
dependencies for the three mechanisms.
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In the case of the bipolaron mechanism (Fig. 2.8a), we observe a negative,
hardly voltage dependent MC due to spin blocking. We can explain differences
in magnetic field effect magnitude with a difference in charge carrier mobility.
The voltage dependence of the e–h mechanism (Fig. 2.8b), shows a distinctively
different voltage dependence. Intriguingly, we observe a sign change in the
magnetic field effect while simulating only a single mechanism. This sign change
occurs at the transition from the diffusion to drift dominated regime and will
be discussed in more detail in Chapter 5. Lastly, for the triplet–polaron based
mechanism (Fig. 2.8c), we observe a peaked behavior of the voltage dependence.
Using the trion model, as proposed by Cox et al. [78] we can intuitively explain
this shape. The initial increase simply stems from the increase of the triplet
density with voltage, while the eventual decrease arises from the fact that there
is only a limited number of traps available in a device. In Chapter 4, we will
show that we can also explain the temperature dependence of theMC(V )-curves
using this model.

We emphasize that these specific fingerprints, combined with the the calcula-
tions of the magnetic field effect lineshapes as presented in the previous section,
will prove invaluable in identifying the dominant mechanisms for OMAR and
will therefore be used throughout this thesis.

2.5 Conclusion
In conclusion, in this Chapter we have presented the current perspectives on
organic magnetoresistance. The contemporary mechanisms that have been
proposed for OMAR have been introduced and their differences and similarities
have been discussed. Furthermore, we presented a unified picture of the different
mechanisms, which will serve as a basis for the rest of this thesis. Finally, we
introduced the theoretical frameworks that have been developed to describe
OMAR in a quantitative way. Using this framework, we are able to relate changes
in the measured OMAR lineshapes and voltage dependencies to microscopic
and device parameters in the rest of this thesis.

Appendix 2.A
Modeling parameters
The theoretical frameworks that have been presented in Sec. 2.4 can be used to
describe OMAR in a quantitative way. The microscopic modeling enables us to
calculate the magnetic field effect lineshape, whereas the device modeling allows
us to numerically calculate how the different mechanisms influence the current
through an actual device.

To calculate the magnetic field effects using the microscopic model, we
need to specify the rate-constants of the system (indicated by the arrows in
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Figs. 2.3–2.6). The parameters used to calculate the magnetic field effects for the
different mechanisms as shown in Fig. 2.7 are listed in Table 2.1. To calculate the
magnetic field effects using the device model, we need to specify certain device
parameters of the system. Table 2.2 gives an overview of the parameters used
to calculate the magnetic field effects for the different mechanisms as shown in
Fig. 2.8.

In the case of triplet–polaron interactions, the following additional parame-
ters are used: the number of electron trap sites Nt (2×10−4 /nm−3), the electron
trapping coefficient γt (2×108 nm3/s), the hole recombination coefficient with
trapped electrons γr (1×108 nm3/s), the triplet exciton lifetime tT (6×10−5 s), the
triplet–polaron interaction coefficient γTP (1×109 nm3/s) and the triplet–polaron
pair lifetime tTP (1×10−3 s).
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Table 2.1 Parameters as used in the microscopic calculations. The
calculations in the slow-hopping limit for a | the bipolaron mechanism, b | the
e–h mechanism and c | the triplet–polaron mechanism. d | Calculations in the
intermediate-hopping regime for the e–h pair model. Figure 2.7 show the corre-
sponding lineshapes. Please refer to Ref. [79] for more details on the calculations,
and to Chapter 4 (Figs. 4.1 and 4.8) for more information on the rates.

a. b. c. d.
bipolaron e–h pair triplet–polaron e–h pair

rαβ = 100 s−1 q = 1 s−1 r = 1 s−1 q = 107.75 s−1

rαε = 1 s−1 qS = qT = q rD = rQ = r qS = qT = q

rεα = 1 s−1 kS = 10 s−1 kD = 1 s−1 kS = 108.75 s−1

Bhf = 1mT kT = 1 s−1 kQ →∞ kT = 107.75 s−1

Bhf = 1mT Bhf = 1mT Bhf = 1mT
∆д = 0.5% DZFS = 100mT
d = 2Bhf EZFS = 0mT

Table 2.2 Parameters used in the drift-diffusion simulations. For all
devices, the workfunctions of the contacts are set to give rise to ohmic electron and
hole injection. The calculations are performed for a | the bipolaron mechanism, b |
the e–hmechanism and c | the triplet–polaronmechanism. Please refer to Ref. [95]
and Chapter 5 (Appendix 5.B) for more details on the simulations.

a. b. c.
bipolaron e–h pair triplet–polaron

∆µn(p) ∆µr ∆PT
µp (m2/Vs) 8×10−9 8×10−9 1×10−10

µn (m2/Vs) 2×10−9 2×10−9 2×10−9

εr 3.6 3.6 3.0
д0 (nm−3) 0.3 0.3 0.3
HOMO (eV) 5.2 5.2 5.2
LUMO (eV) 4.1 4.1 2.4



3Unraveling the magnetic field
effect lineshape

A surprisingly large organic magnetoresistance (OMAR) has been found in both

polymers and small molecule organic semiconductors at relatively small applied

magnetic fields and at room temperature. In all models proposed for OMAR,

spin dephasing due to hyperfine fields plays an essential role. The characteristic

magnetic-field dependence is generally fitted with either a Lorentzian or a so-called

non-Lorentzian function. The shape is determined by both the hyperfine fields

and an additional broadening due to microscopic mechanisms, as described in

the models. In this Chapter, a new empirical function is introduced that captures

the two effects separately, and converges to the earlier introduced lineshapes in

specific limits. Recently it has been demonstrated that an additional feature can be

observed at ultra-small magnetic fields. This effect can be easily incorporated in

our empirical approach by explicitly treating the limit in which hopping of carriers

is no longer slow compared to spin precession in the hyperfine fields. Our approach

is used to analyze several theoretical and experimental results. It is shown that

experimentally observed trends can be well understood, and important parameters

can be obtained from experimental data without prior knowledge about which

model applies.∗

∗Published as part of: The many faces of organic magnetoresistance. W.Wagemans, P. Janssen,
A.J. Schellekens, F.L. Bloom, P.A. Bobbert, and B. Koopmans, SPIN 1, 93 (2011).
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3.1 Introduction
Organic spintronics aims at exploiting the spin degree of freedom in organic
semiconductor-based electronics. One class of activities is aiming at the real-
ization and exploitation of spin injection devices, in which a spin polarized
current is injected from a ferromagnetic electrode into an organic medium. That
work is inspired by the long spin coherence times in organic semiconductors
(OSC) consisting of low mass elements and thereby having weak spin–orbit
interactions. [30,36,38,96–101] Another class of activities has been triggered by the
observation of a considerable organic magnetoresistance (OMAR) in organic
light-emitting diodes, or similar devices that use a wide variety of OSCs. The
possibility to obtain a large magnetoresistance at room temperature, applying
only small magnetic fields (several milliteslas), and without using any ferromag-
netic electrodes has attracted much attention. [35,68,69,87,102–106] The effect seems
promising for applications and also allows for new insights into the electrical
transport in organic semiconductors. In this Chapter we will introduce a novel
empirical approach to gain more insight in the underlying physical effects.

Experimentally, the OMAR traces –described as a change in current with
magnetic field– show many faces. Both positive and negative effects have been
observed and also the magnetic field scales can vary over orders of magnitude.
In our work we show that, even though different mechanisms are responsible for
OMAR, they can all be captured in a universal empirical function. The general
consensus within the field is that the low-field effects (LFE, typical field scale
of 1–10 mT), are due to an interplay between the applied magnetic field and the
randomhyperfine fields in thematerial resulting from the surrounding hydrogen
nuclei. [68,69,103,107] At small applied magnetic fields, the random hyperfine fields
Bhf experienced by charge carriers (polarons) at different molecular sites cause
an efficient channel for spin decoherence. This leads to a rapid change of singlet
(S) and triplet (T) character of carrier precursor pairs. At applied fields much
larger than Bhf the precession of spins on different sites gets more coherent, and
S and T character will be preserved for a (much) longer time.

As to the line shape of the LFE, it has been shown that the magnetoconduc-
tance versus magnetic field MC(B) curves have a characteristic shape. They can
be fitted well with either a Lorentzian function,

MC(B)∝ B2
/(B2

0 + B
2
), (3.1)

or an empirical non-Lorentzian function, [35]

MC(B)∝ B2
/(B0 + ∣B∣)

2. (3.2)

Both functions have a similar width, characterized by the parameter B0 that is
typically 3–6 mT, [35] where B0 is believed to be related to the magnitude of the
hyperfine fields.
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As introduced in the foregoing, in contemporary models for OMAR mix-
ing of the spin states of charge pairs by precession in local random hyperfine
fields plays a crucial role. The shape of the MC(B) curves originates from the
suppression by the external magnetic field of this hyperfine-field induced mix-
ing. The shape, or width, of the curves is, however, not only determined by the
magnitude of the hyperfine fields. From the bipolaron model, it is known that
–even with the same hyperfine fields– additional broadening occurs through the
interactions in the model. [68,86] This additional, hyperfine-field independent,
broadening also affects the value of B0 obtained with either fitting function. The
broadening, caused by the microscopic details of the model, is not unique to the
bipolaron model. A similar type of additional broadening will also occur in the
electron–hole pair model, [69] because this model can be treated in an equivalent
way. [108]

Moreover, the models show that a smooth transition occurs from a narrow
Lorentzian to a broader non-Lorentzian. [68] Curves falling in such a transition
regime cannot be fitted well by either of the two functions. Therefore, a fitting
function is needed that replaces the two empirical fitting functions and is capable
of describing the transition regime, and that includes the theoretical observation
that the shape of the curves is both determined by the hyperfine fields and by an
additional broadening. Such an approach is presented in the present Chapter.

A clear difference between the Lorentzian and the non-Lorentzian curves
is the way they converge to their high-field value MC∞. This can be seen by
calculating 1 −MC(B)/MC∞, which converges as 1/B2 for the Lorentzian and
as 1/B for the non-Lorentzian. The exact power of the convergence is difficult
to check experimentally, as MC∞ is usually not well defined due to the limited
measuring range and large-field effects possibly playing a role as well. [109] In
spite of these limitations, the majority of the reported experimental curves can
be much better fitted with the non-Lorentzian function than with the Lorentzian.
Nevertheless, systematic differences between the measured line shapes and the
non-Lorentzian described by Eq. (3.2) occur, and we will show that experiments
are significantly better described by our new approach.

More recently other deviations from the empirical lineshapes of Eqs. (3.1,3.2)
have been discovered. It was found that in the (sub)mT-range a so-called ultra-
small-field effect (USFE) can be observed, producing a tiny dip in the MC(B)
curve. [87,88] In this Chapter, we also discuss progress in understanding this
specific new feature, and show how it can be incorporated in a natural way in
our empirical procedure.

Summarizing, in this Chapter we will introduce an alternative empirical
function for analyzing the experimental MC(B) curves. This function sepa-
rately includes the magnitude of the hyperfine fields and the effect of the model.
Thereby, we can extract these parameters independently when fitting various
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theoretical and experimental data sets. In the next section the new fitting func-
tion will be introduced and thereafter it will be applied to a series of recent
experimental and numerical data sets.

3.2 Empirical lineshapes
Inspired by the similarity of the various models discussed in Sec. 2.3, but aiming
at a generic, model-independent function that is capable of describing line
shapes in different regimes, we propose an empirical approach. We emphasize
that the function we propose cannot be derived analytically, neither is its choice
completely unambiguous. Yet it can be shown to be a simple (if not simplest)
realization of a function that fulfills a specific (but sensible) set of requirements.
Moreover, we will show that the specific function reproduces MC traces in
various test cases, both from numerical modeling and experiments, and the
physical parameters correctly represent the underlying physics. Therefore we
expect this new fitting function to provide a particularly useful tool for all
researchers in the field of OMAR.

Requirements for the empirical lineshape

Throughout this section, focus will be on the so-called low magnetic field effects
(LFEs) as introduced in the introduction. We will start by assuming the slow-
hopping regime, and are searching a function F(B), related to theMC according
to:

MC(B) =MC∞[1 − F(B)], (3.3)

where MC∞ is the MC at large applied magnetic field. Furthermore we assume
that the dependence of F on B can be fully specified through an effective field,
Beff(B), that converges to a somehow averaged local hyperfine field, Beff = Bhf,
for B = 0, while it approaches Beff = B for B≫ Bhf.

In order tomake this relationmore explicit, we plotted the averagemagnitude
of the vector sum of the hyperfine field and the external field, averaged over
different distributions of hyperfine fields in Fig. 3.1a. The two examples shown
correspond to the average over a three-dimensional Gaussian distribution of
hyperfine fields (characterized by a standard deviation of ∣B⃗hf∣ equal to σhf), and
the average over a randomly oriented hyperfine field (defined to have a fixed
magnitude σhf). It is found that both can be parameterized well with:

Beff = (B
n
hf + ∣B∣

n
)
1/n , (3.4)

which gives the best fit for n = 2.2 (Bhf =
2
√

2
3 σhf ≈ 0.94 σhf) and n ≈ 2.7

(Bhf = σhf), for the Gaussian and fixed-magnitude average, respectively (depicted
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Figure 3.1 Requirements for the empirical lineshape. a | Magnitude of the
effective magnetic field Beff calculated using an average over a three dimensional
Gaussian distribution of hyperfine fields (squares), and the average over a randomly
oriented hyperfine field with a fixed magnitude (circles). The solid lines are a fit to
Eq. (3.4), with n = 2.2 and n ≈ 2.7 respectively. b | Fits with Eq. (3.5) (lines) of a
Lorentzian (Bm = 0, Bhf = B0 and n = 2) and non-Lorentzian curve (Bm ≈ 10B0,
Bhf ≈ 0.22B0 and n ≈ 2.7).

by the squares and circles in Fig. 3.1a). Later in this section, we will show that
we can determine n from microscopic simulations.

Next we specify the sensible set of requirements for F(B):
1. F(B) is normalized according to F(0) = 1 and F(±∞) = 0.
2. The dependence of F on B is through Beff defined in Eq. 3.4, i.e. F(B) =

F[Beff(B)].
3. The width of F(B) is fully specified through the effective field in Eq. (3.4),

and a single additional model parameter Bm.
4. F(B) converges to a curve that resembles the Lorentzian-like lineshape

for Bm = 0, while it approaches the non-Lorentzian-like line shape for
Bm →∞. More specifically, the convergence of F(B) for B →∞ goes like
1/B2 and 1/B, respectively.

5. In order to make this dependency of the shape on Bm unambiguous, we
require that the half-width at half maximum (HWHM) of F(B) corre-
sponds to Beff,1/2 = Beff,1/2∣Bm=0 + Bm, i.e., Bm can be interpreted as the
additional broadening compared to the Lorentzian line shape.

As a trial function to match all these requirements, we propose:

F(B) =
C

1 + c1(Beff/Bm) + c2(Beff/Bm)2
, (3.5)

where C = 1 + c1(Bhf/Bm) + c2(Bhf/Bm)
2, just to normalize the function at

B = 0. The constants c1 and c2 depend only on Bm, and are yet to be determined.
Using c1 = 1, and using c2 such that it is neither vanishing for Bm = 0 nor



40 Chapter 3

ba

Figure 3.2 Microscopic calculations fitted using the empirical lineshape.
Normalizedmagnetoconductance as a function of the normalizedmagnetic field for
a numerical integration of Eq. (2.7) over random hyperfine fields. a | Calculations
of ⟨PPPAP⟩ using a random hyperfine field only present on one of the two sites
(squares) and on both sites (circles). b | The same calculation, but for a much larger
field range. The solid lines are a fit using Bm = 0, but for different values of n ≈ 2.5
(Bhf = σhf) and n ≈ 3.1 (Bhf =

√
2σhf), respectively.

diverging for Bm →∞, it can be easily seen that requirements 1 through 4 are
fulfilled. Finally, in order to meet requirement 5, and fixing c1 = 1, one finds
c2 = (2 −

√
2)/(2

√
2 + Bm/Beff). Note that the function thus derived has a

HWHM of Beff,1/2 =
√
2Bhf for Bm = 0, and Beff,1/2 ≈

√
2Bhf + Bm for Bm > 0.

Please note that although Bm has been introduced as a separate parameter, in
experiments where Bhf is being changed, e.g. by deuteration, one would expect
that Bm scales linearly with Bhf.

As specified, Equation (3.5) can generate curves that are in good agreement
with both Lorentzian and non-Lorentzian curves, reproducing both the fast
and slow saturation. This is shown in Fig. 3.1b where a Lorentzian and non-
Lorentzian curve are fitted with Eq. (3.5) (lines). For large Bm/Bhf a non-Lorentz-
ian-like curve is found. For these curves, 1−MC(B)/MC∞ converges as 1/B for
B →∞, as is characteristic for the non-Lorentzian. For Bm → 0, a narrow curve
is found, which exactly resembles a Lorentzian in the case n = 2, as shown.

The function F(B) has some specifically interesting properties. Of particular
importance is that, although for Bm/Bhf ≫ 1 the HWHM is entirely determined
by Bm, the rounding near zero field is still a function of both Bhf and Bm. More
specifically, it can be derived that the curvature near B = 0 is determined by
F(B) ≈ 1 − (B/Bm)(B/Bhf)

n−1. In line with this behavior, as a function of
increasing Bm, lineshapes are broadening, but the relative curvature around
zero field increases. Thereby, by measuring MC lineshapes both at large field
(B > Bm), as well as accurately near zero (B ≪ Bhf), it should be possible to
derive Bm and Bhf separately from a single experiment. In passing, we note that
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Figure 3.3 The empirical lineshape in the intermediate hopping regime.
Normalized magnetoconductance as a function of the normalized magnetic field
calculated with Eq. (3.7) using different values for r.

in the pure non-Lorentzian as formerly proposed, the broadening of the entire
curve is governed by a single parameter B0. We will show in the next section that
such a uniform scaling fits less well to experimental observations, and thereby it
misses an essential part of the physics!

To determine the value of n (and the corresponding Bhf) from Eq. (3.4), we
have calculated the MC(B) for the two-site bipolaron model in terms of PP/AP
by a numerical integration of Eq. (2.7) over random hyperfine fields. Figure 3.2
shows calculations of ⟨PPPAP⟩ using a situation where a random hyperfine field
is only present on one of the two sites, as well as a situation where identical
Gaussian distributions are present at both sites. It is found that both curves can
be fitted extremely well by our model function using Bm = 0, but for different
values of n = 2.54 ± 0.04 (Bhf = σhf) and n = 3.07 ± 0.06 (Bhf =

√
2σhf),

respectively. The fact that the different values of n are obtained, just reflects its
dependence on the exact way averaging is being performed. In the situation
where a random hyperfine field is only present on one of the two sites, we find
that the hyperfine field as extracted from the fit, is equal to the standard deviation
of the random hyperfine field as used in the calculation (Bhf = σhf). However, in
the situation where identical Gaussian distributions are present at both sites, we
find Bhf =

√
2σhf. Throughout the rest of this Chapter we will merely address

the symmetric case of equal hyperfine distributions at different molecular sites,
and thereby fix the value n = 3.1 (and Bhf =

√
2σhf correspondingly) in the

expression for Beff when using Eq. (3.5).

Including the intermediate-hopping regime

A final refinement of the generic lineshape is that of including the fast-hopping
regime, i.e. when r = ωhop/ωhf is no longer small with respect to unity. As
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explained in the previous section, in that case only a partial dephasing of the
spin state of the carriers may occur before a hopping event takes place. We
will treat such a partial spin dephasing by hyperfine fields in a simple model.
We assume a single precession frequency ωprec, and a statistical distribution
of waiting times, exp(−ωhopt), with an average 1/ωhop, before a hopping event
takes place. Doing so, one can derive an average dephasing factor:

D(B) = 1 − ∫ ∞0 ωhop exp (−ωhopt) cos (tBeff/Bhf)dt

= 1 −
1

1 + (Beff/rBhf)2
, (3.6)

which converges to D(B) = 1 in the slow-hopping limit (r ≪ 1). We note that
in this case the dephasing is a process that occurs due to the difference of the
hyperfine fields at both sites, and therefore determined by (B⃗hf,i − B⃗hf, j) + B⃗ for
pairs of carriers at site i and j. Calculating the corresponding effective field for
identical Gaussian distributions at both sites yields a result that again matches
Eq. (3.4), but now with a best fit for n ≈ 2.3, and Bhf/σhf ≈ 1.2 (not shown).
Please note that averaging a different observable over the same hyperfine field
distribution yields a different optimal value for n, as could have been expected.
Thuswewill be using the latter result (n = 2.3) in the expression for Beff whenever
applying the dephasing factor of Eq. (3.6). The final expression for the MC now
reads:

MC(B) =MC∞D(B)[1 − F(B)]. (3.7)

Normalized this way, MC∞ is defined as themaximumMC that would be achiev-
able within the slow-hopping regime; for fast-hoppingFast hopping MC(∞)
will be less than MC∞. Traces for different values of r according to Eq. (3.7) are
plotted in Fig. 3.3. An USFE is nicely developing once r becomes of the order
of unity. In passing we note that the critical value of r at which a dip in F(B)

develops strongly depends on Bm, and in general for Bm → 0 increasingly larger
values of r are necessary. A full treatment of the behavior of this function is
considered beyond the scope of this Chapter.

Concluding, in this section we introduced an alternative analysis of OMAR
lineshapes. In the slow-hopping limit, it reproduces both the Lorentzian, and a
non-Lorentzian lineshape. More specifically, for model parameter Bm = 0 we
find:

MC(B)∝
B2

(Bn + Bn
hf)

2/n , (3.8)

and for Bm ≫ Bhf:

MC(B)∝ 1 −
Bm + Bhf

Bm + (∣B∣n + B
n
hf)

1/n , (3.9)
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Figure 3.4 Microscopic calculations fitted using the empirical lineshape.
a |Normalizedmagnetoconductance as a function of the normalizedmagnetic field
for a numerical integration of Eq. (2.7) over random hyperfine fields using different
values of Γ. b | Intrinsic hyperfine contribution Bhf and additional broadening Bm,
obtained by the fitting, as a function of Γ.

replacing Eqs. (3.1) and (3.2), respectively. For the case of equal hyperfine field
distributions at the sites of the two reacting polarons, one should use n = 3.1 and
the Bhf fitted from an experiment then corresponds to

√
(2)σhf. For intermediate

cases, the full Eq. (3.5) should be applied. Extending to fast-hopping requires
use of Eq. (3.7), while using a different value of n = 2.3 for calculating Beff in
Eq. (3.6).

3.3 Results and discussion
In the remaining part of this Chapter we will use Eqs. (3.5) and (3.7) to fit a
selection of theoretical and experimental data sets, covering effects for different
conditions and materials. In all cases, we find that for a single materials system
Bhf is approximately constant while Bm and r account for the changes in the
curves when any of the device conditions is being varied.

Numerical simulation

To illustrate the clear advantage of our empirical approach, let us re-examine
the results of Fig. 3.2. Therefore, we calculated the normalized magnetocon-
ductance for the two-site bipolaron model using different values of Γ. As can
be seen in Fig. 3.2a for all values of Γ, the Lorentzian-like line shapes obtained
from the two-site model is actually less rounded than expected from a pure
Lorentzian behavior. This flattening can be assigned to the actual hyperfine field
distributions considered, and the way they appear in the average MC. Moreover,
with increasing Γ we observe a broadening of the MC(B) curves. Our empiri-
cal lineshape allows us to separately extract the intrinsic hyperfine field (Bhf)
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Figure 3.5 Analyzing numerical simulation results using the empiri-
cal lineshape. a | MC curves from Monte Carlo simulations of the bipolaron
model [68] for various branching ratios b′ (curves are vertically shifted for clarity),
fitted with Eq. (3.5) (lines). b | Characteristic fields Bhf and Bm, obtained by the
fitting, as a function of branching ratio b′. Dashed lines are for individual fits,
while full lines are for a global fit with Bhf ≈ 1.3σhf shared for all curves, where σhf
is the average value of the hyperfine fields used in the simulations.

and additional broadening (Bm) caused by the microscopic mechanism. This
is shown in Fig. 3.4b, where Bm increases over three orders of magnitude with
increasing Γ while Bhf remains approximately constant.

For treating more complex cases, the simple two-site model can be extended
using Monte Carlo simulations. In doing so, Bobbert et al. have shown that a
Monte Carlo simulation of the bipolaron model can produce both Lorentzian
and non-Lorentzian curves. [68] One of the parameters they investigated was
the effect of the branching ratio. Therefore, Bobbert et al. introduced a factor
b′ by which all ratios for bipolaron formation and dissociation in the Monte
Carlo scheme were multiplied. The results of the calculations are shown in
Fig. 3.5a. We can observe that by changing only b′, a gradual transition between
the two types of curves is achieved. Re-analyzing these results, we fitted all the
curves with Eq. (3.5) to obtain Bhf and Bm as a function of b′. The parameters
resulting from these fits are shown in Fig. 3.5b. The values for Bhf thus found
are nearly constant over the broad range of branching ratios, while Bm is found
to change considerably. This is similar to the two-site model and indeed what
would be expected based on the input of the simulations, where the hyperfine
fields are kept constant for all the simulations and only the branching ratio is
changed. Thus, the new function does not only allow us to fit the Lorentzian
and non-Lorentzian curves, but also the intermediate cases.
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Figure 3.6 Analyzing the MC of different organic materials using the
empirical lineshape. a | OMAR curves measured for different materials, fitted
with Eq. (3.5) (curves are vertically shifted for clarity). Data adapted from Ref. [110].
b | Characteristic fields Bhf and Bm, obtained by the fitting. The horizontal line
indicates the mean Bhf ≈ 2.3 mT.

Experimental results

Experimentally, for various materials different line shapes have been observed.
We fitted the different curves reported byMermer et al., [110] as shown in Fig. 3.6a.
Figure 3.6b shows that Bm completely determines the change in shape of these
experimental curves, while Bhf has approximately the same value for all materials,
Bhf ≈ 2.3 mT. The values Bhf we thus find are considerably larger than those
found from more recent data on similar materials, where care was taken to
very accurately measure data near B = 0. Thus we conclude that in this specific
case the value of 2.3 mT is largely affected by the instrumental resolution, and
possibly characteristic differences in Bhf between different materials may be
obscured. Our main focus here will be a further discussion of the differences
in Bm. The variations in Bm can give additional information when comparing
between materials or samples. For example, the value found for the polymer
RRa-P3HT is larger than the value for the very similar polymer RR-P3HT. The
main difference between the polymers is that RRa-P3HT is more disordered.
In the bipolaron model, a larger disorder would indeed give a larger branching
ratio, and thus a larger Bm according to Fig. 3.5b. Similarly, the small value
of Bm for pentacene is also in good agreement with this observation, because
pentacene is expected to be less disordered.

As an additional example, we analyzed results from experiments recently
performed by Bloom et al. on devices using Alq3 with a small fraction of DCM (a
dye molecule that acts as both an electron and a hole trap). [83] Here, we will not
go into the details of the experiments, but the main observations were a decrease
of MC on increased DCM concentration, in combination with a broadening of
the MC(B) curves, as shown in Fig. 3.7a. Moreover, on increasing the voltage,
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Figure 3.7 Analyzing the MC of a blend of organic materials using the
empirical lineshape. a | OMAR curves measured at 10 V for Alq3 devices with
and without DCM doping, fitted with Eq. (3.5). b | Characteristic fields Bhf and
Bm, obtained by the fitting, as a function of voltage for different amounts of DCM
doping.

the width of the curves decreased. We fitted the MC(B) curves with Eq. (3.5) to
obtain Bhf and Bm as a function of voltage for the different doping concentrations,
see Fig. 3.7b. The resulting Bhf are approximately constant for all measurements
and all voltages, with a mean of Bhf ≈ 1.1 mT. In sharp contrast, Bm changes
considerably both between different doping concentrations and when changing
the voltage. Thus, from these fits, it can be concluded that doping does not
change the hyperfine fields, but changes the microscopic processes involved
in OMAR. More generally, the fitting results show that all the changes in the
shape and width of OMAR curves can most likely be attributed to details of the
microscopic model.

The readermay have noticed that Bhf values found by fitting the experimental
results with our new function are smaller than the values of B0 obtained with
the conventional Lorentzian and non-Lorentzian functions. The latter values
of B0 were considered anomalously large compared to the hyperfine coupling
constants known for these materials (B0 = 5.8 mT versus a hyperfine coupling of
1.8 mT for pentacene). [107] The values found for Bhf using the new function (Bhf
= 1.1 ± 0.1 mT) are more in the range of these hyperfine coupling constants. It
should be noted that Bhf for Alq3 in Fig. 3.6b and 3.7b differ more than a factor of
two. Most probably this is due to the limited experimental resolution in Fig. 3.6b,
as commented on before.

Intermediate hopping

Finally, we discuss effects of fast-hopping again using both model simulations
and experimental data sets. In Sec. 3.2 we saw how increasing the hopping
rate (increasing r) leads to a broadening of MC line shapes, and ultimately to
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Figure 3.8 Analyzing the MC in the intermediate hopping regime using
the empirical lineshape. a | MC curves from density matrix calculations of the
e–hmechanism for various hopping rates r (curves are vertically shifted for clarity),
fitted with Eq. (3.7) using only r as fitting parameter (lines). b | The value of r
obtained from the fit as a function of e–h pair dissociation rate q, where the drawn
line is a fit assuming that q and r are proportional.

the appearance of an additional dip at ultra-small fields (USFE). In Fig. 3.8 we
applied the extended fitting function, Eq. (3.7), to a numerical data set. We were
able to obtain a satisfactory fit to all lineshapes, including their relative amplitude,
by fitting r and keeping all other parameters fixed for all curves. The fitted values
of r thus obtained are plotted in the Fig. 3.8b. We observe an almost perfect
scaling with the dissociation rates q used for the numerical simulations. This
result demonstrates that not only Eq. (3.7) is capable of fitting line shapes in the
fast-hopping regime, it also can be used to extract sensible physical parameters,
and properly reproduces physical trends. Without further proof, we mention
that an even better fit of the anomalous feature around B = 0 can be obtained by
allowing for small differences in the values of n used for different curves. Such a
further optimization is considered beyond the scope of this Chapter.

As a final example of the relevance of our new analysis, but without attempt-
ing a full fitting of data sets, we emphasize its importance for recent experiments
where changes of OMAR curves upon deuteration are being explored. In such
experiments, one might naively predict the line shapes to be just scaled by the
ratio of the relative hyperfine field of deuterium with respect to the one of hy-
drogen. However, in cases where the hopping parameter r is not much smaller
than unity this can turn out be quite inadequate. While lowering Bhf by a factor
of 3.26 (the ratio of the nuclear magnetic moments), the value of r increases by
the same factor. Thereby the tendency of narrowing upon deuteration can be
partially compensated by a less efficient dephasing, which tends to broaden the
curves.
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3.4 Conclusion
In conclusion, we introduced a new empirical function that allows us to sep-
arately extract the role of the hyperfine field and the broadening induced by
the microscopic mechanisms involved. By addressing recent numerical and
experimental studies on OMAR, it was shown that the new function can be
successfully used to analyze MC(B) curves. The tool thus developed is believed
to be extremely useful within future research on OMAR.



4Temperature and voltage
dependence of magnetic field
effects in organic semiconductors

In recent years it was discovered that the current through an organic semiconductor,

sandwiched between two non-magnetic electrodes, can be changed significantly by

applying a small magnetic field. This surprisingly large magnetoresistance effect,

often dubbed as organic magnetoresistance (OMAR), has puzzled the young field of

organic spintronics during the last decade. Here, we present a detailed study on the

voltage and temperature dependence of OMAR, aiming to unravel the lineshapes

of the magnetic field effects and thereby gain a deeper fundamental understanding

of the underlying microscopic mechanism. Using a full quantitative analysis of

the lineshapes we are able to extract all linewidth parameters and the voltage and

temperature dependencies are explained with a recently proposed trion mechanism.

Moreover, explicit microscopic simulations show a qualitative agreement to the

experimental results.∗

∗Under review at Journal of Applied Physics as: Unraveling the temperature and voltage

dependence of magnetic field effects in organic semiconductors. P. Janssen, S.H.W. Wouters, M. Cox
and B. Koopmans.
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4.1 Introduction
One of the exciting developments in the field of organic electronics is the dis-
covery of a surprisingly large, room temperature, magnetoresistance effect in
organic semiconductor devices without any ferromagnetic components, an ef-
fect often referred to as organic magnetoresistance (OMAR). [33,34] The current
through such a device, where the organic layer is sandwiched between two non-
magnetic electrodes, can be changed significantly (up to 25%) by applying a small
(∼mT) magnetic field. The effect can be tuned by changing the operating condi-
tions such as voltage, temperature and angle between the current and magnetic
field. [35,87,102,104,106,111–118] Recently, cheap plastic sensor technology has been pro-
posed as an example of its application potential. [44] Nevertheless, a fundamental
understanding of the interactions of spins and charges in organic semiconduc-
tors currently remains the goal of extensive experimental [33–35,87,102,104,106,111–118]
and theoretical [68–70] research.

To explain OMAR, all contemporary models incorporate pairs of spin-
carrying particles undergoing spin-dependent reactions. The outcome of these
reactions is influenced by the intrinsic mixing of the pair’s spin state and sub-
sequent suppression thereof in an external applied magnetic field. The models
then diverge on the matter of which particle reaction is at the origin of OMAR.
One can mainly distinguish between the reactions of: (i) equally charged po-
larons into bipolarons, [68] (ii) polaronic electrons and holes [69] and (iii) triplet
excitons with polarons or other triplets. [70] Very recently, we have shown that
the dominant mechanism for OMAR depends on the exact material choice and
operating conditions of the device. [119] Therefore, a thorough investigation of all
relevant operating conditions is crucial in understanding magnetic field effects
(MFEs) in organic semiconductors.

As introduced in the foregoing, mixing of spin states plays a crucial role in
OMAR, regardless of the exact underlying model. There is a growing consensus
about the importance of hyperfine fields, originating from the hydrogen nuclei
in the organic material, for spin mixing. [87] In this case the lineshape of the
OMAR curve is related to the hyperfine field strength which is on the order of a
millitesla and we will refer to this as a low-field effect (LFE). The lineshape is,
however, not only determined by the magnitude of the hyperfine fields. From
the bipolaron model, for example, it is known that even with the same hyper-
fine fields, additional broadening occurs when the bipolaron formation rate
is increased. [68,120] Moreover, it has recently been shown that the LFE can be
accompanied by a distinct magnetic field effect at ultra-small field scales (USFE,
typically ≤mT). [87] Beside low-field effects, OMAR curves can also show dis-
tinct features at higher magnetic field scales (HFE, ∼ 20 mT up to a few Tesla).
Accurately measuring and understanding the exact lineshapes of the LFE and
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HFE is therefore of major importance, since the lineshapes can be correlated to
the dominant underlying mechanism. [119]

In this Chapter we present a detailed study on the voltage and temperature
dependence of OMAR, aiming to unravel the magnetic field effects on the cur-
rent in pristine conjugated polymer devices. Even though OMAR has been
studied extensively, there are only a few detailed reports on its temperature de-
pendence. [34,35,102,111–113] Moreover, these studies mainly focus on the magnitude
of theOMAR effect. We show a full quantitative analysis of the lineshape and also
extract the linewidth parameters. It was demonstrated before that in OLED type
devices the MFEs are dominated by the reactions between (trapped) triplets and
polarons. [70,78,121] A schematic overview of this mechanism is shown in Fig. 4.1.
Here, the relevant particles and their (spin-dependent) reactions are depicted
as a function of energy. We can distinguish between the rates of dissociation
and recombination of singlet and triplet electron–hole pairs (qS ,T and kS ,T) or
doublet and quartet triplet–polaron pairs (rD,Q and kD,Q) respectively. [78] The
low magnetic field effect (LFE) originates from mixing of precursor pairs by
hyperfine fields (hf). Whereas the mixing of triplet exciton–polaron pairs at
the zero field splitting field scale (ZFS) leads to a high-field effect (HFE). By
studying the MFE lineshapes as a function of voltage and temperature we obtain
a deeper understanding of these triplet–polaron reactions.

4.2 Methods
Device fabrication

In this work we studied the magnetic field effects on the current for devices
consisting of a phenyl substituted poly(1,4-phenylenevinylene) semiconducting
polymer called Super Yellow PPV (SY-PPV, Merck, used as received). The SY-
PPV is dissolved in orthodichlorobenzene (ODCB) at a concentration of 8
mg/mL, and stirred on a hot plate at 50 ○C for at least 2 hours. The devices
were prepared on glass substrates with patterned indium tin oxide (ITO) anodes.
After careful cleaning, followed by aUV-ozone treatment, a thin layer of poly(3,4-
ethylenedioxythipophene):poly(styrenesulfonate) (PEDOT:PSS) was applied by
spin coating. The SY-PPV was spin coated at 1200 RPM for 60 seconds, resulting
in a layer thickness of 100 nm. Subsequently, the samples were transferred to
a nitrogen filled glove box where the cathode, consisting of LiF and Al, was
evaporated in a high vacuum system (≤107 mbar). From this point on, the
samples always remained in a dry nitrogen environment. The total junction stack
thus consisted of ITO/PEDOT:PSS(60 nm)/SY-PPV(100 nm)/LiF(1 nm)/Al(100
nm).
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Figure 4.1 A schematic overview of all relevant particles and reactions
of the trion model. a | The lowmagnetic field effect (LFE) originates frommixing
of polaronic electron–hole pairs by hyperfine fields (hf). b | Whereas the mixing
of triplet exciton–polaron pairs at the zero field splitting field scale (ZFS) leads to a
high-field effect (HFE).

Measurements

Magnetic field effect measurements were performed in a cryostat that is attached
to a glovebox with a dry nitrogen environment ([O2] < 0.3 ppm, [H2O] < 0.3
ppm) and the sample temperature can be controlled from 10 K up to room
temperature. The cryostat is placed between the poles of an electromagnet, which
allows us to apply an external magnetic field up to 0.5 T, with an accuracy of 50
µT. The devices were driven at a constant voltage V using a Keithley 2400 Series
SourceMeter. We measured the current I through the device while sweeping the
magnetic field B. From this measurement, the magnetoconductance (MC) was
calculated with MC(B) = [I(B) − I(0)]/I(0). Please refer to Appendix 4.A for
a detailed description of the measurement procedure.
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Figure 4.2 Magnetoconductance as a function of magnetic field. a |
Experimental result for a bias voltage of 4.0 V at roomtemperature. The solid line is
a fit using the empirical lineshape Eq. (4.1), where the low (LFE) and high magnetic
field (HFE) contributions are separately depicted. The magnitude of LFE and
HFE and their corresponding linewidth parameters (Bhf, Bm, r and BHFE) are also
shown. b | Magnetoconductance as a function of magnetic field on a logarithmic
scale for different bias voltages.

Empirical lineshapes

In this study, we analyzed the magnetoconductance as a function of magnetic
field MC(B) for different voltages and temperatures (refer to Fig. 4.2 for a typ-
ical result). To analyze the experimental results, we used the following fitting
function:

MC(B) = LFE ⋅ f (B, Bhf, Bm, r) +HFE ⋅
B2

(∣B∣ + BHFE)2
(4.1)

The function f (B, Bhf, Bm, r), with f (B = 0) = 0 and f (B =∞) = 1, is explained
in full detail in Chapter 3. The function correctly describes the low-field effect
(LFE) including the ultra-small-field effect, as is shown in the left panel of
Fig. 4.2a. This empirical function allows us to separately extract the role of
the intrinsic hyperfine field (Bhf) and the extrinsic additional broadening (Bm)
induced by the microscopic mechanism. The function converges to a Lorentzian
lineshape for f (Bm = 0) and a so-called non-Lorentzian for f (Bm ≫ 0). The
USFE is incorporated by the parameter r which describes the limit in which
hopping of carriers is no longer slow compared to spin precession in the hyperfine
fields. The high-field effect (HFE) is fitted with non-Lorentzian lineshape and
has a characteristic linewidth BHFE. In the fitting procedure, the hyperfine field
Bhf is a shared fitting parameter, whereas the other parameters (LFE, Bm, r, HFE
and BHFE) can vary with temperature and voltage.
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decreasing T

Figure 4.3 Current density as a function of voltage for different temper-
atures. Three regimes are depicted: (i) an ohmic leakage current, (ii) a diffusion
current below the built-in voltage (Vbi ≈ 2 V) and (iii) a space-charge limited cur-
rent above the built-in voltage. The solid line is a power law fit for the space-charge
limited regime.

4.3 Results and discussion
Current density

In order to fully understand the voltage and temperature dependence of the
magnetic field effects, we first need to address the effects on the current without
an applied magnetic field. Therefore, we have measured the current density
J as a function of voltage V for different temperatures T and the results are
shown in Fig. 4.3. We can identify three transport regimes: (i) an ohmic leak-
age current at the lowest voltages, (ii) a diffusion current in the diode regime
below the built-in voltage (Vbi ≈ 2 V), with a rectifying exponential dependence
J ∼ exp(qV/nkBT) and (iii) a space-charge limited current above the built-in
voltage, with a power law dependence J ∼ (V −Vbi)

n. Using this relation, we can
extract Vbi and n, as depicted by the solid line in Fig. 4.3. We obtain a power fac-
tor n = 3.1, whereas n = 2 for a trap free device with ohmic electrodes, indicating
the presence of traps in the organic layer. [56]

Magnetic field effects

To investigate the magnetic field effect on the current, we have systematically
measured the magnetoconductance as a function of magnetic field, bias voltage
and temperature. We have analyzed the results by fitting this extensive exper-
imental data set using Eq. (4.1), which allows us to unravel the lineshape of
the MFE as a function of voltage and temperature. A typical result is shown
in Fig. 4.2. It is found that the lineshapes are accurately described, thereby ob-
taining reliable values for the amplitudes and linewidth parameters of the low-
and high-field effects. Moreover, the ultra-small-field effect is also accurately
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Figure 4.4 Magnetic field effects as a function of voltage for different
temperatures. a | Magnitude of the low-field effect (LFE) as a function of volt-
age for different temperatures. b | Magnitude of the high-field effect (HFE) as a
function of voltage for different temperatures. The solid lines are a fit using the
trion model.

characterized. We will start our discussion with the amplitudes of the MFEs.
Thereafter, we will address the linewidths.

The magnitude of the low- and high-field effect as a function of voltage and
temperature is shown in Figs. 4.4a and b, respectively. Both magnetic field effects
show a very characteristic MC(V) dependence, vanishing below the built-in
voltage and peaking somewhat above. Both the onset as well as the peak value of
the magnetic field effect MFEs, shift to higher voltages with decreasing tempera-
ture. Lately, it was shown that the magnetic field effect on the current in pristine
organic semiconductors is predominantly governed by the reactions between
triplet excitons and polarons. [70,78,119,121] Moreover, Cox et al. recently proposed
an analytical model where these reactions are described by the spin-selective
formation of so-called metastable trions from triplet exciton–polaron pairs. [78]
Their model provides an intuitive explanation of the MC(V) dependence. The
initial increase originates from the increase of triplet density with voltage, while
the eventual decrease can be assigned to a saturation of trap filling.

In addition to this qualitative explanation, we analyzed the MC(V)-curves
using the analytical model as proposed by Cox et al. To describe the amplitude
of the low-field effect, only two free fitting parameters are used: the onset voltage
Von and the triplet–polaron interaction coefficient γTP. The other parameters
such as the trap density (Nt ∼10−4 nm3), electron trap coefficient (γt ∼105 nm3s−1),
electron–hole capture coefficient (γR ∼108 nm3s−1), triplet rate (kT ∼104 s−1) and
trion rate (kQ ∼103 s−1), indicated in Fig. 4.1, are taken from the literature. [122–124]
The resulting fits are depicted by the solid lines in Fig. 4.4a and describe the
MC(V)-curves remarkably well.
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Figure 4.5 Extracted model parameters as a function of temperature.
a | The onset voltageVon obtained from the fit of theMC(V )-curves using the trion
model compared to the built-in voltage Vbi as acquired from the J(V )-curves. The
solid line is a guide to the eye showing a clear correlation between the two voltages.
b | The reaction rate between trions and free polarons γTP, extracted from the LFE,
as a function of temperature.

To confirm the physical validity of the fitting parameters, we have plotted
the onset voltage Von obtained from the fit of the MC(V)-curves as a function
of the built-in voltage Vbi as acquired from the J(V )-curves. The result is shown
in Fig. 4.5a. We observe a clear correlation between the two voltages, i.e., once
the condition for bipolar charge injection is met (V > Vbi), we can measure
a MFE (V > Von), indicating the importance of both charge carriers for the
measured MFE. The increase in built-in voltage with decreasing temperature
is in agreement with literature results. [94,125] Furthermore, we can evaluate the
triplet–polaron interaction coefficient γTP as a function of temperature. The
triplet–polaron interaction has been shown to scale with temperature as γTP ∝
µh⟨R⟩kT , [122] where ⟨R⟩ is the interaction radius. The hole mobility scales with
µh ∝ exp(−∆/kT), where ∆ is the activation energy. [56] The triplet–polaron
interaction coefficient as a function of temperature can be described using this
relation, as shown in Fig. 4.5b. We find an interaction radius ⟨R⟩ ∼ 10−9 m when
using an activation energy ∆ = 0.48 eV which is in agreement with literature
values. [56]

The analytical model can also explicitly describe the magnitude of the high-
field effect, as is shown in Fig. 4.4b. The temperature dependence of the high-
field effects is less pronounced than the low-field effect. In passing, we note that,
assuming Von is equal for the LFE and HFE, there is only one remaining free
fitting parameter, namely the trion dissociation rate. Although the resulting fit
is not as accurate as the low-field effect, it still captures the essential trends.
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Figure 4.6 Extracted low-field effect parameters as a function of voltage
for different temperatures. a | The hyperfine field strength Bhf showing no
temperature dependence. b | The extrinsic low-field linewidth Bm as a function of
voltage and temperature. The solid lines are a guide to the eye showing a decrease
in linewidth with increasing voltage and temperature. c | The hopping ratio r as a
function of voltage and temperature. The lines are a guide to the eye showing an
increase in hopping rate with increasing voltage and temperature.

Linewidth analysis

After this satisfactory description of the magnitudes of the magnetic field effects,
we continue our discussion with the linewidths of the effects, where we first adres
the low-field effect. Figure 4.6a–c show the intrinsic hyperfine field strength Bhf,
the additional broadening of the low-field linewidth Bm and the ratio between
hopping and precession r, respectively. Using our fitting procedure, we find,
as expected, no temperature dependence in the hyperfine field strength and
obtain an almost identical hyperfine field strength of approximately 0.9 mT
for all measurements. However, Bm and r do show a remarkable voltage and
temperature dependence. In previous studies, the explicit linewidths have often
been neglected. Nevertheless, studying the voltage and temperature dependency
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decreasing T

Figure 4.7 Extracted high-field effect parameter as a function of voltage
for different temperatures. The linewidth of the high-field effect BHFE shows
an increase in linewidth with increasing voltage and temperature.

of the linewidths provides new insights in the underlying mechanisms for the
MFEs on the current. The lines in Fig. 4.6b indicate a decrease in Bm with increas-
ing voltage and temperature. To explain this dependency, we need to elucidate
the exact role of the extrinsic low-field linewidth parameter. Therefore, we per-
formed numerous simulations and investigated the linewidths of the magnetic
field effect MFEs. [79,120] The simulations reveal that additional broadening can
be observed when the formation, dissociation and recombination rates of the
interacting polaron pairs are altered. Although a full description goes beyond
the scope of this present Chapter, a brief discussion of our findings is presented
in the next section.

The final parameter, which we introduced to correctly describe the ultra-
small-field effect, is the ratio between hopping and precession r. Figure 4.6c
shows this ratio as a function of voltage and temperature and an increase in
hopping rate with increasing voltage and temperature is observed. This trend
can intuitively be explained by the increase in hopping rates upon raising the bias
voltage or temperature, whereas the precession frequency remains unaffected.
One might naively expect a much larger dependency of r on the voltage and tem-
perature. We conjecture that this weak dependency is caused by a distribution
of hopping times. [66] Only a certain range of hopping rates contribute to the
MFEs in the current, because the fastest hops are not influenced by hyperfine
based mixing mechanisms and the slowest hops hardly contribute to the total
current. Changing the voltage or temperature only shifts the small range of hops
which contribute to the MFEs.

Finally, we will discuss the linewidth of the high-field effect. The width of the
HFE, caused by triplet–polaron interactions, is known to be related to the zero-
field splitting (BZFS) of the triplet excitons, which is independent of temperature.
Yet, in contrast to the hyperfine field strength, the linewidth of the high-field
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effect does show a clear voltage and temperature dependence, as can be seen in
Fig. 4.7. We attribute this difference to our description of the high-field effect,
which is characterized by a single linewidth parameter BHFE. We propose that
the high-field effect also has an intrinsic component, governed by the zero-field
splitting rather than the hyperfine field, and an additional broadening parameter.
This additional broadening will also be briefly discussed using simulations in
the next section.

Simulations

In all the models that have been proposed for OMAR, the magnetic-field depen-
dent reactions of the spin carrying particles play an essential role. Schellekens
et al. used an adapted Stochastic Liouville equation in a density-matrix formal-
ism to successfully perform calculations on magnetic field effects in organic
semiconductors. [79] We have used their approach to simulate magnetic field
effects caused by triplet–polaron interactions. The calculations for the LFE
and HFE, indicated by the dashed boxes in Fig. 4.1, are schematically depicted
in Fig. 4.8a and b respectively. We calculated the influence of changes in the
different recombination and dissociation rates on the MFEs lineshapes.

For the LFE, the simulations reveal that additional broadening can be ob-
served when the recombination and dissociation rates for singlets (kS , qS) and
triplets (kT , qT) are varied, as is clearly shown in Fig. 4.8c. We have analyzed
the LFE lineshape using Eq. (4.1), where we have fixed the value of the hyperfine
field strength so that the only free fitting parameter is the extrinsic broadening
parameter Bm. The results are shown in Fig. 4.8e. Increasing the dissociation
rate, while keeping the other rates in the system constant, causes less broadening
of the MC(B)-curves, as described by a decrease in Bm. We conjecture that
an increase in voltage or temperature can increase the dissociation rate of the
polaron pairs and, accordingly, decrease the extrinsic low-field linewidth Bm.
This is in agreement with our experimental results. Furthermore, the simula-
tions show that this effect is more pronounced for a greater singlet to triplet
recombination ratio. In passing we note that the simulations do not take device
physics into account, which could also cause additional broadening.

Finally, we have calculated the HFE for triplet–polaron interactions as a
function of the magnetic field for different triplet–polaron dissociation (rD)
and reaction rates (kD). The resulting lineshapes are shown in Fig. 4.8d. The
HFE lineshape shows a similar lineshape as the LFE, but, as mentioned before,
on a different field scale (BZFS instead of Bhf). From the calculations we can
conclude that an increase in reaction rate, while keeping the other rates in
the system constant, causes additional broadening of the MC(B)-curves even
though BZFS is kept constant. We have also analyzed the HFE lineshape using
our empirical function. In this case, the intrinsic linewidth, which is governed
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Figure 4.8 Simulating the magnetic field effects linewidths. a | Simula-
tions for the low-field effect (LFE) and b | high-field effect (HFE). Normalized
c | LFE and d | HFE as a function of the normalized magnetic field. Additional
broadening extracted from the simulations for the e | LFE and f | HFE linewidths.
Solid lines are fits and the dashed lines provide a guide to the eye.
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by BZFS instead of Bhf, is also fixed so that the only free fitting parameter is
the extrinsic broadening parameter Bm. The result is shown in Fig. 4.8f. We
conjecture that an increase in voltage or temperature could lead to an increase in
reaction rate, explaining the experimental results in Fig. 4.7. Please note that, to
the best of our knowledge, these calculations are the first to show the influence
of the different triplet–polaron reaction rates on the HFE lineshape.

4.4 Conclusion
In conclusion, we have investigated the magnetic field effect on the current for a
wide range of temperatures and voltages. Using a full quantitative analysis of the
lineshapes we are able to extract all linewidth parameters (both the linewidths
and amplitudes) and explain their voltage and temperature dependence accord-
ingly. We attribute the MFEs to the recently proposed trion mechanism. [78] We
analyzed the MC(V)-curves using the analytical model as proposed by Cox et
al. and confirmed the physical validity of the fitting parameters. The linewidths
of the low-field effects have been analyzed and we show that the hyperfine field
strength Bhf is almost identical for all measurements, whereas Bm and r do show
a remarkable voltage and temperature dependence. Finally, the high-field effect
linewidth BHFE also show a surprising voltage and temperature dependence.
Preliminary results on microscopic simulations show a qualitative agreement to
the experimental results. This opens up unprecedented routes towards a deeper
fundamental understanding of the relevant triplet polaron reaction rates for
OMAR.

Appendix 4.A
Measuring organic magnetoresistance
Wemeasure the magnetic field effects using a dedicated setup which attached to
a glovebox with a dry nitrogen environment. The setup allows us to use many
different measurement techniques. We can measure the current through the
devices and simultaneously their light output. Furthermore, by illuminating the
devices with an external light source, we can measure the photocurrent. This
can all be done while applying a varying magnetic field. Moreover, the samples
can also be rotated in the magnetic field during the measurements.

To measure the magnetoconductance as a function of magnetic field, one
could simplymeasure the current trough the device at constant bias voltage while
sweeping the magnetic field. However, this simple scheme is very inaccurate if
the current also changes (in time) without applying a magnetic field. This effect
is often referred to as drift and it is observed in many organic semiconductor
devices. [126] A typical example of a drift in the current is shown in Fig. 4.9a. For
the devices studied in this thesis, it has been found that after a certain time the
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Figure 4.9 Method for measuring organic magnetoresistance. a | The
current through an organic semiconductor device changes in time even without
applying a magnetic field. b | Wemeasure the current while sweeping the magnetic
field forward and backward. c | The current as a function of time while sweeping
the magnetic field. d | The magnetoconductance after correction for the drift.

drift in the current can be described with a single exponential decay, as depicted
by the dashed line in Fig. 4.9a. To separate the magnetic field effect from the
drift in the current we can use different approaches. We can use a lock-in based
modulation technique [57] or use an alternative scheme for the measurement. In
this Chapter we have used the latter, which is illustrated in Fig. 4.9 and will now
be described in more detail.

Prior to the measurement, we apply a constant bias voltage over the device
andwait for the drift to relax to a single exponential decay as indicated in Fig. 4.9a.
Then, we start the measurement by measuring the current trough the device
while sweeping the magnetic field from negative to positive and back as shown
in Fig. 4.9b. As a result, the current trough the device is now a function of time
and magnetic field and can be described by:

I(B, t) = I0 + ∆I(B) + exp(−t/τ), (4.2)
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where I0 is the current without a magnetic field, ∆I(B) the change in current
due to the externally applied magnetic field and exp(−t/τ) describes the drift
in time. Figure 4.9c shows the current in time while sweeping the field.

In the devices as studied throughout this thesis, the magnetic field effects
do not display any hysteresis. Therefore, the change in current at a specific
magnetic field should be the same for the forward and backward sweep, i.e.
∆I(a) = ∆I(d) in Fig. 4.9b and c. Moreover, if the magnetic field effect is
symmetric, than there is no dependence on the polarity of the magnetic field,
i.e. ∆I(a) = ∆I(b) = ∆I(c) = ∆I(d). We are now able to separate the drift
from the magnetic field effect by fitting the data in Fig. 4.9c for a fixed magnetic
field (23 mT in this example) using Eq. 4.2. To increase the accuracy of the fit,
we can perform this fitting routine for multiple magnetic fields simultaneously
(3 in this example). The resulting magnetoconductance is calculated using
MC(B) = ∆I(B)/I0 and the result is shown in Fig. 4.9d. In the example as
discussed above, we have used a linear point distribution in themagnetic field. In
this thesis, however, we also often use a logarithmic distribution. Furthermore,
we are not restricted to a linear sweep in time. Using simple interpolation
techniques, we are able to extract the magnetic field effect using an arbitrary
distribution in time and magnetic field.





5Tuning spin interactions in
organic semiconductors

Harnessing the spin degree of freedom in semiconductors is generally a challenging,

yet rewarding task. In recent years the large effect of a small magnetic field on the

current in organic semiconductors has puzzled the young field of organic spintronics.

Although the microscopic interaction mechanisms between spin carrying particles

in organic materials are well understood nowadays, there is no consensus as to

which pairs of spin carrying particles are actually influencing the current in such a

drastic manner. Here, we demonstrate that the spin-based particle reactions can be

tuned in a blend of organic materials, and microscopic mechanisms are identified

using magnetoresistance lineshapes and voltage-dependencies as fingerprints. We

find that different mechanisms can dominate, depending on the exact materials

choice, morphology and operating conditions. Our improved understanding will

contribute to the future control of magnetic field effects in organic semiconductors.∗

∗Accepted for publication in Nature Communications as: Tuning organic magnetoresistance in

polymer-fullerene blends by controlling spin reaction pathways. P. Janssen, M. Cox, S.H.W. Wouters,
M. Kemerink, M.M. Wienk and B. Koopmans.
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5.1 Introduction
The field of organic spintronics deals with spin physics and magnetic field ef-
fects in organic materials. [30,127] Besides spin injection into organic semicon-
ductors, [37,38] a lot of attention was drawn to non-spin-polarized organic semi-
conductor devices. Despite the absence of magnetic elements, they show a
large room-temperature magnetoresistance effect at relatively small magnetic
fields of only a few millitesla, an effect sometimes referred to as organic mag-
netoresistance (OMAR). [33,34,68–70,79,86,87,89,91,104,106,114–118] Cheap plastic sensor
technology has been suggested as an example of its application potential. [44]
However, since this magnetic field effect was discovered a decade ago, the desire
to unravel the exciting new physics behind the intrinsically magnetic-field de-
pendent charge transport properties of organic semiconductors has been the
major motivation for intensive experimental [33,34,87,104,106,114–118] and theoreti-
cal [68–70,79,86,89,91] research.

Several mechanisms have been suggested to explain organic magnetoresis-
tance. These mechanisms all rely on spin-selective reactions between pairs of
particles, where a magnetic field suppresses the spin mixing of the particle pairs
prior to the reaction, thereby changing the spin fraction and the outcome. Partly
based on recent studies –where the magnetic field effects from standard and
deuterated polymers were compared– there is a growing consensus about the
importance of hyperfine fields for spin mixing. [87] The principal question in the
field is now which particle pairs and subsequent reactions are dominating this
magnetic field effect. The possible mechanisms are currently divided into three
categories: (i) reactions of polarons with the same charge into bipolarons , [68] (ii)
reactions of polarons with opposite charge into excitons [69] and (iii) reactions
of triplet excitons with polarons [70] or with other triplet excitons. [71] We will
refer to those mechanisms as bipolaron, electron–hole (e–h), triplet–polaron
and triplet–triplet mechanism, respectively.

Most experimental studies have focused on trying to isolate a certain mech-
anism, e.g. by creating a device where only one type of polaron is present, but
a magnetoresistive response was always observed and no mechanism could be
excluded. So far the largest effects have been observed in organic light-emitting
materials and devices, where all particle reactions can potentially occur. In order
to proactively unravel the underlying mechanism, an exquisite control of the
spin carrying particle interactions and subsequent magnetic-field dependent
reactions is required. We propose a polymer–fullerene blend as the most suit-
able candidate. Introducing fullerene to the polymer system enables a detailed
control of the particle and spin interactions and provides a novel method to
investigate the different mechanisms. At low concentration, the fullerene effec-
tively quenches excitons into weakly bound, spatially separated charge-transfer
(CTS) states, thereby reducing the exciton densities. [13,128] At higher concentra-



Tuning spin interactions in organic semiconductors 67

tion, phase separation additionally leads to separate electron and hole current
pathways through the device. [13,129,130] Following earlier suggestions by Wang et
al. [106] on magnetic field effects in polymer–fullerene blends, we succeeded in
fully correlating pronounced changes in the magnetic field effects to the comple-
mentary (spin) physics in the different concentration regimes. Using detailed
experimental analysis, explicit microscopic and numerical device simulations,
we thus unravel the dominant underlying mechanisms of OMAR. In contrast
to earlier work, our analysis allows us to quantitatively explain the observed
linewidths and sign changes.

Relevant OMAR mechanisms and their fingerprints

A unified picture of the relevant particles and their (spin-dependent) reactions
is shown in Fig. 5.1. The left panel shows possible polaron pairs in an organic
semiconductor as a function of energy. Free charges can formprecursor pairs in a
singlet or triplet configuration. From this pair state, the precursor pair can either
recombine into a singlet (S) or triplet (T) exciton (in the case of an electron–hole
pair), a singlet bipolaron (in the case of a bipolaron pair) or dissociate back into
free carriers again. Within the precursor pairs the separation between the two
carriers is such that exchange interactions are still negligible, enabling hyperfine
field-induced mixing of the singlet and triplet precursor pairs. [81] An external
magnetic field suppresses this mixing and thereby changes the transition to
the singlet and triplet exciton or bipolaron state. Such a magnetic field effect
governed by the hyperfine field strength, typically on the order of milliteslas, is
referred to as a low-field effect (LFE). Recently, it has been shown that the LFE
can be accompanied by a distinct magnetic field effect at ultra-small field scales
(USFE, ≤mT). [87–89]

The magnetic field controlled transitions between S and T precursor pair
states can have profound LFEs on the current through the organic semiconductor.
Firstly, within the bipolaron mechanism, [68] an external magnetic field will
decrease the current by spin blocking, an effect well know from low-temperature
transport studies on double quantum dot systems. [131] The bipolaron model
treats the scenario where a charge carrier is quasi-stationary trapped at an
energetically relatively low lying state. A nearby free carrier, which contributes
to the current, has to pass this site by –at least as a temporary intermediate state–
forming a doubly occupied site, i.e. a bipolaron. It should be noted that because
of the large exchange within the bipolaron state, its formation is spin-dependent.
Therefore, it is well possible for a pair of polarons in a singlet-configuration
(S) but very unlikely for the triplet (T), as depicted in Fig. 5.1a. Then, if the
two carriers in the precursor pair are in a triplet configuration, the current is
effectively blocked. At low magnetic fields, the spin blocking is lifted due to the
hyperfine fields efficiently mixing the precursor spin states, as indicated by the
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Figure 5.1 Unified picture of relevant particles and their (spin-
dependent) reactions. a | Possible polaron pairs in an organic semiconductor as
a function of energy. Free charges can form precursor pairs in a singlet 1( ) or triplet
3( ) configuration. From this pair state, the precursor pair can either recombine
into a singlet (S) or triplet (T) exciton (in the case of an electron–hole pair), a singlet
bipolaron (in the case of a bipolaron pair) or dissociate back into free carriers again.
Due to hyperfine fields (hf), the singlet and triplet precursor pairs can mix and an
external magnetic field can suppress this mixing. The magnetic-field dependent
transitions between the pair states are indicated with curved arrows. The energy
levels and possible mixing mechanisms of a charge-transfer (CTS) state are also
included in the diagram. Bipolaron pairs, in this diagram, can also be formed by
two electrons. b | The characteristic low (red) and high (black) field lineshapes
of the (i) bipolaron, (ii) electron–hole and (iii) triplet–polaron mechanism, all
according to explicit calculations using a density matrix formalism.
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curved arrows in Fig. 5.1a. At high fields, blocking is regained, because random
hyperfine fields are overruled, and spin character becomes well-preserved. Thus,
the bipolaronmechanism gives rise to a magnetic-field dependence of the charge
carrier mobility µ and leads, in this case, to a negative MC.

Next, within the e–h mechanism as proposed by Prigodin et al. [69] the cru-
cial reaction is between weakly, coulombically bound, electron–hole precursor
pairs as shown in Fig. 5.1a. These pairs form statistically with a 1(e+h):3(e+h)
ratio of 1:3. They can dissociate to form free polarons, but can also react to form
an exciton from where they finally can recombine to the ground state. If at least
one of the two reactions is spin selective, the magnetic field will control the
charge balance in the device, and thereby the current. Prigodin et al. derived
a magnetic field-dependent recombination rate, which was then linked to a
so-called recombination mobility µr . The authors assumed a different recom-
bination rate for singlets and triplets. So, with less mixing due to a magnetic
field, there is less recombination. In the space-charge limited regime, this reduc-
tion leads to more current because of compensation of positive and negative
space-charge and thus gives rise to a positive MC. [69] In passing we note that
generally the e–h mechanism is unlikely to produce large MFEs, since it requires
a competition between recombination and dissociation of precursor e–h pairs
–that is, e–h pairs that in a single step can form an exciton. Usually, this is highly
unlikely, since once the electron and hole have approached each other that close
they are well within the Coulomb radius, making dissociation a very unlikely
event. However, in organic photovoltaic cells, the e–h pairs are in the form of
charge-transfer states, where dissociation does become relatively large [128] and,
as we show, the e–h mechanism can result in significant MFEs.

Lastly, we will discuss the triplet–polaron mechanism as first proposed by
Desai et al. [70] In thismodel, triplet excitons can react with polarons by scattering
events, which effectively reduce the mobility of the free charges and thereby
decrease the current through the device. Since triplet excitons in general have
a much longer lifetime than singlet excitons, their concentration can become
large enough so that these reactions become significant. By applying a magnetic
field less triplet excitons are formed, and thereby the current is increased, thus
giving rise to a positive MC. We emphasize that even though the current is
now influenced by the reaction of triplets with polarons, the LFE arises from
the magnetic-field dependent formation of these triplet excitons. Therefore, the
hyperfine induced spin mixing of e–h precursor pairs, as indicated in Fig. 5.1a,
is a crucial ingredient of the triplet–polaron mechanism.

In addition to the LFEs, so called high-field effects (HFE) occur at field
scales much larger than the local hyperfine fields. Within the triplet–polaron
mechanism spin mixing occurs between doublets (D) and quartets (Q) of triplet
exciton–polaron pairs. Due to the zero-field splitting (ZFS, typically 80 mT [80])
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Figure 5.2 Calculated magnetic field effects on the current as a function
of the applied magnetic field for three different mechanisms. a | The
bipolaron mechanism. Calculation in the slow-hopping limit using rαβ = rεα =
1 s−1, rαε = 2 s−1 and Bhf = 1 mT. b | The e–h mechanism including ∆д-mixing.
Calculation in the slow-hopping limit using ∆д = 0.4%, d = Bhf = 1 mT, kT/kS
= 2/3 and q/kS = 10. c | The exciton-charge mechanism. Calculation in the slow-
hopping limit using k1 = k−1 = k2 = 10 s−1, Bhf = 1 mT, DZFS = 100 mT and EZFS =
0 mT. d | Calculation for the e–h mechanism in the intermediate-hopping regime,
r = ωhop/ωhf = 1, clearly displaying the ultra-small-field effect.

of the triplet exciton, the hyperfine field induced spin mixing now manifests
itself as a HFE at a broader linewidth. Using the same arguments as for the LFE,
this HFE gives rise to a positive MC. The mutual annihilation of triplets also
gives rise to a HFE with a linewidth determined by the ZFS. [79] However, since
the triplet–triplet mechanism creates free charges, and an increasing magnetic
field effectively reduces the amount of available triplets, this leads to a negative
MC. A distinctly different HFE displays in the e–h mechanism. The opposite
polarons in the e–h pair will generally have a (slightly) different д-factor, leading
to dephasing of the precessing electron and hole spins. [81] As a consequence,
additional spin mixing occurs at large fields (typically 1 T), referred to as ∆д-
mechanism. The associated HFE on the current will necessarily have a sign
opposite to the corresponding LFE, which is based on the suppression of spin
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mixing. All the above mentioned LFE and HFEmechanisms have been explicitly
calculated using a density matrix formalism (see Fig. 5.2) and the characteristic
resulting MFE lineshapes are depicted in the right panel of Fig. 5.1b. For explicit
details on these calculations we refer to the original work of Schellekens et al. [79]

In passing we note that other models –based on spin-mixing by hyperfine
fields– have been proposed in the literature. These models are mostly different
implementations of one of the mechanisms as discussed before. For example,
Harmon and Flatté recently proposed a model which is a percolation imple-
mentation of the spin-blocking -or bipolaron- mechanism, [75] whereas Hu and
Wu combined e-h pair mixing with triplet polaron interactions and included
dissociation processes. [104] Besides hyperfine fields, other mixing mechanisms
such as spin–orbit coupling have been proposed to explain OMAR. [132,133] How-
ever, for the organic materials which consist of low-molecular-weight organic
semiconductors, as used in this Chapter, this process is of minor relevance. Fi-
nally, completely different mechanisms have been introduced in the literature
such as Lorentz-force deflection, hopping magnetoresistance or effects like weak
localization and wave function shrinking. [35,134] However, most of them seem
no viable candidates to explain the effect, or are not needed to fully explain
experimentally observed trends.

Summarizing, the three mechanisms display clear fingerprints, with distin-
guishable characteristics such as sign and field scale of the LFE and HFE. These
characteristics are schematically shown in Fig. 5.1b, and will prove invaluable in
identifying the relevant mechanisms.

5.2 Methods
Samples

In this work we studied the magnetic field effects on the current for devices
consisting of a blend of poly[(2-methoxy-5-(3,7-dimethyloctyloxy))-1,4-phenyl-
enevinylene] (MDMO-PPV) and [6,6]-phenyl-C61-butyric acid methyl ester
(PCBM). The MDMO-PPV was purchased from American Dye Source Inc. and
the PCBM (>99% pure) from Solenne B.V. The devices were prepared on glass
substrates with patterned indium tin oxide (ITO) anodes. After careful cleaning,
followed by a UV-ozone treatment, a thin layer of poly(3,4-ethylenedioxythi-
pophene):poly(styrenesulfonate) (PEDOT:PSS) was applied by spin coating. The
MDMO-PPV and PCBM were both dissolved in orthodichlorobenzene, with
a concentration of 10 mg/ml and 20 mg/ml respectively, and stirred on a hot
plate at 50 ○C for at least 2 hours after appropriate blending. The blends were
spin coated at 1200 rpm for 60 s. Subsequently, the samples were transferred
to a nitrogen filled glove box where the cathode, consisting of LiF and Al, was
evaporated in a high vacuum system (∼10−7 mbar). From this point on, the
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samples always remain in a dry nitrogen environment. The total junction stack
thus consisted of ITO/PEDOT:PSS(60 nm)/[PPV1−x–PCBMx](∼80 nm)/LiF(1
nm)/Al(100 nm), with x the PCBM concentration in wt.-%.

Measurements

Magnetic field effect measurements were performed in a cryostat that is attached
to a glovebox with a nitrogen environment ([O2] <0.3 ppm, [H2O] <0.3 ppm).
The cryostat is placed between the poles of an electromagnet. The measurements
described in this Chapter were performed at room temperature. The devices
were driven at a constant voltage V using a Keithley 2400 Series SourceMeter.
We measured the current I through the device while sweeping the magnetic
field B. From this measurement, the magnetoconductance (MC) was calculated
with MC(B) = [I(B) − I(0)]/I(0).

Empirical Lineshapes

We have analyzed our experimental results using the following fitting function:
MC(B) = LFE ⋅ f (B, Bhf, Bm, r) +HFE ⋅ B2/(∣B∣ + BHFE)

2, where the function
f (B, Bhf, Bm, r) is explained in full detail in Chapter 3 and is used to correctly
describe the low-field effect including the ultra-small-field effect as is shown
in Fig. 5.4b. This empirical function allows us to separately extract the role of
the hyperfine field (Bhf) and the additional broadening (Bm) induced by the
microscopic mechanisms involved. The USFE is incorporated by the parameter r
which describes the limit inwhich hopping of carriers is no longer slow compared
to spin precession in the hyperfine fields. The high-field effect is fitted with a
so-called non-Lorentzian lineshape. In the fitting procedure, for each specific
blend x, the line widths (Bhf, Bm and BHFE) were shared fit parameters, whereas
themagnitudes (LFE andHFE) and the hopping ratio (r) were free fit parameters.
In this study, we investigated the amplitudes and line widths. The discussion
of the other fitting parameters, although extracted and analyzed, is beyond the
scope of the present work.

5.3 Results and discussion
In this study, we used a variety of blends, but most focus will be on blends of
MDMO-PPV:PCBM, where PPV acts as hole-conducting polymer and electron
donor, whereas PCBM acts as electron acceptor. This blend is a well-known and
extensively studied organic photovoltaic system. [13,84,85,90,92,93,129,130,135–137] We
will exploit the thorough understanding of the charge transport andmorphology
of this model system as a basis of our identification.

We have systematically investigated the magnetic field effect on the current
(MC) as a function of the applied magnetic field B and the bias voltage V for a
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Figure 5.3 Magnetic field effect on the current (MC) as a function of the
applied magnetic field for a broad range of PCBM concentrations. For each
distinct blend a few MC(B) curves at different applied bias voltages are shown
(solid symbols) and all curves are fitted using the empirical lineshape (solid line,
see Sect. 5.2).
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Figure 5.4 Magnetic field effect on the current as a function of the
applied magnetic field for three different blends. a | The MFE for a 1.0
wt.-% MDMO-PPV1−x–PCBMx blend at 3.0 V. The solid line is a fit using the
empirical lineshape (see Sect. 5.2), where the low (LFE) and high magnetic field
(HFE) contributions are separately depicted. The magnitude of LFE and HFE and
their corresponding line widths Bhf and BHFE are also shown. b | At low magnetic
fields, on the order of a millitesla, an ultra-small-field effect (USFE) appears which
is also correctly described by the fit. c | The MFE for a 50% blend at 1.1 V. Here, the
LFE and HFE have a different sign and the line width of the HFE is much broader.
d | The MFE for a 80% blend at 1.1 V, showing a negative LFE and almost no HFE.
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Figure 5.5 Global trends of the magnetic field effects in the current as a
function of PCBM content. a | The top figure shows the maximum value of the
magnitude of the magnetoconductance for the low (LFE, left axis, red squares) and
high magnetic field effect (HFE, right axis black circles) as a function of PCBM
content at voltages higher than the built-in voltage Vbi. The lines provide a guide
to the eye. b | This panel shows if there is a sign change in the MFE as a function
of voltage. c | An illustration of the morphology of the organic layer with the
three distinct regions indicated. d | The bottom figure shows the width of the two
magnetic field effects (Bhf and BHFE).
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Figure 5.6 AFM height images of the MDMO-PPV:PCBM blend. a | Surface
scan of a blend with 50 wt.-% PCBM showing a smooth surface (roughness < 5
nm). b | Surface scan of a 80% device clearly showing the phase separation. The
widths of the phase separated domains are on the order of 200 nm. In both cases
the scan size is 2 × 2 µm2.

broad range of PCBM concentrations x. Fig. 5.3 shows an extensive overview
of our experimental data set. We observed an extremely rich behavior of the
magnetic field effect with very pronounced changes in both the amplitudes and
line widths. Typical results for three different concentrations x are shown in
Fig. 5.4. At low PCBM concentrations (0–10 wt.-%, Fig. 5.4a), we observe a
positive LFE, which is accompanied by a positive HFE with a width on the order
of 100 mT. The corresponding USFE is shown in Fig. 5.4b. In sharp contrast,
at intermediate concentrations (30–60 wt.-%, Fig. 5.4c), a positive LFE and an
opposite (negative) HFE at much larger field scale (∼1 T) are observed. When
increasing the PCBM content over 70%, all MC curves only show a negative
LFE and almost no HFE. Based on these fingerprints, we raise the hypothesis
that the triplet–polaron, e–h and bipolaron mechanism, respectively, are the
dominant underlying mechanisms. This conjecture will be put on more solid
ground using quantitative arguments in the remainder of this Chapter.

We performed a quantitative analysis by fitting the MC(B) data at all x and
V with a superposition of a LFE (including USFE) and a HFE (see Sect. 5.2 and
Chapter 3). Thus, for each measurement, we get an amplitude of the LFE and
HFE, but also the intrinsic hyperfine field scale (Bhf), as well as the half-width
at quarter-height of the HFE (BHFE). Fig. 5.5 shows the extracted parameters.
Fig. 5.5a presents the maximum observed magnitude of the LFE and HFE in
each specific blend, while the line widths are shown in Fig. 5.5d. In both figures
we observe very pronounced trends, which can be correlated with different mor-
phology regimes of the polymer–fullerene blend, [129] schematically represented
in Fig. 5.5c.

Initially, at small x, regime (1) in Fig. 5.5c, PCBMwill form scattered (clusters
of) molecules in the PPVmatrix, providing efficient quenching sites for excitons,
and introducing charge-transfer states with holes residing on the polymer and
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electrons on the PCBM. Beyond x = 20%, regime (2), a percolative network for
electron conduction along PCBMmolecules forms. Importantly, the electrons
remain in intimate contact with holes in the PPV matrix. When increasing
x beyond 70%, regime (3), phase separation occurs, creating separate regions
dominated by single-carrier electron and hole currents. The exact concentration
at which this happens for our blends is known from the literature, but has
been verified by means of (tapping mode) atomic force microscopy (AFM). It
has been shown that the topology observed in AFM scans can be related to
the actual morphology in the blend. [129] Devices up to 60 wt.-% PCBM show a
relatively smooth surface, indicating a homogeneous mixture of PPV and PCBM,
as shown in Fig. 5.6a. However, at higher PCBM concentrations, a clear domain
structure can be observed, as shown in Fig. 5.6b. These large domains, in our
case approximately 100 – 200 nm, indicate phase separation in the device. Very
interestingly, pronounced changes in Fig. 5.5a and d, such as sign changes and
abrupt changes in line widths, exactly correlate with boundaries between the
three morphology regimes.

We start our discussion with regime (1). In the pristine polymer, triplet
exciton densities can be very high due to the long triplet lifetime, making the
triplet–polaron mechanism a likely candidate. The positive sign of the LFE and
the width of the HFE (∼80 mT), a typical value for the ZFS, [80] is consistent with
this interpretation. Very remarkably, we observe that the magnitude of both
the LFE and HFE are quenched by adding just a few wt.-% PCBM, consistent
with PCBM acting as an efficient quencher of excitons. Note that the LFE
respondsmore sensitively to adding PCBM, which can be assigned to the relative
alignment of CTS and triplet exciton energy (see Appendix 5.A).

Next, we will discuss regime (2). In these blends, PCBM is still homoge-
neously distributed throughout the PPV, but forms percolative current paths
for electrons. [129] Excitons are effectively quenched and transferred into CTS
pairs, which in our blend are known to be energetically aligned with the triplet
excitons on the PPV (Fig. 5.1a). [136,137] This would provide an ideal scenario for
an electron (on PCBM) - hole (on PPV) pair mediated mechanism, for which it
is necessary that there is a finite chance for e–h pair formation as well as dissoci-
ation. Indeed, the observation of a sign change to a negative HFE, as well as an
abrupt change to a large field scale due to a ∆д-mechanismwhen entering regime
(2) corroborates this assignment. The field scale of approximately 1 T agrees
with the field scale we calculated based on experimental values of дe=1.9995 and
дh=2.0028. [84,85,135] Even more excitingly, a sudden and significant reduction of
Bhf, as extracted from the LFE, can be witnessed. This is naturally explained by
the very small hyperfine field coupling that electrons experience on the fullerene
cages due to the vanishing nuclear magnetic moment of 12C.
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Finally, in regime (3) the blends are separated into two phases. The elec-
trons are primarily transported through a PCBM phase and the holes through a
mixed phase of PPV and PCBM. [129,130] With separate current paths for electrons
and holes, locally the device will perform as a single carrier device. Thus, the
bipolaron mechanism, the only mechanism not relying on charge carriers with
opposite charges, is expected to become dominant over the e–h mechanism in
phase-separated blends. Indeed, we observe the LFE changing to a negative
value and we observe a quenching of the HFE caused by the ∆д-mechanism.

Voltage dependence

After this satisfactory identification of the dominant mechanisms in all three
regimes, we show that we can also quantitatively describe the voltage depen-
dence and that specific features herein are in full agreement with our assign-
ment. As such, this provides an alternative route towards unraveling underlying
mechanisms. In order to do so, we performed finite element drift-diffusion
simulations [90–93] for realistic parameters (please refer to Appendix 5.B for more
details). Here, we will briefly discuss the MC(V) in all three regimes, starting
with regime (2).

In Fig. 5.5b it is displayed whether at a certain x, a sign change in MC(V)
is observed in LFE and HFE. Apparently, regime (2), dominated by the e–h
mechanism, is a special regime, where experiments on both the LFE and HFE
show a sign change. The experimental LFE(V) and current density, J(V), are
plotted in Fig. 5.7b and 5.7d, respectively. Thereby it gets clear that the sign
change in the LFE occurs around the built-in voltage Vbi, where the current
undergoes a transition from the (exponential) diode-like diffusion regime to the
(power law) space-charge limited (SCL) drift regime. [13]

We can provide an intuitive explanation for the sign change. In the drift
regime, enhancing recombination by applying a magnetic field reduces space-
charge compensation of the electron and hole currents and hence reduces the
current of bipolar SCL devices, whereas in the diffusion regime carriers recom-
bining in the depletion zone of the diode enhance the current. To quantify this
prediction, we performed simulations for devices consisting of homogeneous
blends of the polymer and fullerene. The calculated current density, as shown in
Fig. 5.7d, matches the experimental result using realistic parameters. [92,93] We
also explicitly calculated the magnetic field effects by assuming a change in the
recombination mobility µr , or hole mobility µp. The results of these simulations
are depicted in Fig. 5.7b. Here, it is clear that the sign change aroundVbi is readily
reproduced in the case of a change in recombination mobility, strengthening
our conclusion that the e–h mechanism is dominant in this regime.

In regime (3) a rather similar dependence of the LFE is observed (Fig. 5.7c),
however, without the characteristic sign change. Explicit simulations show that
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a b

c d

Figure 5.7 Experimental and simulated voltage dependencies. Experi-
mental (symbols) and simulated (solid line) low-field effect as a function of voltage
for a | pristine devices, b | homogenous mixed blends in regime (2) and c | the
phase separated blends in regime (3). d | Experimental (symbols) and simulated
(solid line) current density as a function of voltage for a 50 wt.-% blend showing a
transition from a diffusion to drift dominated regime around the built-in voltage.

this can be traced back to the superposition of an almost constant and negative
MC(V ) due to the bipolaronmechanism (realized by a change in carrier mobility
µp) and a finite contribution from the e–hmechanism (change in recombination
mobility µr). The latter contribution ismost probably related to the interaction of
electrons and holes at the interface between the two phases in the blend, an effect
which our device simulations take into account. [92,93] We have experimentally
verified this assumption by creating devices with unbalanced charge injection.
By changing the electron injecting contact, we are able to reduce the density of
the electrons and thereby reduce the contribution of the e–h mechanism. Please
refer to Appendix 5.C for more details and the experimental results.

Also regime (1) shows a very characteristic MC(V) dependence (Fig. 5.7a),
vanishing below the built-in voltage and peaking somewhat above. A full de-
scription of those dependencies goes beyond the scope of our present Chapter,
but more information on the calculation is provided in the Appendix. Here,
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we will briefly discuss these recent advances, where trap states play an impor-
tant role. We found that we can numerically simulate the MC(V) trend with a
trapped triplet–polaron mechanism, as is shown in Fig. 5.7a. This mechanism
involves the spin-dependent formation of triplet excitons at trap sites and their
subsequent reaction with free polarons. A magnetic field will reduce the number
of triplets and thereby enhance the number of free polarons. The initial increase
of the MC(V) then simply stems from the increase of triplet density with volt-
age, while the eventual decrease arises from the fact that there is only a limited
number of traps available in a device.

Finally, as an outlook, we conjecture that by choosing the right materials
to alter the alignment of triplet excitons and CTS or intentionally introducing
specific trap sites, [118,138] huge effects on the reaction pathways and the resulting
OMAR can be achieved. As an example of the former, we are currently investi-
gating different polymer–fullerene blends and observe that even subtle changes
give rise to additional, distinctly different low-field contributions. The insights
obtained in our present work seem invaluable in understanding these novel
magnetic field effects.

5.4 Conclusion
Concluding, in this Chapter we presented a proof of concept study, unraveling
the role of the relevant particle pairs and their reactions for OMAR. Furthermore,
we explained how striking differences in the magnetic field effect lineshapes are
correlated with the underlying microscopic mechanisms and have shown the
important role of device physics. Our findings open up unprecedented means
to bring OMAR research from a phase of passively observing magnetic field
effects in the current, to really engineering device characteristics by tailoring
the molecular system.

Appendix 5.A
Quenching of the LFE and HFE when adding PCBM
We identified the exciton-charge mechanism as the dominant mechanism for
the observed magnetic field effects in the first regime (0 ≤ x ≤ 10 wt.-%). Here,
the magnitude of both the LFE and HFE are quenched by adding a few wt.-%
PCBM, however the LFE responds more sensitively than the HFE to adding
PCBM. We will explain this by examining the possible spin-dependent polaron
pair interactions as illustrated in Fig. 5.1a. In explaining, we will subdivide the
first regime in Fig. 5.5 into three parts: (a) the pristine polymer, (b) the region
where the LFE is quenched (0.1 ∼ 1 wt.-%) and (c) a region where also the HFE
is quenched (≥ 1 wt.-%).
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Figure 5.8 Fastest relevant recombination routes. a | Pristine polymer
with a large external applied magnetic field. b | Pristine polymer in the absence
of an external magnetic field. c | Low PCBM concentration with a large external
magnetic field. d | LowPCBMconcentration in the absence of an externalmagnetic
field.

Regime 1a:

First, we discuss the effects in the pristine polymer (x ∼ 0 wt.-%). Here, the
magnetic field reduces the hyperfine induced mixing between the singlet and
triplet electron–hole pairs, as depicted in Fig. 5.8a. In the absence of a magnetic
field, the spin mixing increases the number of triplet excitons due to a larger
triplet exciton formation rate than that of singlets. [89] These triplet excitons can
decrease the current by scattering the free charge carriers. Reducing the triplet
formation by applying an external magnetic field thus reduces the scattering and
thereby increases the total current, leading to a positive MC.
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Regime 1b

Next, we discuss the effects of adding a small concentration PCBM (0.1 < x < 1
wt.-%). By doping the polymer with PCBM we introduce additional low-energy
states which are called charge-transfer state, as depicted in Fig. 5.8c and d. The
CTS is basically an electron–hole pair where the hole resides on the polymer
and the electron on the PCBMmolecule. Since the CTS is significantly lower
in energy than the singlet exciton in PPV, it quenches singlet excitons into a
charge-transfer state in the singlet configuration (1CTS). In MDMO-PPV:PCBM
blends the CTS has approximately the same energy as the triplet exciton in
MDMO-PPV. Therefore, a charge-transfer state in the triplet configuration
(3CTS) can transfer its electron back into PPV, forming a triplet exciton in the
polymer and vice versa. The CTS thereby adds an additional path to create (and
quench) triplet excitons. Because the CTS is still spatially separated spin mixing
via hyperfine interactions takes place similar to the electron–hole pairs.

We can now explain the reduction in the LFE by the addition of a small
concentration PCBM. In the case of a large external applied magnetic field,
hyperfine induced mixing is reduced and there is an equilibrium between the
triplet exciton and triplet CTS, as depicted in Fig. 5.8c. Without a magnetic field,
however, singlet and triplet precursor pairs will mix and will follow the same
route to the triplet exciton as in the case without PCBM, causing an increase
in the number of triplet excitons. But, in the absence of a magnetic field, CTSs
can also mix, resulting in a decrease in triplet CTSs. Since the triplet CTS has
approximately the same energy as the triplet state in the polymer, this leads to a
decrease in triplet excitons and thereby a decrease in the magnetic field effects
caused by triplet–polaron interactions. Summarizing, if we now increase the
magnetic field, we observe a smaller change in triplet population in the polymer
and thereby a smaller low-field magnetic field effect. Since the CTS does not
affect the reaction between the triplet excitons and charges, we do not observe
any changes in the HFE yet.

Regime 1c

Finally, we explain the last region where also the HFE is quenched (1 < x < 10
wt.-%). We conjecture that the reduction in the HFE is caused by the occurrence
of transport of electrons between traps in the polymer and PCBM sites. While
the percolation limit for electron transport completely via PCBM sites has not yet
been reached (this happens at the transition from regime (1) to (2), i.e. between
10 and 20 wt.-%), it has been reported that electrons in deep lying PPV trap states
can hop through the device via local PCBM states which are at approximately
the same energy. The same channel of electron conduction has been conjectured
to explain the observed increase in current upon adding a few percent PCBM on
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these devices. [129] The exact effect of this additional electron current on the HFE
is difficult to predict, but there are several mechanisms possible that could give
rise to a lowering of the HFE in this regime. As an example, it has recently been
shown that traps can significantly enhance the OMAR effect. [118] Therefore, by
effectively detrapping the electrons we can expect a reduction of both magnetic
field effects which we indeed observe. A more detailed interpretation of the role
of traps on magnetic field effects is beyond the scope of this Chapter.

Appendix 5.B
Voltage dependence of the LFE
To further unravel the underlying mechanisms of the magnetic field effects,
we performed finite element drift-diffusion simulations for realistic parame-
ters. [91–93]

We simulated the MC(V ) in regime (1) using a mechanism which considers
the spin-dependent formation of triplet excitons at (electron) trap sites and their
subsequent interaction with free polarons. Here we treat the triplet–polaron
pair as an additional excitation -thereby temporarily immobilizing the polaron-
and we assume it only has a significant lifetime on a trap site. We model the
low-field effect as a reduction of the triplet exciton formation chance when
it is created from the recombination of a trapped electron and a free hole. A
magnetic field will thus reduce the number of triplet excitons and subsequent
triplet–polaron pairs and will thereby enhance the number of free polarons. The
initial increase of the MC(V) then simply stems from the increase of triplet–
polaron reactions with V , while the eventual decrease arises from the fact that
there is only a limited number of traps available in a device, and thus a limited
number of excitations can be formed. This means that the MC will diminish
at high voltages, since the number of free polarons will become much larger
than the number of triplet–polaron pairs. The model incorporates the following
parameters: the number of electron trap sites Nt (2×10−4 /nm−3), the electron
trapping coefficient γt (2×108 nm3/s), the hole recombination coefficient with
trapped electrons γr (1×108 nm3/s), the triplet formation change PT (0.25→0.20),
the triplet exciton lifetime tT (6×10−5 s), the triplet–polaron interaction coeffi-
cient γTP (1×109 nm3/s) and the triplet–polaron pair lifetime tTP (1×10−3 s). The
simulations for pristine devices are performed using the parameters in Table 5.1.

We also performed simulations for regime (2) and (3). Figure 5.9 shows
the experimental and simulated voltage dependencies. The current density,
J(V ), reveals three transport regimes: (i) an ohmic leakage current at the lowest
voltages, (ii) a diffusion current in the diode regime below Vbi, with a rectifying
exponential dependence J ∼ exp(qV/nkBT) and (iii) a space-charge limited
current in the drift regime above the built-in voltage Vbi ≈ 1 V, with a power law
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a b

Figure 5.9 Experimental and simulated voltage dependencies. a | Cur-
rent density as function of voltage for a few different blends showing transitions
from an (i) ohmic leakage current to a (ii) diffusion and finally (iii) drift dominated
regime. b | Experimental (symbols) and simulated (solid line) J(V) for a 50 and
80 wt.-% blend.

Table 5.1 Parameters used in the drift-diffusion simulations. For all
devices, the workfunctions of the LiF:Al and the PEDOT:PSS contact are set to
give rise to ohmic electron and hole contacts respectively. [93]

Pristine Homogeneous Phase separated blend:
device blend Mixed phase PCBM phase

µp (m2/Vs) 1×10−10 8×10−9 4×10−8 2×10−11

µn (m2/Vs) 2×10−9 2×10−9 2×10−10 3×10−7

εr 3.0 3.6 3.6 3.9
д0 (nm−3) 0.3 0.3 0.3 0.3

HOMO (eV) 5.2 5.2 5.2 6.1
LUMO (eV) 2.4 4.1 4.1 4.1

dependence J ∼ (V − Vbi)
n where n = 2. The simulations for devices consisting

of a homogeneous (50 wt.-%) or phase separated (80 wt.-%) blend are performed
using the parameters in Table 5.1. The current density, as shown in Fig. 5.9b,
matches the experimental result. The magnetic field effects are calculated by
introducing magnetic-field dependent change in the recombination mobility µr
or hole mobility µp.
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a bregime (2) regime (3)

Figure 5.10 Voltage dependence for balanced and unbalanced devices.
In unbalanced devices, we reduced the electron injection by omitting the LiF layer
in the cathode. a | Homogeneous blend consisting of 60 wt.-% PCBM. b | Phase
separated blend consisting of 80 wt.-% PCBM.

a b

Balanced Unbalancedregime (2) regime (2)

Figure 5.11 Magnetic field effect for balanced and unbalanced devices.
Homogeneous blend consisting of 60 wt.-% PCBM, measured at 0.95 V. a | In bal-
anced devices, a negative LFE is accompanied by a clear HFE contribution arising
from the ∆д-mechanism. b | Unbalanced devices do not show this characteristic
HFE.
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Appendix 5.C
MFEs in unbalanced devices
To investigate the finite contribution of the e–h pair mechanism in phase sep-
arated blends, we created devices with unbalanced charge injection. Here, we
have altered the electron injecting contact by omitting the LiF layer. This severely
limits the electron injection into the organic layer. [139] The results for a 80 wt.-%
PCBM device is shown in Fig. 5.10b. We observe an almost complete quenching
of the e–hmechanism contribution andmeasure a small, negative, hardly voltage
dependent magnetic field effect. This is in full agreement with the the bipolaron
mechanism as simulated in Fig. 5.7

To verify the effect of unbalanced charge injection on the e–h mechanism,
we have also created an unbalanced, homogeneously mixed polymer–fullerene
device. Figure 5.10a shows the voltage dependence of such a device. Here, the
characteristic sign change of the e–h mechanism, resulting from the magnetic
field dependence on the recombination mobility, is no longer observed and we
measure a small, negative, hardly voltage dependent magnetic field effect again.
Moreover, the magnetic field effect lineshape also changes, as shown in Fig. 5.11.
In unbalanced devices, we no longer observe the characteristic HFE related to
a CTS based ∆д-mechanism, as observed in regime (2). This strengthens our
conclusion that the e–h mechanism is indeed quenched by unbalancing the
charge carrier injection. And, as a consequence, this supports our assignment of
the e–h mechanism as dominant underlying mechanism in regime (2). Finally,
we want to emphasize that the foregoing exemplifies the major importance of
proper device physics in understanding the magnetic field effects on the current.



6Investigating the influence of the
triplet energy alignment on
organic magnetoresistance

Recently, it was discovered that the current through an organic semiconductor, sand-

wiched between two non-magnetic electrodes, can be changed significantly (up to

25%) by applying a small (order of milliteslas) magnetic field. At present, the micro-

scopic mechanisms underlying this so-called organic magnetoresistance (OMAR)

are intensively being debated. One of the mechanisms which can successfully de-

scribe the magnetic field effects on the current in pristine organic semiconductor

devices uses the reactions of triplet excitons and polarons. Here, we present a proof

of concept study in which we tune these interactions in the device by deliberately

doping our devices with fullerene, creating additional charge-transfer states (CTS).

By engineering devices with different energetic alignments of the CTS and triplet

exciton, we can influence the triplet exciton density in the device. We correlate

pronounced changes in the magnetic field effect magnitude and lineshape to the

energy of the CTS with respect to the triplet exciton.∗

∗Under review at Organic Electronics as: Investigating the influence of the triplet energy
alignment on organic magnetoresistance. P. Janssen, S.H.W. Wouters, M. Cox and B. Koopmans.
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6.1 Introduction
The discovery of surprisingly large, room temperature, magnetoresistance effects
in organic semiconductor devices without any ferromagnetic components has
puzzled the young field of organic spintronics during the past decade. [33–35] The
effect is often referred to as organic magnetoresistance (OMAR). The possibility
to obtain large (up to 25%) changes in the current at room temperature, while
applying only small (a fewmillitesla)magnetic fields, makes this effect interesting
for future applications and, moreover, from a scientific point of view. Studying
OMARprovides a deeper fundamental understanding of spin-physics and charge
transport in organic semiconductor devices.

All contemporary models explaining OMAR rely on magnetic-field depen-
dent reactions of the spin carrying particles, where a magnetic field suppresses
the spin mixing of the particle pairs prior to the reaction. There is, however, an
active debate about the nature of the particles (e.g. electrons, holes, bipolarons,
excitons or trions) and the exact underlying mechanism influencing the cur-
rent. [68–70,78,79,89,104,106,116] Currently, the possible mechanisms can be divided
into two main categories: (i) mechanisms which only need one type of charge
carrier or (ii) mechanisms which need both charge carriers. In the first class,
the so-called bipolaron mechanism [68] has been successfully applied to explain
magnetic field effects in unipolar devices. [67,106,119] In the second class, we can dis-
tinguish between models which describe the reactions of polarons with opposite
charge into excitons [69] and models which rely on the spin-dependent reactions
of triplet excitons with polarons. [70,78] Besides the microscopic models, it is also
important to be aware of the highly non-trivial role played by the device physics
in order to explain observed magnetic field effects (MFEs) on the current. [91,95]
Very recently, we have shown that the dominant mechanism for OMAR depends
on the exact material choice and operating conditions of the device [119] and that
the MFE in pristine organic semiconductor devices are predominantly governed
by the reactions of (trapped) triplet excitons and polarons. [78]

To study the underlying mechanism of triplet–polaron interactions, an
exquisite control over the triplet exciton density is desired. In line with earlier
work, we propose polymer–fullerene blends as an ideal model system. [106,119] We
study the influence of triplet excitons on OMAR by introducing a low concentra-
tion of fullerene in the polymer devices. This creates additional charge-transfer
states (CTS) by which the number of triplet excitons can be increased, stabilized
or decreased, depending on the relative energetic alignment of the CTS with re-
spect to the triplet exciton. [128] Different energetic alignments can be engineered
by choosing the right material combinations. [136]
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Figure 6.1 Energy diagram of relevant spin-dependent transitions from
free charges to the ground state in a pristine device. a | In a large external
applied magnetic field, free charges can form precursor pairs in a singlet 1( ) or
triplet 3( ) configuration. From this pair state, the precursor pair can recombine into
a singlet (S) or triplet (T) exciton. b | Without a magnetic field, singlet and triplet
precursor pairs can mix due to hyperfine interactions, as indicated by transition
hfeh.

6.2 Theory
Magnetic field effects

As introduced in the foregoing, mixing of spin states plays a crucial role in
OMAR. In this section we will show how spin mixing can lead to magnetic field
effects on the current. We start our discussion with MFEs in pristine polymer
devices. Figure 6.1 presents an energy diagram of the relevant spin-dependent
transitions from free charges to the ground state. Free charges can formprecursor
pairs in a singlet 1( ) or triplet 3( ) configuration. Within the precursor pairs
the separation between the two carriers is such that exchange interactions are
still negligible. This enables hyperfine fields, originating from the hydrogen
nuclei in the organic material, to mix the singlet and triplet precursor pairs. An
external magnetic field suppresses this mixing. From the precursor pair state,
the electron–hole pair can recombine into a singlet (S) or triplet (T) exciton and
thereafter to the ground state.

In the absence of a magnetic field (Fig. 6.1b), spin mixing increases the
number of triplet excitons if the formation rate of triplets is larger than that of
singlets. [89] This is indicated by process hfeh in Fig. 6.1b. Triplet excitons can
decrease the current by interacting with free charge carriers. [70,78] Increasing
the magnetic field (Fig. 6.1a) reduces the triplet formation and thus reduces the
triplet–polaron interactions and thereby increases the total current, leading to
a positive MC. This magnetic field effect, which is governed by the hyperfine
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Figure 6.2 Relevant spin-dependent transitions for devices with differ-
ent triplet exciton charge-transfer state energy alignments. Three kinds
of devices are depicted: a,b | the triplet exciton lies higher in energy than the
CTS (Type I), c,d | both states are energetically aligned or e,f | the triplet exciton
lies lower in energy than the CTS (Type II). The singlet and triplet CTS can also
mix due to hyperfine fields, as indicated by transition hfCTS. The spin-dependent
transitions are shownwith (left panel) and without (right panel) an external applied
magnetic field.
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field strength experienced by the precursor pair, will be referred to as a low-field
effect (LFE) and has a linewidth of a few millitesla.

The LFE in the pristine polymer device can be accompanied by a distinct
magnetic field effect at ultra-small field scales (USFE, typically ≤ mT) as has
recently been demonstrated. [87,89] Moreover, the triplet–polaron interaction
is also magnetic-field dependent, leading to so-called high-field effects (HFE)
occurring at field scales on the order of the zero-field splitting (ZFS, typically
100 mT) of the triplet exciton. When describing the triplet–polaron interactions
using a mechanism where (trapped) triplet excitons temporarily capture free
polarons into meta-stable trions, as proposed by Cox et al., then this HFE results
in a positive MC.

Introducing additional states

To further investigate the underlying mechanism of triplet–polaron interactions,
we are going to control the triplet exciton density by introducing additional states
in the energy diagram. Hereby, the number of triplet excitons can be increased,
stabilized or decreased. As introduced, this can be accomplished by adding
fullerene to the polymer devices. At low concentration, the fullerene effectively
quenches singlet excitons into weakly bound, spatially separated charge-transfer
states, where the hole resides on the polymer and the electron on the fullerene.
The effect of fullerene on the triplet excitons depends on the energetic alignment
of the CTS and triplet exciton, where three different kinds of devices can be
distinguished.

First, in device type I, where the triplet exciton lies higher in energy than
the CTS, the triplet exciton will also be effectively transferred into a CTS in a
triplet configuration, as depicted by process T→CTS in the top panel of Fig. 6.2.
When both states are energetically aligned, the CTS and triplet exciton are in
equilibrium and an increase in the number of triplet excitons will be stabilized by
the CTS, as indicated by process T↔CTS in the middle panel of Fig. 6.2. Finally,
in device type II, the triplet exciton lies lower in energy than the CTS and the
number of triplet excitons can increase by a back-transfer from the triplet CTS,
as shown by process CTS→T in bottom panel of Fig. 6.2.

The introduction of a CTS can have profound effects on the MFEs, since
the number of triplet excitons, ultimately responsible for the magnetic field
effect on the current, can be changed significantly in this manner. We will now
briefly explain the MFEs. In device type I, CTS decrease the number of triplet
excitons in the device by process T→CTS and this reduction is independent
of the magnetic field. As a result, introducing CTS in device type I leads to a
reduction of the MFE. In the intermediate case, the increase in the number of
triplet excitons by process hfeh is diminished by process T↔CTS, also leading



92 Chapter 6

to a reduction in the MFE. Finally, type II devices will show a distinctly different
behavior when introducing CTS.

The CTS is basically an electron–hole pair on two different molecules and
therefore the singlet and triplet CTS can also undergo mixing due to hyperfine
fields, as indicated by process hfCTS in Fig. 6.2. In the absence of a magnetic
field, (Fig. 6.2f), spin mixing of CTS decreases the number of triplet CTS back-
transferred to triplet excitons if the singlet CTS recombination rate is larger
than the back-transfer rate. Increasing the magnetic field leads to an increase
of the number of triplet excitons as indicated by process CTS→T in Fig. 6.2e.
Thus, increasing the magnetic fields leads to more triplet–polaron interactions
and thereby a decrease in the total current, resulting in a negative MC. This
magnetic field effect is governed by the hyperfine field strength experienced by
CTS (Bhf,CTS) rather than the electron–hole pair (Bhf,eh). This field strength will
be significantly lower as a result of the very small hyperfine field coupling that
electrons experience on the fullerene sites due to the vanishing nuclear magnetic
moment of 12C. [119] Thus, type II devices can give rise to two opposing MFEs
with distinctly different linewidths.

In summary, the introduction of additional states, whereby the triplet exciton
density can be influenced, could be a valuable tool to study triplet–polaron
interactions unraveling their role in OMAR.

6.3 Methods
Materials

In this work we studied the magnetic field effects on the current for devices
consisting of different polymer–fullerene blends. We used a variety of blends,
but this study will focus on blends consisting of poly[(2-methoxy-5-(3,7-di-
methyloctyloxy))-1,4-phenylenevinylene] (MDMO-PPV) and a phenyl substi-
tuted poly(1,4-phenylenevinylene) semiconducting polymer called Super Yellow
PPV (SY-PPV). Both polymers were blended with [6,6]-phenyl-C61-butyric acid
methyl ester (PCBM) in different concentrations. In these devices, PPV acts as
hole-conducting polymer and electron donor, whereas PCBM acts as electron
acceptor and this blend is a well-known and extensively studied organic photo-
voltaic system. [13] The MDMO-PPV was purchased from American Dye Source
Inc., the SY-PPV fromMerck and the PCBM from Solenne B.V. and all materials
were used as received.

Device fabrication

The devices were prepared on glass substrates with patterned indium tin ox-
ide (ITO) anodes. After careful cleaning, followed by a UV-ozone treatment,
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a thin layer of poly(3,4-ethylenedioxythipophene):poly(styrenesulfonate) (PE-
DOT:PSS) was applied by spin coating. The MDMO-PPV, SY-PPV and PCBM
were dissolved in orthodichlorobenzene, with a concentration of 10, 8 and 20
mg/ml respectively, and stirred on a hot plate at 50 ○C for at least 2 hours after
appropriate blending. The blends were spin coated at 1200 rpm for 60 s. Subse-
quently, the samples were transferred to a nitrogen filled glove box where the
cathode, consisting of LiF and Al, was evaporated in a high vacuum system
(∼10−7 mbar). From this point on, the samples always remain in a dry nitrogen
environment. The total junction stack thus consisted of ITO/PEDOT:PSS(60
nm)/blend(∼80 nm)/LiF(1 nm)/Al(100 nm), where the blend is either MDMO-
PPV(1−x):PCBMx or SY-PPV(1−x):PCBMx and with x the PCBM concentration
in wt.-%.

Measurements

Magnetic field effect measurements were performed in a cryostat that is attached
to a glovebox with a dry nitrogen environment ([O2] < 0.3 ppm, [H2O] < 0.3
ppm). The cryostat is placed between the poles of an electromagnet, which
allows us to apply an external magnetic field up to 0.5 T, with an accuracy of 50
µT. The devices were driven at a constant voltage V using a Keithley 2400 Series
SourceMeter. We measured the current I through the device while sweeping the
magnetic field B. From this measurement, the magnetoconductance (MC) was
calculated with MC(B) = [I(B) − I(0)]/I(0).

Empirical lineshapes

To analyze the magnetoconductance, we used the following fitting function:

MC(B) = LFE ⋅ f (B, BLFE, Bm, r)
+HFE ⋅ B2

/(∣B∣ + BHFE)
2

+CTS ⋅ f (B, BCTS, Bm, r)
(6.1)

The function f (B, BLFE, Bm, r), with f (B = 0) = 0 and f (B = ∞) = 1, is ex-
plained in full detail in Chapter 3. The function correctly describes the low-field
effect (LFE), including the ultra-small-field effect, in pristine polymer devices,
as is shown in the right panel of Fig. 6.3a. This empirical function allows us to
separately extract the role of the intrinsic hyperfine field (BLFE) and the extrin-
sic additional broadening (Bm) induced by the microscopic mechanism. The
function converges to a Lorentzian lineshape for f (Bm = 0) and a so-called
non-Lorentzian for f (Bm ≫ 0). The USFE is incorporated by the parameter r
which describes the limit in which hopping of carriers is no longer slow com-
pared to spin precession in the hyperfine fields. The accompanying high-field
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Figure 6.3 Magnetoconductance as a function of magnetic field. a |
Experimental result at a bias voltage of 3.0 V for a pristine SY-PPV device. The
solid line is a fit using the empirical lineshape, where the low (LFE) and high
magnetic field (HFE) contributions are separately depicted. The magnitude of
LFE and HFE and their corresponding linewidth parameters (BLFE and BHFE) are
also shown. b | Magnetoconductance for a 1 wt.-% doped SY-PPV device at 3.0 V.
The MC clearly shows an additional low-field contribution, which is included in
Eq. (6.1) with an amplitude CTS and linewidth BCTS.

effect (HFE), depicted in the left panel of Fig. 6.3a, is fitted with non-Lorentzian
lineshape and has a characteristic linewidth BHFE. Given the similarity of the
magnetic field effect induced by charge-transfer states compared to the LFE, we
will use the same empirical function f , but using a necessarily different hyperfine
field parameter (BCTS).

In the fitting procedure, to reduce the number of fitting parameters, the
intrinsic hyperfine strength (BLFE), extrinsic additional broadening (Bm) and
the USFE parameter (r) are determined for the pristine polymer devices and
these values are then used for the doped devices. The intrinsic hyperfine strength
of the CTS (BCTS) and the high-field effect linewidth (BHFE) are determined in
a global fit. The amplitudes of the magnetic field effects (LFE, HFE and CTS)
can vary with composition and voltage.
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6.4 Results and discussion
Magnetic field effects

To investigate the influence of additional states on magnetic field effects in the
current, we have systematically measured themagnetoconductance as a function
of magnetic field B, bias voltage V and PCBM concentrations x for two different
polymer–fullerene blends. Typical results for three different concentrations x
are shown in Fig. 6.4 and 6.5 for MDMO and SY blends, respectively. Both
pristine devices (Fig. 6.4a,b and 6.5a,b), show a similar lineshape with a positive
LFE accompanied by a positive HFE and a USFE. When increasing the PCBM
content, we observe a drastic decrease in amplitude of the MFEs. Although the
LFE and HFE still show a similar shape for both polymers (Fig. 6.4c,e and 6.5c,e),
the lineshape around zero applied field is completely different, as is clearly visible
in Fig. 6.4d,f and 6.5d,f. We conjecture that the drastic decrease in amplitude
as well as the remarkable differences in lineshape around zero applied field are
caused by the introduction of CTS and their energetic alignment with respect
to the triplet exciton in the polymer host. This conjecture will be put on more
solid ground in the remainder of this Chapter.

Lineshapes analysis

We performed a quantitative analysis by fitting the MC(B) data for all compo-
sitions and voltages with a superposition of a LFE (including USFE), a HFE
and a contribution from the CTS (refer to the Methods section for a complete
description). Thus, for each measurement, we get an amplitude of the LFE, HFE
and CTS, and also the intrinsic hyperfine field scales (BLFE and BCTS), as well
as the linewidth of the HFE (BHFE). The extracted parameters are shown in
Fig. 6.6. Figure 6.6a and b present the amplitude of the MFEs in MDMO and SY
blends respectively, while the linewidths are shown in Fig. 6.6c and d. We ob-
serve pronounced trends in the amplitudes of the MFEs, whereas the linewidths
are approximately constant over the whole doping range (BLFE = 0.85±0.10 mT,
BHFE =70±25 mT and BCTS = 0.45±0.05 mT). We previously stated that triplet–
polaron interactions are the dominant underlying mechanism for the magnetic
field effects in the current in our devices. The positive sign of the LFE and HFE,
and the corresponding linewidths are consistent with this interpretation.

Effect of additional states

We will continue our discussion by examining the triplet exciton–CTS align-
ment. In both polymer–fullerene blends, the magnetic field effects caused by
triplet–polaron interactions (LFE, HFE) are quenched by more than an order of
magnitude by adding only a few wt-% PCBM. However, in the SY-PPV blends,
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Figure 6.4 Magnetoconductance as a function of magnetic field. Experi-
mental result at a bias voltage of 3.0 V for a,b | a pristine, c,d | 1 wt.-% doped and
e,f | 5 wt.-% doped MDMO-PPV device. The solid line is a fit using Eq. (6.1). The
right panels show a zoom around zero applied field.



Investigating the influence of the triplet energy alignment on OMAR 97

ba

dc

fe

SY-PPV(1-x) : PCBMx

0 wt.-% 

1 wt.-% 

5 wt.-% 

Figure 6.5 Magnetoconductance as a function of magnetic field. Experi-
mental result at a bias voltage of 3.0 V for a,b | a pristine, c,d | 1 wt.-% doped and
e,f | 5 wt.-% doped MDMO-PPV device. The solid line is a fit using Eq. (6.1). The
right panels show a zoom around zero applied field.
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Figure 6.6 Global trends of the magnetic field effects in the current as a
function of PCBM content. The left panels show the results for the MDMO-PPV
device and the right panels the SY-PPV device. The top panels show the amplitude
of the magnetic field effects, whereas the bottom panels indicate the corresponding
linewidths. The lines provide a guide to the eye.

an additional MFE contribution arises when the PCBM concentration is in-
creased. This contribution has the opposite sign as the LFE and the linewidth is
significantly smaller. We therefore attribute this MFE to the CTS and assign the
SY blend as type II, where the triplet exciton lies lower in energy than the CTS.
The absence of an additional MFE caused by the CTS in MDMO-PPV blends,
gives rise to a classification as type I. To confirm this hypothesis, we need to know
the exact energy levels. However, only few reports about the energy alignments
of CTS and triplet excitons in low (≤20 wt.-%) concentration polymer–fullerene
blends are available in the literature. [129,137,140] Triplet energies in conjugated
polymers, however, have been studied intensively. [141–143] From the literature, we
can conclude that the triplet exciton and CTS in MDMO-PPV:PCBM blends
are approximately aligned (1.40 eV [136] and 1.40–1.55 eV [129,137] respectively),
whereas the triplet energy in SY-PPV lies slightly lower in energy (1.30 eV [144]).
This is in agreement with our assignment. To further explore the effects of energy
alignments on the MFEs, one would like to study devices with more pronounced
differences in triplet exciton CTS energies. Therefore, we have identified the
polymers PF10TBT (ET = 1.35 eV [140] and ECTS = 1.60 eV [140]) and P3HT (ET =
1.40 [136] and ECTS = 0.90 eV [145]) mixed with PCBM as good candidates.
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6.5 Conclusion
In conclusion, in this Chapter we presented a proof of concept study in which
we tune triplet–polaron interactions in our devices by deliberately doping with
fullerene which influences the triplet exciton density. We have systematically
investigated the magnetic field effects on the current for two different polymer–
fullerene blends. Using a quantitative analysis of the lineshapes we are able
to extract the amplitudes and linewidths of the MFEs. We show that distinct
changes in the lineshapes between the two polymer–fullerene blends are cor-
related to the energetic alignment of the triplet exciton and CTS in the blends.
Our findings enable a novel method to engineer the OMAR effect at ultra-small
magnetic fields and, moreover, investigate the energetic alignment of excited
states in organic semiconductors.





7The role of minority carriers in the
frequency dependence of organic
magnetoresistance

In this Chapter we investigate the frequency dependence of organic magnetoresis-

tance (OMAR) both in small molecule-based (Alq3) and polymer (PPV derivative)

materials, and investigate its thickness dependence. For all devices, we observed a

strong decrease in magnetoconductance (MC) with increasing frequency of the AC

component of the applied magnetic field. Moreover, we observed a strong reduction

of the cut-off frequencies for increasing film thickness. By means of admittance

spectroscopy and device simulations, we show that the cut-off frequency is related

to the inverse transit time of the minority charge carriers. These observations

confirm the important role of minority carriers in OMAR, and show that changes

in OMAR are not only due to microscopic mechanisms, but also device physics is

of significant relevance.∗

∗Published as: On the role of minority carriers in the frequency dependence of organic magne-

toresistance. P. Janssen, W. Wagemans, W. Verhoeven, E.H.M. van der Heijden, M. Kemerink and
B. Koopmans, Synthetic Metals 161, 617 (2011)
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7.1 Introduction
Due to their relative ease of processing, chemical tunability and possible low
costs, organic semiconductors provide exceptional promise for (future) elec-
tronic applications. Recently, it was discovered that the current through an
organic semiconductor, sandwiched between two non-magnetic electrodes, can
be changed by applying a small (∼10 mT) magnetic field. [35] This large (up to
25%) magnetoresistance effect is called organic magnetoresistance (OMAR)
and the effect can be both positive and negative depending on operating condi-
tions. [102] OMAR is both interesting for applications and from a scientific point
of view.

Up to now, several models have been proposed to explain OMAR, [68–70,104]
but the exact origin is still unclear. Most models agree on the fact that OMAR
is caused by spin correlations between charge carriers. However, which charge
carriers (electrons and/or holes) and how the magnetic fields affect the current,
is still heavily debated. Also, it has been suggested that different models might be
at work in different regimes of operation. [106] In the current models explaining
OMAR different mechanisms are suggested. These mechanisms affect processes
in organic devices in different ways and occur on different timescales. Therefore,
performing measurements of OMAR on various timescales could provide clues
about the processes relevant for OMAR, and thus discriminate between the
proposed models.

For instance, on a microscopic scale, the hopping rate of the charge car-
rier compared to the precession frequency of its spin about the local effective
magnetic field is of crucial importance in certain models. [68] These processes
typically occur on a nanosecond timescale. On the other hand, triplet excitons
could play a role in triplet–triplet annihilation or in reactions with charges. [146]
These excitons have a typical lifetime of 25 µs in Alq3. [147] Also, traps have been
suggested to enhance the magnetoconductance (MC), for instance via space-
charge effects [91] and by conditioning [148] the devices. Traps in the devices have
a typical detrapping time from less than milliseconds up to hours, depending
on how deep the traps are. On a macroscopic scale, the time it takes a charge
carrier to cross the device from one electrode to the other is given by the transit
time τ, which is directly linked to the mobility of the charge carrier, τ = L2/µV ,
with L the device thickness, µ the mobility, and V the voltage. [149,150] The transit
time for holes and electrons is usually different due to the different mobilities,
and can be on the order of ms to s in low mobility organic materials.

In the literature, only few experiments were reported in which the frequency
of the applied magnetic field played a role. Veeraraghavan et al. reported no
significant change in the response to an AC magnetic field for frequencies up to
100 kHz. [43] On the other hand, a slow step response on the order of seconds
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Figure 7.1 Magnetoconductance measured using an alternating mag-
netic field. A typical dI/dB measurement at 8 V, 90 Hz, corrected for offset.

was reported by Meruvia et al. which they suggested to be caused by the mag-
netic field acting on the trapping times. [151] Majumdar et al. recently showed an
increase in OMAR when the rate at which B was swept was decreased, which
they conjectured could be caused by traps. [152] Very recently we reported on a
systematic study of the frequency dependence of OMAR In an Alq3 based device,
we observed a decrease in MC when the frequency of the oscillating magnetic
field was increased from 1 Hz to 1 kHz. [115]

In this Chapter we present a comparison of the frequency dependence of
OMAR in different materials and investigate its thickness dependence. We show
that the magnetoconductance decreases when the frequency of the AC compo-
nent of the applied magnetic field is increased. By comparing the frequency
dependent OMAR measurements with admittance spectroscopy, we relate the
decrease in OMAR to the transit times of the minority carriers and demon-
strate that all results are in line with previous claims. [115] Finally, we present
preliminary results on device modeling of the frequency dependence.

7.2 Methods
Samples

Here, we show experimental results on tris-(8-hydroxyquinoline) aluminum
(Alq3) and poly[(2-methoxy-5-(3,7-dimethyloctyloxy))-1,4-phenylenevinylene]
(MDMO-PPV) based devices. The devices were prepared on glass substrates
with patterned indium tin oxide (ITO) anodes. After careful cleaning, fol-
lowed by a UV-ozone treatment, a thin layer of poly(3,4-ethylenedioxythi-
pophene):poly(styrenesulfonate) (PEDOT:PSS) (Baytron P, H.C. Starck) was
applied by spin coating. The MDMO-PPV (American Dye Source) was spin
coated from a chlorobenzene solution, whereas the Alq3 (Sigma–Aldrich) was
thermally evaporated in a high vacuum system (∼10−7 mbar) inside a nitrogen
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Figure 7.2 Frequency dependence for two different devices. a | A typical
dI/dBmeasurement at 8 V, 90 Hz, corrected for offset. b | Normalized dMC/dB as
a function of frequency for different voltages for a 100 nm thick Alq3 device and c |
aMDMO-PPV device, using dB = 0.5 mT. The lines are a fit toMC0/[1+( f / f0)p].

filled glove box. In another vacuum system within the same glove box, LiF and
Al were subsequently evaporated as the cathode. The total junction stack thus
consisted of ITO/PEDOT:PSS(60 nm)/[Alq3(100–250 nm) or MDMO-PPV(80
nm)]/LiF(1 nm)/Al(100 nm), with a junction area of 3 mm × 3 mm.

Measurements

Magnetic measurements were performed using an air coil through which a
current with both a DC and AC component was sent. This resulted in a magnetic
field Bwith anAC component with amplitude dB. We could sweep the frequency
f of the AC magnetic field from 1 Hz to 1 kHz, with a typical amplitude dB of
0.1–0.5 mT. The AC response of the sample current dI was measured with a
lockin amplifier over a series resistor, while a constant voltage was applied using
a Keithley 2400 Series SourceMeter. Using the magnetic field modulation dB,
we can measure the derivative of the current with respect to the magnetic field
(dI/dB). [57] An example of such ameasurement is shown in Fig. 7.1, which, when
integrated, gives a typical OMAR curve. Here, however, we do not measure a
full field sweep, but divide the signal at a fixed B by the current to get a measure
for the MC, called dMC/dB = (dI/dB)/I. We verified that the shape of the MC
curves does not change with frequency, justifying this approach. To remove any
extra signal from induction, picked up by the wires at higher frequencies, we
measure the difference in signal at +2 and −2 mT, where dI/dB has an opposite
sign.

Admittance spectroscopy measurements were performed with a Solartron
SI 1260 impedance analyzer. The analyzer can superimpose an AC voltage vAC
with a frequency between 1 Hz and 1 MHz on top of a bias voltage up to 35 V.
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717 Hz

 1Hz

Alq3 (100 nm)

Figure 7.3 The voltage dependence of the MC for different frequencies.
The dMC/dB as a function of voltage for different frequencies for the 100 nm
thick Alq3 device and MC as a function of voltage for B = 83 mT, measured with a
permanent magnet (open symbols). [57]

We used an AC voltage of 50 mV, but our results were checked to be independent
of the magnitude of vAC.

7.3 Frequency dependence
Wemeasured the frequency dependence of the MC at different voltages, starting
from a voltage just above the onset of OMAR. The results for the 100 nm thick
Alq3 device and MDMO-PPV device are shown in Fig. 7.2a and b respectively.
We observe a clear frequency dependence of OMAR, where, for all measured
voltages, the MC decreases with increasing frequency. This decrease is more
pronounced for lower voltages. We excluded experimental artifacts by also
measuring the system response to magnetic field modulations, where we did
not observe any frequency dependence. In Fig. 7.2 we can observe that the point
where the MC starts to decrease shifts to higher frequencies with increasing
voltage for both devices. We used an empirical fitting function dMC/dB =
MC0/[1 + ( f / f0)p] to fit our data. Here, MC0 represents dMC/dB at 0 Hz, f0
the frequency were dMC/dB is reduced by a factor of 2 and p is the slope of the
curve at high frequencies ( f ≫ f0). Note that other fitting functions can be used
as well, [115] however this function yields the best global fit of all measured data.

Alternatively, we can extract the voltage dependence of the MC at fixed
frequencies from Fig. 7.2. The corresponding result for Alq3 is shown in Fig. 7.3.
At low frequencies, a typicalMC(V) curve is obtained, which first increases with
increasing voltage, has a maximum, and then slowly decreases. For increasing
frequency, the MC(V) curve collapses, with the strongest reduction at low
voltages. Also plotted is the MC obtained from a quasi-DC measurement using
a technique introduced by Wagemans et al. (small symbols). [57] This curve fits
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Figure 7.4 Frequency dependency of Alq3 devices as a function of
thickness. The characteristic cut-off frequency f0 as a function of voltage for
different Alq3 layer thicknesses. The lines provide a guide to the eye.

the extrapolation of the trend in the curves from 717 to 1 Hz, except for voltages
smaller than 7 V.

To investigate the role of organic layer thickness, we have performed fre-
quency dependent measurements on Alq3 samples as a function of thickness.
Results for film thickness varying from 100 to 250 nm are shown in Fig. 7.4. Here
the characteristic cut-off frequency f0, obtained from the fits, is plotted as a
function of voltage for different Alq3 layer thicknesses. From Fig. 7.4 we can see
that the shift in cut-off frequency to higher frequencies with increasing voltages
also holds for thicker devices. Moreover, we observe a strong reduction of the
cut-off frequencies for increasing film thickness.

7.4 Admittance spectroscopy
In the previous section we showed the results for the frequency dependence of
OMAR while using an oscillating magnetic field. In addition to the response of
the current to this ACmagnetic field, we can also measure the response to an AC
voltage. This response is described by the admittanceY = dI/dV = G+iB, where
G is the conductance and B = 2π f C the susceptance, in which C represents the
capacitance. The measured C and B for the 100 nm thick Alq3 device are shown
in Fig. 7.5.

In Fig. 7.5, below 7 V a decreasing capacitance as a function of frequency is
observed, while for V > 7 V the capacitance starts negative and then converges
to the low voltage signal. For increasing voltage, this negative contribution
to the capacitance is more pronounced and shifts to higher frequencies with
increasing voltage. The different contributions to the out-of-phase part of the
admittance are more clearly visualized by plotting the normalized differential
susceptance ∆B = 2π f (C − Cgeo)/∆Bmax, as can be seen in Fig. 7.5b. Here, Cgeo
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Figure 7.5 Capacitance as a function of the AC voltage frequency for
different DC bias voltages. a | The frequency fC where C is 95% of the 0 V value
is indicated for the 8 V measurement. b | The normalized differential susceptance
∆B as a function of frequency for different voltages.

Alq3 (100 nm)

Figure 7.6 Characteristic frequencies as a function of voltage for the
100 nm Alq3 device. The cut-off frequency f0 (squares), the frequency where
the capacitance is 95% of its low voltage value, fC (triangles), and the frequency
for the peak in differential susceptance f∆B (circles).

is the geometrical capacitance given by Cgeo = εε0A/L, with A the area and L

the thickness of the device and ε the dielectric constant of the organic material.
A clear peak in the differential susceptance, shifting to higher frequencies with
increasing voltage, is observed.

Interestingly, the decrease in MC, shifting to higher frequencies with increas-
ing voltage, seems to be correlated to the negative contribution to the capacitance
and the shift in differential susceptance. To illustrate this correlation, Fig. 7.6
shows the characteristic cut-off frequency f0 for the MC as well as the frequency
where the capacitance is 95% of its low voltage value, fC , and the frequency for
the peak in differential susceptance f∆B as a function of voltage for the 100 nm
Alq3 device. A clear correlation between the frequencies is observed and all
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Figure 7.7 Device model simulation of a typical device. a | Simulation of
the capacitance of a single-carrier device with (dotted line) and without (dashed
line) traps, and of a double-carrier device (solid line) as a function of frequency.
b | The calculated normalized differential susceptance ∆B of the double-carrier
device.

curves are approximately showing an exponential increase with voltage. We have
to note that the low frequency/voltage values have a larger uncertainty, resulting
in a possible overestimation of the cut-off frequency.

In order to interpret the correlation between f0, fC and f∆B, first we will
discuss the observed trends in the (differential) capacitance. Therefore, we
simulated a prototype device using an approach similar to Gommans et al. [153]
Model parameters were chosen such as to obtain a significant difference between
the transit times for majority and minority carriers. Furthermore we assumed
ohmic injection of majority carriers, and an injection limited process of minority
carrier injection. [91] A typical set of results is shown in Fig. 7.7. Let us first
examine the single-carrier device without traps (dashed line in Fig. 7.7). At
high frequencies ( f ≫ 1/τmaj), the dielectric properties of the organic material,
as giving by the geometric capacitance Cgeo, are probed. At low frequencies
( f ≪ 1/τmaj), the (majority) charges in the device easily follow the voltage
modulation and due to charge relaxationC is less thanCgeo. Shao andWright [154]
demonstrated this effect for drift-only transport and calculated that the low
frequency capacitance is exactly 3/4 of the geometric capacitance. Here, we
also included diffusion into our simulations and thereby we observe a small
deviation from this factor. The transition between the two regimes occurs around
f = 1/τmaj. Including traps into our device simulation, [91] results in an increase
of capacitance at low frequencies (dotted line in Fig. 7.7). Traps increase the
ability of the device to store charges, resulting in an increased capacitance. Once
the frequency becomes larger than the inverse trapping time, the contribution
from the traps diminishes. The simulated results for the single-carrier device
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with traps nicely resemble the situation for V < 7 V in our measurements, as
shown in Fig. 7.5.

If we now simulate a double-carrier device, where both majority and mi-
nority carriers are injected, we can simulate the negative contribution to the
capacitance as measured for V ≥ 7 V (solid line in Fig. 7.7). Figure 7.7b shows the
calculated normalized differential susceptance ∆B of the double-carrier device.
The negative contribution to the capacitance is equivalent to the reduction in
capacitance in the single-carrier device as described above. The (differential)
capacitance reflects the (change in) stored charge in the device. The presence of
(additional) space-charge in the device results in an extra contribution ∆C to the
geometrical capacitance. Because it takes time to build-up the space-charge, this
contribution lags behind, and ∆C becomes negative. Due to cancelation of the
space-charge, a much larger amount of charge can be stored in a double-carrier
device, resulting in negative contribution ∆C, which can be larger than the geo-
metrical capacitance, and thereby causing the total capacitance to be negative. If
the frequency becomes larger than 1/τmin, the minority charge carriers can no
longer follow the voltage modulation and the device starts to follow the single
carrier case. The position of the peak in the differential susceptance is inversely
proportional to the transit time of the minority charge carriers f∆B ∼ 1/τmin.

Now, we can interpret the measured capacitance as shown in Fig. 7.5 as
follows. For V < 7 V the device is single-carrier and contains traps, while for V
≥ 7 V, minority carriers are injected as is evident from the presence of a negative
capacitance at low frequencies. At frequencies higher than fC , the negative
contribution to the capacitance diminishes; eliminating the role of the minority
carriers and thereby yielding a single-carrier device behavior. At frequencies
lower than f∆B, the minority carriers in the device can almost completely follow
the modulations and remain present in the AC response of the device. We can
therefore state that the upper frequency limit for the role of minority carriers in
the AC response of the device is governed by fC , whereas the lower limit by f∆B.
The intermediate regime, where the role of the minority carriers diminishes,
is marked in Fig. 7.6. The cut-off frequency for MC f0 is found to lie in this
intermediate regime, as shown in Fig. 7.6, meaning that the MC is significantly
reduced beyond frequencies where the role of the minority carriers diminishes.

Both f∆B and fC scale inversely with the transit time of the minority charge
carrier f∆B ∼ fC ∼ 1/τmin = µminV/L

2. Since we observe a strong reduction of
the cut-off frequencies for increasing film thickness, as shown in Fig. 7.4, our
results for the frequency dependence of OMAR as a function of organic layer
thickness seem to be in agreement with our claim that the frequency dependence
is related to the transit time of the minority carrier. These observations confirm
the important role of minority carriers in OMAR, and show that changes in
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Figure 7.8 Simulated frequency dependence for a 100 nm Alq3 device.
a | Normalized MC as a function of frequency for different voltages b | The cut-off
frequency f0 (squares), the frequencywhere the capacitance is 95%of its low voltage
value, fC (triangles), and the frequency for the peak in differential susceptance f∆B
(circles).

OMAR are not only due to microscopic mechanisms, but can be explained in
terms of device physics. [91,102]

7.5 Device modeling
In order to gain more insight in the processes governing the frequency depen-
dence of OMAR we have performed device simulations, where we solve the
drift and diffusion equations numerically. In our approach we include traps in
the majority charge carrier channel (a more detailed description of the device
model is provided in the work of Bloom et al. [91]). We modeled the device using
an ohmic contact for the majority carriers and an injection limited minority
contact. Actually, the IV-characteristics and admittance of the device for the
conditions used here was already shown in Fig. 7.7.

Here, in addition, we model the OMAR effect by assuming a magnetic-
field induced change in minority, majority or recombination mobility. Bloom
et al. [91] used this approach to calculate the steady state currents. In order to
derive the frequency dependence, we calculate the transient response to a step
in one of the mobilities, and apply a Fourier transformation to the data. As
an example, we simulated the case where the magnetic field acts only on the
minority mobility. The results are shown in Fig. 7.8, where the symbols represent
the simulation for a 100 nm thick Alq3 device and the solid lines are a fit to
extract the cut-off frequency f0. Figure 7.8b shows the characteristic frequencies
obtained from the simulations as a function of voltage. We observe a qualitatively
similar trend to the experimental results as shown in Fig. 7.6. We are currently
performing a more systematic study comparing measurements and simulations,
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also on other organic materials. Thereby, we aim at further understanding the
frequency dependence of OMAR, which possibly will allow us to further unravel
the underlying mechanisms.

7.6 Conclusion
In conclusion, we have shown frequency dependent OMAR measurements on
MDMO-PPV and Alq3 based devices, where we studied the frequency depen-
dence as a function of organic layer thickness. For all devices, we observed
a strong decrease in MC with increasing frequency, and the decrease is more
pronounced for lower voltages. Moreover, we observed a strong reduction of
the cut-off frequencies for increasing film thickness. By means of admittance
spectroscopy and device simulations, we have shown that the cut-off frequency
for the decrease in MC is related to the inverse transit time of the minority
charge carriers. Preliminary results on device modeling of the frequency depen-
dence show a qualitative fit to the measured data, although a more elaborate
comparative study is needed to fully unravel the underlying mechanism.





8Conclusions and outlook

This final Chapter concludes the work presented in this thesis. We will reexamine

the goal of this thesis and show that we have successfully succeeded in achieving

it. Then, we proceed by presenting an outlook on future research. Here, we will

discuss two highly interesting (near-)future developments. The first is aimed at a

deeper fundamental understanding of OMAR, which can be done by investigating

the magnetic field effects in the electroluminescence. In the second part we sketch

possible routes towards optimally engineered OMAR devices.
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8.1 Conclusions
The work presented in this thesis focused onmagnetic field effects on the current
in organic semiconductor based devices, often referred to as “organic magnetore-
sistance” (OMAR). The goal of this thesis was to reveal the dominant underlying
mechanisms of OMAR. Therefore, we presented a unified picture of the different
contemporary mechanisms that have been proposed for OMAR and we com-
bined this with theoretical models that have been developed to describe OMAR
in a quantitative way. Using this framework, we were able to relate changes in
the measured magnetic field effects to different underlying microscopic and
device parameters. To unravel the physics of OMAR lineshapes, we introduced a
novel empirical function that allows us to separately extract the role of different
relevant microscopic parameters. From the research presented in this thesis we
can conclude that:

“ The dominant mechanism of OMAR depends on the exact material

choice, morphology and operating conditions of the device. More-

over, we showed that detailed measurements of the magnetic field

effects on the current as a function of voltage and magnetic field

can be used as fingerprints to identify the underlying mechanism.

”
Furthermore, we presented a proof of concept study which illustrates that we can
engineer devices in order to tailor the OMAR effects as desired. Therefore, we
tuned the triplet–polaron interactions in the device by deliberately doping the
organic layer with fullerene. Using the framework as developed in this thesis, we
showed that distinct changes in the lineshapes were correlated to the energetic
alignment of the triplet exciton and charge-transfer state in the device. In the
last section of this thesis, we present an outlook on future research (partly) based
on the conclusions of this work.

8.2 Outlook
By unraveling scientifically intriguing puzzles such as OMAR –inevitably– new
fundamental questions and technological possibilities emerge. At this point, the
list of possible new experiments might be even longer then when we started
researching OMAR. In this final section, we will highlight two highly interesting
topics. The first is related to a deeper fundamental understanding of the pro-
cesses involved in OMAR, whereas the second is more aimed at (commercially)
exploiting the effect.

Expanding our view

In this thesis, we havemeasured and explainedOMAR in terms ofmagnetic-field
dependent changes in the current trough the devices. There are, however, other



Conclusions and outlook 115

experimental methods to investigate OMAR. We can, for example, induce a
current in an organic semiconductor device by illuminating the device with an
external light source. Then, we can measure the magnetic field effects in this so-
called photocurrent (MPC). In this case, we do not inject free charge carriers into
the device, as has been done throughout this thesis and is depicted in Figs. 2.1 and
2.6, but we create (excited) singlet exciton states within the organic layer. In the
literature it has been shown that this can have profound effects on the magnetic
field effects in terms of their linewidths and amplitudes. [57] Investigating these
magnetic field effects on the photocurrent using the framework as presented
in this thesis, can provide a deeper understanding of the relevant particles and
their spin-dependent reactions.

Another additional experimental method to further investigate OMAR is by
measuring the magnetic field effect on the electroluminescence (MEL). In this
case, we do not measure the effects on the current through the device, but we
directly probe the magnetic field dependent emissive transitions to the ground
state. Although the MEL and MC share some common origin, their lineshapes
and voltage dependencies can be completely different. In preliminary results on
SY-PPV:PCBM blends (Chapter 5), for example, the distinct low-field feature
in the MC (clearly visible in Fig. 6.5d,f) is not observed in the MEL. Moreover,
both magnetic field effects show different high field effects. A detailed study on
such a system could provide supplementary information on the exact underlying
mechanisms.

Finally, we would like to note that it is also possible to measure the electrolu-
minescence spectrum instead of the total intensity. We have recently performed
pilot experiments to examine the feasibility of this novel experimental approach.
Ultimately, this enables us to measure the magnetic field effects on the lumi-
nesce for different energetic transitions. In the case of polymer–fullerene blends
for example, we are then able to distinguish between singlet-to-ground state
transitions in the polymer and charge-transfer state.

Engineering magnetoconductive devices

In the last section of this thesis, we want to sketch possible routes towards
optimally engineered OMAR devices. Since its discovery, a number of possible
applications have been proposed, such as magnetic pen-input organic light-
emitting displays, [43] magnetic field sensors [44] and, very recently, an OMAR
based compass able to measure the earth’s magnetic field. [155]

From an engineering point of view, OMAR devices face the same challenges
as contemporary organic based devices such as OLEDs and OPVs. The main
issues to be solved include increasing the stability and reducing the degrada-
tion of the devices during operation in ambient conditions. In order to make
the devices commercially attractive, they must be easy and cheap to process
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–preferably on a roll-to-roll base, allowing the use of flexible substrates. Most of
these problems can be solved by properly engineering the organic materials and
the actual devices.

From a scientific point of view, one would like to enhance the OMAR effect
and, ultimately, design the lineshape as desired. Theoretically, Kersten et al. [138]

recently proposed a system where very large (up to 99%) magnetic field effects
could be realized by creating a optimally designed doped polymer device. Even
more excitingly, Mahato et al. [156] showed results on giant magnetic field effects
(more than 90%) in molecular wires. These results show that, both theoretically
and experimentally, it seems possible to engineer huge magnetic field effects on
the current at roomtemperature.

We are now faced with the challenge to create actual prototype devices
wherein these large effects can also be obtained. As mentioned earlier, we want
to exploit the unique advantages of organic materials, and therefore would like
to be able to create these devices using cheap and relatively easy production
techniques. Moreover, we would like the possibility to completely tune the effect.
The framework as presented in this thesis provides researchers with guide to do
so.



Summary

Spins in organic semiconductors
Revealing the dominant mechanisms of organic magnetoresistance

The research described in this thesis focuses on the combination of two fields
in physics, namely organic electronics and spintronics. The first exploits the
(chemical) tunability, ease of processing and low costs of organic semiconduc-
tors and provides an exceptional promise for (future) electronic applications.
The latter makes explicit use of the electron spin in electronic devices and has
revolutionized magnetic data storage over the last decades. By combining the
two into organic spintronics, we can use organic materials in spintronic devices
or add spin and magnetic field functionality into organic devices. One of the
exciting developments in the field of organic spintronics is the discovery of a
surprisingly large, room temperature, magnetoresistance effect in organic semi-
conductor devices without any ferromagnetic components, often referred to
as “organic magnetoresistance” (OMAR). The current through such a device,
where the organic layer is sandwiched between two non-magnetic electrodes,
can be changed significantly (up to 25%) by applying a small (a few milliteslas)
magnetic field.

During the last decade, OMAR has puzzled the young field of organic spin-
tronics. Even though recently writable organic displays and cheap plastic sensor
technology have been proposed as an example of its application potential, the
fundamental understanding of the interactions of spins and charges in organic
semiconductors remains the goal of extensive experimental and theoretical re-
search. The goal of this thesis is to reveal the dominant underlying mechanisms
of OMAR and present a unified, quantitative framework to describe the experi-
mentally observed trends. By achieving this goal, we open up unprecedented
means to bring OMAR research from a phase of passively observing magnetic
field effects in the current, to a stage of really engineering devices to tailor the
OMAR effect as desired.
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In this thesis, we have discussed the current perspectives on organic mag-
netoresistance. We presented a unified picture of the different contemporary
mechanisms that have been proposed for OMAR. Combined with theoretical
models that have been developed to describe OMAR in a quantitative way, this
unified picture acts as a framework to relate changes in the measured magnetic
field effect lineshapes and voltage dependencies to microscopic and device pa-
rameters throughout this thesis. To analyze the physics of OMAR lineshapes,
we introduced a new empirical function that allows us to separately extract the
role of different relevant microscopic parameters. By addressing recent numer-
ical and experimental studies, we have shown that this new function can be
successfully used to analyze the lineshapes.

We have determined the dominant mechanism for OMAR by performing
a proof of concept study using a polymer–fullerene blend. By changing the
blending ratio, we tuned the spin and charge interactions in the device. We have
systematically investigated the magnetic field effect on the current as a function
of the applied magnetic field and the bias voltage for a broad range of fullerene
concentrations. We observed an extremely rich behavior of the OMAR effect
with very pronounced changes in amplitudes and linewidths. By examining the
lineshapes and voltage dependencies, and comparing them with explicit quan-
titative calculations, we identified three regimes where: (1) reactions between
triplet excitons and polarons are the dominant mechanism, (2) interactions
of electrons and holes become dominant and (3) the magnetic field effects are
mainly caused by a bipolaron mechanism which relies on the interaction of like
charges. Which mechanism dominates, depends on the exact material choice,
morphology and operating conditions of the device. Our findings showed that
detailed measurements of the magnetic field effects on the current as a func-
tion of voltage and magnetic field can be used as fingerprints to identify the
underlying mechanism.

Furthermore, in a detailed study, we have measured the magnetic field
effects on the current as a function of the applied voltage and temperature
in pristine polymer devices where the reactions between triplet excitons and
polarons are dominant. We presented a fully quantitative analysis of the OMAR
lineshape and extract all linewidth parameters. By studying these parameters as
a function of voltage and temperature, we obtained detailed information about
the interactions between excitons and charges. We have shown that the hyperfine
field strength is almost identical for all measurements, whereas the additional
broadening caused by themicroscopicmechanismdid show a remarkable voltage
and temperature dependence. Moreover, we discovered a surprising voltage
and temperature dependence of the high-field effect linewidth. Preliminary
results on microscopic simulations have shown a qualitative agreement to the
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experimental results, opening up novel routes towards a deeper fundamental
understanding of the relevant triplet–polaron reaction rates for OMAR.

As a first example of really engineering OMAR devices, we presented a proof
of concept study in which we tuned the triplet–polaron interactions in the device
by deliberately doping the organic layerwith fullerenewhich influences the triplet
exciton density. We have systematically investigated the magnetic field effects
on the current for two different polymer–fullerene blends. Using a quantitative
analysis of the lineshapes we were able to extract the amplitudes and linewidths
of the magnetic field effects. We showed that distinct changes in the lineshapes
were correlated to the energetic alignment of the triplet exciton and charge-
transfer state in the blends. Our findings enable a novel method to engineer
the OMAR effect at ultra-small magnetic fields and, moreover, investigate the
energetic alignment of excited states in organic semiconductors.

Finally, to illustrate the important and often highly non-trivial role of device
physics, we have measured the frequency dependent OMAR. We performed
measurements on small molecule and conjugated polymer based devices, where
we studied the frequency dependence as a function of organic layer thickness.
For all devices, we observed a strong decrease in the magnetic field effect with
increasing frequency, where the decrease was more pronounced for lower volt-
ages. Moreover, we observed a strong reduction of the cut-off frequencies for
increasing film thickness. By means of admittance spectroscopy and device sim-
ulations, we have shown that the cut-off frequency for the decrease in OMAR
can be related to the inverse transit time of the minority charge carriers. Prelim-
inary results on device modeling of the frequency dependence have shown a
qualitative fit to the measured data.
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