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Abstract

Anecdotal evidence shows that logistics parks are highly attractive for logistics firms. The co-
location of logistics firms provides benefits such as greater availability of logistics personnel, access
to other locations, and resource sharing. Despite the importance of these benefits in the location
decisions of logistics firms, traditional facility location models do not consider them. This study
therefore develops a model that accounts explicitly for one of the benefits, namely, the opportunity
to combine transport flows. By collaboratively outsourcing transportation to a logistics service
provider, co-located shippers can reduce their transport costs. However, locating in a logistics
concentration area that is outside the center of gravity of customer demand results in additional
shipping distances, suggesting the need to trade off the cost advantages and disadvantages that
result from a location in a logistics concentration area. Shippers can use the proposed model to
determine whether it is optimal to locate in a logistics concentration area. Numerical experiments
show that on average, it is beneficial to locate in a logistics concentration area if it is within a
distance that equals 0.15 times the square root of the surface of the region from the center of
gravity of customer demand. In addition, firms obtain more gains from locating in a logistics
concentration area if their shipment sizes are relatively small.

Keywords: Logistics, Location decision, Spatial concentration, Co-location.

1 Introduction

Logistics clusters are developing worldwide. Port areas in Rotterdam and Singapore, intermodal hubs in
Chicago and Memphis, and logistics parks in Zaragoza and Guangzhou are highly attractive locations for
logistics companies. In an extensive study of these logistics clusters, Sheffi (2012) concludes that this at-
tractiveness can be explained by the synergies resulting from co-location of logistics companies. A location
in a logistics cluster grants a logistics company good access to logistics personnel, other important global
locations, and shared resources. Furthermore, companies located in logistics clusters build relationships with
other firms more easily, based on their developed trust and collaboration (Sheffi, 2012), which are increas-
ingly important in rapidly changing environments. In addition, Van den Heuvel et al. (2012a,b) empirically
confirm the relevance of these synergies in two Dutch provinces: logistics companies in logistics concentration
areas are more accessible, have better access to repair and maintenance facilities, enjoy improved expansion
opportunities, and are more likely to combine transport and storage capacity compared to logistics companies
not located in these areas.

Considering these advantages, should all logistics companies simply locate in logistics concentration areas?
To address this question, we focus on a shipper that must choose a location for a new (regional) distribution
center. Traditionally, this decision would reflect the location of customers that need to be supplied from
that distribution center. If instead the location decision depends mainly on the desire to locate in a logistics
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concentration area, the firm might accrue additional transport costs, especially if the logistics concentration
area is distant from the center of gravity of customer demand.

Accordingly, individual firms need to know how to determine whether they should locate in logistics
concentration areas. Although the facility location problem has received substantial attention in supply
chain management literature (e.g., Drezner and Hamacher, 2004; Klose and Drexl, 2005; Daskin, 2008; Melo
et al., 2009; Baron et al., 2011), no existing models explicitly consider synergies through co-location, even
though such synergies can be highly valuable for supply chain management (Bozart et al., 2007). Locating in
a logistics concentration area offers the option of sharing transport resources with other logistics companies
located in the same area, that is, of combining transport flows. Although other synergies due to the co-
location of logistics firms may be hard to quantify, the opportunity to combine transport flows can be
modeled explicitly, because it directly influences transportation costs.

Accordingly, unlike most facility location models that determine the optimal location on the basis of
customer demand, such that they consider only the company’s supply chain and transport flows, our model
acknowledges that the possibility of combining transport flows with those of companies operating in other
supply chains directly influences transport costs. We thus present a new way to model transportation costs
in facility location models to determine the optimal location of a (new) distribution center. With a location
in a logistics concentration area, a company increases the probability of combining transport flows with other
logistics firms, and thus lowering costs, due to its proximity to many other logistics firms. In turn, it may
be optimal to locate in a logistics concentration area, even if that area is not located in close proximity of
the center of gravity of customer demand.

Our proposed model explicitly investigates the trade-off between the benefits of combining transport flows
in a logistics concentration area against the costs of traveling greater distances to reach customers. With this
model, a shipper confronted with a location decision can determine with what distance between the center
of gravity of customer demand and the logistics concentration area it is optimal to locate in the logistics
concentration area. To model the shipper’s transport costs, we use a continuous approximation of the freight
rates of logistics service providers. By collaborating with other shippers in the logistics concentration area,
our focal shipper obtains lower freight rates, because the high network density of the transport network of
the collaborating shippers decreases the transport costs for the logistics service provider. In identifying the
maximal distance between the center of gravity of customer demand and the logistics concentration area,
we demonstrate that the optimal location for a distribution center depends on the characteristics of the
shipments that the company makes and its opportunities to combine transport flows. Note that our focus is
on the reduction of transportation costs resulting from a location in a logistics concentration area, whereas
a company can also decide to increase the flexibility to the customer, by decreasing shipment sizes.

We acknowledge various facility location models, which Daskin (2008) classifies as analytic, continuous,
network, and discrete facility location models. Analytic facility location models typically assume that demand
is uniformly distributed over a service area and facilities can be located anywhere within the area. Continuous
facility location models anticipate that demand arises only at discrete locations. Network models predict
demand and facility locations on the basis of a network of nodes and links. Finally, in discrete facility location
models, facilities get restricted to a finite set of candidate locations. We adopt an analytic model, which
uses a minimal number of parameters and therefore best enables us to identify the effects of opportunities
to combine transport flows in logistics concentration areas in facility location models. Furthermore, because
the other types of facility location models account for different transport volumes per customer, they define
the optimal location according to the distribution of demand over the customers and the location of the
logistics concentration area relative to the largest customers, which is not relevant for our study.

The remainder of this article is structured as follows: Section 2 describes the benefits of horizontal collab-
oration by shippers and the increased probability of finding collaboration partners in logistics concentration
areas. We present the model in Section 3. Section 4 numerically specifies the influence of the different pa-
rameters on the location decision. Finally, we present model extensions in Section 5 and conclude in Section
6.
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2 Horizontal collaboration and logistics concentration areas

Horizontal collaboration occurs when two or more unrelated or competing organizations cooperate to share
information or resources. Horizontal collaboration in freight transport occurs when two (or more) shippers
combine their shipments. By bundling their shipment requests, the shippers can negotiate better shipment
rates with a common logistics service provider (LSP), on the basis of quantity discounts (Munson and
Rosenblatt, 1998). Such a collaboration increases the LSP’s productivity because it can perform fewer
repositionings of its trucks (Ergun et al., 2007a,b; Agarwal et al., 2009) and decrease of the average distance
between customers (Van Donselaar et al., 1998; Cruijssen et al., 2007a; Krajewska et al., 2008). Overlapping
transportation networks based on similar source and sink regions are prerequisites for collaboration synergies
(Leitner et al., 2011). Because co-located companies share at least their source or sink location, they gain
opportunities to collaborate on transportation. Van den Heuvel et al. (2012a,b) show, using extensive
empirical data, that logistics firms located in logistics concentration areas combine their transport flows
more often than those located outside these areas. The probability that transport flows can be combined
thus is higher if the facility is located in a logistics concentration area rather than elsewhere in the region.

Geographical proximity largely defines collaboration opportunities. When there is a high density of
logistics firms in a logistics concentration area, many transport flows go in and out of the area, which
increases the probability that transport flows can be combined. In addition, Cruijssen et al. (2007b) identify,
as a critical impediment to horizontal collaboration in transport and logistics, the difficulty of finding a
trusted party. Geographical proximity helps to overcome this impediment: all else being equal, the costs of
exchanging information increase with greater distance between firms (Malmberg and Maskell, 1997). This
effect is caused not by communication costs (Laserre, 2008) but by the need to create trust and understanding
between cooperative firms, which is more likely when the firms share a common language, values, and culture.
Trust and commitment in turn can promote long-term relationships (Wallenburg et al., 2011).

Although literature on collaborative transportation often assumes structural network combinations, in
practice most shipments are combined only occasionally (e.g., Vanovermeire et al., 2012). That is, in practice,
it remains difficult to find trustworthy partners. Companies located in logistics concentration areas can
more easily build relationships based on trust and collaboration (Sheffi, 2012), because of their formal and
informal (tacit) knowledge exchanges. In contrast, companies outside these areas likely struggle to build
similar relationships, largely because they are external to these areas. This implies that being able to
combine transport flows depends on the relationships that will be build over time with other logistics firms
in the logistics concentration area. Hence, it cannot simply be checked whether there are collaboration
opportunities in a logistics concentration area before a location decision is made, such that we have to model
these with a certain probability. In summary, logistics concentration areas should have a positive influence on
the probability on combining transport flows. The ease of building relationships in a logistics concentration
area, and the difficulty doing so outside these areas, also should lead to a rapidly decreasing influence of such
an area on the probability of combining transport flows with greater distance from logistics concentration
areas.

3 Model

With our proposed model, we seek to determine the optimal location of a shipper’s (new) distribution
center, after it has outsourced transportation responsibilities to an LSP. We do not explicitly model the
route planning problem, which relates primarily to tactical or operational planning levels, whereas the
facility location decision is a strategic one (Eilon, 1977). Because transportation has been outsourced to an
LSP, we can implicitly model the load factor of the trucks in the transportation costs. In this section, we
assume that customer demand per period is smaller than or equal to a truck’s capacity, so we only analyze
less-than-truckload (LTL) shipments. Section 5.1 assesses the case in which customer demand is larger than
one truckload (TL). In addition, whereas we assume here that there only is one logistics concentration area
in the region, we relax this assumption in Section 5.2.

The model determines the long-run optimal location of a (new) distribution center by minimizing the
total expected transport costs per period from this distribution center to all customers in the region. We
assume that customers are uniformly distributed over the region and that the shipment size per customer
per period is the same for all customers and all periods. With these assumptions, the model investigates the
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trade-off between a location in the logistics concentration area and the location in the center of gravity of
customer demand. By locating in the logistics concentration area, transport costs are decreased due to the
opportunity of combining transport flows with those of other logistics firms, but are increased due to the
extra distance that has to be driven to the customers. The model compares the total transport costs related
to both locations.

Define v as the shipment size in weight units per customer per period, and α = v
W as the shipment size

per customer per period as a fraction of the weight of a full truckload W . We use weight units herein, but the
analyses are similar with volume units. The region has size S (in squared distance units), and Na represents
the spatial density of customers (in customers per squared distance unit). The location of the distribution
center is denoted by the coordinates (x, y), the location of the logistics concentration area by coordinates
(xc, yc), and the center of gravity of customer demand by coordinates (xg, yg).

The remainder of this section is structured as follows: Section 3.1 describes the way of modeling the
probability of combining transport flows dependent on the location of the distribution center. We present
the general model that includes this probability in Section 3.2. This model does not include a specification
of the per distance unit transport costs. Section 3.3 elaborates on how to model these costs, such that these
can be included in the model in Section 3.4.

3.1 Probability of combining transport flows

The probability of combining transport flows with those of other logistics firms depends on the facility loca-
tion. We argued in Section 2 that the probability of combining transport flows in the logistics concentration
area is higher than the probability of combining transport flows at other locations. Define Pc as the prob-
ability that transport flows can be combined in the logistics concentration area, and define Pn < Pc as the
probability that transport flows can be combined at a location far from the logistics concentration area, that
is, a location where the concentration of logistics firms does not have any influence on the probability of
combining transport flows. At locations relatively close to the logistics concentration area, this influence
probably is not zero, while it does decrease rapidly with greater distance from the logistics concentration
area (see Section 2). The distance between the logistics concentration area and location (x, y) is defined as
dc(x, y). Then, the probability that transport flows can be combined at location (x, y), denoted as P (x, y),
can be modeled as follows:

P (x, y) = Pn + (Pc − Pn) · k−dc(x,y), (1)

where the first term in this expression is equal to the probability that transport flows can be combined at a
location far away from the logistics concentration area (without any influence). The second term represents
the influence of the logistics concentration area on the probability of being able to combine transport flows
at location (x, y). If the facility locates in the logistics concentration area, (x, y) = (xc, yc) and dc(x, y) = 0,
the probability of being able to combine transport (P (xc, yc)) flows is equal to Pc. If the facility locates far
from the logistics concentration area, this probability is equal to Pn. The shape parameter k > 0 determines
the influence of the logistics concentration area on the probability of combining transport flows, depending
on the distance from the logistics concentration area, as we show in Figure 1.

3.2 General model

We define E[d(x, y)] as the expected distance between a random customer in the distribution region and
the location of the distribution center, with coordinates (x, y). If the transport costs ct(α) are defined per
distance unit per period, the total transport costs per period for all customers in the region TC(x, y) are
defined as:

TC(x, y) = ct(α) · E[d(x, y)] · S ·Na. (2)

Assuming that ct(α) is independent of the facility location (x, y), the optimal location of the distribution
center is in the center of gravity of customer demand. However, if transport flows can be combined, transport
costs decrease, such that ct(α) depends on the opportunity to combine transport flows with other logistics
companies:
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Figure 1: Influence of shape parameter k on P (x, y); k1 < k2 < k3 < k4 < k5

ct(α) =

{
ct(α) if flows cannot be combined with other logistics companies,
ct(α) if flows can be combined with other logistics companies,

(3)

where ct(α) > ct(α).
Define ∆ct(α) = ct(α) − ct(α) as the difference between the transport costs in case transport flows can

be combined and the transport costs in case transport flows cannot be combined. Including the probability
of being able to combine transport flows on a certain location, we can derive the following total transport
cost function:

TC(x, y) = (1− P (x, y)) · ct(α) · E[d(x, y)] · S ·Na + P (x, y) · ct(α) · E[d(x, y)] · S ·Na
= E[d(x, y)] · S ·Na · (ct(α)− P (x, y)∆ct(α)).

(4)

Choose the shape parameter k that determines the influence of the logistics concentration area on the
probability of being able to combine transport flows at location (x, y) sufficiently high, that is, high enough
to ensure that the optimal facility location is either in the center of gravity of customer demand or in
the logistics concentration areas. Based on the discussion in Section 2, shippers should only gain from a
location in the logistics concentration area, and hence, locations in between the logistics concentration area
and the center of gravity of customer demand should be ruled out. The trade-off is between the logistics
concentration area and the center of gravity of customer demand. Define dcg = dc(xg, yg) as the distance
between the center of gravity of customer demand and the logistics concentration area, E[dc] = E[d(xc, yc)]
as the expected distance between a random customer in the region and the logistics concentration area,
E[dg] = E[d(xg, yg)] as the expected distance between a random customer in the region and the center of
gravity of customer demand of the region, and E[∆d] = (E[dc]−E[dg])/E[dg] as the extra expected transport
distance to a random customer resulting from a location in the logistics concentration area relative to the
location in the center of gravity of customer demand.

Theorem 3.1. The logistics concentration area is the optimal location if and only if:

E[∆d] <
(Pc − Pn) · (1− k−dcg ) ·∆ct(α)

ct(α)− Pc ·∆ct(α)
. (5)

Proof. From Equation 4, it follows that the total transport costs in the logistics concentration area (xc, yc)
and in the center of gravity of customer demand (xg, yg), respectively, are equal to:

TC(xc, yc) = S ·Na · E[dc] · (ct(α)− P (xc, yc) ·∆ct(α)), and
TC(xg, yg) = S ·Na · E[dg] · (ct(α)− P (xg, yg) ·∆ct(α)).

(6)

Define ∆TCcg = [TC(xc, yc)−TC(xg, yg)]/TC(xg, yg) as the relative total transport cost difference between
these two locations. Then:
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∆TCcg =
E[∆d] · [ct(α)− P (xc, yc) ·∆ct(α)]− [P (xc, yc)− P (xg, yg)] ·∆ct(α)

ct(α)− P (xg, yg) ·∆ct(α)
. (7)

The location decision maker is indifferent between the two options only if the total transport costs for both
locations are equal, such that ∆TCcg = 0, which occurs if and only if

E[∆d] =
[P (xc, yc)− P (xg, yg)] ·∆ct(α)

ct(α)− P (xc, yc) ·∆ct(α)
. (8)

From Equations 1 and 8, it follows that the facility will only be located in the logistics concentration area
(i.e., ∆TCcg < 0) if and only if Equation 5 holds.

3.3 Specification of the transport costs per distance unit

With the assumption that the shipper has outsourced its transportation to an LSP, the transport costs
ct(α) depend on the freight rates of the LSP. In practice, LTL rates are usually stated per weight unit
for a given origin and destination. However, noting the difficulty that arises when working with actual
freight rates without predetermined locations, routes, modes, or lot sizes, several researchers proposed the
use of continuous functions to properly estimate actual freight rates (e.g., Swenseth and Godfrey, 1996, 2002;
Tyworth and Zeng, 1998; Tyworth and Ruiz-Torres, 2000; Mendoza and Ventura, 2009). We define ft(v)
as the freight rate per weight unit per distance unit, depending on the shipment weight v. Then, transport
costs per distance unit can be expressed as:

ct(α) = v · ft(v). (9)

Define ft(W ) as the TL rate per weight unit per distance unit and θ = W · ft(W ) as the transport costs
of a TL per distance unit. Table 1 presents the two most often used approximations for LTL shipments,
based on a power and an adjusted inverse function, and a combination of these functions. The proportional
freight rate function has a worse fit with actual LTL freight rates than the power (Mendoza and Ventura,
2009) or adjusted inverse freight rate functions (Swenseth and Godfrey, 2002), so we excluded it from our
analysis.

The shape parameter 0 ≤ r ≤ 1 of the power freight rate function depends on specific routes. This shape
parameter expresses the efficiency of the vehicle routing. For r = 1, the transport costs are independent of
the weight of the shipment and equal to the costs of delivering a TL, and when r = 0, the transport costs
are linear to the shipment weight. Note that we assume that if r < 1, the transport costs for LTL shipments
are strictly less than the transport costs for a TL, which may not be true in practice. Section 5.3 relaxes
this assumption.

Arcelus and Rowcroft (1991) find r values on the order of 0.62, based on actual freight rates for small
orders on routes in Canada. Fitting the same function, Tyworth and Zeng (1998) find a good fit with
r = 0.33 for representative freight rate data published by a major trucking company. The power function
used by Cheung et al. (2001) indicates the best fit for a value r = 0.5, based on a case study of DHL in Hong
Kong. Van der Vlist and Broekmeulen (2006) use an approximation of the value of r of 0.435, based on a
generalization of the functions used by LSPs in the Netherlands. Mendoza and Ventura (2009) fit the power
freight rate function to freight rate tables for three different routes in the United States and find values of r
between 0.28 and 0.48.

Table 1: Freight rate functions and the corresponding per distance unit transport costs function

Freight rate function Transport cost function

Power ft(v) = ft(W ) ·
(
v
W

)−r
ct(α) = θ · α1−r

Adjusted inverse ft(v) = ft(W ) ·
[
1 + β · W−vv

]
ct(α) = θ · [β + (1− β) · α]

Combination ft(v) = ft(W ) ·
[
W
v · β + (1− β) ·

(
v
W

)−r]
ct(α) = θ · [β + (1− β) · α1−r]
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Swenseth and Godfrey (2002) indicate that a continuous approximation with rates that decrease inversely
with the order size is most effective for LTL shipments, according to their prior analysis of actual freight
rates on 40 alternative U.S. routes Swenseth and Godfrey (1996). This function is called the adjusted inverse
function (see Table 1), where 0 ≤ β ≤ 1 is a shape parameter determining the rate at which the freight rate
increases per decrease of demand per customer. Thus β expresses the fixed drop costs per stop. For β = 1,
the transport costs are independent of the weight of the shipment and equal to the costs of delivering a full
truck, whereas with β = 0, the transport costs are linear to the shipment weight. From a regression analysis
of a random sample of data collected for major U.S. shipping routes, Swenseth and Godfrey (2002) identify
a value of β of 0.11246. Chen and Sarker (2010) use a value equal to 0.2.

As a generalization, we use a per unit transport cost function that combines the two preceding cost
functions (see Table 1). If β = 0, this function reduces to the power function, and if r = 0, it reduces to the
adjusted inverse function. We provide examples of the per distance unit transport cost function in Figure
2. Because θ = W · ft(W ) is a constant determined from the freight rate table of the LSP, in Figure 2 we
depict the transport costs relative to the transport costs of a TL (ct/θ).

Figure 2: Transport costs per distance unit as function of the shape parameters β and r

3.4 Model with specific per unit distance transport costs function

The opportunity to combine transport flows influences the shape parameters of the per unit transportation
cost function. If transport flows can be combined, freight rates decrease, such that r and/or β decrease,
resulting in lower per customer transport costs. The overall effect of the combination of transport flows on
the freight rates, depends on the characteristics of the flows. If the combination of flows results in a denser
transportation network (i.e. demand points are closer together), the shape parameter r decreases, because
this parameter depends on the efficiency of the vehicle routing. The parameter β, representing the fixed drop
costs per shipment, can decline only if the two sets of demand points of the collaborating shippers include
the same demand points, that is, if the two shippers have (at least some of) the same customers. Seeking a
collaboration partner with the same customers greatly restricts opportunities to collaborate, so we assume
in this section that only r reduces as a result of a collaboration with another shipper. Section 5.3.2 includes
the case in which β also is reduced.

Let δr be the relative reduction of r when transport flows can be combined. Then:

ct(α) = θ · [β + (1− β) · α1−r].
ct(α) = θ · [β + (1− β) · α1−(1−δr)r].
∆ct(α) = ct(α)− ct(α)

= θ · (1− β) · α1−r · (1− αδrr).

(10)
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Including the per unit transport costs functions ct(α) and ∆ct(α) in the total transport costs function, by
combining Equations 4 and 10, results in the following total transport costs:

TC(x, y) = E[d(x, y)] · S ·Na · θ · (β + (1− β) · α1−r · [1− P (x, y) · (1− αδrr)]). (11)

Theorem 3.2. Let 0 < α ≤ 1, 0 < β ≤ 1, and 0 < r ≤ 1. If we model per distance unit transport costs as a
combination of the power and adjusted inverse freight rate functions, the logistics concentration area is the
optimal location if and only if:

E[∆d] <
(Pc − Pn) · (1− k−dcg ) · (1− β) · α1−r · (1− αδrr)

β + (1− β) · α1−r · [1− Pc · (1− αδrr)]
. (12)

Proof. The combination of the power and adjusted inverse freight rate functions results in the following
expressions for the total transport cost (difference):

TC(xc, yc) = E[dc] · S ·Na · θ · (β + (1− β) · α1−r · [1− P (xc, yc) · (1− αδrr)]).
TC(xg, yg) = E[dg] · S ·Na · θ · (β + (1− β) · α1−r · [1− P (xg, yg) · (1− αδrr)]).

∆TCcg =
E[dc] · (β + (1− β) · α1−r · [1− P (xc, yc) · (1− αδrr)])
E[dg] · (β + (1− β) · α1−r · [1− P (xg, yg) · (1− αδrr)])

− 1.
(13)

Accordingly, ∆TCcg = 0 if and only if

E[∆d] =
[P (xc, yc)− P (xg, yg)] · (1− β) · α1−r · (1− αδrr)
β + (1− β) · α1−r · [1− P (xc, yc) · (1− αδrr)]

. (14)

From Equations 1 and 14, it follows that the facility will only be located in the logistics concentration area
(i.e., ∆TCcg < 0) if and only if Equation 12 holds.

With Theorem 3.2, each shipper can determine whether it is beneficial to locate in a logistics concentration
area, depending on the values of the following firm-specific variables:

• Distance between the logistics concentration area and the center of gravity of customer demand.

• Shipment size.

• Vehicle routing efficiency (with and without cooperation).

• Probability of combining transport flows with the transport flows of other logistics firms in the logistics
concentration area (and relative to this probability for a location outside the logistics concentration
area).

• Drop costs.

4 The influence of different parameters

Some gains can be obtained from a location in a logistics concentration area, with different values for the
different variables. We assume that the logistics concentration area is located within the distribution region.
Similar analyses can be conducted outside the distribution region, but they would be less relevant, in that,
for example, in just one province of the Netherlands, 19 logistics concentration areas can be identified (Van
den Heuvel et al., 2013).

The analysis shows the results for a square-shaped distribution region. Eilon et al. (1971) present expres-
sions for E[d(x, y)] depending on the shape and size of the region; the effect of the shape of the region on the
expected distance to a random customer is small. Because the expression for E[d(x, y)] in a region with a
circular shape would require a hypergeometric function, we prefer using a square region. Similar expressions
work for a rectangular region, but require an extra parameter. The difference between E[d(x, y)] in a circle
and a square of the same size is approximately 2%. The difference between E[d(x, y)] in a rectangle and a
square of the same size increases with the ratio of the length of the sides of the region; when this ratio is
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Table 2: Full factorial design

∆TCcg = [TC(xc, yc)− TC(xg, yg)]/TC(xg, yg)
Variables Values Mean Min. 1st quartile Med. 3rd quartile Max.

All -2.48% -40.86% -5.33% -1.84% 1.40% 8.62%

dcg/
√
S 0.05 -5.96% -40.86% -7.86% -4.55% -2.53% 0.08%

0.1 -4.35% -39.85% -6.28% -2.91% -0.86% 1.79%
0.15 -1.67% -38.16% -3.65% -0.19% 1.92% 4.65%
0.2 2.07% -35.81% 0.01% 3.60% 5.79% 8.62%

α 0.05 -6.55% -40.86% -10.66% -5.32% -1.28% 8.23%
0.15 -3.74% -27.72% -7.05% -3.21% 0.13% 8.23%
0.25 -1.95% -20.83% -4.87% -1.82% 1.35% 8.36%
0.35 -0.61% -16.00% -3.33% -0.82% 2.42% 8.49%
0.45 0.47% -12.24% -2.13% 0.06% 3.28% 8.62%

r 0.3 0.49% -19.38% -2.04% 0.16% 3.40% 8.62%
0.4 -0.94% -25.28% -3.55% -0.96% 2.28% 8.43%
0.5 -2.43% -30.82% -5.28% -2.08% 1.12% 8.22%
0.6 -3.97% -36.01% -7.14% -3.23% 0.09% 8.02%
0.7 -5.53% -40.86% -9.06% -4.43% -0.86% 7.80%

δr 0.1 0.76% -15.24% -1.79% 0.37% 3.57% 8.62%
0.15 -0.92% -22.38% -3.53% -0.94% 2.30% 8.36%
0.2 -2.54% -29.01% -5.38% -2.13% 1.07% 8.09%
0.25 -4.09% -35.17% -7.15% -3.33% 0.01% 7.83%
0.3 -5.59% -40.86% -8.99% -4.48% -1.06% 7.57%

Pc − Pn 0.3 0.60% -14.96% -1.93% 0.24% 3.45% 8.62%
0.4 -0.63% -20.14% -3.23% -0.70% 2.55% 8.44%
0.5 -1.86% -25.32% -4.62% -1.63% 1.61% 8.26%
0.6 -3.09% -30.50% -6.01% -2.53% 0.73% 8.08%
0.7 -4.33% -35.68% -7.55% -3.49% -0.07% 7.90%
0.8 -5.56% -40.86% -9.04% -4.40% -0.86% 7.72%

β 0 -4.36% -40.86% -7.66% -3.21% 0.25% 8.38%
0.05 -3.23% -35.69% -6.27% -2.40% 0.83% 8.45%
0.1 -2.32% -31.27% -5.18% -1.81% 1.40% 8.51%
0.15 -1.57% -27.46% -4.29% -1.29% 1.95% 8.57%
0.2 -0.91% -24.13% -3.57% -0.86% 2.40% 8.62%

equal to 1.7, the error is approximately 5%. Finally, E[∆d] is independent of the size of the region S (see
the Appendix).

Table 2 shows a full factorial design of all relevant parameters. In a full factorial design, all levels of
each independent variable combine with all levels of the other independent variables to produce all possible
combinations (for an example, see Hunter and Naylor, 1970). In our case, the table shows the influence of
the independent variables dcg/

√
S, α, r, δr, Pc−Pn, and β on the relative cost difference between a location

in the logistics concentration area and the center of gravity of customer demand ∆TCcg. If this difference
is negative, the distribution center should locate in the logistics concentration area. To model the rapidly
decreasing probability with greater distance from the logistics concentration area, we set k to 10100 for the
numerical analysis that we present in this section.

The outcomes of a full factorial design depend on the values chosen for the independent variables. The
values for the independent variables in Table 2 coincide with those found in prior literature (see Section 3) or
are reasonable in practice. We express the distance between the logistics concentration area and the center
of gravity of customer demand relative to the size of the region S. In a square region,

√
S is equal to the

length of a side of the region. The included values for dcg/
√
S reached up to 0.2 times

√
S: the larger this

distance, the less attractive the logistics concentration area is. The shipment size, relative to the size of a
truck (α), varied between 0.05 and 0.45. Values of α > 0.5 decrease possibilities for combining transport
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flows, because trucks are already more than halfway filled with one shipment. For values of α below 0.05
(i.e., less than a pallet), the shipments are likely offered to couriers, whose standard tariffs are independent
of the total transport demand. The variables r and δr relate to the per distance unit transportation costs,
which depend on the freight rates of the LSP. From prior literature (see Section 3.3), we chose values for r
between 0.3 and 0.7. Values of δ were between 10 and 30%. For Pc − Pn, which represents the difference
between the probabilities of being able to combine transport flows for firms located in and far from the
logistics concentration area, we used values between 0.3 and 0.8. With a constant difference between these
probabilities, changing the value of Pn (and Pc accordingly) does not result in a major difference in ∆TCcg
(increasing Pn from 0 to 0.2 decreases the average ∆TCcg from -2.26% to -2.48%). The difference between
these probabilities thus gets included in the analysis. Table 2 shows the results for Pn = 0.2. Finally, values
for β, representing the drop costs per shipment, varied between 0 and 0.2, in line with prior literature (see
Section 3.3).

With these selected values for the different variables, we find on average that it is beneficial to locate
in the logistics concentration area, because the average relative difference between the total transportation
costs in the logistics concentration area and the center of gravity of customer demand is -2.48% (see Table 2).
At their most favorable values, the variables suggest that a gain of 40.86% can be obtained from locating in
the logistics concentration area. Starting with the third row of Table 2, we provide ∆TCcg statistics for each

value of each variable, compared with all other variables; for example, the third row shows for dcg/
√
S = 0.05

that the average relative gain of locating in the logistics concentration area, rather than a location in the
center of gravity of customer demand, is 5.96%. This is the average based on all values of the other five
variables (i.e., over 54 · 6 = 3750 values).

These values also show that dcg/
√
S has the largest influence on ∆TCcg: An increase from 0.05 to 0.2

results in an 8.1 percentage points increase in average ∆TCcg. On average, it is beneficial to locate in the
logistics concentration area if this distance is 0.15 times the length of the sides of the distribution region, as
we show graphically in Figure 3. In practice, the logistics concentration area can be located up to about 111
kilometers from Orleans (a central city in France) and still be the optimal location for a distribution center
that serves customers in France, when we approximate France as a square with 740-km sides.

Also α has a relatively large influence on ∆TCcg, such that an increase of α from the minimum to the
maximum value increases the average ∆TCcg by 6.6 percentage points. Table 2 shows that the potential
to gain from a location in a logistics concentration area is highest with smaller shipment sizes (within the
considered range of shipment sizes).

The variables that relate to the per distance unit transport costs based on the freight rates of the
LSP, r and δr, have similar influences on the average ∆TCcg, namely, differences of 5.7 and 6.0 percentage

Figure 3: Location in a logistics concentration area within 0.15
√
S units from the center of gravity of customer

demand, which is beneficial on average in the cases analyzed with the full factorial design
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points, respectively, from their minimum to their maximum values. In practice, the values of r and δr
are determined by the characteristics of the shipments of the LSP, of the shipper, and of the collaboration
partner(s) of the shipper; for example, δr is larger when the cost reduction per shipment that the LSP can
obtain by combining shipments of the collaborating shippers is larger. In general, adding the shipments
of the collaborating shippers lowers the costs for the LSP and thereby lowers freight rates in two ways:
First, the number of shipments of the collaborating shippers is relatively large compared with the number of
shipments by the LSP’s other customers, such that adding these shipments results in a much higher network
density. Second, the shipments of the collaborating shippers complement the shipments of the LSP, such as
by adding return trips to the trips the LSP already had planned.

The difference between the probabilities of combining transport flows (Pc − Pn) and the drop costs β
results in a decrease of the average ∆TCcg by 4.8 and 3.2 percentage points, respectively, if changed from
the minimum to the maximum allowed value. That is, these variables have the least influence on ∆TCcg of
all the variables we have considered.

For additional insights, Table 3 lists statistics similar to those in Table 2, but with specific values for the
two most important variables, dcg/

√
S and α. For relatively high values of these variables, it is not beneficial

to locate in the logistics concentration area. Instead, locating in the logistics concentration area is beneficial
on average only if the distance between the logistics concentration area and the center of gravity of customer
demand is less than 0.2 times the length of the sides of the region and the shipment size is 5% of a full truck,
or else if the distance is less than 0.15 times the length of the sides of the region, even for shipments whose
sizes are less than 25% of a full truck. With dcg/

√
S = 0.15, in 25% of the cases, it even remains beneficial

to locate in the logistics concentration area for α ≤ 0.35.
Finally, in Figure 4 we depict the relationship between dcg/

√
S and ∆TCcg for different values of α, r,

and δr, with the other variables fixed at their median (from Table 2). For the median values of r and δr,
Figure 4(b) shows that the combination of dcg/

√
S and α determines whether it is beneficial to locate in the

logistics concentration area and the size of the benefits. A comparison of Figures 4(a) to 4(c) shows that
the product of δr and r exerts a major influence on the benefits obtained from a location in the logistics
concentration area: If this product is small (Figure 4(c)), there is (almost) no benefit of locating in the
logistics concentration area, but if this product is relatively large (Figure 4(a)), large gains result from

Table 3: Full factorial design for specific values of dcg/
√
S and α

∆TCcg = [TC(xc, yc)− TC(xg, yg)]/TC(xg, yg)

dcg/
√
S α Mean Min. 1st quartile Med. 3rd quartile Max.

0.05 0.05 -9.89% -40.86% -13.25% -8.13% -4.71% -0.28%
0.05 0.15 -7.18% -27.72% -9.66% -6.06% -3.61% -0.29%
0.05 0.25 -5.45% -20.83% -7.37% -4.64% -2.75% -0.17%
0.05 0.35 -4.16% -16.00% -5.61% -3.54% -2.08% -0.04%
0.05 0.45 -3.12% -12.24% -4.27% -2.65% -1.48% 0.08%
0.1 0.05 -8.35% -39.85% -11.76% -6.56% -3.07% 1.43%
0.1 0.15 -5.58% -26.48% -8.11% -4.44% -1.96% 1.42%
0.1 0.25 -3.83% -19.47% -5.78% -3.00% -1.08% 1.54%
0.1 0.35 -2.52% -14.56% -3.99% -1.88% -0.40% 1.67%
0.1 0.45 -1.46% -10.74% -2.63% -0.98% 0.20% 1.79%
0.15 0.05 -5.78% -38.16% -9.29% -3.94% -0.36% 4.27%
0.15 0.15 -2.94% -24.42% -5.53% -1.77% 0.79% 4.26%
0.15 0.25 -1.14% -17.21% -3.14% -0.28% 1.69% 4.39%
0.15 0.35 0.21% -12.16% -1.30% 0.87% 2.39% 4.52%
0.15 0.45 1.30% -8.24% 0.10% 1.80% 3.01% 4.65%
0.2 0.05 -2.20% -35.81% -5.84% -0.29% 3.43% 8.23%
0.2 0.15 0.75% -21.55% -1.94% 1.97% 4.62% 8.23%
0.2 0.25 2.62% -14.07% 0.54% 3.50% 5.56% 8.36%
0.2 0.35 4.02% -8.83% 2.45% 4.70% 6.28% 8.49%
0.2 0.45 5.15% -4.75% 3.90% 5.67% 6.93% 8.62%
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(a) r = 0.7, δr = 0.3, δrr = 0.21

(b) r = 0.5, δr = 0.2, δrr = 0.10

(c) r = 0.3, δr = 0.1, δrr = 0.03

Figure 4: ∆TCcg as a function of dcg/
√
S and different values of α (Pn = 0.2, Pc = 0.8, β = 0.1)
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locating in the logistics concentration area. Recall that Table 2 showed that δr and r have an comparable
individual influences on the total cost difference.

In conclusion, a location in the logistics concentration area is beneficial on average if the distance between
the logistics concentration area and the center of gravity of customer demand is less than 0.2 times the length
of the sides of the region and the shipment size is 5% of a full truck, or if this distance is less than 0.15 times
the length of the sides of the region, even for shipment sizes of less than 25% of a full truck. However, the
benefits of co-location depend on six different variables, so each specific situations must determine whether
a location in the logistics concentration area will be beneficial for each specific shipper. We recommend
that shippers use Equation 5 to determine the benefits they are likely to gain from locating in a logistics
concentration area in each situation they encounter in practice.

5 Model extensions

This section relaxes some of the assumptions in Section 3 and presents some extensions to the model.

5.1 Demand per customer greater than one truck

We previously assumed that the demand per customer is smaller than the capacity of a truck, such that
all customers could be served solely with round trips. In practice, demand per customer may exceed the
capacity of a truck, in which case customer demand can be divided into Nw = b vW c ∈ N full truck loads and
some fraction of partial truckloads 0 ≤ αw = v

W −Nw < 1. The transport costs per distance unit per period
ct change with the costs of the full truck loads:

ct(Nw, αw) = θNw + ct(αw),
ct(Nw, αw) = θNw + ct(αw), and
∆ct(Nw, αw) = ∆ct(αw).

(15)

The logistics firm is indifferent between a location in the logistics concentration area and in the center of
gravity of customer demand if and only if:

E[∆d] =
(Pc − Pn) · (1− k−dcg ) ·∆ct(αw)

θNw + ct(αw)− Pc ·∆ct(αw)
, (16)

and with the combined per distance unit transport cost function:

E[∆d] =
(Pc − Pn) · (1− k−dcg ) · (1− β) · α1−r

w · (1− αδrr)
Nw + β + (1− β) · α1−r

w · (1− Pc · (1− αδrr))
. (17)

The number of full trucks to be delivered per customer Nw strongly influences whether a location in the
logistics concentration area is beneficial or not. A location outside the center of gravity of customer demand
results in many extra units of transport distance if many trucks are needed per customer.

5.2 More than one logistics concentration area

The model in Section 3 assumed only one logistics concentration area in the region. In practice, there
probably are more than one (e.g., Van den Heuvel et al., 2013). These different logistics concentration areas
also should have different characteristics. Van den Heuvel et al. (2012a) distinguish between specialized and
diverse logistics concentration areas, such that the former contain logistics firms with a similar specialization
based on sector, product type, and/or service, whereas the latter contain many different logistics firms
without any particular specialization. Van den Heuvel et al. (2012a) conclude that logistics firms located in
specialized logistics concentration areas for fresh produce exchange more transport capacity than logistics
firms in diverse logistics concentration areas. Accordingly, for logistics firms that specialize in the storage
and transport of fresh produce, the probability of combining transport flows with other logistics firms is
higher in a specialized logistics concentration area rather than in a diverse logistics concentration area.
Furthermore, the potential for cooperation with other firms may be higher, because these firms likely have
a similar distribution of customers over the region.
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Assume that the region described in Section 3 contains two logistics concentration areas, c1 and c2.
Furthermore, assume Pc1 > Pc2 > Pn and ∆ct,c1 > ∆ct,c2 . The probability of combining transport flows
and/or the related gains could be greater in one logistics concentration area than in the other for several
reasons, such as a relevant specialization. In turn, we can identify three possibly optimal facility locations in
this region, depending on the distances between these logistics concentration areas and the center of gravity
of customer demand. If c1 is closer to the center of gravity of customer demand than c2 is, then c2 no longer
is an interesting location, because E[d(xc1 , yc1)] < E[d(xc2 , yc2)]. However, if c2 is closer to this center of
gravity than c1, we confront the same trade-off between the extra benefits and the extra units of transport
distance resulting from a location in logistics concentration area 1. To be indifferent between the two logistics
concentration areas, transport costs must be equal, TC(xc1, yc1) = TC(xc2, yc2), which occurs if and only if:

E[d(xc1 , yc1)]

E[d(xc2 , yc2)]
=
ct(α)− Pc2 ·∆ct,c2
ct(α)− Pc1 ·∆ct,c1

, (18)

and according to the combined per distance unit transportation cost function (δr,c1 > δr,c2):

E[d(xc1 , yc1)]

E[d(xc2 , yc2)]
=
β + (1− β) · α1−r · (1− Pc2 · (1− αδr,c2r))
β + (1− β) · α1−r · (1− Pc1 · (1− αδr,c1r))

. (19)

By comparing the two logistics concentration areas, we can determine which is more cost-efficient. The
logistics concentration area with lower costs then can be compared against the center of gravity of customer
demand, using the model in Section 3. An analysis with more than two logistics concentration areas can be
conducted similarly.

5.3 Other per distance unit transport cost function

We previously modeled the per distance unit transport costs using a combination of the power and adjusted
inverse freight rate function, with the costs normalized on the full truckload freight rate. Gains in horizontal
collaboration only resulted in an increase of the routing efficiency. These assumptions are relaxed in this
section.

5.3.1 Full truck rates for LTL shipments

We previously assumed that transporting shipments smaller than a TL shipment (α < 1) always costs less
than a full truckload θ. However, in practice, freight rate tables may include a category from about 70%
of a truck until a TL with a constant freight rate (e.g., Mendoza and Ventura, 2009). If so, then the per
distance unit cost function should be normalized not on a full truck (as in Section 3) but on about 70% of
a full truck. If we define z as the shipment size relative to the truck size from which a full truckload rate is
paid, we obtain the following per distance unit transport cost (difference) functions (for α < z):

ct(α) = θ · [β + (1− β) · zr−1 · α1−r],
ct(α) = θ · [β + (1− β) · z(1−δr)r−1 · α1−(1−δr)r],
∆ct(α) = θ · (1− β) · zr−1 · α1−r · (1− z−δrr · αδrr).

(20)

Figure 5 shows the meaning of z graphically. With analyses similar to those we conducted in Section 4,
we considered z values ranging from 0.7 to 1 (in increments of 0.1). Because decreasing z increases the per
distance unit cost function (see Figure 5), we also decreased r to compensate, such that the r values ranged
from 0.2 to 0.6. With decreasing z from 1 to 0.7, the average total transportation cost difference ∆TCcg
values were equal to -1.00%, -0.71%, -0.38%, and 0.01%, respectively. That is, a lower z implied a less
attractive location in a logistics concentration area. Table 4 presents the full factorial design with z equal to
0.7. Comparing Tables 2 and 4 reveals that though the benefits of locating in a logistics concentration area
generally decreased, in slightly less than 50% of the cases (based on the median shown in the second row of
Table 4), the location in a logistics concentration area still was optimal.

14



Figure 5: Transport costs per distance unit as function of z and r

5.3.2 Partner has same customers

Section 3 assumed that cooperation would decrease r in the per distance unit transport cost function.
However, if the cooperation partner has at least some of the same customers, the drop costs β also decrease,
resulting in different (per distance unit) transport costs (difference) functions. In practice, this is especially
relevant for supply to retail, as many suppliers only supply a relatively small number of retailers, such that
they all probably have some of the same customers.

We define δβ as the relative decrease of β that results from an overlap of customers of the shipper and
its collaboration partner(s). Then, the cost functions change to:

ct(α) = θ · [(1− δβ) · β + (1− (1− δβ) · β) · α1−(1−δr)r)],
∆ct(α) = θ · [(1− β) · α1−r · (1− αδrr) + δβ · β · (1− α1−(1−δr)r)]
TC(x, y) = E[d(x, y)] · S ·Na · θ · (β + (1− β) · α1−r · [1− P (x, y) · (1− αδrr)],

−P (x, y) · δβ · β · (1− α1−(1−δr)r)).

(21)

Without replicating the full factorial design, it is clear that if both r and β can be reduced by choosing
a location in a logistics concentration area, logistics concentration areas only become more attractive.

5.4 Continuous facility location model

Analytic facility location models assume that customers are distributed continuously across the service region,
whereas continuous location models assume that demands arise only at discrete locations (though the facility
can be located anywhere in the region; for precise definitions of facility location models, see Daskin, 2008).
If, instead of relying on the assumptions of an analytic facility location model, we assume that demands
arise at discrete locations (from customers who we still assume are similar), the total transport costs can
be expressed as follows, where di(x, y) is the distance between customer i and the facility at location (x, y),
and n = Na · S is the total number of customers:

TC(x, y) =
∑n
i=1(1− P (x, y)) · ct(α) · di(x, y) + P (x, y) · ct(α) · di(x, y)

= [ct(α)− P (x, y) ·∆ct(α)]
∑n
i=1 di(x, y).

(22)

The location decision maker is indifferent between a location in the center of gravity of customer demnad
(xg, yg) and the logistics concentration area (xc, yc) if and only if (similar to Equation 8):∑n

i=1 di(xc, yc)− di(xg, yg)∑n
i=1 di(xg, yg)

=
∆ct(α) · (Pc − Pn) · (1− k−dcg )

ct(α)− Pc ·∆ct(α)
. (23)
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Table 4: Full factorial design with z = 0.7

∆TCcg = [TC(xc, yc)− TC(xg, yg)]/TC(xg, yg)
Variables Values Mean Min. 1st quartile Med. 3rd quartile Max.

All 0.01% -32.34% -2.45% 0.05% 3.45% 8.95%

dcg/
√
S 0.05 -3.56% -32.34% -4.72% -2.38% -1.05% 0.38%

0.1 -1.91% -31.18% -3.09% -0.71% 0.64% 2.1%
0.15 0.84% -29.25% -0.37% 2.07% 3.46% 4.96%
0.2 4.67% -26.56% 3.41% 5.95% 7.40% 8.95%

α 0.05 -3.49% -32.34% -6.92% -2.69% 0.73% 8.61%
0.15 -1.09% -19.90% -3.90% -1.04% 2.19% 8.63%
0.25 0.46% -13.51% -2.16% 0.07% 3.34% 8.74%
0.35 1.62% -9.09% -1.02% 1.08% 4.16% 8.85%
0.45 2.55% -5.67% -0.22% 1.74% 4.73% 8.95%

r 0.2 2.29% -11.56% -0.38% 1.60% 4.61% 8.95%
0.3 1.19% -17.19% -1.31% 0.81% 4% 8.84%
0.4 0.05% -22.52% -2.5% -0.09% 3.24% 8.73%
0.5 -1.13% -27.57% -3.86% -0.88% 2.41% 8.62%
0.6 -2.34% -32.34% -5.28% -1.70% 1.54% 8.5%

δr 0.1 2.09% -11.56% -0.5% 1.48% 4.53% 8.95%
0.15 1.02% -17.19% -1.45% 0.71% 3.92% 8.84%
0.2 -0.02% -22.52% -2.52% -0.08% 3.26% 8.74%
0.25 -1.03% -27.57% -3.67% -0.76% 2.56% 8.63%
0.3 -2.01% -32.34% -4.76% -1.40% 1.82% 8.53%

Pc − Pn 0.3 1.96% -11.77% -0.61% 1.41% 4.47% 8.95%
0.4 1.18% -15.88% -1.33% 0.84% 4.03% 8.88%
0.5 0.40% -20.00% -2.11% 0.22% 3.56% 8.81%
0.6 -0.38% -24.11% -2.96% -0.34% 3.06% 8.74%
0.7 -1.16% -28.22% -3.82% -0.80% 2.50% 8.67%
0.8 -1.94% -32.34% -4.72% -1.29% 1.95% 8.60%

β 0 -1.22% -32.34% -3.89% -0.66% 2.63% 8.87%
0.05 -0.47% -27.71% -3.05% -0.27% 3.11% 8.89%
0.1 0.12% -23.89% -2.37% 0.07% 3.46% 8.91%
0.15 0.60% -20.68% -1.89% 0.43% 3.76% 8.93%
0.2 1.02% -17.94% -1.45% 0.74% 3.94% 8.95%

Because we model every customer separately, we now can consider different levels of demand per customer.
Furthermore, the model in Section 3 assumed that for every customer, the probability of a combined delivery
was the same, depending on the location of the distribution center. This assumption may be reasonable if
customers are uniformly distributed over the region. However, if demands arise at discrete points in the
region, for some customers, delivery might be combined with deliveries from other logistics firms; for other
firms, delivery simply cannot be combined, depending primarily on the location of the customer. That is, if
the customer is located close to other firms, transport to that customer likely can be combined with transport
from other firms. If the customer instead has an isolated location, there is no gain from combining its demand
with another firm’s transport flows. Therefore, the probability that transport flows can be combined depends
on the location of not only the facility but also the customer i. Finally, the per distance unit transport cost
function may depend on the customer (location). Then, total transport costs can be expressed as follows:

TC(x, y) =

n∑
i=1

[ct,i(αi)− Pi(x, y) ·∆ct,i(αi)] · di(x, y). (24)

Although this model can be analyzed in general, it primarily is valuable for specific situations in practice,
because the outcomes depend on specific customer characteristics.
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6 Conclusions

We have developed a model to determine the optimal location of a distribution center by explicitly taking
into account the opportunity to combine transport flows in logistics concentration areas. Traditional facility
location models only model transport costs from the perspective of the shipper’s supply chain, whereas our
proposed model includes a transport cost function that depends on opportunities to combine transport flows
with other shippers. This opportunity is location dependent and is higher when there are more other shippers
in close proximity to the shipper’s location. A location in a logistics concentration area thus provides an
excellent opportunity to decrease transport costs by combining transport flows with other shippers’ transport
flows. At the same time, logistics concentration areas may not appear co-located with the center of gravity of
customer demand, such that the distances that need to be traveled tend to increase. The trade-off between
reduced transport costs and the extra distance traveled determines whether it is optimal to locate in a logistics
concentration area. This trade-off primarily depends on the distance between the logistics concentration area
and customer demand, together with the average shipment size. In addition, the combination of the current
routing efficiency and the improvement that can be obtained from collaboration offers another important
variable for determining whether the logistics concentration area is the optimal location for a distribution
center.

A shipper can use the model we have developed to determine whether a location in a logistics con-
centration is optimal, based on the transportation costs resulting from the location decision. Numerical
experiments based on a square-shaped distribution region show that on average it is beneficial to locate in
the logistics concentration area, if that area is within a distance of 0.15 times the length of the sides of the
region from the center of gravity of customer demand. In addition, for relevant shipment sizes (i.e., between
5% and 50% of the capacity of a full truck), smaller shipments increase the probable gains from locating in a
logistics concentration area. Recent developments such as just-in-time manufacturing and e-commerce, have
radically altered supply chains (Johnson and Whang, 2002), resulting in smaller shipment sizes in general
(Hesse, 2002; Banister and Stead, 2004; Janssen and Verbraeck, 2005), which increases the attractiveness of
logistics concentration areas. This development also may explain the increased attention to logistics clusters
(Sheffi, 2012) and why logistics concentration areas grow over time (e.g., in the south of the Netherlands,
Van den Heuvel et al., 2013). Because the exact cost advantage of locating in a logistics concentration area
also depends on transportation efficiency, the difference in the probability of combining transport flows in a
logistics concentration area versus elsewhere, and the drop costs, individual shippers should use our model to
determine whether a location in a logistics concentration area really is beneficial for their specific situations.

This article presents a novel model that explicitly considers synergies achieved through the co-location
of logistics firms in a shipper’s location decision. Using an analytic facility location model, we assumed
uniformly distributed demand points over the region and equal deterministic demand from each customer.
Extending this approach to discrete location decision models aqnd/or stochastic models offers an interesting
route for further research and could result in additional insights for firms that must determine the optimal
location for a new distribution center.
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Appendix

Expected distance between the facility and a random customer

The expected distance between the center of gravity of customer demand (xg, yg) and a random customer
in a region with the shape of a square (Eilon et al., 1971) is equal to:
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The expected distance between the logistics concentration area (xc, yc) and a random customer can be
expressed relative to the center of gravity of customer demand, with −0.5 ≤ ∆x = xc/

√
S − 0.5 ≤ 0.5 and

−0.5 ≤ ∆y = yc/
√
S − 0.5 ≤ 0.5:
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where
C = 1

2 −∆x D = 1
2 −∆y E = 1

2 + ∆x F = 1
2 + ∆y

Dividing Equation 25 by Equation 26 leaves an expression independent of S.

List of variables

α = Shipment size as a fraction of a full truckload (per customer per period)
αw = Fraction of a full truckload remaining after the full truckloads are subtracted from

the shipment size (per period)
β = Shape parameter of the adjusted inverse freight rate function
ct(α) = Transport costs depending on the shipment size α (Euro per distance unit per period)
ct(α) = Transport costs depending on the shipment size α if flows can be combined with

other logistics companies (Euro per distance unit per period)
ct(α) = Transport costs depending on the shipment size α if flows cannot be combined with

other logistics companies (Euro per distance unit per period)
dc(x, y) = Distance between the logistics concentration area and the distribution center at

location (x, y) (distance units)
dcg = Distance between the logistics concentration area and the center of gravity of customer

demand (distance units)
∆ct(α) = Difference between the per distance unit transport costs in case flows can be combined and

the transport costs in case flows cannot be combined (Euro per distance unit per period)
∆TCcg = Relative total transport cost difference between the location in the logistics concentration

area and the center of gravity of customer demand
δβ = Relative reduction of β if flows can be combined
δr = Relative reduction of r if flows can be combined
E[d(x, y)] = Expected distance between the distribution center at location (x, y) and a random customer

in the distribution region (distance units)
E[dc] = E[d(xc, yc)]

= Expected distance between the distribution center in the logistics concentration area and
a random customer in the distribution region (distance units)

E[dg] = E[d(xg, yg)]
= Expected distance between the distribution center in the center of gravity of customer

demand and a random customer in the region (distance units)
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E[∆d] = Expected extra transport distance to a random customer in the region resulting from a
location in the logistics concentration area relative to the location in the center of
gravity of customer demand (distance units)

ft(v) = Freight rate depending on the shipment size v (Euro per weight unit per distance unit)
k = Shape parameter of the probability function
Na = Spatial customer density (number of customers per squared distance unit)
Nw = Number of full truckloads per shipment (per period)
P (x, y) = Probability that transport flows can be combined at location (x, y)
Pc = Probability that transport flows can be combined in the logistics concentration area
Pn = Probability that transport flows can be combined at a location far from the logistics

concentration area
r = Shape parameter of the power freight rate function
S = Size of the distribution region (squared distance units)
TC(x, y) = Total transport costs resulting from a location in (x, y) (Euro per period)
θ = Transport costs of a TL shipment (Euro per distance unit per period)
v = Shipment size (weight units per customer per period)
W = Weight of a TL shipment (weight units)
z = Shipment size as a fraction of a full truck from which a full truckload is paid
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Vanovermeire, C., Sörensen, K., Van Breedam, A., Vannieuwenhuyse, B., Verstrepen, S., 2012. Efficient
supply chains through flexible horizontal collaboration. Research paper 2012-007, Antwerp: University of
Antwerp.

Wallenburg, C.M., Cahill, D.L., Knemeyer, A.M., Goldsby, T.J., 2011. Commitment and trust as drivers of
loyalty in logistics outsourcing relationships: cultural differences between the United States and Germany.
Journal of Business Logistics 32, 83–98.

21



Working Papers Beta 2009 - 2013 
 
 
 
nr.  Year  Title                                                                Author(s) 

410 
 
 
 
409 
 
 
408 
 
 
407 
 
 
406 
 
 
405 
 
404 
 
 
403 
 
 
402 
 
 
 
401 
 
 
 
 
400 
 
 
 
399 
 
 
 

2013 
 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
 
2013 
 
 
 
2012 
 
 
 
2012 
 
 
 

To co-locate or not? Location decisions and 
logistics concentration areas 
 
 
The Time-Dependent Pollution-Routing Problem 
 
 
Scheduling the scheduling task: A time 
Management perspective on scheduling 
 
Clustering Clinical Departments for Wards to 
Achieve a Prespecified Blocking Probability 
 
MyPHRMachines: Personal Health Desktops 
in the Cloud 
 
Maximising the Value of Supply Chain Finance 
 
 
Reaching 50 million nanostores: retail  
distribution in emerging megacities 
 
A Vehicle Routing Problem with Flexible Time 
Windows 
 
The Service Dominant Business Model: A  
Service Focused Conceptualization 
 
 
Relationship between freight accessibility and  
Logistics employment in US counties 
 
 
A Condition-Based Maintenance Policy for Multi-
Component Systems with a High Maintenance 
Setup Cost 
 
A flexible iterative improvement heuristic to 
Support creation of feasible shift rosters in 
Self-rostering 
 
 

Frank P. van den Heuvel, Karel H. van 
Donselaar, Rob A.C.M. Broekmeulen, 
Jan C. Fransoo, Peter W. de Langen 
 
Anna Franceschetti, Dorothée Honhon, 
Tom van Woensel, Tolga Bektas, Gilbert 
Laporte. 
 
J.A. Larco, V. Wiers, J. Fransoo 
 
J. Theresia van Essen, Mark van 
Houdenhoven, Johann L. Hurink 
 
Pieter Van Gorp, Marco Comuzzi 
 
 
Kasper van der Vliet, Matthew J. 
Reindorp, Jan C. Fransoo 
 
 
Edgar E. Blanco, Jan C. Fransoo 
 
Duygu Tas, Ola Jabali, Tom van Woensel 
 
 
Egon Lüftenegger, Marco Comuzzi, 
Paul Grefen, Caren Weisleder 
 
 
Frank P. van den Heuvel, Liliana Rivera, 
Karel H. van Donselaar, Ad de Jong, 
Yossi Sheffi, Peter W. de Langen, Jan C. 
Fransoo 
 
Qiushi Zhu, Hao Peng, Geert-Jan van 
Houtum 
 
E. van der Veen, J.L. Hurink,  
J.M.J. Schutten, S.T. Uijland 
 
 
 



398 
 
 
 
 
397 
 
 
 
396 
 
 
395 
 
 
394 
 
 
 
393 
 
 
 
392 
 
 
391 
 
 
390 
 
 
 
389 
 
 
388 
 
 
387 
 
 
386 
 
 

2012 
 
 
 
 
2012 
 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
 
2012 
 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 

Scheduled Service Network Design with 
Synchronization and Transshipment Constraints 
For Intermodal Container Transportation 
Networks 
 
Destocking, the bullwhip effect, and the credit 
Crisis: empirical modeling of supply chain 
Dynamics 
 
Vehicle routing with restricted loading  
capacities 
 
Service differentiation through selective 
lateral transshipments 
 
A Generalized Simulation Model of an  
Integrated Emergency Post 
 
 
Business Process Technology and the Cloud: 
Defining a Business Process Cloud Platform 
 
Vehicle Routing with Soft Time Windows and 
Stochastic Travel Times: A Column Generation 
And Branch-and-Price Solution Approach 
 
Improve OR-Schedule to Reduce Number of 
Required Beds 
 
How does development lead time affect 
performance over the ramp-up lifecycle? 
 
 
Evidence from the consumer electronics 
industry 
 
The Impact of Product Complexity on Ramp- 
Up Performance 
 
Co-location synergies: specialized versus 
diverse logistics concentration areas 
 
Proximity matters: Synergies through co-location 
of logistics establishments 
 
 

K. Sharypova, T.G. Crainic, T. van 
Woensel, J.C. Fransoo 
 
 
 
Maximiliano Udenio, Jan C. Fransoo, 
Robert Peels 
 
 
J.  Gromicho, J.J. van Hoorn, A.L. Kok 
J.M.J. Schutten 
 
E.M. Alvarez, M.C. van der Heijden, 
I.M.H. Vliegen, W.H.M. Zijm 
 
Martijn Mes, Manon Bruens 
 
 
 
Vasil Stoitsev, Paul Grefen 
 
 
D. Tas, M. Gendreau, N. Dellaert, 
T. van Woensel, A.G. de Kok 
 
 
J.T. v. Essen, J.M. Bosch, E.W. Hans, 
M. v. Houdenhoven, J.L. Hurink 
 
Andres Pufall, Jan C. Fransoo, Ad de 
Jong 
 
 
Andreas Pufall, Jan C. Fransoo, Ad de 
Jong, Ton de Kok 
 
Frank P.v.d. Heuvel, Peter W.de Langen, 
Karel H. v. Donselaar, Jan C. Fransoo 
 
Frank P.v.d. Heuvel, Peter W.de Langen, 
Karel H. v.Donselaar, Jan C. Fransoo 
 
Frank P. v.d.Heuvel, Peter W.de Langen, 
Karel H.v. Donselaar, Jan C. Fransoo 
 



 
385 
 
 
384 
 
 
383 
 
 
382 
 
 
 
381 
 
 
 
380 
 
 
379 
 
 
 
378 
 
 
377 
 
 
376 
 
 
375 
 
 
374 
 
 
373 
 
 
372 
 

 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
 
2012 
 
 
 
2012 
 
 
2012 
 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 

Spatial concentration and location dynamics in 
logistics:the case of a Dutch province  
 
 
FNet: An Index for Advanced Business Process 
Querying 
 
Defining Various Pathway Terms 
 
 
The Service Dominant Strategy Canvas: 
Defining and Visualizing a Service Dominant 
Strategy through the Traditional Strategic Lens 
 
A Stochastic Variable Size Bin Packing Problem 
With Time Constraints 
 
Coordination and Analysis of Barge Container 
Hinterland Networks 
 
 
Proximity matters: Synergies through co-location 
of logistics establishments 
 
 
A literature review in process harmonization: a 
conceptual framework 
 
A Generic Material Flow Control Model for  
Two Different Industries 
 
 
Dynamic demand fulfillment in spare parts 
networks with multiple customer classes 
 
Improving the performance of sorter systems by 
scheduling inbound containers 
 
Strategies for dynamic appointment making by 
container terminals 
 
MyPHRMachines: Lifelong Personal Health 
Records in the Cloud 
 
Service differentiation in spare parts supply 
through dedicated stocks 
 

Zhiqiang Yan, Remco Dijkman, Paul 
Grefen 
 
 
W.R. Dalinghaus, P.M.E. Van Gorp 
 
Egon Lüftenegger, Paul Grefen, 
Caren Weisleder 
 
Stefano Fazi, Tom van Woensel, 
Jan C. Fransoo 
 
 
K. Sharypova, T. van Woensel, 
J.C. Fransoo 
 
 
Frank P. van den Heuvel, Peter W. de 
Langen, Karel H. van Donselaar, Jan C. 
Fransoo 
 
Heidi Romero, Remco Dijkman, 
Paul Grefen, Arjan van Weele 
 
S.W.A. Haneya, J.M.J. Schutten, 
P.C. Schuur, W.H.M. Zijm 
 
H.G.H. Tiemessen, M. Fleischmann, 
G.J. van Houtum, J.A.E.E. van Nunen, 
E. Pratsini 
 
K. Fikse, S.W.A. Haneyah, J.M.J. 
Schutten 
 
Albert Douma, Martijn Mes 
 
 
Pieter van Gorp, Marco Comuzzi 
 
 
E.M. Alvarez, M.C. van der Heijden, 
W.H.M. Zijm 
 
Frank Karsten, Rob Basten 
 



 
371 
 
 
370 
 
 
369 
 
 
368 
 
 
 
367 
 
 
366 
 
 
365 
 
 
364 
 
 
 
363 
 
 
362 
 
 
 
361 
 
 
360 
 
 
359 
 
 
358 
 

 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
 
2011 
 
 
2011 
 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 

Spare parts inventory pooling: how to share 
the benefits 
 
 
Condition based spare parts supply 
 
 
Using Simulation to Assess the Opportunities of 
Dynamic Waste Collection 
 
 
Aggregate overhaul and supply chain planning 
for rotables 
 
Operating Room Rescheduling 
 
 
Switching Transport Modes to Meet Voluntary 
Carbon Emission Targets 
 
On two-echelon inventory systems with Poisson 
demand and lost sales 
 
Minimizing the Waiting Time for Emergency 
Surgery 
 
 
Vehicle Routing Problem with Stochastic Travel 
Times Including Soft Time Windows and Service 
Costs 
 
A New Approximate Evaluation Method for Two-
Echelon Inventory Systems with Emergency 
Shipments 
 
 
Approximating Multi-Objective Time-Dependent 
Optimization Problems 
 
Branch and Cut and Price for the Time 
Dependent Vehicle Routing Problem with Time 
Window 
 
Analysis of an Assemble-to-Order System with 
Different Review Periods 
 
Interval Availability Analysis of a Two-Echelon, 
Multi-Item System 
 

X.Lin, R.J.I. Basten, A.A. Kranenburg, 
G.J. van Houtum 
 
 
Martijn Mes 
 
 
J. Arts, S.D. Flapper, K. Vernooij 
 
 
J.T. van Essen, J.L. Hurink, W. Hartholt, 
B.J. van den Akker 
 
Kristel M.R. Hoen, Tarkan Tan, Jan C. 
Fransoo, Geert-Jan van Houtum 
 
Elisa Alvarez, Matthieu van der Heijden 
 
 
J.T. van Essen, E.W. Hans, J.L. Hurink,  
A. Oversberg 
 
Duygu Tas, Nico Dellaert, Tom van 
Woensel, Ton de Kok 
 
 
Erhun Özkan, Geert-Jan van Houtum, 
Yasemin Serin 
 
 
Said Dabia, El-Ghazali Talbi, Tom Van 
Woensel, Ton de Kok 
 
 
 
Said Dabia, Stefan Röpke, Tom Van 
Woensel, Ton de Kok 
 
A.G. Karaarslan, G.P. Kiesmüller, A.G. de 
Kok 
 
Ahmad Al Hanbali, Matthieu van der 
Heijden 
 
Felipe Caro, Charles J. Corbett, Tarkan 
Tan, Rob Zuidwijk 
 



 
357 
 
 
356 
 
 
355 
 
 
 
354 
 
 
353 
 
 
352 
 
351 
 
 
350 
 
 
349 
 
348 
 
 
347 
 
346 
 
 
345 
 
 
344 
 
 
343 
 
342 
 

 
2011 
 
 
2011 
 
 
2011 
 
 
 
2011 
 
 
2011 
 
 
2011 
 
2011 
 
 
2011 
 
 
2011 
 
2011 
 
 
2011 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
2011 
 

Carbon-Optimal and Carbon-Neutral Supply 
Chains 
 
Generic Planning and Control of Automated 
Material Handling Systems: Practical 
Requirements Versus Existing Theory 
 
Last time buy decisions for products sold under 
warranty 
 
 
Spatial concentration and location dynamics in 
logistics: the case of a Dutch provence 
 
Identification of Employment Concentration 
Areas 
 
BOMN 2.0 Execution Semantics Formalized as 
Graph Rewrite Rules: extended version 
 
Resource pooling and cost allocation among 
independent service providers 
 
A Framework for Business Innovation Directions 
 
The Road to a Business Process Architecture: 
An Overview of Approaches and their Use 
 
Effect of carbon emission regulations on 
transport mode selection under stochastic 
demand 
An improved MIP-based combinatorial approach 
for a multi-skill workforce scheduling problem 
 
An approximate approach for the joint problem of 
level of repair analysis and spare parts stocking 
 
Joint optimization of level of repair analysis and 
spare parts stocks 
 
Inventory control with manufacturing lead time 
flexibility 
 
Analysis of resource pooling games via a new 
extenstion of the Erlang loss function 
 
Vehicle refueling with limited resources 
 
Optimal Inventory Policies with Non-stationary 

Sameh Haneyah, Henk Zijm, Marco 
Schutten, Peter Schuur 
 
M. van der Heijden, B. Iskandar 
 
 
 
Frank P. van den Heuvel, Peter W. de 
Langen, Karel H. van Donselaar, Jan C. 
Fransoo 
 
Frank P. van den Heuvel, Peter W. de 
Langen, Karel H. van Donselaar, Jan C. 
Fransoo 
 
Pieter van Gorp, Remco Dijkman 
 
Frank Karsten, Marco Slikker, Geert-Jan 
van Houtum 
 
E. Lüftenegger, S. Angelov, P. Grefen 
 
Remco Dijkman, Irene Vanderfeesten, 
Hajo A. Reijers 
 
K.M.R. Hoen, T. Tan, J.C. Fransoo 
G.J. van Houtum 
 
Murat Firat, Cor Hurkens 
 
 
R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 
 
R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 
 
Ton G. de Kok 
 
Frank Karsten, Marco Slikker, Geert-Jan 
van Houtum 
 
Murat Firat, C.A.J. Hurkens, Gerhard J. 
Woeginger 
 
Bilge Atasoy, Refik Güllü, TarkanTan 
 
Kurtulus Baris Öner, Alan Scheller-Wolf 



 
341 
 
 
339 
 
 
338 
 
 
 
335 
 
 
334 
 
 
 
333 
 
 
 
332 
 
 
331 
 
 
330 
 
 
 
329 
 
 
328 
 
 
327 
 
 
326 
 
 
325 

 
2011 
 
 
2010 
 
 
2010 
 
 
 
2010 
 
 
2010 
 
 
 
2010 
 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 

Supply Disruptions and Advance Supply 
Information 
 
Redundancy Optimization for Critical 
Components in High-Availability Capital Goods 
 
 
Analysis of a two-echelon inventory system with 
two supply modes 
 
 
Analysis of the dial-a-ride problem of Hunsaker 
and Savelsbergh 
 
Attaining stability in multi-skill workforce 
scheduling 
 
 
 
Flexible Heuristics Miner (FHM) 
 
 
An exact approach for relating recovering 
surgical patient workload to the master surgical 
schedule 
 
Efficiency evaluation for pooling resources in 
health care 
 
The Effect of Workload Constraints in 
Mathematical Programming Models for 
Production Planning 
 
Using pipeline information in a multi-echelon 
spare parts inventory system 
 
Reducing costs of repairable spare parts supply 
systems via dynamic scheduling 
 
Identification of Employment Concentration and 
Specialization Areas: Theory and Application 
 
 
A combinatorial approach to multi-skill workforce 
scheduling 
 
 
Stability in multi-skill workforce scheduling 
 

Geert-Jan van Houtum 
 
 
Joachim Arts, Gudrun Kiesmüller 
 
 
 
Murat Firat, Gerhard J. Woeginger 
 
 
Murat Firat, Cor Hurkens 
 
 
A.J.M.M. Weijters, J.T.S. Ribeiro 
 
 
 
P.T. Vanberkel, R.J. Boucherie, E.W. 
Hans, J.L. Hurink, W.A.M. van Lent, W.H. 
van Harten 
 
Peter T. Vanberkel, Richard J. Boucherie, 
Erwin W. Hans, Johann L. Hurink, Nelly 
Litvak 
 
M.M. Jansen, A.G. de Kok, I.J.B.F. Adan 
 
 
Christian Howard, Ingrid Reijnen, Johan 
Marklund, Tarkan Tan 
 
 
H.G.H. Tiemessen, G.J. van Houtum 
 
F.P. van den Heuvel, P.W. de Langen, 
K.H. van Donselaar, J.C. Fransoo 
 
 
Murat Firat, Cor Hurkens 
 
 
Murat Firat, Cor Hurkens, Alexandre 
Laugier 
 
 
M.A. Driessen, J.J. Arts, G.J. v. Houtum, 
W.D. Rustenburg, B. Huisman 



 
 
 
324 
 
 
 
323 
 
 
 
322 
 
 
321 
 
 
 
320 
 
 
319 
 
 
318 
 
 
317 
 
 
316 
 
 
315 
 
 
314  
 
 
313 

 
 
 
2010 
 
 
 
2010 
 
 
 
2010 
 
 
2010 
 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 

 
 
Maintenance spare parts planning and control: A 
framework for control and agenda for future 
research 
 
Near-optimal heuristics to set base stock levels 
in a two-echelon distribution network 
 
 
 
Inventory reduction in spare part networks by 
selective throughput time reduction 
 
The selective use of emergency shipments for 
service-contract differentiation 
 
 
Heuristics for Multi-Item Two-Echelon Spare 
Parts Inventory Control Problem with Batch 
Ordering in the Central Warehouse 
 
Preventing or escaping the suppression 
mechanism: intervention conditions 
 
Hospital admission planning to optimize major 
resources utilization under uncertainty 
 
Minimal Protocol Adaptors for Interacting 
Services 
 
Teaching Retail Operations in  Business and 
Engineering Schools 
 
Design for Availability: Creating Value for 
Manufacturers and Customers 
 
Transforming Process Models: executable 
rewrite rules versus a formalized Java program 
 
Getting trapped in the suppression of 
exploration: A simulation model  
 
A Dynamic Programming Approach to Multi-
Objective Time-Dependent Capacitated Single 
Vehicle Routing Problems with Time Windows 

 
 
R.J.I. Basten, G.J. van Houtum 
 
 
 
M.C. van der Heijden, E.M. Alvarez, 
J.M.J. Schutten 
 
 
E.M. Alvarez, M.C. van der Heijden, W.H. 
Zijm 
 
B. Walrave, K. v. Oorschot, A.G.L. 
Romme 
 
 
Nico Dellaert, Jully Jeunet. 
 
 
R. Seguel, R. Eshuis, P. Grefen. 
 
 
Tom Van Woensel, Marshall L. Fisher, 
Jan C. Fransoo. 
 
Lydie P.M. Smets, Geert-Jan van 
Houtum, Fred Langerak. 
 
Pieter van Gorp, Rik Eshuis. 
 
 
Bob Walrave, Kim E. van Oorschot, A. 
Georges L. Romme 
 
S. Dabia, T. van Woensel, A.G. de Kok 
 
 
 

312 2010 Tales of a So(u)rcerer: Optimal Sourcing 
Decisions Under Alternative Capacitated Osman Alp, Tarkan Tan 



Suppliers and General Cost Structures 

311 2010 
In-store replenishment procedures for perishable 
inventory in a retail environment with handling 
costs and storage constraints 

R.A.C.M. Broekmeulen, C.H.M. Bakx 

310 2010 The state of the art of innovation-driven business 
models in the financial services industry 

E. Lüftenegger, S. Angelov, E. van der 
Linden, P. Grefen 

309 2010 Design of Complex Architectures Using a Three 
Dimension Approach: the CrossWork Case R. Seguel, P. Grefen, R. Eshuis 

308 2010 Effect of carbon emission regulations on 
transport mode selection in supply chains 

K.M.R. Hoen, T. Tan, J.C. Fransoo, G.J. 
van Houtum 

307 2010 Interaction between intelligent agent strategies 
for real-time transportation planning 

Martijn Mes, Matthieu van der Heijden, 
Peter Schuur 

306 2010 Internal Slackening Scoring Methods Marco Slikker, Peter Borm, René van den 
Brink 

305 2010 Vehicle Routing with Traffic Congestion and 
Drivers' Driving and Working Rules 

A.L. Kok, E.W. Hans, J.M.J. Schutten, 
W.H.M. Zijm 

304 2010 Practical extensions to the level of repair 
analysis 

R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 

303 2010 
Ocean Container Transport: An Underestimated 
and Critical Link in Global Supply Chain 
Performance 

Jan C. Fransoo, Chung-Yee Lee 

302 2010 
Capacity reservation and utilization for a 
manufacturer with uncertain capacity and 
demand 

Y. Boulaksil; J.C. Fransoo; T. Tan 

300 2009 Spare parts inventory pooling games F.J.P. Karsten; M. Slikker; G.J. van 
Houtum 

299 2009 Capacity flexibility allocation in an outsourced 
supply chain with reservation Y. Boulaksil, M. Grunow, J.C. Fransoo 

 
298 

 
2010 

 
An optimal approach for the joint problem of 
level of repair analysis and spare parts stocking 

 
R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 

297 2009 
Responding to the Lehman Wave: Sales 
Forecasting and Supply Management during the 
Credit Crisis 

Robert Peels, Maximiliano Udenio, Jan C. 
Fransoo, Marcel Wolfs, Tom Hendrikx 

296 2009 
An exact approach for relating recovering 
surgical patient workload to the master surgical 
schedule 

Peter T. Vanberkel, Richard J. Boucherie, 
Erwin W. Hans, Johann L. Hurink, 
Wineke A.M. van Lent, Wim H. van 
Harten 

 
295 

 
2009 

 
An iterative method for the simultaneous 
optimization of repair decisions and spare parts 
stocks 

 
R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 

294 2009 Fujaba hits the Wall(-e) Pieter van Gorp, Ruben Jubeh, Bernhard 
Grusie, Anne Keller 

293 2009 Implementation of a Healthcare Process in Four 
Different Workflow Systems 

R.S. Mans, W.M.P. van der Aalst, N.C. 
Russell, P.J.M. Bakker 

292 2009 Business Process Model Repositories - 
Framework and Survey 

Zhiqiang Yan, Remco Dijkman, Paul 
Grefen 

http://beta.ieis.tue.nl/node/1523
http://beta.ieis.tue.nl/node/1523
http://beta.ieis.tue.nl/node/1523
http://beta.ieis.tue.nl/node/1522
http://beta.ieis.tue.nl/node/1522
http://beta.ieis.tue.nl/node/1520
http://beta.ieis.tue.nl/node/1520
http://beta.ieis.tue.nl/node/1519
http://beta.ieis.tue.nl/node/1519
http://beta.ieis.tue.nl/node/1518
http://beta.ieis.tue.nl/node/1518
http://beta.ieis.tue.nl/node/1515
http://beta.ieis.tue.nl/node/1514
http://beta.ieis.tue.nl/node/1514
http://beta.ieis.tue.nl/node/1512
http://beta.ieis.tue.nl/node/1512
http://beta.ieis.tue.nl/node/1511
http://beta.ieis.tue.nl/node/1511
http://beta.ieis.tue.nl/node/1511
http://beta.ieis.tue.nl/node/1508
http://beta.ieis.tue.nl/node/1508
http://beta.ieis.tue.nl/node/1508
http://beta.ieis.tue.nl/node/1505
http://beta.ieis.tue.nl/node/1503
http://beta.ieis.tue.nl/node/1503
http://beta.ieis.tue.nl/node/1513
http://beta.ieis.tue.nl/node/1513
http://beta.ieis.tue.nl/node/1502
http://beta.ieis.tue.nl/node/1502
http://beta.ieis.tue.nl/node/1502
http://beta.ieis.tue.nl/node/1494
http://beta.ieis.tue.nl/node/1494
http://beta.ieis.tue.nl/node/1494
http://beta.ieis.tue.nl/node/1489
http://beta.ieis.tue.nl/node/1489
http://beta.ieis.tue.nl/node/1489
http://beta.ieis.tue.nl/node/1487
http://beta.ieis.tue.nl/node/1486
http://beta.ieis.tue.nl/node/1486
http://beta.ieis.tue.nl/node/1475
http://beta.ieis.tue.nl/node/1475


291 2009 Efficient Optimization of the Dual-Index Policy 
Using Markov Chains 

Joachim Arts, Marcel van Vuuren, 
Gudrun Kiesmuller 

290 2009 Hierarchical Knowledge-Gradient for Sequential 
Sampling 

Martijn R.K. Mes; Warren B. Powell; 
Peter I. Frazier 

289 2009 
Analyzing combined vehicle routing and break 
scheduling from a distributed decision making 
perspective 

C.M. Meyer; A.L. Kok; H. Kopfer; J.M.J. 
Schutten 

288 2009 Anticipation of lead time performance in Supply 
Chain Operations Planning 

Michiel Jansen; Ton G. de Kok; Jan C. 
Fransoo 

287 2009 Inventory Models with Lateral Transshipments: A 
Review 

Colin Paterson; Gudrun Kiesmuller; Ruud 
Teunter; Kevin Glazebrook 

286 2009 Efficiency evaluation for pooling resources in 
health care 

P.T. Vanberkel; R.J. Boucherie; E.W. 
Hans; J.L. Hurink; N. Litvak 

285 2009 A Survey of Health Care Models that 
Encompass Multiple Departments 

P.T. Vanberkel; R.J. Boucherie; E.W. 
Hans; J.L. Hurink; N. Litvak 

284 2009 Supporting Process Control in Business 
Collaborations 

S. Angelov; K. Vidyasankar; J. Vonk; P. 
Grefen 

283 2009 Inventory Control with Partial Batch Ordering O. Alp; W.T. Huh; T. Tan 

282 2009 Translating Safe Petri Nets to Statecharts in a 
Structure-Preserving Way R. Eshuis 

281 2009 The link between product data model and 
process model J.J.C.L. Vogelaar; H.A. Reijers 

280 2009 Inventory planning for spare parts networks with 
delivery time requirements I.C. Reijnen; T. Tan; G.J. van Houtum 

279 2009 Co-Evolution of Demand and Supply under 
Competition B. Vermeulen; A.G. de Kok 

 
 
278 
 
 
 
277 

 
 
2010 
 
 
 
2009 

 
Toward Meso-level Product-Market Network 
Indices for Strategic Product Selection and 
(Re)Design Guidelines over the Product Life-
Cycle 
 
An Efficient Method to Construct Minimal 
Protocol Adaptors 

B. Vermeulen, A.G. de Kok 
 
 
 
R. Seguel, R. Eshuis, P. Grefen 

276 2009 Coordinating Supply Chains: a Bilevel 
Programming Approach Ton G. de Kok, Gabriella Muratore 

275 2009 Inventory redistribution for fashion products 
under demand parameter update G.P. Kiesmuller, S. Minner 

274 2009 
Comparing Markov chains: Combining 
aggregation and precedence relations applied to 
sets of states 

A. Busic, I.M.H. Vliegen, A. Scheller-Wolf 

273 2009 Separate tools or tool kits: an exploratory study 
of engineers' preferences 

I.M.H. Vliegen, P.A.M. Kleingeld, G.J. van 
Houtum 

 
272 

 
2009 

 
An Exact Solution Procedure for Multi-Item Two-
Echelon Spare Parts Inventory Control Problem 
with Batch Ordering 

 
Engin Topan, Z. Pelin Bayindir, Tarkan 
Tan 

http://beta.ieis.tue.nl/node/1474
http://beta.ieis.tue.nl/node/1474
http://beta.ieis.tue.nl/node/1473
http://beta.ieis.tue.nl/node/1473
http://beta.ieis.tue.nl/node/1472
http://beta.ieis.tue.nl/node/1472
http://beta.ieis.tue.nl/node/1472
http://beta.ieis.tue.nl/node/1469
http://beta.ieis.tue.nl/node/1469
http://beta.ieis.tue.nl/node/1468
http://beta.ieis.tue.nl/node/1468
http://beta.ieis.tue.nl/node/1466
http://beta.ieis.tue.nl/node/1466
http://beta.ieis.tue.nl/node/1465
http://beta.ieis.tue.nl/node/1465
http://beta.ieis.tue.nl/node/1464
http://beta.ieis.tue.nl/node/1464
http://beta.ieis.tue.nl/node/1463
http://beta.ieis.tue.nl/node/1467
http://beta.ieis.tue.nl/node/1467
http://beta.ieis.tue.nl/node/1462
http://beta.ieis.tue.nl/node/1462
http://beta.ieis.tue.nl/node/1461
http://beta.ieis.tue.nl/node/1461
http://beta.ieis.tue.nl/node/1471
http://beta.ieis.tue.nl/node/1471
http://beta.ieis.tue.nl/node/1458
http://beta.ieis.tue.nl/node/1458
http://beta.ieis.tue.nl/node/1457
http://beta.ieis.tue.nl/node/1457
http://beta.ieis.tue.nl/node/1451
http://beta.ieis.tue.nl/node/1451
http://beta.ieis.tue.nl/node/1450
http://beta.ieis.tue.nl/node/1450
http://beta.ieis.tue.nl/node/1450
http://beta.ieis.tue.nl/node/1449
http://beta.ieis.tue.nl/node/1449
http://beta.ieis.tue.nl/node/1448
http://beta.ieis.tue.nl/node/1448
http://beta.ieis.tue.nl/node/1448


271 2009 Distributed Decision Making in Combined 
Vehicle Routing and Break Scheduling 

C.M. Meyer, H. Kopfer, A.L. Kok, M. 
Schutten 

270 2009 
Dynamic Programming Algorithm for the Vehicle 
Routing Problem with Time Windows and EC 
Social Legislation 

A.L. Kok, C.M. Meyer, H. Kopfer, J.M.J. 
Schutten 

269 2009 Similarity of Business Process Models: Metics 
and Evaluation 

Remco Dijkman, Marlon Dumas, 
Boudewijn van Dongen, Reina Kaarik, 
Jan Mendling 

267 2009 Vehicle routing under time-dependent travel 
times: the impact of congestion avoidance A.L. Kok, E.W. Hans, J.M.J. Schutten 

266 2009 Restricted dynamic programming: a flexible 
framework for solving realistic VRPs 

J. Gromicho; J.J. van Hoorn; A.L. Kok; 
J.M.J. Schutten;  

 
 
 
Working Papers published before 2009 see: http://beta.ieis.tue.nl 
 

http://beta.ieis.tue.nl/node/1447
http://beta.ieis.tue.nl/node/1447
http://beta.ieis.tue.nl/node/1446
http://beta.ieis.tue.nl/node/1446
http://beta.ieis.tue.nl/node/1446
http://beta.ieis.tue.nl/node/1445
http://beta.ieis.tue.nl/node/1445
http://beta.ieis.tue.nl/node/1441
http://beta.ieis.tue.nl/node/1441
http://beta.ieis.tue.nl/node/1154
http://beta.ieis.tue.nl/node/1154
http://beta.ieis.tue.nl/

	Voorblad WP 410
	Beta_wp410
	Introduction
	Horizontal collaboration and logistics concentration areas
	Model
	Probability of combining transport flows
	General model
	Specification of the transport costs per distance unit
	Model with specific per unit distance transport costs function

	The influence of different parameters
	Model extensions
	Demand per customer greater than one truck
	More than one logistics concentration area
	Other per distance unit transport cost function
	Full truck rates for LTL shipments
	Partner has same customers

	Continuous facility location model

	Conclusions

	Working Papers Beta

