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Chapter 1

Introduction

1.1 General introduction

The nanoscopic electronic and vibrational structure properties of single crystal materi-
als determine most of their physical properties, like for example thermal conductivity,
magnetic ordering, electrical conductivity, melting temperature, and hardness. Tai-
loring the electronic and vibrational structure properties of known materials, di�erent
physical properties can be enhanced. One of the methods to modify the electronic
structure properties of a bulk material is by doping. For example, doping high purity
semiconductor materials with foreign atomic species resulted in a revolution of elec-
tronic devices, causing a complete transition from vacuum tube electronic components
to all solid-state electronic components. It enhances devices such as diodes, transis-
tors, light-emitting diodes and thyristors and ultimately allows integrating millions
of electronic elements in the same volume as occupied by a vacuum tube component.
In addition to nanoscale controllable electronic and vibrational properties of mate-
rials, the performance has been increased by the miniaturization of the electronic
devices. Miniaturization enables integration of electronic devices and increases the
device performance, i.e. operating frequency of microprocessors.

Carbon, a vastly present chemical element and a life building block, has been
studied in detail along the years. Maybe one of its most startling allotropic forms is
diamond. It has the largest hardness and the highest thermal conductivity of any bulk
material. In addition, diamond presents a band gap of 5.5 eV thus transmitting the
entire spectrum of visible light, making it in appearance colorless. These excellent
optical and mechanical characteristics made diamond the most popular gemstone.
With physical properties vastly di�erent from diamond, graphite conducts electricity,
and is soft. It is widely used in industry, from a simple lubricant material to neutron-
moderator in nuclear power plants. The wide range of physical properties governing
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1. Introduction

the carbon allotropes can be explained by looking at the chemical bonding. Carbon
has four valence electrons in the 2s2p2-con�guration and two electrons in the 1s-
orbital. To form bonds, C atoms undergo hybridization. Three con�gurations are
possible, sp- (i.e. acetylene), sp2- (i.e. graphite), and sp3- (i.e. diamond). The variety
of hybridized states available allows carbon to be present in numerous molecular and
crystalline structures.

Carbon based materials have been the �rst to be synthesized in all possible dimen-
sions, from three-dimensional to zero-dimensional. Carbon nanotubes, fullerenes and
ultimately graphene provided researchers the possibility to study and compare various
electronic e�ects function of material physical dimensionality. Carbon based materials
also present exotic physical e�ects, such as: Klein tunneling (graphene [1]), anomalous
half-integer quantum Hall e�ect (graphene [2]), minimal conductivity at the neutral-
ity point (graphene [2]), superconductivity upon alkali metal doping (graphite and
fullerenes [3{5]) and others.

1.2 Tailoring electronic structure properties

The electronic structure properties of bulk materials are inuenced by the so-called
crystallographic defects. They represent symmetry breaking elements, deviations of
the regular crystallographic structure (unit cell). There are three major groups of
crystallographic defects: point defects, planar defects and bulk defects. Understand-
ing the inuence of crystallographic defects on the electronic structure properties of
(poly-) crystalline materials, such as carbon-based materials, is a necessary require-
ment if these materials are to be used for possible future electronic devices. There
are several types of point crystallographic defects: vacancy defects, interstitial de-
fects, Frenkel defects, antisite defects and topological defects (Stone-Wales defects in
nanotubes). Various theoretical studies have addressed the inuence of point defects
and extended defects in graphene, carbon nanotubes and graphite [6{25]. In gen-
eral, point defects in the C honeycomb lattice give rise to quasi-localized electronic
states at the Fermi level [6, 17]. The spatial extent of these electronic states is sev-
eral nanometers around the defect site while forming the well known (

√
3×
√

3)R30◦

superstructure on both graphite and graphene [26{29, 32]. Point defects can be pro-
duced in graphite, graphene or carbon nanotubes by ion bombardment [30{32]. Ion
bombardment induced defects are, in our estimate, hard to describe since except C
atom removal from the lattice, defects such as Stone-Wales or un-saturated dangling
bonds or foreign chemisorbed species (i.e. hydrogen) can saturate some of the dan-
gling bonds. Thus, studying the role of point defects in carbon-based materials can
be rather subjective of bombardment energy and experimental conditions.

2



1.2 Tailoring electronic structure properties

1.2.1 Our approach

Since ion bombardment of carbon-based materials can create mixtures of point defects,
we used a di�erent approach to test the inuence of point defects on carbon-based ma-
terials. Thus, instead of kicking out carbon atoms from the crystallographic structure,
hydrogen will be chemisorbed on the carbon-based materials. The work of Hornak�r
et al. on H deposited on highly oriented pyrolytic graphite (HOPG) revealed the pos-
sibility of controllably creating metastable structures of atomic hydrogen on graphite
(0001) [33]. However, their work did not investigate the electronic e�ects induced by
hydrogen bonding on the graphite surface. We considered these well-de�ned struc-
tures suitable for studying the role of chemisorbed species on carbon-based materials.
The same method of hydrogen deposition has been employed to study the electronic
e�ects on single walled carbon nanotubes (SWCNT).

The aim of this thesis is to study the role of chemisorbed hydrogen on the electronic
structure properties of highly oriented pyrolytic graphite and single walled carbon
nanotubes. The study uses scanning tunneling microscopy in ultra high vacuum,
at temperatures ranging from 5 K up to 120 K. The hydrogen coverage was varied
between 0.01 and 0.2 monolayers for H chemisorbed on HOPG while it was maintained
low for H chemisorbed on SWCNT.

Unrelated to the tailoring of the electronic structure properties of carbon based
materials, we aimed to open a new path for bridging the gap between theory and
experimental results related to the phenomenon of persistent currents in normal metal
(gold) rings [34{44]. Our approach is to create nanoscopic rings by means of colloidal
lithography [45] with a perimeter with the same order of magnitude as the mean free
electron path in gold.

1.2.2 Thesis outline

Chapter 2 provides the reader with a short theoretical background on the electronic
and vibrational structure properties of HOPG and SWCNT. In addition a short de-
scription of the Fano resonance and the Coulomb gap is given. The phenomenon
of persistent currents is also summarized, with an emphasis on the experimental re-
sults obtained by other groups. Chapter 3 describes the techniques used to study
the e�ects mentioned above. Atomic force microscopy (AFM), scanning electron
microscopy (SEM) and superconducting quantum interference device (SQUID) mea-
surements were used to study the Au nano-structures while scanning tunneling mi-
croscopy and Hall e�ect measurements were well-suited to investigate the inuence of
chemisorbed hydrogen on HOPG and SWCNT.

Having established in Chapters 2 and 3 the theoretical and experimental back-
ground, the following chapters of this thesis summarize the obtained results. Chap-
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1. Introduction

ter4 presents the changes in the local density of states of graphite upon hydrogen
chemisorption. Peculiar changes in the local density of states (LDOS) are appearing
at the Fermi level. Depending mainly on the system temperature and hydrogen cov-
erage, the LDOS presents a pseudo V-shaped gap or Fano lineshape. In addition to
these peculiar observations in the LDOS, on top of hydrogen islands (large coverage
hydrogen condition) adsorbed on graphite it is shown that a band gap is obtained. In
addition we will show that the hydrogen deposition method used does not induce any
distinguishable levels of other type of point defects. Continuing the work presented
in Chapter 4, we aimed to test if the results obtained on H chemisorbed on HOPG
can be reproduced if on metallic SWCNT. Chapter 5 describes these results. It will
be shown that upon hydrogen chemisorption several e�ects can be observed. At large
hydrogen coverage deposited on metallic SWCNT a metal to insulator transition is
noticed, result in good agreement with studies of high H coverage on HOPG. Con�ned
electronic states have also been observed between two large hydrogen patches. Other
peculiar states have been observed around the Fermi level in the vicinity of small
patches of hydrogen. If the SWCNT is semiconducting, upon hydrogen chemisorp-
tion it was noticed in the LDOS that an additional electronic states are developing in
the intrinsic band gap of the SWCNT, reducing it.

The last chapter of this thesis, Chapter 6, describes the advantages and limita-
tions given by the colloidal lithography when used to produce metallic rings intended
to study the phenomenon of persistent currents. Although persistent currents have
not been measured, this chapter may provide useful experimental guidelines for fu-
ture endeavors. It will be shown that large arrays of Au nano-structures have been
successfully produced, while the diameter of such a structure is less than 19 nanome-
ters. Direct current SQUID measurements up to 5 T were performed but the results
indicate both diamagnetic and paramagnetic behavior of these ensembles of Au nano-
structures.
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Chapter 2

Theoretical background

2.1 Highly oriented pyrolytic graphite

Highly oriented pyrolytic graphite, HOPG, is a highly ordered form of pyrolytic
graphite with an angular spread of the c-axis of the crystallites of less then 1 degree [1].
HOPG is usually produced by stress annealing amorphous carbon at approximately
3300 K. Stress annealing implies that during the annealing procedure, mechanical
pressure is applied to the precursor material. For HOPG, the pressure is applied
uni-axially, the "future" c-axis of the HOPG. A common use of HOPG is to test and
calibrate surface sensitive techniques like AFM and STM since cleaving the sample
with scotch tape can easily produce an atomically at surface. HOPG is not only a
suitable test sample but it is also attractive to the scienti�c community for various
scienti�c studies as: superconductivity [2], metal-insulator transition [3], studies of
quasiparticles and Dirac fermions [4], electron scattering e�ects around impurities or
defects [5, 9], and electron-electron correlations [10].

Carbon materials in an ordered form are available in all the spatial dimensions,
under the following categories: fullerenes (zero-dimensional), carbon nanotubes (one
dimensional), graphene (two dimensional) and HOPG (three dimensional). Graphene
is the �rst 2D material available to scientists. It consists of a sheet of sp2 bonded
carbon atoms, as visible in Figure 2.1a. All above-mentioned materials can be geomet-
rically built from graphene. Thus, making a "cage" from graphene reveals a fullerene.
If one rolls a sheet of graphene the carbon nanotubes can be constructed. Stacking
graphene layers one on top of each other produces graphite. If the stacking is made
along the c-axis of the graphene sheets, then HOPG is obtained. The stacking of
the graphene layers is done following the ABAB periodicity. To understand what the
ABAB periodicity means, note that Figure 2.1b indicates two non-equivalent atomic
positions. Consider the top graphene layer from Figure 2.1b. The A site (also called
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2. Theoretical background

Figure 2.1: a) graphene with the lattice constant equal to 2.46 �A, marked in red
are the β sites while in grey are marked the α sites. b) The unit cell of graphite
depicted in green with the inter-planar distance the the HOPG crystal equal to
334.8 pm.

α site is marked in grey) has a C atom underneath, in the adjacent layer, while the
B site (β site, marked in red) has no C atom underneath. The ABAB stacking of the
graphene layers depletes the charge density at the Fermi level of the α sites due to
the weak van der Waals forces, thus only the β sites are visible in STM imaging [6].

Electronic and vibrational structure properties of HOPG

The electronic structure properties of HOPG (0001) have been investigated both
experimentally and theoretically [7]. Ooi et. al have shown, by LDA calculations, that
the total density of states of HOPG within 1 eV around the Fermi level is parabolic.
This can be observed in Figure 2.2a. It is important to mention that most of our
scanning tunneling spectroscopy (STS) investigations of the DOS of graphite are made
between - 0.5 eV and + 0.5 eV. In order to verify the similitude between the results
of calculations and the experimental results, STS was conducted on HOPG (0001)
far away from structural defects or step edges, since it is known that these features
introduce localized states [8]. A typical graphite STS is presented in Figure 2.2b. The
small overlap between the conduction band and the valance band in HOPG makes
this material a semimetal. Furthermore, Hall measurements function of temperature
indicate that the charge density in HOPG decreases when the temperature of the
material is decreased. Also, anomalies have been mentioned while measuring the
Hall e�ect in graphite [11] related to exciton pairing driven by magnetic �eld. It is
also important to mention that HOPG is a layered compound. The electron mass
me⊥>>me‖, in literature [23] it can be found that me⊥'10m0 and me‖'0.05m0,
m0 is the electron rest mass. It can be considered that graphite is a quasi two
dimensional material. The electron transport in graphite occurs mainly in each plane
of the HOPG due to the hexagonal networks of overlapped π− orbitals. This type
of charge carrier transport, especially at low temperature hints towards a quasi 2D
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2.1 Highly oriented pyrolytic graphite

a)

b)

Figure 2.2: a) LDA calculation for graphite indicating a smooth parabolic DOS
around the Fermi level, with a small finite value at it [7]. b) Similar to a), ex-
perimentally a smooth DOS is obtained from STS measurements, measurement
parameters: Vref, RMS= 6 mV, f = 730 Hz.
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Table 2.1: Phonon modes in graphite

Phonon mode DFT-LDA (meV) Experimental (HREELS, STM-IETS)(meV)
ZA(�) 15 16
ZA(M) 59 57, 58
ZO (M) 78 81
SH(M) 77 100
ZO(�) 109 108, 111
LA(K) 124 134, 137
SH(M) 177 172, 180
LO(�) 197-202 198-205

charge carrier transport.
The phonon modes of graphite were investigated by high resolution electron energy

loss spectroscopy (HREELS) [12{16] and inelastic scanning tunneling spectroscopy
(IETS) [17]. The experimental results and density functional theory [17] calculations
are summarized to the results depicted in Table 2.1, where Z stands for out of plane, S
for shear, A for acoustical and O for optical. The phonon modes have been calculated
and measured for all three symmetry points: �, K and M. As it can be observed, a
good agreement between experimental work and theoretical work has been achieved.
The IETS measurements were performed at 6.5 K. Another contribution to the IET
spectrum was identi�ed as the plasmon mode of graphite, found at 40 meV, observable
in Figure 2.3. In the free electron model the energy of the plasmon energy can be
expressed as follows: Ep = ~

√
ne2

m�0
and it can be seen that the plasmon energy is

directly proportional with the square root electron density n and inverse proportional
with the square root of the electron mass, m. Since the electron mass can be considered
constant within a small temperature variation, the only variable that can produce an
energy shift of the plasmon at 40 meV is the change in the electron concentration
with temperature. In metals the electron density is several orders of magnitude larger
than in graphite, the plasmon energy is located usually at more than 15 eV. Since
the conduction electrons are at the EF , the interaction between the plasmon and the
conduction electrons is not inuencing the conduction properties of the metal.

HOPG modified by structural defects or chemisorbed species

HOPG, as any other material, does not come defect-free. Although the density of
structural defects (Stone-Wales, missing atoms) on at atomic terraces is rather low
both experimental and theoretical research show for graphite or graphene unexpected
phenomena as ferromagnetism [18, 19]. Since the density of structural defects on
native HOPG is low, low energetic or high energetic ion bombardment of the graphitic
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2.1 Highly oriented pyrolytic graphite

Figure 2.3: Inelastic tunneling spectrum of HOPG. The inelastic excitations due
to the plasmon or the phonon modes are peaks in the d2I/dV2 [17].

surface has been used to create structural defects [9, 20]. The point defects obtained
with low energy hydrogen ions [9] are creating charge density oscillations due to
the interference of electron waves. This e�ect, as described by Ru�eux et. al. [9],
has three fold symmetry and is still present at 20 up to 25 lattice constants. It
was concluded that the presence of a single scattering center on the top layer of
graphite creates long-range electronic e�ects. However, if the number of structural
defects and/or foreign chemisorbed atoms (hydrogen in the case of Ru�eux et. al.)
is increased, more complicated electronic patters appear on the top graphite layer
due to multiple electron scattering on these defects/chemisorbed species. It was also
found that if a single H atom is chemisorbed on a β site, due to the electron scattering
the charge density on the adjacent α sites is increased, making the α sites visible to
STM topography imaging. This observation implies that around such a chemisorbed
H atom the DOS of graphite is drastically modi�ed since also the α sites are visible.
Another STS study done by Niimi et. al. [21] involving zigzag and armchair step edges
that are presumably H terminated, revealed a clear peak in the LDOS at negative
bias voltages from -100 to -20 mV close to the zigzag edges, while such a peak was
not observed near the armchair edge. This peak was associated with an "edge state"
theoretically predicted by Fujita et. al. [22]. The edge state is no longer visible 5 nm
away from the step edge. Due to the presence of the "edge state" in the LDOS of
graphite, all the STS characterization of hydrogenated HOPG in this thesis is done
at least 20 nm away from the step edges or grain boundaries.

Hydrogen is the simplest atom to model in theoretical calculations and hence the
structural e�ects of H or D chemisorption on HOPG have been intensively studied.
First of all, according to the Born-Oppenheimer approximation H and D are indis-
tinguishable an therefore it can be assumed that the their chemical reactivities are
identical. That is why, in the rest of this thesis, unless mentioned otherwise, the
discussion is valid for both hydrogen and deuterium. Several works calculated the
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2. Theoretical background

Figure 2.4: The black circles depict the H atomic positions on the graphite
lattice for: a) dimer A. b) dimer B. STM simulated topography result from DFT
calculations depicting c) dimer A. d) dimer B. STM topography images of: e) Cigar
shaped structure similar to dimer A. f) Squared shape topographical observation
corresponding to dimer B as expected from d) [27].

hydrogen adsorption energies [24{26] for various positions on the graphite lattice and
it has been found that the preferential site for H adsorption is the top position of the
C atom constituting the graphite lattice. Bonding a single H atom to a C atom from
the graphite lattice changes locally the sp2 character of the bonded C atom in an sp3

character. Surface relaxation also occurs and LDA calculations [26] have shown the
puckering of the bonded C atom above the surface plane with 0.3 �A. Another e�ect
of the surface relaxation is the modi�cation of several bond lengths and bond angles
around the hydrogen functionalized carbon from the graphite plane. These e�ects
have also been shown on graphene [25].

STM studies of H chemisorbed on graphite were conducted in order to study even-
tual recombination pathways for the hydrogen [27]. Metastable structures consisting
of two hydrogen atoms chemisorbed were identi�ed with the help of simulated STM
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images from DFT calculations. The agreement between experiment and theory can
be observed in Figure 2.4, where the shape of the tow type of dimers (A and B) closely
match. Temperature programmed desorption (TPD) experiments reveal that dimer
A is more stable than dimer B, since the desorption temperature for dimer A is higher
than for dimer B (600 K in comparison to 475 K). To understand the formation of
the metastable structures, Hornek�r et al. [27] found theoretically and proven exper-
imentally that if a single H is chemisorbed on C, the adsorption barrier for another
H atom is almost vanishing for two positions of the HOPG hexagonal lattice. The
positions are ortho (dimer A) and para (dimer B) in respect to the �rst chemisorbed
hydrogen, thus explaining the presence of metastable structures. In Figure 2.4g, a
schematic representation of the ortho, meta and para positions is depicted in respect
to a radical, named B in a benzene ring.

Chapter 4 will present and discuss the modi�cation of the electronic structure
properties in the vicinity (less then 12 nm away) of the hydrogen patches at various
temperatures. It will be shown that modi�cations of the LDOS of HOPG in the
proximity of H patches are temperature dependent and H coverage dependent. Fur-
thermore, the topological change of the HOPG surface upon hydrogen chemisorption
will be presented.

2.2 Single walled carbon nanotubes

The discovery of carbon nanotubes, �rst reported by Sumio Iijima in 1995 [28] was
a result of the extensive research initiated by the discovery and synthesis of the C60

molecule. Carbon nanotubes were �rst suggested by M. Dresselhaus at the Workshop
of Fullerites and Solid State Derivates, Philadelphia, US, 2-3 August 1991 [29]. The
�rst carbon nanotubes were produced with the arc-discharge method. Other meth-
ods to produce carbon nanotubes are: laser ablation [30], chemical vapor deposition
(CVD) [31], a variation of the CVD method CoMoCat (where the abbreviation is a
compilation of cobalt, molybdenum and catalytic) [32{34] and HiPCO (high pressure
CO conversion) [35]. A carbon nanotube is de�ned by its chiral vector C, which in-
dicates the way a graphene sheet is rolled up. The chiral vector is usually de�ned in
terms of the unit vectors a1 and a2 of the honeycomb graphene lattice in such a way
that C = n · a1 +m · a2. Due to symmetry n and m must satisfy 0 ≤ m ≤ n.

The tube diameter and the chiral angle of the nanotubes can be expressed by
the indices m and n, denoted as (n,m). As a function of the chirality index (n,m)
three classes of nanotubes can be identi�ed as: armchair (n, n), zigzag (n, 0) and chiral
(n,m) (Figure 2.5). If the geometrical structure of the carbon nanotubes is known, the
electronic properties of the carbon nanotubes can be calculated with the tight binding
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2. Theoretical background

Figure 2.5: The chiral vector C defined on an unrolled honeycomb lattice. To
construct the nanotube from the chiral vector, site A and A’ as well as site B and
B’ on the lattice should be connected, resulting in a (4,2) nanotube in this case.
Vector T is the translation vector, giving the length of the unit cell.

approximation, that does give results consistent with experiments [36– 38]. From the
calculation, the DOS of the nanotubes can be obtained as depicted in Figure 2.6. For
example, a nanotube with the chiral index (4,4) the crossing of the bands near the
Fermi level yields a small and constant DOS, while further away from the Fermi level
the one-dimensional nature of the energy bands lead to van Hove singularities (VHS).
If there is no crossing at the Fermi level of the bands then a zero-density of states
will appear in the DOS. This means that there is an energy gap, Egap, equal to the
distance between the first two van Hove singularities. This band gap is also shown in
Figure 2.7. Zigzag nanotubes are usually semiconducting tubes, except for the tubes
with a chiral index (n, 0) with n a multiple of 3. This condition originates from the
fact that when k is in the circumferal direction it is equal to a multiple of 2π

3a , one
of the cross sections is crossing the K-point. The complete classes of armchair tubes
are metallic tubes while the chiral tubes exist in both regimes, semiconducting and
metallic. Chiral tubes are metallic when the chiral indices 2n+m is a multiple of 3.
Also, the metallic zigzag and all armchair nanotubes satisfy the same condition. A
simple map for small-diameter nanotubes indicating the metallic or semiconducting
character is shown in Figure 2.8 [40].

So far, the electronic structure properties of carbon nanotubes were discussed in
the isolated and ideal case. However, in order to correctly predict the electronic
structure properties during STM experiment, for example, one must consider the
nanotube-substrate interaction. Since in this thesis only CNTs on gold surface were
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2.2 Single walled carbon nanotubes

Figure 2.6: Energy band diagram (a) and DOS (b) for a metallic (4,4) nanotube.

Figure 2.7: Energy band diagram (a) and DOS (b) for a semiconductor (8,0)
nanotube [39].
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2. Theoretical background

Figure 2.8: Diagram classification according to the chirality indicating the metal-
lic or semiconductor character of the SWCNT.

studied with STS experiments, we will now focus on the nanotube-gold substrate
interaction. The interaction between the carbon nanotube and the substrate is first
of all assumed to be only determined by van der Waals forces [41, 42]. The binding
energy is calculated to be in the order of 2 meV per atom. The binding energies for
all the carbon atoms lying on the substrate add up to an energy that will maintain
the nanotube fixed on the surface while imaging it with STM or AFM. Since the
work function of Au(111) is 5.3 eV and for the CNT is 4.5 eV, there is charge transfer
between the tube and the sample. Thus, as it is expected, a shift of the Fermi level
of the CNT. Tight binding calculations indicate that this shift is in the order of
0.2 eV, consistent with experimental observations [43, 44]. This effect is presented
in Figure 2.9 where the calculated and measured DOS of the nanotube on the gold
substrate is presented in order to indicate the Fermi level shift.

Until now, it was shown how the substrate modifies the DOS of a defect free
CNT. Since structural defects or adsorbed atomic species are also present or are used
to test various predictions, it is important to verify the role of structural defect of
adsorbed foreign atoms on the DOS of the CNTs. The Stone-Wales defect (SW-
defect) [45], also known as the pentagon/heptagon pair, consists of two pentagons
and two heptagons in the hexagonal graphene lattice. It is the most common defect
in CNTs. The chiral angle of a nanotube determines the orientation of a Stone-
Wales defect with respect to the axis of the tube. This orientation and the electronic
structure properties of the CNT determine the effects of the SW-defect on the LDOS.
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2.2 Single walled carbon nanotubes

Figure 2.9: Tunneling spectroscopic data is shifted ∼ 0.3 eV towards the valance
band. The lower solid line is the calculated DOS for an isolated (16,0) nanotube,
dashed line is the DOS shifted by ∼ 0.3 eV to match the experimental STS data
[37].

The theoretical work [46] made for a (7,7) armchair, a (12,0) zigzag and a (9,6)
chiral tube reveals the appearance of two peaks in between the �rst pair of Van-
Hove singularities in the LDOS of the CNT, speci�ed as quasibound (virtual bound)
states. From semiconductor physics these states are also called shallow states. The
explanation of these states can be understood if one considers that the six-membered
carbon rings are more stable than �ve- or seven-membered rings and therefore a
heptagon will try to give up an electron to its neighbors. It means that it plays the
role of a donor in a semiconducting nanotube. Consequently, a pentagon acts as an
acceptor [47]. It is also mentioned that the spatial extent of such a defect disappears
at 2 nm away from it. A similar result [48] as the one described above was obtained for
a substitutional boron ('acceptor') and nitrogen ('donor') impurities. The quasibound
states can be observed in Figure 2.10 [46].

In the case of a single vacancy, one carbon atom missing due to irradiation or ion
bombardments, the lattice of the CNT reconstructs, resulting in the formation of a
pentagon. The formation of this new bond in the pentagon with respect to the tube
axis and curvature will alter the formation energies of the orientational options (the
three fold symmetry is broken) [49]. Ru�eux et al. report a strong modi�cation of
the electronic structure near the Fermi level [9]. This is described as a local charge
enhancement having three-fold symmetry, reecting the nearest-neighbor directions
of a single vacancy defect site. Besides these modi�cations, defects also mediate a
redistribution of the electron density on a large scale. Tight binding calculations by
Lu et al. show that single vacancies in the tubes yield typical defect states with sharp
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Figure 2.10: a) LDOS at SW defect on a (7,7) armchair, (12,0) zigzag and (9,6)
chiral nanotube [46] - all three CNT's are metallic - and (b) LDOS at a SW defect
on a metallic (10,10) armchair nanotube reveals shallow quasibound states assigned
to the pentagons acting as 'acceptor' level (at ∼ - 0.7 eV) and the heptagons acting
as 'donor' level (at ∼ 0.5 eV).

Figure 2.11: LDOS for a single vacancy in a metallic (10,10) armchair nanotube
[51].
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peaks at about 0.2 eV above the Fermi level for a metallic (8,8) and a semiconductor
(14,0) tube [50]. The origin of the level close to the Fermi energy is attributed to the
remaining dangling bond. Experimental STS results [51] con�rm the presence of this
level in accordance with the calculations, as observable in Figure 2.11. In Chapter 5
of this thesis STS results of LDOS modi�cation of CNT upon H chemisorption will
be presented. Our results will be compared and discussed in relation to the results
presented above.

2.3 Persistent currents in normal metal rings

If at the ends of a normal metal wire a potential di�erence is set, an electrical current
will start to ow. If the potential di�erence between the ends of the wire is cancelled,
charge transport along the wire will stop due to various inelastic scattering processes
like electron-phonon or electron-electron scattering. Consider now a nanoscopic metal-
lic ring threaded by a magnetic ux, φ. Also consider that its circumference is smaller
then the electron's phase coherence length, L'. The induced current in a metallic ring
for such conditions will last forever [52], supercurrents. The electron's phase coherence
is the distance for which an electron travels in a medium without any inelastic scat-
tering. Superconducting materials present a zero electrical resistance and are perfect
diamagnetic materials (the Meissner e�ect). In 1983 B•uttiker, Landauer and Imry
have theoretically shown that persistent current exists also in normal metallic rings
threaded by a magnetic ux [55]. To verify experimentally that persistent currents in
normal metallic rings exist, the experimentalist must be aware of several conditions
that have to be ful�lled. As mentioned above, electron-phonon scattering decohere
the electron's wave function. In order to prevent the electron-phonon scattering, the
temperature of the metallic ring must be as low as possible (usually up to hundreds of
mK, for microscopic sized rings). Another requirement to observe persistent currents
is related to the circumference of the ring itself. It should be comparable with the
electron's coherence length. Since the electrons coherence is material dependent, the
diameter of the metallic or semiconducting rings varies from several nm up to several
µm.

The Aharonov-Bohm e�ect, also called Ehrenberg-Siday-Aharonov-Bohm e�ect,
is a quantum mechanical phenomenon and describes how a charged particle is a�ected
by an electromagnetic �eld in regions from which the particle is excluded due to the
Meissner e�ect. A charged particle traveling around a loop experiences a phase shift
of the wave function as a result of the closed magnetic �eld, although the �eld is zero
in the region where the particle passes. The phase acquired by the electron wave
function is proportional to e/~φ. The electron wave function must be continuous
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around the loop, thus the current passing through the loop will adjust in such a way
that the acquired phase is an integer multiple of 2π. Thus, the amplitude of the
persistent current is a function of magnetic ux quantum. The ux quantum can be
calculated for superconducting materials with the following formula: �0 = 2π~c/2e ∼=
2.0678× 10−15 Tesla×m2. For a normal metal ring the electrons are not paired, thus
the ux quantum becomes: �0 = 2π~c/e ∼= 4.1356×10−15 Tesla×m2. The amplitude
of the persistent current is e/τd, where τd is the time in which an electron travels
around the loop. In comparison to superconducting persistent currents where the
disorder potential is not important and the current itself is diamagnetic, the direction
of the current in the loop depends on the amount of electrons available in the system.
The current amplitude is proportional to the Thouless energy (a characteristic energy
scale for disorder conductors). The Thouless energy is derived by scaling the Andreson
localization [53, 54]. The Andreson localization is the phenomenon in which electron
wave interferences occur due to multiple-scattering paths. If the scattering inside
a medium is large, the severe interferences can completely halt the waves inside the
medium. Disorder plays an important role [55,56] on the value of the amplitude of the
persistent current, several recent calculations indicating an enhancement or a total
annihilation of the persistent current.

The presence of a persistent current in loops can be determined by the phase of
the persistent current. It can be assumed that due to the phase randomness of each
loop from the ensemble, a measurement would not give any result. Surprisingly, ex-
perimentally it was shown that the ensemble average does have a periodicity of �0/2,
while the average persistent current on the loop is 0.05 e/τd. The measurements
were performed on an ensemble of about ten million copper rings with micrometric
dimensions [57,58]. The ensemble average is found to be non-zero if electron-electron
interactions are considered to play a role in the physics of persistent currents. For
attractive electron-electron interactions a diamagnetic response of the persistent cur-
rent is generated, while in a repulsive regime of the electron-electron interactions the
magnetic moment generated will be along the external magnetic �eld.

The order of magnitude for the persistent current is given by the contribution
of the last occupied level, I0 = evF /L, where vF is the Fermi velocity and L is the
perimeter of the loop. If a perfect three dimensional system has more channels for
electron conduction, the total current can be derived as: I = I0

√
M , only if the

conduction channels are not correlated. The parameter M can be expressed as equal
to A/λ2

F , where A represents the section of the ring and λ2
F is the Fermi wavelength.

If disorder is added in the system, the theory predicts a reduction of the persistent
current, I = I0l/L, where the elastic electron mean free math l is included. The time
required by an electron traveling ballistically to make the complete circumference of
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the loop is τ = L/vF , but in a di�usive regime the time required can be rewritten
as: τD = L2/D, where D = vF l. D is the di�usive constant. Other contributions to
the �nal theoretical value are dependent on the �nite temperature under which the
experiment is conducted. A �rst contribution is an exponential decay of the current
value due to the intermixing of adjacent channels, giving opposite contributions to the
total persistent current. The mixing of the levels occurs if they are in a kBT interval.
The mixing also depends on the Thouless energy, thus the amount of disorder in the
system. Another e�ect introduced by temperature is the reduction of the electron
coherence length, L� leading to the persistent current vanishing exponentially with
L/L�.

Mailly et al. measured the magnetic response of a single GaAlAs/GaAs mesoscopic
ring. In contrast to the previous measurements of persistent currents in normal metals
(Cu, Au), the measured persistent current corresponds with the theoretical value
expected [59]. The concordance with the theory is achieved due to the large electron
coherence length (comparable with the perimeter of the loop), the low sample disorder
and small amount of conduction channels.

The measurements on ensemble of rings were performed on relatively large (micron-
sized) rings [60] where the electron coherence length is much smaller then the cir-
cumference of the rings. As discussed in the previous paragraphs, there are strong
deviations from the expected theoretical values of the persistent current in the case
of a di�usive ring. What we propose is to reduce the size of metallic rings, made
from Au, down to several tenths on nanometers in diameter by means of colloidal
lithography [61]. This will ensure a closer to one ratio between the electron coherence
length and the circumference of the ring, bringing the system in study closer to the
experimental situation of Mailly et. al. An exhaustive comparison and discussion
over our nanoscopic rings and the previous experimental work done will be presented
in Chapter 6 of this thesis.

2.4 Coulomb gap

Upon a single hydrogen chemisorption on graphite a re-hybridization of the sp2 char-
acter of the bonded C atom to an sp3 character occurs [24{26]. The re-hybridization
process implies a charge transfer from graphite to the newly formed C−H bond.
HOPG presents a small density of states at the EF . Due to the charge transfer from
the bulk graphite to the newly formed C−H bonds, a further reduction of the n(EF )
of HOPG will occur upon hydrogen chemisorption.

Consider the case of a single H atom bonded to one carbon atom at the surface
of HOPG. The chemisorbed H atom acts as a point charge in the sea of conduction
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electrons, the π electrons. The electrostatic potential introduced by the C−H bond
is screened by the free charge carriers of HOPG. The Thomas-Fermi approximation
assumes that a local internal chemical potential (µ) can be de�ned as a function of
the electron concentration at a speci�c point. The Thomas-Fermi screening length,
1/ks, is de�ned as follows:

k2
s = 6πn0e

2/εF = 4(3/π)1=3n
1=3
0 /a0 = 4πe2D(εF ), (2.4.1)

where a0 is the Bohr radius, n0 is the electron concentration and D(εF ) is the density
of states of free electron gas. The Thomas-Fermi (TF) screening length for graphite at
77K, where n0 ' 2×1018cm−3 [62{65] and a∗0 = 2.12pm, is 5 �A. However, screening in
a two-dimensional electron gas can be very di�erent in comparison to the TF screening
in normal metals.

If a material (e.g. insulator) does not have enough screening electrons (under-
screened regime) electron-electron interaction e�ects are enhanced.

Electron - electron interaction e�ects in disordered electronic systems have been
investigated for two regimes. In the weak disorder / e-e interaction regime in 2D, the
e�ect of interaction represents itself as a logarithmic suppression of the DOS at the
Fermi level [66], thus δN ∝ −ln(V ). This dependency of the density of states function
of energy is commonly known as the zero bias anomaly (ZBA). By scanning tunneling
spectroscopy, the ZBA was identi�ed for several systems [52, 67, 69]. Recent coarse-
grained tunneling density of states (TDOS) calculations for impurities on graphene
show the angular dependence of the ZBA around an impurity [79]. In the case of
a strongly insulating regime, Efros and Shklovskii [70, 71] have shown that Coulomb
interactions produce a non-perturbative gap in the DOS of the host material. This
gap is commonly known in literature as the Coulomb gap. The e�ect of a Coulomb
gap is non-pertubative since the conduction properties do not change. In contrast,
in the weak e-e interaction regime, a weakly metallic ln(T ) transport conductivity
is observed. The general expression for the Coulomb gap N(eV ) ∝ |E − EF |d−1

is function of the system dimensionality, d. For a 3D system, the Coulomb gap is
expected to present quadratic energy dependence. Recently, it has been observed for
a nonmetallic doped semiconductor Si:B and thin �lms of Be [72, 73, 80]. Graphite
is a quasi two-dimensional material due its band structure properties. Coupling the
quasi-2D character with its semimetal character, Coulomb interaction e�ects can be
important. In 2D, the Coulomb gap presents a linear dependence of the DOS function
of energy, as follows:

N(eV ) =
α(4πε0κ)2|eV |

e4
, (2.4.2)

where κ is the relative dielectric constant, ε0 is the permittivity of free space, α is a
constant of order unity and e is the elementary charge.
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2.5 Fano resonance

The Fano resonance is an interference phenomenon between a discrete level and a
continuum. The discrete level can be represented, e.g. in solid-state physics, by an
energetic level of an adsorbed foreign atom. In this case, the free electrons of the host
material represent the continuum. The interaction between the free electrons and the
localized state modi�es the electronic structure properties of both the continuum and
the localized state. If the modi�ed electronic structure is investigated with STS, the
TDOS presents a speci�c signature of the interference state. The shape of this feature
is known in literature as Fano line shape.

Figure 2.12: Simulated Fano line pro�les for q = 0, 1 and 2. For all three curves
the resonance width, �res the resonance Eres are set to 0.

The Fano line shape is observable in experimental works where phenomena like:
Kondo processes [74{76], resonant scattering of a slow neutron in a nucleus [77] and
auto-ionization in atomic spectroscopy [78] are present. The Fano resonance is a
resonance for which the corresponding line pro�le in the cross-section has the so-
called Fano shape. σ represents the total scattering cross-section and it is described
by the following equation:

σ =
(q�res/2 + E − Eres)

(E − Eres)2 + (�res/2)2
, (2.5.1)

where Eres and �res represent the position, respectively the width of the resonance,
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from the Breit-Wigner formalism [77]. The q parameter is also known as the Fano
parameter and represents the ratio between the resonant and direct (background)
scattering probability. The Fano line pro�le can be simulated as a function of q.

As can be observed in Figure 2.12, the shape of the Fano line pro�le changes
with q. If q tends towards in�nity or 0, then the Fano line shape is replaced with
a Lorentzian line pro�le. In Chapters 4 and 5 an analysis of the Fano line shapes
observed in the H/HOPG and H/CNT will be presented.
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Chapter 3

Experimental

3.1 Scanning tunneling microscopy

The scanning tunneling microscope (STM) was the �rst instrument that enabled sci-
entists to achieve true atomic resolution in real space. The contribution to nanotech-
nology brought by STM rewarded its developers, Gerd Bining and Heinrich Rohrer
from IBM R•uschlikon, with the 1986 Nobel Prize in Physics. Consider U0 the poten-
tial energy of a particle and E its total energy. In Newtonian physics, a particle can
never be in a region where U0 is greater than E. If a conducting probe is brought
within a few atomic distances from a metallic surface, the principles of quantum me-
chanics allow the transmission of an electron from the tip to the sample through the
potential barrier of the vacuum, a phenomenon called tunneling. Quantum mechanics
also determines the decay of the wave function ψ inside the barrier to be:

ψ ∝ e−z
q

2m(U0−E)
~2 (3.1.1)

where z is the barrier width, m is the electron mass and ~= h
2� , the reduced Planck

constant. The decay of the electron wave function during tunneling can be illustrated
as in Figure 3.1.

The tunneling current between the STM probe and the sample is determined by the
available density of states (DOS) of both tip and sample at energy E. Furthermore,
the tunneling current depends on the DOS of the tip, ρt, and of the sample, ρs.
The tunneling probability of the tunneling process is: |M(E)|2. For T=0, the total
tunneling current between tip and sample can be described by the Bardeen formula
[2]:

I =
4π
~

∫ eV

0

ρs(EF;s + E)ρt(EF;t − eV + E)|M(EF;s + E)|2dE (3.1.2)
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Figure 3.1: The electron wave function decay between sample and tip during
tunneling through a barrier of width d.

where e is the electron charge and V represents the bias voltage applied between
sample and tip. The Fermi energy, EF , is the energy up to which the DOS is �lled
and it is material dependent. When two materials are brought in contact their Fermi
energies will equalize. Since one of the contacts is biased then, EF;s=EF;t − eV. The
tunneling current can be rewritten as:

I =
2πe
~

∫ eV

0

∑
i;j

|Mij(EF;s + E)|2dE (3.1.3)

Thus, the tunneling matrix element Mij(E) contains valuable information about shape
(s, p, d) of the wave functions of the tip and sample and their overlap at a speci�c
energy E. Terso� and Hamann [3] were the �rst to evaluate M considering that the tip
wave function is modeled as a single s-orbital, Mij=Mj ∝ ψs;j . Because |Mj |2=|ψs;j |2

≡ρs, equation 3.1.3 for small biases reduces to:

I ∝ eV ρs(EF;s) (3.1.4)

which means that the tunneling current is directly proportional to the DOS of the
substrate.

In equation 3.1.1 the barrier height, U0, can be considered to be the average
barrier height between the tip and the sample �s+�t+eV

2 , where the work function
φ is de�ned as the minimum energy required to remove an electron from the material
to the vacuum. Since |M |2 is proportional to the overlap of the wave functions of
the tip and sample and this wave function decays exponentially in vacuum, then the
tunneling current I does also exponentially decrease as a function of the distance, z.
In the constant current mode, the tunneling current, I t is set at a speci�c setpoint
value. Experimentally, the most common values for the setpoint current are between
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1 pA and 10 nA. In order to maintain the pre-set tunneling current constant, a
feedback loop is moving the tip towards or away from the sample. With piezo-electric
materials very �ne displacements (smaller than 10 pm) can be achieved, thus the
tip can be scanned over the surface while maintaining the distance between the tip
and and sample. If the tip is moved over the surface then the change in the tip-
sample distance, �z, can be recorded for each point (x,y). The result of scanning
is a topographical image of the sample. The last statement in not entirely true
since formula 3.1.4 shows that the apparent height is proportional to the DOS at the
speci�c position. Scanning tunneling spectroscopy (STS) is a complementary method
to extract information about the DOS at a speci�c position from STM experiments
at the surface. In STS, the tip is positioned in a speci�c position, the feedback loop
is switched o� and the bias voltage between the tip and the sample is varied with a
pre-de�ned number of steps and the current is recorded, thus obtaining a dependence
of the tunneling current as a function of the applied bias. The �rst derivative of the
I(V ) curve provides information about the charge density distribution of the sample.
If the Terso�-Hamann approximation is considered, the derivative of equation 3.1.4
is:

dI/dV (V ) ∝ ρs(x, y, EF;t + eV ). (3.1.5)

Figure 3.2: Schematic representation of an STM setup [1].

In this way, one can obtain the DOS at a speci�c position (x, y) of the sample sur-
face. Two di�erent experimental STM set-ups were used to obtain the experimental
results that are described in this thesis. Both of them are commercial STM setups
developed by Omicron GmbH. One of the setups is a variable temperature (VT) ultra
high vacuum (UHV) - AFM with STM option; the other is a low temperature (LT)
STM. The VT AFM/STM and was used to:

• determine the HOPG contamination after sample cleave, annealing steps, and
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prolonged exposure to the UHV environment;

• identify the structures [2] formed by hydrogen atoms on HOPG;

• correlate the HOPG exposure time to the H plasma with the measured coverage
from STM topography;

• determine an appropriate Au(111) preparation procedure in order to obtain at
atomic terraces for CNT deposition and characterization;

• topological and spectroscopical analysis of H treated and non-treated carbon
nanotubes.

In the VT ATM/STM no STS experiments were conducted at low temperatures
since only the sample can be cooled to 25 K by heat exchange with a ow cryostat.
However the STM tip is assumed to be close to RT. Phase transitions can occur while
the temperature is varied (e.g. superconductivity). In order to test the temperature
dependence of the hydrogen on the DOS of the carbon based material (HOPG, CNT),
the STS work presented in this thesis is done on the LT-STM. The operating base
pressure in the STM chamber is lower then 10−10 mbar. The minimum operating
temperature that can be achieved with this setup is 4.8 K and this is done by a
system of two separate bath cryostats, where the inner cryostat is �lled with liquid
helium and the outer cryostat with liquid nitrogen. If the outer shield is re�lled with
liquid nitrogen at each 5-6 hours, then the STM measurements can be performed at
4.8 K for 24 hours.

The STM tips used in this work were prepared from two di�erent materials, tung-
sten (W) and PtIr. By electrochemical etching of a polycrystalline tungsten wire (φ
0.35 mm), W tips were prepared. In order to check the apex radius of the tip SEM
experiments were also conducted and the tip apex was imaged. The STM tip radius
is important for topography imaging and it is less relevant for scanning tunneling
spectroscopy. Since the W tips are handled in ambient atmosphere tungsten oxide
(WO3) forms as a layer at the surface. In order to remove the oxide from the tips,
they were annealed at temperatures in excess of 1200 ◦C by means of electron beam
heating. Above the mentioned temperatures the tungsten oxide sublimates exposing
a fresh W apex surface of the tip. A simpler and faster tip preparation procedure is
achieved if PtIr wire (90%, 10%) (φ 0.35 mm) is mechanically cut. Since PtIr does
not oxidize in ambient atmosphere the tip annealing step, as in the case of W tips,
can be avoided. For "good STM tips", both from W and PtIr, similar results (in
terms of imaging and spectroscopy) have been achieved during the experimental work
presented in this thesis, thus our results are not tip material dependent. Figure 3.2
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illustrates the schematics of an STM setup on the left hand side while in the right
hand side the STM tip and atomic surface is depicted.

3.2 Atomic force microscopy

As in any other scanning probe microscopy technique, atomic force microscopy (AFM)
operates by monitoring and controlling the interaction between a sharp needle and a
sample. The sharp needle is called AFM tip and the most common used materials are
Si and Si3N4. The AFM tip is mounted on a cantilever. An AFM setup can operate
in three regimes, namely: contact mode, tapping mode or non-contact mode. As the
names suggest, in contact mode the AFM tip is brought into contact with the sample
and just "dragged" along the surface. This working regime can be used for hard
samples, were the forces applied on the surface do not damage the sample. In tapping
mode, the tip is slightly touching the surface that is investigated and it is oscillating at
the resonant frequency of the cantilever. If the excitation frequency externally applied
is slightly o� the resonant frequency of the cantilever, then the tip will not touch by
purpose the sample, thus non-contact mode is achieved. It is preferable for "soft"
samples to use the non-contact operating mode since the physical damage produced
to a sample is kept to a minimum. The force governing the interaction between the
tip and the sample is the van der Waals force, F (r), and can be described by the
equation 3.2.1 assuming that the tip can be modeled with a sphere:

F (r) = AR[
1
30

(
σ

r
)8 − (

σ

r
)2], (3.2.1)

where A = 2
3π

2w0ρspρsuσ
4, consists of the minimum energy of Lennard - Jones inter-

action potential (w0), the number of density of atoms in the sphere, surface (ρsp, ρsu)
and the distance between two atoms σ, for which the potential is zero, thus the
minimum energy w0. Figure 3.3 depicts the schematics of an AFM setup.

The cantilever deection, described by Hooke's law, is a measure of the forces act-
ing on the tip. To determine the forces acting between the tip and surface, a LASER
beam is projected onto the cantilever and its reection is projected on a photodiode
segmented in four quadrants. By measuring the position of the reected LASER spot
in respect to the center of the photodiode the torsion and vertical displacement of the
cantilever are determined. Making use of an electronic feedback system, the tip can be
brought back to the initial, preset values making use of the piezo drives. In a simple
case, if the distance between the tip and the sample has decreased, the control unit
will contract the z-piezo element in order to maintain the constant height di�erence
between the tip and the sample. Thus, the feedback system gives the information
required to obtain all the information acquired during an AFM experiment. The xyz
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Figure 3.3: Schematic representation of an AFM setup.

scanner calibration was on monthly basis performed with AFM gratings purchased
from NT-MDT [3].

Since its development by Binnig, Quate and Gerber in 1986, AFM has gained
additional capabilities when the tips are coated with di�erent materials. For example,
coating an AFM tip with magnetic materials makes it possible to be sensitive not only
to the surface topology but also to the magnetic properties of the sample in study.
The radius of curvature of the AFM tip determines the lateral resolution of an AFM
scan. Typically the radius of curvature is around ten nanometers but ultra-sharp
tips can be also produced, for example by attaching a single carbon nanotube to the
commercially available tip, thus improving the lateral resolution by a factor of ten. In
this thesis the AFM technique was used in order to investigate the roughness of the
surface during the gold nanorings preparation procedure. Since the typical height of
the gold structures is in the order of 5 - 7 nanometers a low roughness of the substrate
was required.

3.3 Superconducting quantum interference device

Arnold Silver, Robert Jaklevic, John Lambe, and James Mercereau of Ford Research
Labs developed the �rst superconductive quantum interference device (SQUID) in
1964. SQUID is a sensitive magnetometer, used to measure very small magnetic �elds,
as low as 5 aT. The operating principle is based on the Josephson e�ect [4], postulated
in 1962 by B. D. Josephson. The Josephson e�ect is the phenomenon of current ow
across two weakly coupled superconductors (S), separated by a thin insulating (I)
barrier, so that tunneling of Cooper pairs takes place. The S-I-S con�guration is
commonly known as a Josephson junction. The dynamics of the Josephson junctions
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are determined by the equations:

U(t) =
~
2e
∂φ

∂t
, (3.3.1)

and
I(t) = Icsin(φ(t)) (3.3.2)

U(t), I(t) represent the voltage, the current across the junction. The phase of the
current shift across the junction is φ(t), while Ic is the critical current across the junc-
tion. The critical current is de�ned as the exact point where the material loses its
ability to carry electrical current without resistance. The value of the critical current
is dependent on temperature and applied external electric �eld. There are three main
e�ects following from equations 3.3.1 and 3.3.2: the direct current (DC), the alter-
nating current (AC) and the inverse AC Josephson e�ects. The DC Josephson e�ect
is the phenomenon of a direct superconducting current crossing the insulating barrier
in the absence of any external electromagnetic �eld. The current is proportional to
the sine of the phase di�erence across the insulator, and the value of the current is
between −Ic and Ic, by following equation 3.3.2. For the AC Josephson e�ect a �xed
voltage UDC is applied across the junction and as a consequence the phase will vary
linearly with time, as observable from equation 3.3.1. Therefore, the current will be
AC with an amplitude equal to Ic and a frequency of 2e

h UDC . In this case the junc-
tion can be regarded as a perfect voltage to frequency convertor. In the inverse AC
Josephson e�ect if the phase is φ(t) = φ0 + nωt+ a sin(ωt) then the DC components
of the current and the voltage become: I(t) = IcJ−n(a) sin(φ0), UDC = n ~

2eω. Thus,
for distinct DC voltages, the junction may carry a DC current and acts like a perfect
frequency to voltage convertor. For his work B. D. Josephson was awarded with the
1973 Nobel Prize in Physics.

The DC SQUID consists of a superconducting loop containing two Josephson
junctions as depicted in Figure 3.4. The interference e�ect used in the DC SQUID is
the modulation of the supercurrent by an applied magnetic �eld passing through the
loop. This occurs since the magnetic �eld changed the phases of the wavefunctions
across the junctions, hence the currents passing through. There are two junctions,
but a single-valued phase restriction must be imposed in the following form: 2kπ =
δ1 + δ2 + 2�

Φ0
�x. The junction currents are related to the wavefunction phases by:

I1 = Ic sin δ1 and I2 = Ic sin δ2, where Ic is the critical current and at this point it
is assumed that the two Josephson junctions are identical. Using Kirchho�'s law for
a node reveals I0 = I2 − I1. The wave functions adjust themselves to continuously
satisfy the last four equations. The maximum current is:

(I0)max =
√

2Ic

√
1 + cos(

2π
�0

�x) (3.3.3)
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From equation (3.3.3) it is clear that the magnetic �eld modulates the passing current.
In practice the Josephson junctions are never identical thus the equations can be
rewritten as:

2kπ = δ1 + δ2 +
2π
�0

(�x + LIs) (3.3.4)

I1 = IS −
1
2
I0 = IC1 sin δ1 (3.3.5)

I2 = IS +
1
2
I0 = IC2 sin δ2 (3.3.6)

where IS is the current induced by the ux change through the coil (shielding current)
and IC1 and IC2 are the critical currents of the junctions. This set of equations do
not have an analytical solution but numerical solutions have shown that the critical
supercurrent modulation still occurs with a period of �0 with a non-sinusoidal form.

A DC SQUID is supplied with a constant current. The ux through the loop is
modulated by a reference high frequency ux from a feedback coil with a magnitude
less then �0 in order not to mask any signal that should be actually detected. The
lock-in ampli�er is used to amplify the di�erence between the SQUID loop's signal
and the reference signal. This di�erence is then used as a feedback signal for the
feedback coil that has to cancel the input ux by increasing or decreasing the voltage
across the SQUID loop.

This technique was used to determine the magnetization of nanoscopic gold nanor-
ings. The results will be presented and discussed in Chapter 6.

3.4 Hall effect measurements

The van der Pauw method [5, 6] is used to measure the Hall e�ect [7]. The results
were acquired with an automated probe station setup. The resistivity measurements
can be performed between room temperature (RT) and 4 K. The maximum magnetic
�eld that can be applied to the sample is 1 T, while the sample is �xed on an electri-
cally insulating plate that is mounted on a rod. The copper wires that are glued to
the samples are connected to electrical pins, thus making the electrical connections
between the sample and the electronics of the setup. The rod is then inserted in a
vessel where He gas is pumped in. He gas is used as heat exchanger (better thermal
stability). The He gas brings to the this experiment two main advantages: shorter
measurement times and chemical inertness. To perform temperature dependence mea-
surements, the setup is equipped with a ow-cryostat. To stabilize the temperature
at a desired set point, the resistive heating element is controlled by a PID feedback
system. Furthermore, when the temperature or magnetic �eld reached the set point a
time delay in the measurement can be prescribed (e.g. wait 2 minutes after set point
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Figure 3.4: DC SQUID superconducting loop.

was reached and then acquire desired data). This stabilization interval should provide
more accurate and reproducible results. The measurement itself is fully automated
and computer-controlled.

On the sample four electrical contacts are placed. If a current I12 is applied
between contacts 1 and 2, then a potential drop U3;4 is measured between contacts
3 and 4. Thus, the resistance is R12;34 = U34/I12 is measured. If a current is own
between contacts 2 and 3, then similar to above the resistance R23;41 is determined.
Van der Pauw showed that:

e−�R12,34=RS + e−�R23,41=RS = 1 (3.4.1)

where RS is the sheet resistance. The measurements should be reciprocal, mean-
ing that owing a current from contact 1 to contact 2 and measuring the potential
di�erence between contacts 3 and 4 should provide similar results as if the current is
own between contacts 3 and 4, while the potential di�erence is measured between
contacts 1 and 2. Mathematically, the above-mentioned statement translates into:
R12;34 = R34;12. To simplify equation 3.4.1:

Rvertical =
R12;34 +R34;12

2
Rhorizontal =

R23;41 +R41;23

2
(3.4.2)

Under the condition that Rvertical = Rhorizontal = R, equation 3.4.1 results in:
RS = πR/ln2. If the above-mentioned condition is however not ful�lled, a numerical
solution can be found for equation 3.4.1 via iterative methods.
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If a charged particle (e.g. electron) is placed in a magnetic �eld, the Lorentz force
(FL = QvB) is a�ecting the particles trajectory function of the particle velocity v,
magnetic �eld strength B and amount of charge possessed by it, Q. The electron
velocity can be written as v = I

nAq , where I is the current value, n is the electron
density, A is the cross-sectional area of the material and q represents the elementary
charge.

Under the condition that the external magnetic �eld is applied perpendicular to
the direction of current ow, the Lorentz force experienced by the electrons becomes:
FL = IB

nA . The Lorentz force produces accumulations of electrons in one part of the
sample and depletion on another part, thus a potential di�erence across the sample,
which is commonly known as Hall voltage. However, the current continues to ow
along the sample, which indicates that the force on the electrons due to the electric
�eld balances the Lorentz force. Thus the value of the electric �eld can be written as:
E = IB

qnA . Thus, the magnitude of the Hall voltage is:

VH = wE =
wIB

qnA
=

IB

qnd
(3.4.3)

where w is the width of the material and d is the depth of the material. If the Hall
voltage is expressed function of electron sheet density then: VH = IB

qnS
.

Two sets of measurements are made: one of them with the magnetic �eld in the
positive z-direction of the sample and the other one in the negative z-direction. The
Hall voltages are recorded for both magnetic �eld directions. Then the di�erences
between the voltages are calculated. In order to provide more accuracy to the mea-
surements the reciprocity theorem suggests measuring the Hall voltage by reversing
the direction of the current ow in the sample. The polarity of the Hall voltage mea-
sured provides information regarding the type of doping in the material. Thus, if it
is positive a p-type material is measured, respectively, n-type if a negative voltage is
measured. The sheet density is nS = IB

q|VH | .
The resistivity of a semiconductor material can be written as:

ρ =
1

q(nµn + pµp)
(3.4.4)

where n and p are the concentration of electrons and holes in the material while µn
and µp are the mobility of the electrons and holes. If the material is doped, then the
mobility of the majority charge carriers is:

µm =
1

qnSRS
(3.4.5)

In conclusion, the Hall measurements provide information regarding: the resistance,
the sheet resistance, the charge mobility and the charge density. The ability of Hall
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measurements to provide the above-mentioned quantities is going to be used in order
to determine any electrical conduction changes of graphite upon hydrogen chemisorp-
tion. The results are discussed in the following chapter.
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Chapter 4

The role of H-adsorbed atoms
on graphite: zero bias
anomaly in the density of
electron states

4.1 Introduction

Graphite is composed of stacked layers of two-dimensional graphene. In the last years,
numerous experimental and theoretical studies of graphene and bilayer graphene have
been performed. A key feature of many layered materials is the anisotropy exhibited
by its transport properties: while being metallic within the layers, the transport in
the c−axis, perpendicular to the layers, may be coherent or incoherent and undergo a
crossover with temperature from one regime to the other, thus changing the e�ective
dimensionality of the system [1, 2]. Even when coherent electron excitations can be
assumed within individual layers, there is no consensus about over what length and
time scales the excitations are coherent between layers [1]. Electron correlations also
play a key role in the physics of layered materials since correlation e�ects increase
as dimensionality decreases. Therefore dimensionality is crucial for the electronic
properties and to choose the appropriate model to study the system. Unconventional
properties are derived from the anisotropy and periodicity along the axis perpendicu-
lar to the planes i.e. the structure of collective excitations absent in two dimensional
(2D) and three dimensional (3D) electron gases [3]. These unconventional properties
are distinctly di�erent from that of the traditional Fermi liquids.

Graphite, an hexagonal layered material, presents an intra-plane hopping much
larger than the inter-plane hybridization. Many of the transport properties established
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in the past for this well-known material are being questioned at present. Recent con-
ductivity measurements reveal a suppression of the c−axis conductivity much larger
than what would be predicted by the band calculations of the interlayer hopping [2].
Band structure calculations are also challenged by very recent claims of observation of
quantum Hall plateaus in pure graphite [4]. The unconventional transport properties
of graphite such as the linear increase with energy of the inverse lifetime [5,6], suggest
deviations from the conventional Fermi liquid behavior, which could be due to strong
Coulomb interactions unscreened because of the lack of states at the Fermi level [7,8].
The experimental isolation of single graphite layer (graphene) [9] has enhanced the
importance of graphite opening new possibilities in the application �eld. The proper-
ties of a few single layers of graphite have been measured and the experiments con�rm
the theoretical predictions of a physics governed by the 2D Dirac equation and a linear
dispersion in the proximity of the K points [9, 10].

In the presence of electron-electron interactions, tunneling processes are modi�ed
by inelastic scattering events. The inuence of inelastic scattering on electron tun-
neling has been studied, using equivalent methods, in mesoscopic devices which show
Coulomb blockade [11], Luttinger liquids [12{15], and dirty metals [16].

When electrons are con�ned to move in a plane (2D), di�erent physics might
come into play. For example, under normal circumstances, they are not expected to
conduct electricity at low temperatures. The absence of electrical conduction in two
dimensions (2D) at zero temperature has been one of the most cherished paradigms
in solid-state physics. In fact, the 1977 physics Nobel Prize was awarded, in part, for
the formulation of the basic principle on which this result is based. However, recent
experiments [17] on a dilute electron gas con�ned to move at the interface between
two semiconductors pose a distinct counterexample to the standard view. Transport
measurements reveal [17] that as the temperature is lowered, the resistivity drops
without any signature of the anticipated up-turn as required by the standard account.
It is the possible existence of a new conducting state and hence a new quantum phase
transition in 2D.

4.2 Sample preparation procedure

HOPG (NT−MDT) ZYA (0.4 - 0.7 degree mosaic spread) or ZYH (3.5 - 5.0 degree
mosaic spread) [27] is cleaved with scotch tape under ambient atmospheric conditions.
The sample is afterwards inserted into an UHV chamber (base pressure of 10−9 mbar)
and it is annealed for two hours at approximately 800 ◦C so that any eventual ad-
sorbents are removed. After the annealing step follows the hydrogen or deuterium
deposition. In ambient conditions of temperature and pressure, on Earth, H and D
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are found in a molecular state. To dissociate molecular H2 (D2), several methods can
be used. One of the methods to atomize H2 or D2 is to make use of a hot �lament
(that can be covered by a catalytic metal in order to reduce the temperature of the
�lament) that is exposed to the gas ow, resulting in atomic H or D. Another way to
achieve H2 or D2 atomization is to make use of a plasma discharge. Di�erent types
of plasma discharges can be used, creating either energetic or thermalized H+ or D+

ions. Previous studies of energetic (energy in the range of MeV) H+ or Ar+ irradi-
ating HOPG indicated that the process is irreversibly destructive for the �rst several
layers of graphite, thus leading to the removal of C atoms from the top layers [29].
These types of structural defects are hard to investigate since it is almost impossible
to know precisely how many carbon atoms have been sputtered from the lattice, thus
it is hard to repeat and theoretically model such an experiment.

To produce thermalized H+ or D+, a radio-frequency (RF) plasma discharge (Ox-
ford Applied Research Atom/Radical Beam source) operated at a base pressure of
10−2 mbar with a ow gas H2 or D2 is used. After the ions are created in the ioniza-
tion chamber they are atomized by scatterings with a permeable quartz glass located
at the plasma source nozzle. The RF plasma source used in these experiments operates
by means of an electrical discharge created from inductively coupled RF excitation at
13.56 MHz. The nozzle of the plasma discharge chamber is located about 5 cm away
from the graphite surface. The amount of D or H chemisorbed the top HOPG layer
can be tuned by varying the sample exposure time. Exposure times varying between
5 seconds and 1 minute were performed. After the hydrogen has been deposited on
HOPG, the sample is exposed to environment since the RF plasma source is not part
of the UHV LT STM setup. The �rst step after inserting the H/HOPG sample into
the LT STM setup is annealing. The annealing temperature is about 390 K, temper-
ature where H or D dimers do not recombine to leave the surface [32]. This annealing
step is necessary in order to eliminate any eventual water or adsorbents present on the
surface of HOPG. Although sample contamination with foreign atomic species except
H and D cannot be completely ruled out, several arguments can be brought to support
of the idea that most of the surface structures investigated with the STM presented
in this work are H and D chemisorbed patches. First, the purity of the H2 (D2) gas
used in the plasma discharge is of 99.99 %. Second, any air contaminants (water
or intercalates) will be removed by a second annealing step. It can also be debated
that any metallic contaminants (e.g. Na) will oxidize as soon as the sample is taken
into air. Third, there are several structures that can be identi�ed by STM topogra-
phy imaging of the modi�ed surface. Lastly, temperature programmable desorption
(TPD) experiments indicate speci�c desorption temperatures for the chemisorbed hy-
drogen. TPD experiments were used to check for eventual remaining contaminants
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or defects induced by the hydrogen RF plasma discharge.
The sample is afterwards transferred in an adjacent UHV chamber, at the STM.

All the samples were scanned on either the variable temperature (25 K - 1500 K)
AFM/STM or the low temperature - STM (4.8 K - 300 K) (both by Omicron Gmbh).
The samples were investigated mainly at the following temperature: 5 K, 77 K, 120
K and RT. The base pressure when performing STS was never higher then 5 x 10−10

mbar at RT, important fact especially for low temperature investigations since the
surface sticking coe�cient is close to 1 when the temperature of the sample drops
bellow 77 K.

4.3 Experimental results and discussion

4.3.1 Hydrogen on HOPG. Topological effects

To compare the topological changes and density of states changes of HOPG upon H
or D chemisorption, we will make a start by showing experimental results obtained
on clean HOPG. The ABAB stacking (or αβαβ stacking) of the graphene planes in
a three dimensional crystal creates two non-equivalent sites, the α sites where the
charge density at the Fermi level is suppressed due to the weak van der Waals forces
and the β sites that do present charge density at the Fermi level and can be seen
in the scanning tunneling microscopy (STM) imaging [30]. Depicted in Figure 2.1
is the crystallographic structure of HOPG. As observable, in each hexagon there
are two sets of inequivalent atoms. Three atoms from the hexagonal lattice have a
neighboring atom underneath (β sites), while the other three do not (α sites). Due
to the αβ stacking of the graphene layers in the crystal only the β sites are visible in
the topography, Figure 4.1. The topography shows a very small corrugation as it can
be seen in the topographical cross section.

After the graphite was treated in the hydrogen plasma, STM topography imaging
reveals an increase in the sample corrugation, observable in Figure 4.2. To facilitate
the visual topological comparison, Figure 4.1 and Figure 4.2 have the same scan
size, 20×20 nm2. For the moment, let us consider the hillock features to be created
by chemisorbed hydrogen. As it can be observed from this topography imaging, sub-
monolayer coverage is obtained while the sample is exposed to the plasma for about 15
seconds. Obviously, it is a sub-monolayer since the graphite lattice is still observable
in between the hydrogen structures. The island growth mechanism of hydrogen on
graphite has been also observed in other experiments [31].

Although HOPG surface contaminations from the plasma discharge cannot be ex-
cluded, several factors and sample preparation procedures indicate that the surface
must actually be covered mostly with H. First of all, since the sample is taken in air
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Figure 4.1: a) Topographical STM results of 19×12 nm2 depicting a clean,
smooth periodic atomic structure, measurement parameters: V = 124 mV and
I = 0.47 nA. Overlaid, cross section indicating the lattice periodicity (2.46 �A) and
a corrugation of about 220 pm.

Figure 4.2: 20×20 nm2 STM topography of HOPG exposed to hydrogen plasma
for 15 s. The bright features are attributed to hydrogen structures. Scanning
parameters, V = -325 mV, I = 0.47 nA.
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a) b)

Figure 4.3: 550×550 nm2 STM topography of: a) 20 s hydrogen plasma exposed
graphite surface; b) same sample as in a) after the annealing at 600 K. The scanning
parameters are: V = -230 mV, I = 0.45 nA

(for a few minutes) after the plasma exposure, metallic contaminants can be excluded
due to the oxidation processes. Another important factor to consider is the chemical
inertness of graphite while in air. After the sample is introduced in the UHV setup
where the STM experiments are made, another low temperature annealing step is done
(390 K), thus removing water and other possible physisorbed species. Temperature
programmable desorption (TPD) experiments correlated with DFT calculations [31]
suggest that annealing the sample at 600 K should reveal the graphitic lattice since
all the hydrogen should be desorbed at the speci�ed temperature. Furthermore, if
structural defects are created during the plasma treatment, a simple topography scan
should reveal them. For comparison, before the annealing step performed at 600 K
(Figure 4.3a) and after it (Figure 4.3b), STM experiments were performed. After
the annealing step no hillock features are observable on the surface of HOPG. Fur-
thermore, no indications of structural defects were detected. In conclusion, from the
assumptions made and the TPD experiment, the plasma treatment is nondestructive
for the top graphitic layer and mainly chemisorbed hydrogen must be present on the
surface.

Another important method to identify the presence of chemisorbed hydrogen on
graphite is by looking at possible atomic structures, previously identi�ed [32]. In
Figure 4.4a two dimers type A can be easily identi�ed, while in Figure 4.4b a dimer
B was identi�ed. The type A and type B dimers are exempli�ed in Figure 2.4 of this
thesis. The topography cross section above the structure, as indicated by the solid line
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a) b)

Figure 4.4: STM topography of: a) 2 dimers A (scan size: 2.5×2.5 nm2) and
b) dimer B (scan size: 5×5 nm2), the corrugation of the hydrogen structure is,
as it can be seen from the cross section of the topography, 0.3 nm; The scanning
parameters are: V = 120 mV, I = 0.45 nA.

in Figure 4.4b, depicts a corrugation of about 0.3 nanometers, in close concordance
with DFT calculations [33].

Based on STM topography results and on desorption experiments we show that
upon hydrogen chemisorption the surface remains undamaged by the hydrogen deposi-
tion and also, previously reported structures of hydrogen on graphite are reproduced.
One step further can be made to identify possible H positions on graphite for other
structures observed in topography. Figure 4.5 depicts the hydrogen positions on a
graphite lattice (right hand side images) in concordance to the topography results
(left hand side images). The possible structures are identi�ed by assuming that all
the hillock features are due to chemisorbed H and that the atomic positions available
to H chemisorption follow the rules described by Otero et al. [32]. By measuring the
distances between the two types of dimers or single H positions the possible structures
may be identi�ed. To correctly identify H structures composed of three or more H
atoms in close proximity more detailed studies are needed, but have not been pursued
during this work. Occasionally, single H atoms (Figure 4.6a) have been identi�ed on
the graphite lattice. Single H atoms chemisorbed have been observed only at very
low H coverage. It is safe to conclude that what we observe is a single H atom due to
the triangular topographical appearance. STM simulated topography performed by
�Z. �Sljivan�canin [35] and depicted in Figure 4.6b show a remarkable resemblance.

HOPG presents large (squared micrometers) at atomic terraces but also step
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a)

b)

c)

Figure 4.5: Possible hydrogen structures marked by the dashed black rectangle
composed of three (a), four (b) and �ve (c) hydrogen atoms positioned as depicted
in the right hand side of every image. The scan sizes are: a) 2.1×2.1 nm2, b)
1.8×0.9 nm2 and c) 2.5×1.2 nm2.

50



4.3 Experimental results and discussion

a) b)

Figure 4.6: a) Single hydrogen atom chemisorbed on graphite marked by the
dashed black circle. Within 1 nm from the single hydrogen chemisorbed the

√
3×√

3R30◦ reconstruction can be observed. b) STM simulated topography of a single
H chemisorbed on graphite, density of states: 105 at a voltage of 0.1 eV.

edges and grain boundaries. Close to them, localized electronic states derived from the
armchair or zigzag edges, defects are present in the LDOS of graphite at distances of
up to 4 - 5 nanometers [34]. Since we are interested in the modi�cation of the electronic
structure properties of graphite upon hydrogen chemisorption all the spectroscopic
data that is going to be presented in this thesis were collected at distances larger then
50 nanometers from step edges or grain boundaries.

4.3.2 Changes in the LDOS of graphite induced by H

The electronic structure properties of hydrogen modi�ed HOPG (0001) are presented
and discussed in the following two sub-sections. Scanning tunneling spectroscopy
(STS) has been performed at two di�erent levels of hydrogen coverage, 0.01 and 0.2
ML. The experiments have been performed at various temperatures, ranging between
4 K and 120 K. The majority of the results have been obtained at 4 and 77 K. The
scanning tunneling spectroscopy data is presented as function of the distance from
the hydrogen patches as well.

Before proceeding with the LDOS studies of the H/HOPG system, STS measure-
ments on clean graphite were carried out at 77 K (Figure 2.2b) and 4.8 K, Figure 4.7.
These typical STS curves for clean graphite match previously reported theoretical
and experimental data [36].
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Figure 4.7: STS between -0.5 V and 0.5 V on clean graphite indicating a smooth
density of states, acquired at 4.8 K. Vref,RMS= 8 mV, f = 730 Hz.

V - shaped gap at the Fermi level

After hydrogen deposition, STS at 77 K was used to probe the density of states
of graphite as function of distance from the hydrogen structures. The data were
consistently reproduced in several experiments, with di�erent W or PtIr STM tips,
on ZYA or ZYH quality graded HOPG. In Figure 4.8a are two positions depicted:
one very close (less then 1 nm away) to a hydrogen patch (black rectangle) and one
at approximately four nanometers away from any hydrogen structures. In Figure 4.8
the STS spectra reveals an unexpected feature centered around the Fermi level. This
V−shaped feature is unexpected since the density of states within the gap presents a
smooth, linear dependence with the energy. A net zero conductance is measured at
the Fermi level. Thus, this feature will be referred to as V-shaped gap.

The width of the V−shaped gap is about 90 meV. If the distance between the H
structures and the position where the STS data is acquired is increased, the density
of states of unperturbed graphite is measured, as exempli�ed in Figure 4.8c. The
V-shaped gap is a local e�ect since the LDOS of graphite returns to the bulk graphite
LDOS within 4 nanometers away from hydrogen patches. The hydrogen coverage
for the data presented in Figure 4.8 is estimated to about 0.2 ML. The coverage is
calculated by estimating the relative size of the hydrogen patches when compared to
the total STM scan size and �nally correlated with the crystallographic structure of a
graphite layer. The number of hydrogen atoms is roughly estimated from the surface
area of dimers, as measured from Figure 4.4.

The particular shape of the V-shaped gap motivated us to proceed with a more
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a) b)

c)

Figure 4.8: a) 77 K STM topography of H/HOPG, 10 × 10 nm2. The black
rectangle depicts the location of the STS spectra in b) while the black circle is the
position of the STS presented in c); b) STS spectra depicting a V-shaped gap at EF

with a width of 92 meV, acquired at less then 1 nm away from a hydrogen patch.
c) STS spectra acquired at ' 4 nm away from any hydrogen patch. V ref,RMS= 4
mV, f = 873 Hz.
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a) b)

Figure 4.9: a) STM topography at 5 K of H/HOPG, 10×10 nm2. The colored
circles correspond to the same colors with which the STS data in b) are represented.
The distance from the hydrogen structures can be read in the upper right part of
the b). V ref,RMS= 4 mV, f = 972 Hz.

detailed investigation. The experiments were intended to explain under which condi-
tions a gap develops and to ultimately understand the physical mechanism governing
its appearance. The following questions can be addressed. Is the opening of the gap
temperature dependent? Is the size of the gap temperature dependent? Is the spatial
extent of the gap temperature dependent? A series of experiments were conducted to
answer to all these questions.

First, the coverage of the sample was kept in the same range since the gap might
be a function of both coverage and temperature. Although the coverage cannot be
easily quanti�ed, we maintained a constant sample exposure time to the hydrogen
plasma. At 5 K, spatially resolved STS indicates the presence of a similar gap, as
shown in Figure 4.9b. While very close (less than 1 nm away) to the hydrogen patch
a similar gap. Even more interesting, the gap is present even at large distances, as it
can be observed from the STS data presented in Figure 4.9b with the solid green line.
Summarizing, at 5 K, the gap is observed at larger distances than measured at 77 K,
which means that the spatial extent of the gap is larger at lower system temperature.

In addition to the gap, very close to hydrogen patches, extra electronic states
are present (at energies around +/- 200 meV), see Figure 4.9b, the solid black line.
Although it is di�cult to make a one to one correlation with LDA calculations for H
atom, dimer A and dimer B performed by �Z. �Sljivan�canin due to the complexity of the
hydrogen structures that can be observed in Figure 4.9a, electronic contributions from
a single H atom and dimer B on HOPG are expected to be present at around +/- 130
meV respectively, +/- 500 meV. The results of the LDA calculations are presented
in Figure 4.10. It may be the case that the electronic states at +/- 200 meV and at
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a) b)

c)

Figure 4.10: LDA calculations [35] of the TDOS for: a) single H on HOPG; b)
dimer A on HOPG c) dimer B on HOPG.

+ 600 meV are for a H island composed of a single H next to a dimer type A since
the values measured �t reasonably the LDA calculations, as shown in Figure 4.10.
It is worth noticing that the LDA calculations do not predict the appearance of the
V−shaped gap in the LDOS.

Second, a closer investigation of graphite density of states at 4 K (Figure 4.11)
reveals that the observed gap is about 10 meV smaller than the gap size measured
at 77 K. The presence of the V−shaped gap was measured up to 5.5 nm from the
H patches. The exact spatial extent value was not measurable since the hydrogen
islands were positioned at roughly 11 nm, furthest apart. Thus, it has been observed
that upon temperature reduction the full-gap size is decreasing. Both curves from
Figure 4.11 are spectroscopic data of the same point (3 nm away from a hydrogen
island). It provides a good indication of the experimental setup stability during STS
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Figure 4.11: 80 meV full-gap measured with STS at 3 nanometers away from
hydrogen structures on HOPG. Both lines depict the spectroscopic data acquired
in the same position one after each other.

measurements.

Inelastic electron tunneling spectroscopy (IETS) was not pursued. However, since
the V-shaped gap is relatively "free" of experimental noise, a mathematical derivative
of one of the curves from Figure 4.11 was calculated. The derivative is presented in
Figure 4.12. The two peaks with anti-symmetric intensity are symmetrically posi-
tioned around the Fermi level at about -16, respectively +16 meV. Table 2.1, which
summarizes the vibrational modes of HOPG, indicates the presence of an out of plane
acoustical phonon mode (ZA(�)) at 15 meV. This phonon mode has been observed
for more than �ve mathematically derived STS curves.

Probing the LDOS of graphite at the same hydrogen coverage, but at 120 K, did
not reveal the presence of this peculiar V-shaped gap. This is why STS experiments
at temperatures above 77 K have not been further pursued.

Is it possible to measure the spatial extent of the gap by decreasing the amount
H deposited on the graphite? To be able to answer this question a short exposure
time of the graphite to the H plasma (8 sec) was used. In Figure 4.13a, a sample with
low hydrogen coverage (' 0.01 ML) has been scanned with STM. Easily observable,
the hydrogen coverage in Figure 4.13a is lower then in Figure 4.8a) and b) while
the distances between the hydrogen patches is for certain regions of the image larger
then 20 nm. Since one might expect a random distribution of the H atoms on the
graphite surface, it is important to notice that these large distances between the
hydrogen patches are achievable due to the growth mechanism of H on HOPG (cluster
formation) [31].
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Figure 4.12: Mathematically derived IET spectrum from upper curve depicted
in Figure 4.11. The most pronounced peak are located at -16, respectively +16
meV.

a) b)

Figure 4.13: a) STM topography of 100×100 nm2 of H on HOPG. The esti-
mated coverage is 0.01 ML, obtained for 8 s sample exposure to the H plasma. b)
20×20 nm2 topography of hydrogen islands surrounded by clean graphite regions
supporting the island growth mechanism [31].
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Sharp localized state in the LDOS of graphite

Interestingly, at 5 K with 0.01 ML H coverage the V-shaped gap was no longer ob-
servable, but around the Fermi level (' 80 meV) a di�erent feature was present. In
Figure 4.14, the "new feature" in the density of states is illustrated at two experimen-
tal temperatures, 4 K and 77 K. Additionally, the feature in Figure 4.14b was less
frequently measured than the V-shaped gap for the HOPG samples that had higher
hydrogen coverage (0.2ML, as in the previous section), but was never observed at 5
K (for the same coverage). The spatial extent of this "new state" in the LDOS varies
as a function of temperature, from more then 10 nm at 5 K to less then 3 nm at 77
K.

Thus, it has been observed that by reducing the amount of chemisorbed hydrogen
on graphite a "new feature" is present in the LDOS, around the Fermi level. The
energy window (within 200 meV around the Fermi level) in which these two peculiar
LDOS features appear suggests that a transition may occur between the two upon a
variation in hydrogen coverage of the sample. Still, the question regarding the spatial
extent of these peculiar features in the LDOS of hydrogen treated graphite remains.
In order to obtain a clear estimation of the spatial extent, a new experiment was
proposed. Within the low sample coverage regime, STS experiments at intermediate
temperatures (55, 30 and 15 K) were performed. A similarly shaped state was mea-
sured around the Fermi level. The results are depicted in Figure 4.14 and the results
are plotted in Figure 4.16. For convenience, the spectra are shifted in respect to each
other. It is important to notice that by increasing the distance from a hydrogen patch,
the amplitude of the peak close to EF decreases. Furthermore, as function tempera-
ture, the spatial extent of the state decreases upon temperature increase, from ' 8.2
nm at 15 K to ' 2 nm at 77 K. The distance where the amplitude of the peak tends to
zero represents the spatial extent of the state. The next spectroscopy curve, acquired
between 0.2 and 0.5 nm away from the last spectra where a peak in the DOS at the
EF was still observable, represents itself as the LDOS of clean graphite. Both the
tunneling current and the bias voltage were kept constant for a speci�c temperature
during the data acquisition.

Additionally, at 55 K (Figure 4.16c) STS curves were acquired at the same distance
for a hydrogen patch, but in various directions (arbitrarily denoted as left, below or
above, yet disposed in respect to each other under an angle of 90 or 180 degrees).
For example, at 1 nm away from the hydrogen patch the STS curves show a strong
resemblance in both peak intensity and peak position. This observation suggests that
at this hydrogen coverage and at these experimental distances, there is no "preferential
direction" of the underlying e�ect responsible for the appearance of this state that
might be related to the crystallographic structure of graphite.
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a) b)

Figure 4.14: a) STS data acquired at 12 nm away from a H patch, at 5 K,
depicting a sharp state close to the Fermi level. b) Same as a) but acquired at 1
nm away from a hydrogen patch at 77 K.

The interference state depicted in Figure 4.14b has been �tted with equation 2.5.1.
The �tting parameters are: Eres = 43 meV , �res = 80 meV and q = 1.31. The Fano
line pro�le describes well the interference feature observed.

Summarizing the experimental observations, at low hydrogen coverage (0.01 ML)
on graphite and at various temperatures (5 K up to 77 K), the spatial extent of
this peculiar state next to the EF was determined. The spatial extent of the state
increases with temperature decrease, as observable in Figure 4.17.

The STS data presented so far have been acquired on the graphite surface, in
the vicinity of the hydrogen patches. Spectra acquired on top of a hydrogen patch
are depicted in Figure 4.18. From previous experimental and theoretical work, it is
expected that the most energetically stable dimer (thus highest occurrence rate) is
dimer A (TDOS in Figure 4.10, dimer A exempli�ed in Figure 4.4a and Figure 2.4a, c,
e) [31]. The LDA calculations predict a gap of about 400 meV while our measurement
results on a gap of about 500 meV. Although there is not a 1:1 correlation, it is
important to mention that the spectroscopy position was at a hydrogen patch edge
and not on an isolated A-type dimer. A more detailed LDOS study of the hydrogen
structures was not explored due to the structural complexity of the hydrogen patches
(i.e. Figure 4.13b) which in turn impairs a good statistical analysis of the STS data.
Future experimental work could reduce further the H coverage levels making easier to
study the LDOS of hydrogen structures such as, single H atoms or dimers chemisorbed
on HOPG. These experimental results could be correlated with the already available
theoretical calculations.
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Figure 4.15: dI/dV spectra on graphite at less then 1.5 nm away hydrogen patch
acquired at 77 K and �tted with the Fano formula (�tting depicted with the solid
continuos line).

4.3.3 On the origin of the V-shaped gap and of the sharp lo-
calized state

To summarize the experimental observations, in addition to pure electronic states
(Figure 4.9, lowest curve, -180, 200 and 600 meV peaks) upon hydrogen treatment of
the HOPG (0001) surface, two di�erent peculiarities in the LDOS of graphite have
been observed. One represents itself as a V-shaped gap (i.e. Figure 4.11) while
the other one is a pronounced, sharp state (i.e. Figure 4.14) to which we shall re-
fer as being an interference state. Both are temperature dependent and H coverage
dependent. The size of the V-shaped gap increases with about 10-12 meV for a tem-
perature increase between 5 K and 77 K. Both, the V-shaped gap and the interference
state can be observed further and further away from the hydrogen patches when the
temperature decreases. The spatial extent of the interference state as a function of
temperature has been summarized in Figure 4.17. With increasing hydrogen cover-
age on HOPG a transition between these two "features" is observed in the LDOS
of graphite. At relatively low hydrogen coverage (0.01 ML) the interference state is
predominant while at 0.2 ML the V-shaped gap dominates.

The electronic and vibrational properties of HOPG (0001) have been described
in Section 2.1 of this thesis. Inelastic tunneling spectroscopy (IETS) measurements
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Figure 4.16: STS data acquired for 0.01 ML H/HOPG indicating the amplitude
of the sharp state at the Fermi level as a function of distance from a hydrogen
patch at the following temperatures: a) 77 K; b) 55 K; c) 30 K and d) 15 K. On
the right hand side of each graph, the distance in nm between the hydrogen patch
and the location where the spectrum was acquired is given.
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Figure 4.17: Spatial extent of the sharp state function of temperature measure
with STS between 15 K and 77 K.

Figure 4.18: dI/dV spectra on top of a hydrogen patch. The DOS presents a
band gap of ' 500 meV.
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[37] and temperature dependent high resolution electron energy loss spectroscopy
(HREELS) [38] reveal the presence of a 3D plasmon in graphite. The plasmon energy
is 53 meV at room temperature (HREELS) and 40 meV at 6.5 K (IETS). From
the HREELS data, the plasmon energy is expected at about 45 meV at 77 K. The
variation in plasmon energy function of temperature is related to the semi-metallic
character of HOPG. In general a semi-metal is characterized by a low number of
charge carriers (about 10−5 electrons per atom). Jensen et al. [38] explained the
plasmon energy shift by additional charge carriers thermally excited in graphite from
the valence band to the conduction band. The 5-6 meV shift in the plasmon energy
between 4 K and 77 K matches very well with temperature dependence observed for
the edge of the V-shaped for the same temperature range. This 1:1 correlation is a
hint that actually the V-shaped gap is delimited by the bulk HOPG plasmon.

Graphite can also considered a layered electron gas (LEG) since the in-plane re-
duced electron mass is about 5×10−2 of the electron rest mass while the out of plane
reduced electron mass is about 10 times the electron rest mass [58]. Yet, in a LEG the
charge carrier system is in an intermediate state between a three-dimensional and a
two-dimensional electron gas [59{61] where the 3D plasmon spectrum is characterized
by an energy gap at p = 0 (with p the plasmon momentum) ωp=0 = ω0. ω0 is the

plasma frequency, ω0 =
√

4�ne2

m where n is the charge carrier concentration and m is
the electron mass. In a true two-dimensional carrier system, the there is no energy
gap and the plasmon frequency show a square root of behavior with the plasmon mo-
mentum [62]. The interlayer Coulomb interactions leads to the formation of plasmon
bands, 
(k, kz), where k and kZ are the in-plane and perpendicular to plane wave
vectors [61]. Kresin has also calculated the dispersion relation of plasmon density of
states for a LEG:


(k, qz) =

√
s2k2 +

2πne2

m

cksinh(kc)
cosh(kc)− cosh(qzc)

, (4.3.1)

where s'vF and c is the interlayer distance.
There are several scenarios to explain the underlying mechanism responsible for

the appearance of the V-shaped gap and the Fano interference. These scenarios are
given below.

A �rst scenario involves an electron-phonon/plasmon coupling. Tediosi et al. have
investigated changes in the plasmon frequency function of temperature induced by
charge transfer between hole and electron pockets in bismuth, a LEG system [64].
They also treat graphite as LEG. They proposed a new type of quasi-particle, en-
titled plasmaron. It describes in LEG the interaction (scattering/coupling) between
electrons and plasmons. The sharp peak in the Figure 4.14a can be the signature of
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a the singularity of the one-dimensional plasmon DOS at both boundaries (U and L)
of the LEG plasmon [61] which couples to the electron states. The L brach corre-
sponds to the "pure" 2D plasmon and the U branch corresponds to the "pure" 3D
plasmon. This might imply that an interaction between the L branch and a phonon
would provide reasonable peak intensity. One available phonon mode is the 15 meV
acoustic phonon of graphite, phonon mode reasonably dispersion-less at the � point.
The modes would not cross but would split o� from each other by a speci�c amount
determined by the coupling strength. The interaction between the phonon branch and
the acoustic plasmon can result in a dispersion-less 2D plasmon contribution with a
gap in between. The size of the gap is determined by the strength of the coupling.
Thus, the STS spectra might be explained by the presence of a strong peak close to 16
meV. A strong electron-phonon (acoustic at about 15 meV) coupling was attributed
as the mechanism producing a well-de�ned quasi-particle peak in photoemission ex-
periments on graphite at 20 meV [66]. The same photoemission experiments, showed
a linear energy dependence of the quasi-particle scattering rate, an indicative of a
deviation from the conventional Fermi liquid behavior.

At lower hydrogen coverage and at 5 K, a sharp localized state (Figure 4.14a)
was measured 12 nm away from the H patch. This localized state changes its Fano
line pro�le (Figure 4.14b) when increasing the temperature. Such a localized state
is proposed up to a coverage of 90% hydrogen on HOPG [67]. The spatial extent of
the localized state (12 nm or about 48.6 graphene lattice constants) is more di�cult
to understand, Figure 4.14a. However, Ru�eux et al. have observed standing waves
extending for 25 graphene lattice constants in the local density of states of graphite
induced by the backscattering of the electron wave functions at individual defects [69].
Their experiment was performed at room temperature. Since the electron mean free
path is increasing with decreasing temperature, it may be expected that this C-H
localized state might be visible even at 50 graphene lattice constants away. Upon
temperature increase, a transition in between a localized state (visible at 4-5 K) to
a Fano line pro�le might be triggered by an increasing number of charge carriers by
thermal excitation. Still, the number of charge carriers is su�ciently low for the e�ect
to be visible at 77 K. The decreasing special extent of the Fano signature, coupled
with the change in the Fano line pro�le (Figure 4.16), is an indication that the number
of free charge carriers is increasing with temperature and the charge depleted region
is decreasing with temperature increase.

From studies of chemisorbed hydrogen on graphene [63, 65] and chemisorbed hy-
drogen on bilayer and tri-layer graphene [67] a very localized state due to the C-H
bond is shown at the Fermi level. The width of this state is slightly increasing if
the interaction between graphene layers is enhanced and by increasing the hydrogen
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coverage [67]. Thus an impurity band is formed at the Fermi level. In addition, the
peak intensity is rising while the charge depletion region is increasing around the hy-
drogen patches [65]. From the electronic structure properties point of view, bilayer or
tri-layer graphene behaves similar to graphite [68], thus one can expect that a similar
behavior as described above is expected when H is chemisorbed on graphite. Thus,
we expect that at relatively large hydrogen coverage on graphite the concentration
of conduction electrons is small and an electron-depleted area around the hydrogen
patches is created. It can be proposed that the V-shaped gap is observable below
the 3D plasmon value of 40 meV at 5 K since there is no or small tunneling prob-
ability into the localized C-H electronic state at the Fermi level. Only phonon or
LEG plasmon band tunneling assisted tunneling can occur. The net results of such
an assisted tunneling can be the V-shaped gap that was experimentally measured.
Indeed, Figure 4.12 reveals a strong contribution at 16 meV, the energy at which the
out of plane acoustic phonon mode of HOPG lies.

Still, it is possible that the interference state is measured over the entire temper-
ature range, from 4 K up to 77 K and the localized state is not visible. The localized
state proposed by Yuan et. al. [67] is interacting with the free graphite electrons.
The possibility of tunneling into the localized state and the continuum (the sea of
free electrons) is quanti�able from the shape of the Fano resonance. As plotted in
Figure 2.12, the Fano factor (q), is larger when tunneling occurs more into the local-
ized state than in the continuum. Comparing the interference states measured and
depicted in Figure 4.14 and Figure 4.16 the q factor seems to decrease when increasing
temperature and/or distance. For example, at 77 K (Figure 4.14b) the q factor is just
above 1 while at 5 K, the q factor is larger than 3-4. Fano factor values smaller than 1
translate in a dip around the resonant energy level. However this can not explain the
V-shaped gap since the depletion region is higher at 4 K (Figure 4.11) thus it will be
expected a Fano factor higher than 1, even higher than the q factor corresponding to
the line shape depicted in Figure 4.14a. Thus, it is also proposed that by increasing
the hydrogen concentration an electronic transition between the interference process
(described as a Fano interference) to a plasmon and/or phonon assisted tunneling
process occurs.

An alternative scenario for the appearance of the V-shaped gap is related to a
possible Coulomb gap. The V-shaped gap might be a signature of a Coulomb gap.
As mentioned in Section 2.4 of this thesis, in an under-screened regime and in the
present of impurities electron-electron interaction e�ects are enhanced. Efros and
Shklovskii proposed that for a Coulomb correlated system the density of states at
the transition between metal and insulator will present a gap at the Fermi level with
a shape dependent on system dimensionality [22]. Since graphite can be considered
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quasi two-dimensional, the Coulomb gap should be linear. The �rst experimental
observation of the LDOS linear behavior function of energy in a 2D system was made
by Mark Lee et. al. [70]. They studied Si:B crystals. The boron doping was varied
between 80% and 110%, while the experimental temperature was varied between 0.1
K and 10 K. In our experiments the doping levels are really low when compared
to the experiment of Mark Lee et. al. They observed gap sizes of about 0.5 up
to 1.6 meV. They also noticed a temperature dependence of the gap (apart from the
thermal broadening). The Coulomb gap becomes wider and deeper as the temperature
decreases. They showed is has a quadratic dependence on temperature. However we
have observed that the gap size decreases function of temperature from 90 meV to 80
meV and is not increasing. This aspect strongly contradicts the hypothesis that this
might be a Coulomb gap.

Another scenario possibly responsible for our observations involves the presence
of supercritical impurities in graphene. As described by Shytov et al. [71, 72], charge
impurities in graphene can generate a large family of Rydberg-like resonance states of
massless Dirac particles. The Rydberg-like resonance states appear due to the strong
coupling between the impurity states and the Dirac continuum states. Creating the
impurity states is possible only if charge above the critical value, β=0.5, is available. It
is known that H/HOPG results in very sharp electron states near the Fermi level [67].
Upon a single H chemisorption the HOPG lattice is relaxed by C-atom puckering
with 0.3 �A [40]. Let us assume that this local puckering electronically decouples the
top graphite layer from the bulk of the sample. In other words, the top layer to
consider it graphene like. The relative permittivity of graphite is about 2.5 times
larger than for graphene. When considering that all the impurity screening is solely
done by the graphene/graphite electrons, the β value 2.5 times larger for graphite at
the same Zc equal to 1. Since we observe in our experiments a Fano localized state
that is dependent on both temperature and distance from the H-patches we can state
that screening in the H/HOPG system can be tuned. If the vacuum polarization and
screening properties of graphene are valid for our system (H/HOPG), we propose the
following. The LDOS for a supercritical charge impurity shows a resonance state at
the Fermi level [72]. The results of Shytov also show that this resonance level should
be visible over large distances, as we observe in Figures 4.14b and Figure 4.16. The
change of the Fano shape might be induced by a change in the local screening of the
impurity, as i.e. an increase in the π-plasmon screening upon temperature increase.
An increase in the screening will decrease the β, thus moving the system away from
the strong tunneling coupling regime. If the distance from the H-patch is increase
the "required" screening is less and less, thus the H/HOPG system would leave the
supercritical regime.
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From all the above-mentioned scenarios we consider that the electron - 2D plasmon
coupling is the most likely cause of both the V-shaped gap and the Fano contribution.
If the electron-phonon contribution would be strong in the conductance plots, the
higher harmonics of this resonant tunneling would be most likely also observable,
while they are not (Figure 4.14a). As function of temperature we also do not expect
a drastic change in the electron-phonon coupling. Yet, when comparing Figure 4.14a
and b, we observe that the position of the resonant state (equation 2.5.1) for the
Fano line contribution is changing from about 4 meV (measured at 4 K) to about
45 meV (measured at 77 K). The transition between the Fano contribution and the
V-shaped gap could be understood by considering that at higher hydrogen coverage,
the 2D plasmon contribution for impurity screening becomes smaller and smaller. At
this relatively high hydrogen coverage (0.2 ML) the HOPG acoustic phonon mode (16
meV) has also been observed, (Figure 4.12). Most likely only phonon and plasmon
assisted tunneling is possible below the bulk HOPG plasmon energy (40 meV at 4 K).

4.4 Charge density/mobility measurements of hy-
drogen treated graphite

Since the results depicted in this chapter indicate changes in the LDOS of graphite
upon hydrogen chemisorption is of interest to test if these changes have any inu-
ence on the macroscopic electronic behavior of HOPG. As presented, at a nanoscopic
scale a Fano interference, a pseudo V-shaped gap or a band gap is opened. If these
nanoscopic e�ects will manifest when measuring HOPG samples of about 15×15 mm2,
it is expected that an increase in resistance will be measured as a function of sample
temperature. The results on H-modi�ed samples have to be benchmarked against
clean HOPG samples.

4.4.1 Experimental procedure

The sample preparation procedure was kept constant during all the measurements
described in this section. HOPG (0001) is cleaved under ambient conditions, prior
to the application of contacts on top of the freshly exposed graphite surface. The
contacts are positioned as exempli�ed in Figure 4.19. The position of the contacts on
the sample is chosen to minimize artifacts induced by electric �eld inhomogeneity.

The contacts are made using very small droplets (two up to two-three millimeters
in diameter) of silver glue placed on the sample surface with a relatively sharp needle.
In the silver glue solution conductive copper wire, d = 100 µm are placed. Afterwards,
the sample is left for approximately half an hour for the silver solution to dry and make
reliable contacts between the graphite samples to be measured. The contact resistance
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Figure 4.19: Contact geometry for the squared HOPG sample. L represents the
sample size, 10 mm.

is measured before proceeding to the actual measurements. If the contact resistance
showed deviations larger than 5% of the mean resistance, the sample was discarded.
For the samples that contained hydrogen, the electrical contacts have been created
either before, either after the hydrogen treatment. Creating the electrical contacts on
the HOPG before the hydrogen chemisorption allows the measurements to be made
for surface before and after hydrogen chemisorption. The reason to hydrogen treat
HOPG with the silver contacts on will become obvious in the following section of this
chapter.

4.4.2 Experimental results and discussion

Only the top layer of HOPG is chemically modi�ed and not the entire sample since
it is expected that hydrogen does not di�use into the bulk of the HOPG, but rather
binds at the surface.

The experimental setup and the theoretical considerations are described in Section
3.4 of this thesis. The setup can measure up to 4 samples in parallel. The �rst
experimental runs involved measuring the resistivity and charge mobility/density on
two samples treated with atomic hydrogen for 1 minute (about 0.2 ML of H) and
two samples as reference. All the samples were ZYH quality HOPG. The resistivity
measurements were not satisfactory since no particular trend was observable even
when comparing the reference samples. The unmodi�ed HOPG samples di�ered in
the resistivity values one order of magnitude. For the hydrogen treated samples
from 60 K to 4 K, the resistivity was decreasing for one sample, while for the other
sample the resistivity presented a plateau. Furthermore, deviations from the initial
resistivity curves were measured if the samples were left in the measurement setup for
a longer time (e.g. 24 hours). In order to avoid the irreproducibility of the results it
was decided to use only high quality HOPG (ZYA) samples. Additionally, the silver
contacts were not removed during the H treatment and no cleaving of the HOPG
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surface was performed. This ensures measuring the same HOPG surface, H being the
only addition between the measurements. The results became more reproducible and
a set of this results for a single sample are depicted in Figure 4.20.

Figure 4.20: a) Resistivity measurement results on one samples (HOPG (ZYA),
NTMDT) before and after hydrogen treatment. The value for the resistivity de-
creases after hydrogen exposure but also for the same reference after keeping it in
a He environment for 24 hours. b) Mobility vs. temperature plot of the same sam-
ple presented in a). A slight apparent increase in the charge mobility in noticed.
c) Charge density vs. temperature plot for the same sample described in a). No
large di�erences between hydrogen treated and non-treated are observable. Note
an increase in the sample's charge density from 20 K up to room temperature.

The results are obtained for a single high quality HOPG (ZYA) sample before and
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after treatment. The time interval between the measurements was twenty-four hours
for a reason that will be explained below. In between the measurements the sample
was left in a He atmosphere, thus inert to the sample. The measured curves are the
results of 18 data points/curve acquired for temperatures between room temperature
RT and 4 K. The temperature scale is logarithmic.

The resistivity shows a decrease if the sample is left for 24 hours in the experi-
mental setup. The �rst measurement showed an increase in the resistivity when going
from 100 K up to RT, peaking at 180 K. After 24 hours, this peak is no longer ob-
served in the next measurement of the same reference sample. Furthermore, the value
of the resistivity at RT for the four measurements depicted in Figure 4.20 is not the
same. The di�erence between the RT resistivity values diminishes after more than
24 hours. This observation implies that the sample resistivity is decreasing for the
�rst 48 hours after cleaving. To understand the resistivity results for the H treated
when compared to non-treated, the large di�erence between the reference resistivity
measurements must be clari�ed.

Cleaving the HOPG sample with scotch tape induces in graphite mechanical stress
in the surface and the planes underneath. Atmospheric gases can be trapped within
the top graphite layers. As Martinez-Martin's scanning Kelvin probe microscopy
(SKPM) results suggest [28], the surface and planes close to the surface are not in
electrostatic equilibrium. While the trapped gasses escape from their pockets, the
graphene layers reach an electrostatic equilibrium. If the sample has di�erent local
electrostatic potentials on a micrometer scale, then the local movement of charge is
impaired. Hence, the resistivity of the material is increasing. With this qualitative
explanation it is understandable that the resistivity of the HOPG sample decreases,
after cleaving, until the sample reaches electrostatic equilibrium. The time scale
until the surface reaches an electrostatic equilibrium is 21 hours at a pressure of
10−2 mbar [28]. Under atmospheric conditions, as in our case, the degassing time is
larger than 21 hours since the pressure gradient is small towards non-existent. Since
the resistivity di�erence is very small between 24 hours and 48 hours, the sample
can be considered in electrostatic equilibrium after 24 hours. Important to notice is
that the peak in the resistivity measured at 180 K for the �rst experimental run on
the sample disappears completely after 24 hours, supporting the hypothesis that the
sample is in electrostatic equilibrium 24 hours after cleaving. All the high quality
HOPG samples presented an increase in the resistivity from RT to 20 K, where the
resistivity reaches its maximum and then remains rather constant. The decrease in the
resistivity can be understood accounting for the semimetal character of graphite, thus
a rise in temperature implies an increase in the amount of thermally excited charge
carriers. This is observed in Figure 4.20b, where the charge density is plotted against
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temperature. Why does the resistivity show a plateau behavior in the 4 K to 20 K
temperature interval? The electron's mean free path in HOPG is micrometers [56],
comparable to the size of a grain. If an increase in the electron mean free path is no
longer possible due to the grain boundaries, acting as scattering centers, a plateau
behavior is expected. In other words, the electron transport within a graphite plane
is ballistic up to the interface between the grain boundaries, where the charge is
scattered. The charge scattering, attributed mainly due to the grain boundaries
is experimentally con�rmed by A.S. Bender et. al. [55]. For all the high quality
samples measured before and after the hydrogen treatment, no signi�cant di�erence
of the resistivity was observed function of hydrogen coverage (0.01 up to 0.2 ML) and
temperature. For example, as shown in Figure 4.20, the resistivity presents the same
value at 8 K for both HOPG and H/HOPG. We expected that when hydrogen patches
act as scattering centers, they would result in an increase in resistivity, but this is
not observed experimentally. We speculate that our measurement method in not
surface sensitive enough. Since only the top HOPG layer was modi�ed by hydrogen
chemisorption, a change in the resistivity cannot be observed. The mobility and
charge density plots are related to the resistivity plot by formula 3.4.5. The charge
density plot depicts a decrease up to 20 K, from which point a plateau behavior is
observed up to 4 K. This result is consistent with the studies done by Jensen et.
al. [38]. The mobility plot indicates the maximum value for the charge mobility at 20
K.

To summarize, the Hall probe measurements did not reveal noticeable di�erences
between the HOPG and the H treated HOPG samples. In order to obtain reproducible
results, the sample should �rst reach electrostatic equilibrium (more then 24 hours
in ambient atmosphere). The same sample must be used (treated and non-treated),
otherwise the results are not reliable since the crystallographic structure of graphite
can vary much. Although the contacts were placed on the sample surface where the H
treatment was performed, the measurement itself is sensitive to the bulk contribution,
thus changes in the electronic structure properties of a single layer do not show up in
our measurements. In order to check if any changes in the conduction properties are
observable upon H treatment, we propose a measurement where either the contacts
are created by lithography on the surface at small distances [56] or to replace the
HOPG with graphene or bilayer graphene [57].

4.5 Conclusions

In this chapter we reported the results obtained on hydrogen chemisorbed on graphite.
The samples have been studied mainly with STM, at temperatures ranging from 4 K
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up to room temperature. The topology and the local density of states of clean and H
functionalized HOPG samples have been studied.

For clean graphite, atomic resolution was achieved and the DOS was in good
agreement with theoretical calculations and other experiments. Hydrogen has been
controllably deposited on the HOPG surface, achieving hydrogen coverage between
0.01 and 0.2 ML. Removing the chemisorbed hydrogen in controlled desorption ex-
periments revealed at atomic terraces of graphite, free of structural defects. Previ-
ously reported metastable structures, dimers, have been observed. Isolated H atoms
chemisorbed have been sporadically noticed only for low sample coverage and we have
observed the island growth mechanism of hydrogen islands on graphite, consistent
with reported theoretical and experimental work. We have also proposed structures
consisting of 3, 4 or 5 atoms clustered together. The (

√
3×
√

3)R30◦ reconstruction
pattern has been identi�ed only at low coverage.

The local density of states of chemically modi�ed graphite has been studied at
the following temperatures: 5, 15, 30, 55, 77 and 120 K. Two particular states at
the Fermi level attracted our attention. One of the states is a V-shaped gap and it
was observed only at large hydrogen coverage on HOPG, especially at 5 K and with
a low occurrence rate at 77 K. The other state that caught our interest manifested
itself as a sharp state close to the Fermi level, predominantly localized in the empty
states. Both states depend on temperature and hydrogen coverage. Upon decreasing
the temperature both LDOS features become more pronounced in intensity and have
a larger spatial extent. If the hydrogen coverage is low, only the sharp state in
measured, while at 0.2 ML H coverage a transition between the V-shaped gap and
the sharp state is noticed if the system temperature is increased from 5 K to 77 K.
Mathematical di�erentiation of the dI/dV spectra of the V-shaped gaps results in
clear IETS peaks, signature of the out of plane acoustic phonon of graphite. The
V-shaped gap is limited in width by the 3D plasmon of graphite. Several physical
mechanisms have been proposed to explain both states. To conclude, the linear
density of state function of energy of the V-shaped gap indicates a Coulomb gap,
originating from the reduction of 2D plasmon screening. This e�ect is not visible
for the 0.2 ML coverage at 4 K where more localized electron states are expected
due to the Coulomb gap, which would cause even an increase of the electron-phonon
coupling. In the case of the low hydrogen coverage (0.01 ML), the electron-phonon
coupling (linear to bare electron density of states) would increase, but also the 2D-
plasmon density of states of the LEG. The fact that we do not see a strong IETS
contribution on clean graphite at 15 meV (graphite phonon) indicates that the Fano
shaped peak cannot be ascribed to an strong electron-phonon e�ect only, but that
the di�erence in charge depletion around the H-clusters compared to clean graphite
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points to the unique role of the 2d-plasmon of the LEG interacting with electrons in
this layered compound.

Charge density/mobility measurements were conducted between 4 and 300 K.
The method we used to test for hydrogen-induced changes in charge carrier mobil-
ity/density proved to be not sensitive enough to relate to the the surface e�ects seen in
STM and STS . No signi�cant di�erence has been observed between hydrogen treated
and non-treated samples.
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Chapter 5

Tailoring the electronic
structure properties of single
walled carbon nanotubes by
H chemisorption

5.1 Introduction

Nowadays, carbon based materials, namely graphene, fullerenes and carbon nanotubes
attract the scienti�c community due to their intrinsic electronic structure properties,
for both applied and fundamental research [1{4]. Particularly interesting, carbon
nanotubes present a wide variety of electronic structure properties making them in-
teresting for future development of carbon nanotube based electronics [5]. The single
walled carbon nanotubes are the most interesting since they have a more elegant and
simpler geometrical structure and more importantly, they are easier to model from
a theoretical point of view, thus making it possible to achieve a good resemblance
between experimental and theoretical works.

In this chapter, the e�ects of hydrogen chemisorption on single-walled carbon nan-
otubes (SWCNT) will be explored mainly from two points of view: topological changes
induced in the nanotubes and local modi�cations of the electronic structure proper-
ties of the nanotubes. In Chapter 2 the electronic structure properties of metallic and
semiconducting carbon nanotubes were introduced. In addition, the e�ects of dopants
(for e.g. adsorbed foreign chemical species, structural defects) on the local density of
states of carbon nanotubes were briey discussed. This chapter summarizes results
obtained in studying the e�ects of hydrogen chemisorption on single-walled carbon
nanotubes. Topics covered range from choosing a suitable substrate for tube deposi-
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tion, to the determination of carbon nanotube chirality, to hydrogen treatment of the
tubes and investigation of the electronic structure properties of hydrogen treated and
non-treated SWCNTs. We present local changes in the electronic structure properties
for hydrogen treated metallic and semiconducting SWCNT, determined with STS at
low temperature. Understanding how the electronic structure properties of carbon
nanotubes can be altered at a nano-scale can be important for the future carbon based
electronics.

5.2 Sample preparation procedure

5.2.1 Gold substrate preparation

STM experiments require a conductive, clean and at substrate. If the sample prepa-
ration is done in ambient conditions, the substrate must not be reactive to the en-
vironmental gasses (e.g. oxidation). A commonly used surface for STM experiments
is a gold (111) �lm on mica or glass substrates. Gold is thermally evaporated onto
a substrate and it can be made atomically at either in ambient conditions (ame-
annealing) or by repeated cycles of sputtering and annealing under UHV conditions.
The gold substrates were supplied by Arrandee and the ame-annealing procedure
was suggested by the manufacturer [6]. The substrate material of these samples con-
sists of a borosilicate glass slide (1.1 mm). On this glass substrate, a thin − 1 up to
4 nm - chromium layer is deposited for an optimal adhesion of the gold layer to the
glass. The thickness of the gold layer is reported by the manufacturer to be between
200 and 300 nm.

Flame-annealing was used to create atomically at Au (111) terraces. The sub-
strate was heated in a propane or butane ame until the surface has a dark red glow.
Afterwards, the substrate was allowed to cool for approximately 30 s. Repeating this
procedure two or three times provided at gold (111) terraces of about 100 nm in di-
ameter, separated by rough grain boundaries [6]. STM images of the ame-annealed
Au (111) reveal atomically at terraces, as depicted in Figure 5.1. The size of the
terraces is su�cient for deposition and investigation of carbon nanotubes.

Another conductive substrate that was used in this work is HOPG. The prepara-
tion procedure of this substrate is very fast and easy (cleaving with scotch tape) but
the major drawback is the weak interaction between the HOPG and the nanotubes.
The binding energy of SWCNT on HOPG is similar to the interaction between two
graphite planes, thus it is weak, van der Waals in origin [7]. An interaction energy of
1.6 eV per nanometer tube length was calculated for tube diameters in the order of
1.5 nm [8]. The interaction between nanotubes and gold is shown to be in the order
of 8 eV per nanometer [9]. Due to the weak bonding between nanotubes and HOPG,
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Figure 5.1: Topographic STM images of Au (111) terraces on ame annealed
gold-on-glass substrates, where the atomic steps separating terraces are clearly vis-
ible. The scanning parameters are: Vgap=0.82 V, It=0.1 nA, scan size is 200×200
nm2.

during STM experiments the nanotubes are quite mobile, thus unstable experimental
conditions are very often encountered. For this reason, all the STM work reported in
this thesis on SWCNT will be on a gold covered substrate.

5.2.2 Nanotube dispersion

Carbon nanotubes are usually supplied in freeze-dried powder form. The nanotube
samples used in this study are arc discharge and were supplied by Y. X. Liang and
Professor Z. J. Shi 1 or are commercial CVD nanotube material from ' South West
Nanotechnologies Inc. [13]. To investigate the SWCNT by STM and STS, one must
be able to isolate individual nanotubes and place them on a suitable surface. This
can be achieved by dissolving the nanotube powder in 1,2-di-chloroethene (C2H2Cl2,
DCE) while assisted by ultrasound. A small amount of the dry nanotubes material
(0.5 mg) was put in a small glass bottle using a clean glass pipette. Afterwards, the
glass bottle is �lled with approximately 1 ml of DCE and is sonicated for 2 h. After
the sonication procedure, larger agglomerates of nanotubes will be sticking on the
glass or will be lying at the bottom of the bottle. However, the smaller aggregates
will be dispensed in. By taking out a small amount of this more homogenous part
of the dispersion, light gray in color, and mix it again with new DCE solution, a
better mixture of CNT and DCE is produced. After one more hour of sonication the

1Department of Chemistry, Peking University, Beijing 100871, Peoples Republic of China
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solution was of a uniform light gray color, thus lacking black large conglomerates.
This nanotube dispersion was applied on the SPM substrate by applying a drop on
the surface using a pipette under ambient conditions. The DCE evaporates in air,
while the nanotubes stick to the surface. Upon drop-casting, the co�ee-stain e�ect is
visible on the substrate, meaning that a larger concentration of nanotube material is
present towards the edge of the drop. To prevent this e�ect, two procedures were used:
either tilting the substrate under an angle or gently blowing dry N2 during the solvent
evaporation [10]. Another method of CNT deposition is spin-coating. However, this
method appeared not to be very e�cient and the procedure was abandoned in an
early stage. Due to the di�erences in the sample preparation, the exact preparation
parameters will be speci�ed for each sample that will be discussed in this thesis.

5.2.3 Hydrogen deposition

One impediment in ionic induced defect studies on CNTs is the determination of
the exact nature of the defect [10, 11]. As an example, a hydrogen ion with a ki-
netic energy of 1 eV can create a single vacancy or a carbon-hydrogen complex or a
chemisorbed hydrogen atom structure on the nanotube. The RF ion source (Oxford
Applied Research Atom/Radical Beam source [12]) utilized for hydrogen decoration
of SWCNT is provided with a porous quartz glass that is thermalizing the hydrogen
ions. The thermal hydrogen ions can only bind to the CNT by chemisorption since
their kinetic energy is low, tens or hundreds of meV. The RF power input in the
plasma is about 350 W, the RF excitation is 13.56 MHz. The same ion source is used
for the H deposition on HOPG, discussed in Chapter 4. The Au substrate is inert to
the hydrogen treatment. Any other surface contaminants will react with the H ions,
which in turn can be bene�cial as it creates an inert environment for the CNTs. The
exposure time of the CNT to the H ions was the only variable during H deposition.
The exposure time was chosen as a �rst guess by the experience gained in the work
summarized in Chapter 4. Quantitatively, an exposure time of HOPG to H of about
10 s created roughly 10 structures on a 50×50 nm2 area.

5.3 Experimental results and discussion

5.3.1 Determining the chiral indexes of arc-discharge carbon
nanotubes

To test how well dispersed the CNTs have been dispersed in the solvent, the nanotubes
were �rst deposited on HOPG and studied with AFM. One resulting topography is
depicted in Figure 5.2. In this case, the nanotube solution was sonicated for 16 h. The
AFM results indicate that the surface has a quite good density of CNT but mostly
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Figure 5.2: Topographic AFM image of arc discharge nanotube bundles on
HOPG. The image size is 5×5 µm2, height of the bundles vary between 2 and
5 nm, as it can be seen in the cross-section line pro�le from the right hand side.
Contamination particles (brightest features) measure up to 80 nm in height.

the CNT are present in bundles. This solution was also used to prepare samples for
STM.

For STM experiments, a gold substrate was prepared by ame annealing procedure
and a drop of the nanotubes in DCE was placed on the surface. After the solvent was
evaporated, the sample was loaded in the UHV setup and annealed for about 15 min.
at 120◦ C. The STS experiments were conducted at 77 K. As expected from the AFM
results shown above, CNT in bundles are observable also with STM, as in Figure 5.3.

To check the chirality of a nanotube, the chiral angle should be measured in the
STM image. Due to tip convolution in the STM imaging, the tubes are stretched in
the direction perpendicular to the tube-axis. Due to this e�ect, the chiral angle in a
STM image di�ers from the actual chiral angle. In order to compensate for the above
mentioned e�ect, the solution is to shrink the image in the direction perpendicular to
the tube axis [14, 15]. Making use of procedure, it is possible to �t the angles of the
tube-pattern. Furthermore, when the angles are correct, the chiral angle measured in
the shrunken image will resemble the chiral angle of the nanotube.

For the chiral angle determination, one image with available STS data was selected
for analysis. From all the available bundles we will focus on only two nanotubes. Next,
we will determine the chirality of those two nanotubes. For tube 1 (the left tube in
Figure 5.4a and b the angle was measured to be ' 7◦, while the chiral angle of tube
2 is ' 9◦. The Figure 5.4c and d are the cutouts from Figure 5.4a and b and were
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Figure 5.3: Topographic (left) and current (right) STM image of a nanotube
bundle on gold. Both images show a clear view of the orientation of the tubes
in the bundle as well as an indication for a pattern on the nanotubes formed by
the individual carbon atoms. The scanning parameters are: Ugap=100 mV, It=0.5
nA, scan size: 50×50 nm2.

shrunk in the horizontal direction in order to get the angles of the triangles correct,
thus making it possible to measure the chiral angles from these STM images.

To determine the (m,n) indices of a nanotube, the chiral angle and the tube
diameter have to be known. Determining the tube diameter is challenging especially
when the tube is in a bundle. Due to tip-tube interaction the width of the tube appears
somewhat larger. A rough estimation of the width of the tubes, from Figure 5.4, is 1.2
nm. However another approach might provide a better determination of the (n,m).
If the chiral angle is known, then one can look up which tubes have a chiral angle
close to the measured angle. This, in combination with a certain range in diameter,
will provide a selection of possible tubes.

For angles between 5.8◦ and 10.2◦ and a diameter between 0.5 nm and 2 nm, there
are 27 possible nanotubes [16]. In order to precisely determine the chiral indexes of
the nanotubes extra information can be gathered by STS experiments. These provide
information about the metallic or insulating behavior of the carbon nanotubes.

The spectroscopy points are depicted in Figure 5.4 a as dots. Both nanotubes show
van Hove singularity (VHS) peaks or onsets relatively close to the Fermi level with a
separation of '0.69 eV for tube 1 and ' 0.61 eV for tube 2. Unless the conductance
in between the peaks was not entirely zero, then both tubes are semiconducting. If
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a) b)

c) d)

Figure 5.4: Topographic (a) and current (b) of a nanotube bundle on gold.
Scanning parameters are: Ugap=102 mV, It=488 pA, scan size 30×30 nm2. The
blue dots in the upper part of (a) are spectroscopy grid-points. Images (c) and
(d) are cutouts of the topographic image and shrunk in horizontal direction to
match the 60◦ angle in the hexagonal carbon lattice, enabling a more accurate
measurement of the chiral angle. Chiral angles are measured to be '7◦ and 9◦ for
tube 1 and respectively 2.
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Figure 5.5: Tunneling conductance data, dI/dV , for tube 1 (left panel) and tube
2 (right panel). The data was recorded as the in-phase component of I directly
by a lock-in ampli�er with a 1.3 kHz modulation signal of 8 mV peak-to-peak
amplitude to the bias voltage, at T=77 K. The gap widths are measured to be
'0.69 eV and '0.61 eV for tube 1 and 2, respectively.

the tubes would be metallic2 then the separation between the peaks would be around
2 eV. Table 6.1 provides information regarding the semiconducting nanotubes in a
diameter range from 0.5 to 2 nm and a chiral angle in a range from 5.8◦ to 10.2◦.

Thus, for tube 1 (7◦, 0.5-2 nm, 0.69 eV) the best match is made with a tube that
has a chiral indices (12,2) that has a chiral angle of 7.59◦, a diameter of 1.03 nm and
an energy gap of 0.68 eV. For tube 2 (9◦, 0.5-2 nm, 0.61 eV) the (14,3) tube with
a chiral angle of 9.52◦, a diameter of 1.23 nm and an energy gap of 0.59 is the best
candidate.

5.3.2 Chemisorbed hydrogen on metallic CNT

Topological effects. CNT identification

The available arc-discharge produced carbon nanotube material was limited and most
of the CNT were in bundles. To continue this study di�erently produced SWCNTs
were ordered. The following results from this chapter are obtained on CoMoCat
SWCNT's, from 'SWENT' [13]. Due to the growth method (CoMoCat [37{39]), the
nanotubes are less entangled than the arc discharge grown nanotubes. The dispersion
method was adjusted to compensate for the above-mentioned fact. A small amount
('0.5 mg) of dry material was dispersed in DCE and sonicated for approximately
2 h. Afterwards, the mixture of DCE and SWCNT was left to "settle" for half
an hour and then a small amount of this dispersion was taken out using a glass

2For a metallic (12,3) nanotube - with a diameter of 1.15 nm - the separation between the first
VHS peaks is 2.0 eV.
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Table 5.1: Semiconducting nanotubes with diameters ranging from 0.5 to 2 nm
and a chiral angle ranging from 5.8 to 10.2◦

(n,m) chiral angle diameter (nm) Egap

(8,1) 5.82 0.67 1.02
(16,2) 5.82 1.34 0.54
(15,2) 6.18 1.26 0.55
(22,3) 6.31 1.85 0.38
(20,3) 6.89 1.70 0.42
(13,2) 7.05 1.11 0.65
(19,3) 7.22 1.62 0.43
(6,1) 7.59 0.51 1.43

(12,2) 7.59 1.03 0.68
(17,3) 7.99 1.46 0.49
(16,3) 8.44 1.39 0.50
(21,4) 8.57 1.82 0.39
(10,2) 8.95 0.87 0.83
(20,4) 8.95 1.74 0.40
(14,3) 9.52 1.23 0.59
(9,2) 9.83 0.80 0.87
(18,4) 9.83 1.59 0.45
(22,5) 10.02 1.95 0.37
(13,3) 10.16 1.15 0.60
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Figure 5.6: Topographic AFM image of CoMoCat carbon nanotubes on a ame-
annealed gold substrate. Image size is 1×1 µm2. The image shows both individual
tubes and bundles.

pipette and put in a new, clean glass bottle. Another the sonication procedure was
performed afterwards, for 1 h, while some extra DCE solvent was added. A few
drops of dispersion were placed on a amed-annealed gold substrate and investigated
by AFM to check if the nanotubes are well dispersed on the substrate. Figure 5.6
shows that the preparation method results in reasonably well dispersed CNT's. It
is estimated that this preparation procedure yields a bundle to individual SWCNT
ratio of about 8:1. A similarly prepared sample was investigated by STM with a
freshly mechanically cut PtIr tip. Nanotubes are present on most of the regions of
the gold substrate. From now on the main focus will be on isolated CNT. Figure 5.7
shows a large and a small scan area with CNT. Furthermore the nanotubes present
a smooth surface, consistent with a lack of structural defects. These nanotubes are
good candidates for hydrogen deposition.

The creation of H patches on CNT o�ers an interesting possibility to study the
role of chemisorbed foreign atomic species on the modi�cation of CNT LDOS. The
information on the changes of the LDOS of CNT upon H chemisorption will be pro-
vided by STS experiments. Similarly to the deposition method of H on HOPG (see
Chapter 4), Au substrates with CNT deposited on top are exposed to hydrogen. STM
measurements can provide information regarding the density of hydrogen structures
on CNT for a certain exposure time to the RF source. Two identical samples were
prepared and exposed to hydrogen for 10 s and respectively 20 s. Comparing the to-
pographic results from Figure 5.8 and Figure 5.7, it is clear that due to the exposure
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Figure 5.7: Topographic STM images of CoMoCat nanotubes on gold. Scanning
parameters: Ugap=1.1 V, It=0.15 nA, image size - 200×200 nm2 (left) and 50×50
nm2 (right image). The left STM image shows a multitude of individual nanotubes,
while the right hand-side image shows sections of CNT being smooth and defect-
free.

Figure 5.8: Topographic STM images of plasma treated CNT for 10 s (left-hand
side image) and 20 s (right-hand side). On both images hillock like features can be
observed that were not present on CNT before H treatment. The density of the H-
induced features is larger for the sample with 20 s exposure time to the atomizing
source. Scan sizes: 50×50 nm2 (left image) and 80×80 nm2 (right image).
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Figure 5.9: A pattern corresponding to the carbon atoms is visible in all three
images, making it possible to determine the chiral angle as being 7.2 ± 0.9 ◦.
Scanning parameters: Ugap=0.9 V, It=0.1 nA.

to H the topography of the CNT is changed. The hillock like features are similar to
the topographical features observed when HOPG is treated with H, i.e. Figure 4.2.
More compelling evidence that the H is adsorbed on the CNT is brought by the fact
that all the tubes present on the surface show the presence of this hillock like features.
Increasing the exposure time (from 10 s to 20 s) results in an increase of the features
density and size, clearly observable from Figure 5.8.

First, we shall study the case when CNT are exposed to a short time to hydrogen
atoms. For this purpose, a sample was exposed for 2 s to the atomic H environment.
This sample was studied with STM and STS at both 77 and 5 K. A nanotube with
a small H patch was identi�ed as being metallic, as follows. First, the chiral index of
the nanotube was determined by the method described in the previous section. By
averaging 10 cross-sections of the topography scan over the tube depicted in Figure 5.9
the diameter is measured to be 1.12 ± 0.18 nm. The chiral angle is measured in the
upper part the the nanotube and it is determined to be '7.2±0.9◦, as depicted in
Figure 5.9. The chiral angle measured from these images is multiplied by a factor
to correct for the deviation from the '60-degree' angle [15] between the crossing lines
from Figure 5.9.

Combining the above mentioned information regarding the nanotube (metallic,
1.12 nm in diameter and a chiral angle of 7.2±0.9◦), a few options for the chirality
index of the tube is presented in Table 5.2. The table provides a selection of metallic
nanotubes with diameters in the range from 0.7 to 1.4 nm and chiral angles from
4.5 to 11◦ from a complete nanotube table presented elsewhere [16]. As it can be
observed, the best candidate is the nanotube with the chiral index (14,2).
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Table 5.2: Metallic nanotubes with diameters ranging from 0.8 to 1.5 nm and a
chiral angle ranging from 4 to 11◦

(n,m) chiral angle diameter (nm) Egap

(10,1) 4.72 0.83 0
(17,2) 5.50 1.42 0
(14,2) 6.59 1.18 0
(11,2) 8.21 0.95 0
(15,3) 8.95 1.31 0
(12,3) 10.89 1.08 0

5.3.3 Zero bias anomaly and Fano interference in hydrogen
treated metallic SWCNT

On this tube, a hillock-like feature was identi�ed, Figure 5.10. The apparent height
of the hillock feature is about 0.4 nm. This value is very close to the apparent
height of the hydrogen hillock features measured on HOPG, as reported in Chapter
4. Mediating over seven STS spectra acquired around the hydrogen patch, in the
LDOS a "dip" feature around the Fermi level (Figure 5.10b) is observable at 77 K. To
understand the origin of the "dip" feature, a position resolved STS experiment was
conducted.

a) b)

Figure 5.10: a) Topographic STM image (20×20 nm2) of a chiral metallic nan-
otube section with a hydrogen feature (bright spot with an apparent height of
0.4 nm) measured at 77 K. Ugap=495 mV, It=0.97 nA. b) Tunneling conductance
data, dI/dV , measured with the lock-in technique (1.3 kHz modulation signal and
12 mV peak-to-peak amplitude) showing the metallic behavior with an unexpected
but pronounced 'dip' at the Fermi level. The short horizontal line indicates the 0
level in the dI/dV .

In the tunneling spectra depicted in Figure 5.11, two classes of spectra attract

91



5. Tailoring the electronic structure properties of single walled carbon
nanotubes by H chemisorption

Figure 5.11: a) Topographic STM image with spectroscopy locations and the
tunneling conductance spectra, dI/dV , recorded in these points. The scanning
parameters are: Ugap=495 mV, It=0.97 nA, image size 2×9 nm2. The hydrogen
patch is located next to points 9, 10 and 11. Three di�erent regions can be ob-
served. In the top part of the tube (spectra 1-6) a dip is present at the fermi level,
while two peaks are observable close to EF and at ' 150 meV. In spectra 13 and
14 the DOS is at and corresponds to the bulk DOS of the CNT.

interest. First, the spectra recorded in the upper part of the tube, namely spectra
1−6, show a suppression of the tunneling conductance at the Fermi level. Second,
the spectra recorded close to the hydrogen patch, especially spectra 9−12 show two
peaks, one at the Fermi level and one at about 150 meV. For the consistency of the
data obtained, these results were reproduced during three subsequent measurements.

First we will discuss the presence of the 'dip' present at the Fermi level. This
'dip'-feature is unexpected since a chemisorbed H should introduce in the LDOS qua-
sibound or virtual electronic states and not an actual suppression of the electronic
states at the Fermi level. Second, although on the sidewalls of the CNT, hydrogen
might be chemisorbed, the e�ect of H patches on the LDOS of the metallic CNT
appears to be for at least 4 nm of the CNT rather uniform. The width of the dip is
' 185 meV, measured from the edge to the edge of the 'dip'. This 'dip' feature does
not imply a lack of conductance at the EF . A more detailed view of this feature in
the DOS can be observed in Figure 5.12. Simulated LDOS and experimental tunnel-
ing conductance spectroscopy results show small 'gaps' (non-zero gaps) in metallic
nanotubes at the Fermi level, assigned to a coupling e�ect with states of neighbor-
ing nanotubes [18{22] or substrate [21, 23]. Di�erent from the gaps originating from
these interactions between the individual SWNT and neighboring objects, Ouyang
presented experimental proof for the existence of an intrinsic curvature induced gap
in metallic carbon nanotubes [19].
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Figure 5.12: a) Two single tunneling conductance spectra, dI/dV , both recorded
on the upper part of the metallic (14,2) nanotubes with the lock-in technique. The
width of the dip is '190 meV in the left panel and '180 meV in the right panel.

Third, in a region located 1-2 nm away from chemisorbed hydrogen patches the
spectroscopy data recorded on the metallic CNT (14,2) (see Figure 5.11), two peaks
in the LDOS are noticed. One of them is located very close to the EF and the second
one is located at ' 140 mV. The spectroscopy locations are not on top of the H patch
but at a distance of around 1.2 nm. These data were recorded at 77 K. Figure 5.13
presents the experimental data acquired.

On the possible physical origin of the zero bias anomaly and Fano inter-
ference state

Tube-tube interaction originated gaps were predicted in the work of Delaney [21].
The gap is induced by broken symmetry caused by tube-tube interactions (the inter-
tube overlapping of the π orbitals and the van der Waals interactions). In theoretical
calculations including the full interaction between the tubes, using both the ab initio
pseudo-potential local-density-functional method and the empirical pseudo-potential
method (EPM), gaps with a width of '0.1 eV and a non-zero minimum of about
one third of the average of the DOS at EF are observed [21]. Experimental results
presented by Ouyang [19] showed the magnitude of the gaps ranging from 80 meV
for (10,10) to 100 meV for (7,7) SWNT characterized by STM and STS. The gap
magnitude of the studied CNT exhibited an inverse dependence on the tube radius.
The shape, width and depth of the tube-tube pseudo-gap is similar to the zero bias
anomaly measured on the (14,2) tube in our experiments. However, the similarities
between them does not necessarily mean that the origin of the gaps is the same, since
the hydrogen decorated nanotubes where the gap was measured are isolated and not
in a bundle, like the gap observed by Ouyang [19].

Chemisorbed hydrogen on CNT's might modify the overlap of the π orbitals due
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Figure 5.13: Tunneling conductance, dI/dV , depicting in the left panel the
mean spectra of the spectra shown in the right panel (data in the right panel was
subsequently shifted by an o�set) The data shows a peak at around -20 meV and
another peak at around 140 meV.

to curvature e�ects. Briey, a �nite curvature reduces the overlap of the nearest π
orbitals by a factor of cos2 α, where α is the angle between the two neighboring π

orbitals as exempli�ed in Figure 5.14. This reduction in the orbital overlap shifts
the Fermi wave-vector, kF , from the �rst Brillouin zone corner (K-point) of the 2D
graphene sheet. For a metallic zigzag nanotube, kF moves away from the K−point
along the circumferential direction such that the allowed one-dimensional sub-band
no longer passes through the K−point, resulting in the opening of a small gap at the
Fermi level. The simple model that explains the presence of such a gap concludes
that the energy gaps of the metallic zigzag CNTs should scale with 1/R2, with R the
tube radius. This result is consistent with analytical calculations for the Hamiltonian
on a curved surface [24].

The widths of these gaps were extracted from the measured spectra and yielded
averaged energies of 80±5, 42±4 and 29±4 meV for (9,0), (12,0), and (15,0) SWNTs,
respectively. The measured gap magnitudes multiplied by a factor proportional to
the squared diameter (32, 42 and 52) equal 720, 672 and 725 for respectively the
(9,0), (12,0), and (15,0) SWNTs, showing the inverse dependence on the squared
tube radius. This implies that these gaps arise indeed from curvature in the graphene
sheet [19]. Similar gap values were obtained by ab initio calculations, predicting gap
widths of 93 meV for (9,0) and 28 meV for (15,0) SWNTs [17]. The gap value for the
(12,0) nanotube was found to be 78 meV, deviating quite a lot from the experimental
value of 185 meV.

The gap width is inversely proportional with the radius squared of the CNT. In
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Figure 5.14: a) kF shift for the curved CNT. In the left panel A and B' represent
the parallel π orbitals of the nearest-neighbor carbon atom on a at graphene
sheet, while B denotes the p orbital of a nearest-neighbor atom on a curved surface.
The angle α is the angle between AB and AB' and represents a measure of the
local curvature. In the right panel, the bolded lines represent two slides of the
hexagonal �rst Brillouin zone on a at graphene sheet, the vertical lines are the
allowed k−states which form the energy bands of a nanotube. C denotes the
circumferential direction. In 'metallic' zigzag SWCNTs kF moves along the C
direction away from the K point, resulting in the opening of a small gap in the
DOS of the tube [19].

the case of a (14,2) tube, with the diameter close to the diameter of the (15,0) tube,
this means that a curvature-induced gap would measure about 30 meV. Without
discussing the presence of such a curvature induced gap [25,26], it is safe to state that
the zero bias anomaly in the spectroscopic data recorded on the metallic (14,2) tube
is not related to the curvature of the nanotube wall.

In the Ph.D. thesis of Venema [15], a gap feature was observed in some, but not
all, tunneling spectra recorded on metallic nanotubes. The gap or suppression of the
tunneling DOS, at the Fermi energy for disorder conductors is a well-known problem
in literature [27]. It was found that electron-electron interactions in the presence of
impurities result in a negative correction of the DOS, which is singular at the Fermi
level. The explanation given by Venema et al. [28] treats the metallic nanotube as
normal conductor, and the tip as the element bringing in the low energy feature by
the disorder in the tip material. In the case of the nanotube with a hydrogen defect,
the nanotube itself can be thought of as the disordered conductor. The electron -
electron interactions in the presence of the hydrogen defect would possibly be the
origin of the zero bias anomalies at the Fermi energy. In addition, the V-shaped gap
found in tunneling conductance data for hydrogen decorated HOPG was recorded with
di�erent tips. In these experiments, both etched tungsten (W) tips and mechanically
cut platinum iridium alloy (Pt 90%, Ir 10%) STM tips were used. The presence of the
zero bias anomaly - not depending on the tip used in the experiment is an argument to
reject the option that the dip is a negative correction of the DOS because of electron
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- electron interactions in the presence of impurities in the tip material itself.

A more pronounced peak at ' - 40 meV was reported for the measurement on a
(high-energy) hydrogen plasma treated metallic nanotube by Buchs [10]. The authors
assign the presence of this peak to the presence of a vacancy that may or may not
be saturated with a H atom. The dangling bond in this vacancy defect would be re-
sponsible for states near the Fermi level in a very small region (less then 1 nm away)
surrounding the defect. Since we work with low energetic H ions or atoms, chemisorp-
tion of H should not induce the appearance of dangling bonds. Thus, although the
peaks reported by others [10] are similar to ours, the nature of the causality deter-
mining the appearance of the peak close to the Fermi level is to our belief di�erent. In
addition Buchs compares his experimental results with an STS simulation based on
the tight-binding Green's function technique for a tip positioned on a single vacancy
in a metallic (10,10) SWCNT [36]. To our interpretation, both the shape and posi-
tion of the peak observed in their experiments and our experiments is fundamentally
di�erent than the expected theoretical peak as calculated by Krasheninnikov [36].

Carbon nanotubes present a rich spectrum of plasmon modes. For metallic SWCNT
gapless plasmon modes (far infrared frequency range) exist [30], in addition to the
high frequency modes (UV range) and the depolarization van Hove plasma resonances.
Bommeli et al. conducted reectivity measurements on carbon nanotubes, from far-
infrared up to ultraviolet [31], and detected the low-energy π-plasmon contribution
around 115 meV. The dispersion relation of such a quasi-1D plasmon mode for a
(9,0) SWNT is linear [32]. We propose that the zero bias anomaly is possibly the
cumulative result of a charge depleted region around the H-patches and a quasi 1D
plasmon assisted tunneling regime. The extent of charge depleted region on carbon
based materials has been discussed in detail in Section 4.3.3 of this thesis. The extent
of the charge depleted region might be smaller than on the H/HOPG system since
these SWCNTs are deposited on gold surface and charge transfer could facilitate the
screening of the H impurity. As already observed for the H/HOPG system, in the
H/CNT system the same transition between the zero bias anomaly signature and
Fano interference is present. Function of distance from the H patch, this transition
was quanti�able for the H/HOPG system. However, hydrogen can be chemisorbed
on CNT and not be visible in the STM topography since not all the CNT is "visible"
to STM imaging. Thus, quantifying the transition between the aforementioned sig-
natures in the LDOS function of distance from the H patch in not trivial. The STS
curves 1 - 3 from Figure 5.11 might be located in a H "rich" region and a "strong"
under-screened regime leads to the zero bias anomaly. We propose that the experi-
mental data 7 - 13 from Figure 5.11 are acquired in a region where screening is more
e�cient than where ZBA is observed. Spectra 6, 7, 9, 11 and 12 from Figure 5.11
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exhibit a Fano line-shape. The topography imaging of this H-patch is insu�cient to
correctly estimate the H-coverage but su�cient to estimate the distance between the
hydrogen patch and the lateral position where the STS data was acquired. Thus we
estimate from the topography in Figure 5.11 that spectra 9, 11 and 12 are acquired
at less than 0.2 nm away from the hydrogen patch. Similarly, spectrum 10 is at about
0.4 nm away. The results of Buchs et al. [10, 11] reveal a very sharp peak next to
structural defects, centered at the Fermi level. Their data is acquired at less than 0.5
nm away, or at about 3 nm away. At 3 nm away from the defect sites, the LDOS
around the Fermi level is at as in our experimental observations. They interpret
the peak as due to a defect induced localized state. Similar to the V-shaped gap
observed in the hydrogen on HOPG system, we interpret the dip at the Fermi-level as
a possible result of the electron-phonon or electron-phonon and 2D-plasmon coupling.
The width of this dip at the Fermi level of about 190 meV is more or less equivalent
to the at acoustic phonon band region at 109 meV [33] or plasmon/phonon peak. In
our opinion, the transition between the zero bias anomaly and the Fano line-shape is
a signature of a possible increase in the charge density available for screening with in
turn will represent the same electron - phonon or electron - phonon and 2D-plasmon
coupling as a Fano line-shape in the LDOS. As STS data 12 presented in Figure 5.11
show the Eres (equation 2.5.1) is located at about -100 meV. This value is also in good
agreement with the at acoustic phonon band region at 109 meV or plasmon/phonon
peak.

Confined states in a metallic nanotube section

A short nanotube section, enclosed by a kink and a defect region on a metallic nan-
otube, was observed with STM. Figure 5.15 shows this nanotube, where the topo-
graphical features have a duplicate image due to convolution with a double tip. Al-
though the image quality was rather poor, a series of tunneling conductance spectra
were recorded on the tube to �nd out if the H patches on the tube would have an
e�ect on the LDOS. In the top part of the image, there is a kink in the tube indi-
cated by A. The �rst section of this tube to be discussed is the part between this
kink and the �rst defect region found from A downwards in the image, marked by
B. The tube section between A and B is defect-free and has a length of ' 14 nm.
Tunneling conductance spectra were recorded at the positions indicated by dots in
Figure 5.15. Spectra recorded between the points A and B show features close to the
EF as shown in Figure 5.16 and these features are identi�ed as oscillations caused by
electron con�nement, a quantum size e�ect as explained below.

Experiments on shortened nanotubes with lengths of '30 nm showed the presence
of quantum size e�ects [29]. In a macroscopic conductor, the resistivity and the
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Figure 5.15: Topographic STM images of a short metallic nanotube section
enclosed by a kink and a hydrogen patch. Topography acquired at 77 K with
Ugap= 1.10 V and It=1.07 nA. Left image: 50×50 nm2, right image: 35×15 nm2.
Because of the double ending of the STM tip, an identical 'shadow image' of the
tube is observed in the image of the left. The upper image (I) is a rotated cut-out
of the left image, the lower image (II) is an STM image recorded direct after image
I. The dots in I and II indicate spectroscopy locations.

conductivity are physical properties which do not generally depend on either the
length of the wire L or the applied voltage to the sample but only on the material.
However, when the size of the wire becomes small compared with the characteristic
lengths for the motion of electrons (mean free path), then both the resistivity and
conductivity will depend on the length L through quantum e�ects. In the quantum
regime, the electrons act like waves that show interference e�ects, depending on the
boundary conditions. In this case, the boundaries are formed by the impurities and
defects that are present in the nanotube. Peak-peak separation in the spectra in
Figure 5.16 is in the order of 140 meV, and the length of the nanotube section between
the points A (kink in the tube) and B (hydrogen induced defect) is 14 nm. Using the
simple approximate formula E = hvF /2L with vF = 8×105 m/s the Fermi velocity
and L = 14 nm, peak separation �E should be '120 meV [34]. This separation does
not �t too well with the peak separation for the �rst peaks around the Fermi level,
but for the next peaks the value of 120 meV is quite a good approximation. Thus,
we conclude that for a section of a metallic nanotube we observed the con�nement of
electrons due to the boundaries created by hydrogen patches and a topological kink.

Metal to insulator transition in a metallic CNT due to hydrogen chemisorp-
tion

Tunneling conductance spectroscopy recorded on dense hydrogen decorated sections
of metallic nanotubes provided spectra that bear resemblance with the semiconductor

98



5.3 Experimental results and discussion

Figure 5.16: Tunneling conductance data, dI/dV , showing wide and equidistant
peaks with a separation of '120-140 meV. The spectra shown in the large panels
is the mean of the spectra shown in the insets (data in the insets is subsequently
shifted by an o�set). The frequency of the modulation signal was 1.232 kHz and
the amplitude was 12 mV peak-to-peak.
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Figure 5.17: STM image and tunneling conductance data, dI/dV , recorded in
the hydrogen patch region, towards the end of the nanotube. The four spectra
shown in the right panel are subsequently shifted by an o�set. The tunneling
spectra show a semiconductor-like peak arrangement, with a zero conductance
plateau centered around the Fermi level. The width of the energy gap is '0.55
eV, the zero level is indicated by the horizontal lines. Ugap=1.10 V, It=1.07 nA,
image size: 12×32 nm2.

nanotube spectra.

Spectroscopy measurements at the tube end - STM image with spectroscopy point
depicted in Figure 5.17 - provided a spectrum with a band gap of ' 0.5 eV. A band
gap of about 0.5 eV would correspond to a semiconducting nanotube with a diameter
of 1.26 (Egap = 0.55 eV ) to 1.59 nm (Egap = 0.45 eV ). The diameter measured on
the topographic image is indeed in this diameter range, but the not-hydrogen covered
regions show a metallic behavior as indicated by the previous subsection. In order to
exclude measurement uncertainty, the data was recorded several times, in a row, and
the results have shown a good reproducibility. Furthermore, there is a resemblance
with the LDOS of the metallic tube with the (14,2) chiral index presented above.
A semiconducting �ngerprint was also measured on the hydrogen decorated metallic
nanotube with a small H patch.

These semiconductor-like spectra recorded on the metallic nanotube indicate that
the nanotube's conducting behavior is locally changed. The transformation from a
metallic character of the CNT to a semiconducting character, although not unex-
pected [35], is nevertheless interesting. Calculations studying the DOS of hydrogen
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decorated CNT's, in particular on a (5,5) armchair nanotube, predicted a transition to
a semiconducting behavior for speci�c hydrogen coverage on the CNT [35]. However,
in comparison to the theoretical work of Park, the CNT is not orderly covered with
H and furthermore the CNT itself has a di�erent chiral index. The 'new' semicon-
ducting character of the CNT can be rather easily understood when knowing that, in
similitude to the experiments conducted on H/HOPG, upon hydrogen chemisorption
the sp2 character of the C atom in the lattice of the CNT changes to an sp3 character.
As the sp2 character presents π electrons (that are delocalized in the carbon lattice),
while a sp3 character consists of σ electrons (localized electrons) a lack of free charge
carriers translates in a band gap opening.

In conclusion, locally, as a function of hydrogen coverage, a metallic nanotube can
be transformed into a semiconducting one just by hydrogen chemisorption. A more
detailed investigation of this phenomenon was not pursued, but nevertheless it may
prove to be an e�cient method to transform the metallic character of the nanotubes
into a semiconducting one, since during the fabrication process of CNTs it is hard to
produce only semiconducting carbon nanotubes.

5.3.4 Chemisorbed hydrogen on semiconducting CNT

All the experimental results presented in the previous three subsections explored
the inuence of chemisorbed hydrogen on metallic nanotubes. This subsection will
address the question if any changes in the LDOS of a semiconducting nanotube can be
observed when hydrogen is chemisorbed. A nanotube with a few hydrogen patches was
identi�ed as a semiconducting nanotube. On this tube, tunneling conductance spectra
were recorded in a rectangular measurement grid. The quality of the imaging was
poor, thus a correct determination of the chiral index was not possible. Figure 5.18
shows in the left image, marked by ellipses typical hydrogen patches. The right hand
side image, from the above-mentioned �gure, depicts with dots the spatial locations
were spectroscopy data was collected and it is the same region as depicted in the
left-hand side image. The separation distance between two neighboring measurement
points is approximately 0.9 nm.

There is a high correlation between the tunneling conductance spectra recorded at
horizontally equal positions, e.g. the spectrum recorded in the most left points in the
three white rectangles is very similar. The data recorded in the three white triangles
is shown in Figure 5.19. The resemblance between the lines of the same color, in the
three panels from Figure 5.19, indicate that the tunneling conductance measurements
are not too much position dependent in respect to the direction perpendicular to the
tube axis. The evolvement of the tunneling conduction spectra shows peaks arising in
the gap, very close to the �rst VHS pair. These additional peaks are more pronounced
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Figure 5.18: Topographic STM image (2×) of a semiconductor nanotube at 77
K. Left panel: The ellipses indicate the hydrogen patches. Right panel: The dots
indicate the spectroscopy locations on a rectangular measurement grid. Rows 2, 3
and 4 of the grid are enclosed by the long white rectangles. Scanning parameters:
Ugap = 0.7 V, It = 469 pA, scanning size is 15× 15 nm2.

Figure 5.19: Tunneling conductance spectra, dI/dV , recorded on a semiconduc-
tor nanotube with two di�erent regions. The STS data presented were recorded in
the second, third and fourth row (1, 2, 3) of dots in Figure 5.18. The horizontal
positions are indicated by A, B, C, ... The Spectra from D, E and F indicate the
presence of extra peaks in the gap, resulting in a reduction of the band gap.
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in the spectroscopic data recorded in positions D, E and F. The net result given by
the appearance of new electronic states within the gap is a reduction of the CNT
band gap. The positions of these points correspond with the position of the hydrogen
patches indicated by the ellipses in Figure 5.18.

The measurements on semiconducting nanotubes decorated with hydrogen indi-
cate a reduction in the intrinsic CNT band gap by the appearance of new states in the
vicinity of the �rst VHS. Due to the poor topography imaging more experiments are
required in order to con�rm this observation. In addition, the chiral index is necessary
to be determined before the hydrogen treatment. These electronic states are similar to
the quasibound electronic states introduced by Stone-Wales defects in SWCNT [40],
as described in Paragraph 2.2 of this thesis and exempli�ed in Figure 2.10.

5.4 Conclusions

A major part of the work was dedicated to the sample preparation procedure. The
substrate for SWCNT deposition was prepared by ame annealing, creating clean
and atomically at Au(111) terraces. Carbon nanotubes were dispersed in 1,2-
dichloroethene (DCE) solvent for deposition. One or two droplets of the sonicated
dispersion were applied on the gold surface. The results on arc-discharge carbon nan-
otubes reveal that these are mostly present as bundles. Individual CoMoCat carbon
nanotubes were easier to separate from conglomerates with DCE. Consequently, the
STS results presented in this chapter used this method. The carbon nanotube surface
density achieved, with this preparation procedure, varied between 1 and 10 per square
micrometer.

Hydrogen deposition using the RF plasma discharge setup resulted in the creation
of hydrogen patches on the nanotube walls. While high-energy ion treatment of
CNT reveal the creation of structural defects, the RF plasma discharge source creates
H atoms and low energetic H+ ions. Thus, the structures observed on the CNT
walls are induced by H chemisorption. More evidence supporting this reasoning has
been given in Section 4.2 of this thesis. Topographic di�erences between the 'clean'
nanotubes and the H treated nanotubes suggests that these features arose from the
H exposure since a longer exposure induces more hillock features, as observed in our
STM topography images.

Tunneling conductance data coupled with atomically resolved STM imaging of
CNT enabled the identi�cation of the chiral number indices of the SWCNT's. Both
metallic and semiconductor carbon nanotubes have been observed. With STS we stud-
ied the inuence of chemisorbed H on the electronic structure properties of SWCNT's,
metallic and semiconducting. In a semiconducting SWCNT hydrogen treatment cre-
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ates new electronic states that are arising in the band gap, close to the �rst VHS.
These electronic states reduce the band gap of the SWCNT with about 200 meV.
In the case of hydrogen chemisorbed on metallic SWCNT, several e�ects have been
observed. First, towards the end of a metallic SWCNT a large patch of hydrogen
was observed. STS performed on that patch indicated a full metal to insulator tran-
sition. The measured band gap was about 0.55 eV. The opening of the band gap in
the metallic SWCNT is attributed to the local re-hybridization of the C bonds from
sp2 to sp3 upon H chemisorption. Third, on the same metallic SWCNT, STS data
acquired in between two patches with high concentration of chemisorbed H revealed
the presence of con�ned electronic states. Signature of a quantum behavior of the
electrons, interference of the electron wave scattering on H patches ( acting as wave
barriers) was observed. Upon H deposition on metallic SWCNT's two features have
been observed at the Fermi level. First, a zero bias anomaly. Second, a Fano-like line
shape at very small distances from the H patches. We propose that these features arise
from the possible electron - phonon or electron - phonon and 2D-plasmon coupling.
We expect that the zero bias anomaly and the Fano resonance are H-coverage depen-
dent and a transition in between the two features could be controlled by the amount
of chemisorbed hydrogen. For future experiments it would be interesting to make,
as for the H/HOPG system, a temperature dependent investigation on the role of H
tailoring of the SWCNT LDOS. With additional support of theoretical studies, the
nature of this zero bias anomaly might be fully understood. Since charge conductivity
in metallic individual SWCNT can be characterized with transport measurements, it
would be interesting to verify the role of H chemisorption on metallic SWCNT con-
ductance. We expect that a metal to insulator transition should be visible upon H
chemisorption. This transition could be easily reversible by temperature desorption
of the H from the CNT.
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Chapter 6

Towards persistent current
measurements on nanoscopic
gold rings

6.1 Introduction

Persistent currents (PC) in normal metal rings have been intensively studied in the last
two decades in the quest to bridge the gap between the theory and experiment [1{7].
PC give rise to a periodic orbital magnetic moment with a periodicity correspond-
ing to one ux quanta, h/e. Experimentally, persistent currents have been measured
on both ensembles of rings and on individual rings [8, 9]. Surprisingly, on ensem-
bles of rings the magnetic moment is periodic with h/2e, since ensemble averaging
imposes a zero total magnetic moment. GaAs/AlGaAs rings (semiconducting) have
shown a good concordance between theory and experiment. Recent measurements
on metallic nano-rings (Al and Au) show a good concordance between theory and
experiment [10, 11]. In contrast to the nano-rings measured in the experiments of
Bluhm and Bleszynski-Jayich (micrometers in diameter), the gold nano-rings we in-
tend to study have the Fermi wavelength almost equal to the electron mean. The
criterium of ballistic electron conduction regime is required to test the PC theory
for metallic rings. To achieve a ballistic conduction regime for a gold nano-ring, a
�rst requirement is to decrease the size of the ring (the perimeter), to nanometers
instead of micrometers. For nanoscopic-dimensioned rings, the signature of the per-
sistent current is expected to be about 100 times larger than for the microscopic
sized rings. Usually, the micrometrical rings are created by standard lithographic
techniques. These techniques do not yet allow creating nanoscopic-sized rings on a
substrate. If persistent currents can be measured in these nanoscopic rings the en-
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semble averaging e�ect might disappear due to the transition to a ballistic electron
conduction regime where theory predicts a h/e periodicity of the magnetic moment.
Another fundamental question that this experiments might answer, is related to the
nature of the magnetic response from the ensemble. Is it a diamagnetic response as
suggested by theory? This chapter summarizes preliminary magnetic measurements
results obtained on ensembles of metallic Au nano-rings created by colloidal lithog-
raphy. We found that colloidal lithography o�ers experimentalists the possibility to
create ensembles of nano structures that theoretically approach the ballistic electron
conduction regime.

6.2 Experimental

Colloidal lithography [12] is a self-assembly technique mainly based on the interaction
between polystyrene particles (PP) and substrate. The driving force of the self-
assembly process is the electrostatic force. In a bu�er solution the electrostatic force is
repulsive for PP - PP interaction, while between PP and the substrate the electrostatic
force is attractive.

The substrate used in the experiments was SiOx. The samples were cut from a
Si wafer that presents a ∼1 micrometer thick silicon oxide layer on top. The sample
dimension is kept ∼5×5 mm2. To prepare the substrate for PP deposition, sequential
sessions of ultrasonic treatment with solutions (sulphuric acid, acetone and methanol)
were used. The minimum sonication time was 15 minutes. Prior to PP deposition, the
cleaning process of the substrate was checked with atomic force microscopy (AFM)
on random samples from a batch. The vast majority of the samples (∼90%) presented
a RMS roughness of less than 0.5 nm. This value was considered to be su�cient to
proceed with PP deposition since the minimum height expected for Au nanorings is ∼
3 nm. Samples that did not pass the surface roughness criteria have been disregarded
at this initial step. As mentioned above, the PP self-assembly process relies on the
electrostatic attraction between the PP and the substrate. In order to achieve this,
the silicon oxide surface has been sequentially treated with three aqueous solutions
("tri-layer"), 30 s each. In between the steps, the sample was washed with a gentle
rinse of milli-Q water and blown dry with dry nitrogen. The solutions in order of
usage are: 2% (by weight) of poly(diallydimethylammoniumchloride) (PDDA, MW
200000 - 350000), [13], then 2 % (by weight) in poly(sodium 4-styrenesulfonate) (PSS,
MW 70000) [13] and �nally 5 % (by weight) aluminum chloride hydroxide (ACH) [14].
After this preparation step the sample roughness has been studied again yielding no
signi�cant roughness increase.

The absorption of PP onto the chemically modi�ed SiOx substrate is done from
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an aqueous solution. Two di�erently sized (in diameter) PP were used: 19 nm and
110 nm. The concentration of the PP in the aqueous solution was varied between
0.001% and 0.5% by volume. The adsorption time of the PP onto the substrate was
varied between 10 s and 15 min. Flushing the sample with milli-Q water stopped the
adsorption of the PP. In order to dry the sample, two methods have been used. Either
by blowing the sample dry with a gentle ow of N2 gas, or by slowly evaporating the
liquid by placing the sample in an oven, at 85 ◦C.

Summarizing, at this point of the preparation procedure, the sample consists of PP
adsorbed on a thin triple layer on top of the silicon oxide. To create gold nano-rings
on the surface, the following step was the thermal evaporation of a thin gold layer,
under HV environment, 10−6 mbar. During deposition, the thickness of the Au �lm
is controlled with a quartz balance. The height of the gold layer was chosen according
to the height of the PP deposited on the sample. The �lm thickness is chosen to be
about two thirds of the PP height (according to PP manufacturer). It can be assumed
that since gold is mobile on the surface during the evaporation process, it is di�using
also underneath the PP. After the sample has been covered with the gold layer, the
gold layer that is not shadow masked by the PP is removed by Ar+ sputtering. That
step was made in another UHV chamber (base pressure 10−10 mbar) at an incoming
sputtering beam energy of 1.5 keV. The sputtering process is considered �nished when
the collected sample current drops to values smaller then 1 µA. In this step the PP
are used as a shadow mask for the underlying gold layer. It is not known if the
"tri-layer" is sputtered along with the Au layer. It can be speculated that sputtering
of the "tri-layer" occurs, yet since we do not expect a very closed packed structure,
most of the "tri-layer" or fragments it's constituents will be present on the surface.
A complete sputtering of the "tri-layer" is not foreseen since both the SiOx and the
"tri-layer" is insulating, the sputtering process would be self-stopping due to surface
charging.

The last step in the preparation procedure was the removal of the PP by making
use of an ozone treatment. The ozone is generated with an UV lamp. To completely
remove PP from the surface, the samples are ushed with demineralized water. After
all the above-mentioned steps, the sample's surface should present Au nano-rings.

6.3 AFM studies of polystyrene particles and gold
nanostructures

6.3.1 AFM characterization of the polystyrene particles

Before proceeding to the PP deposition onto the substrate, AFM topography studies
were used to check the roughness of the samples after the cleaning of the silicon oxide
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Figure 6.1: Topographic AFM image of 1×1µ m2 of silicon oxide with the triple
layer deposited on top. The roughness is measured to be smaller than 0.5 nm.

and the triple layer deposition. Several samples were scanned with AFM. The surface
roughness was found to be around 0.5 nm or less, as shown in Figure 6.1. This implies
that the substrate is suitable for PP deposition and the PP should be easily identi�able
by AFM topography measurements. For all samples, the preparation procedure up
to the PP deposition was kept identical.

First, 110 nm in diameter PP were adsorbed on the substrate. A batch of �ve
samples was prepared. The PP solution concentration was kept constant while the
adsorption time was varied between 40 s and 300 s. In order to check if the drying
method of the sample induces coverage di�erence, two of the �ve samples were dried
out di�erently. One of the samples was dried in the oven while the other one was
dried by a gentle ow of dry N2 gas. The samples were again investigated with AFM.
As it can be observed from Figure 6.2 all �ve samples present nicely dispersed PP,
with a PP coverage (footprint) of about 32%. The coverage (C) was measured on
the topographic image but the result did not take into account AFM tip corrugation.
However, counting the PP on a speci�c area, yields the correct number (N) of PP.
N varies for this �ve samples between 100 and 138 particles per 9 µm2. In this
experiment it was observed that the immersion time (T ) of the substrate in the PP
solution does not drastically inuence the number of PP found on the substrate since
no large di�erences in PP concentration were observed between samples immersed in
the solution for 40 s or 300 s. One might expect that the surface concentration of PP
increases with time. This was not observed in our experiments for the particular case
of placing only a drop of solution on the sample surface. At the aforementioned PP
concentration in solution, if the sample is immersed in the solution, at least several
layers of PP are observed on the surface with AFM topography. We assume that in
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Figure 6.2: Topographic AFM images of 3×3 µm2 of 110 nm PP adsorbed on
the substrate, labeled Sample 1 to 5. Sample 1 is dried in the oven at 85◦C while
the rest are dried with a gentle ow of dry N2. T represents the deposition time
of the PP from the aqueous solution, in s. N represents the number of PP found
on one squared micrometer of each sample, while C represents the coverage of the
sample with PP, expressed in % .

case of a single droplet, covering the entire surface, the equilibrium between particles
bound to the surface and in solution is reached reasonably fast. The equilibrium,
thus the concentration of PP on the sample surface is given by the quantity of charge
within triple layer and the number of PP found in the droplet.

These early fruitful results paved the way to test if making use of the colloidal
lithography technique can produce gold nano-structures with smaller dimensions. The
PP aqueous solution concentration and PP deposition time were kept similar with the
parameters mentioned above while trying to produce gold nano-structures from PP
with a diameter of 19 nm. However, the �rst samples were far from successful. The
samples presented either a very low amount of PP, or more than 1 ML of particles on
the substrate and/or clustering. It was also identi�ed that blowing the sample with
a gentle ow of dry N2 gas removed the weakly electrostatic bounded PP from the
substrate. A �rst solution was to evaporate the aqueous solution from the sample
by placing the sample in the oven, at 105◦C. Although, PP were identi�ed on all
the samples, clustering or several monolayers of PP were still observed. In order to
reduce the amount of PP attached on the substrate, the aqueous solution was further
diluted until the concentration by volume was 0.02%. AFM topography investigations
revealed properly dispersed PP as depicted in Figure 6.3. According to the manu-
facturer of the PP [15] the diameter should be 19 nm ± 1%. In the next section a
detailed analysis of the PP height distribution is carried out.

6.3.2 AFM characterization of gold nano-structures

On the samples with 110 nm PP, a 40 nm layer of Au was evaporated. Subsequently
the samples were sputtered with Ar+ for half an hour and UV treated for another 2 h.
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Figure 6.3: Topographic AFM image of 3×3 µm2 of PP. The deposition time from
the aqueous solution was 30 s and the solution concentration 0.02% by volume.

a) b)

Figure 6.4: a) Topographic AFM image of 1.3×1.3 µm2 of Au nano-structures.
b) Cross section made over a gold nanostructure indicating the height.

Afterwards, the samples were investigated with AFM. Topographic images revealed
the presence of di�erent structures than previously measured on the surface. Results
are depicted in Figure 6.4. First, one must notice the similitude between the struc-
tures. Second, in the middle of the structures a depression is measured; more clearly
visible in the cross-section from Figure 6.4b. Third, the height of these structures is
slightly less then half of the PP height. In conclusion, it is reasonable to conclude
that the new structures are Au nano-structures left after the PP removal.

However, a full opening in the Au nano-structures could not be measured with
the AFM tips (NSC12, Ultrasharp, NT-MDT) used to produce these results due to
the tip convolution.

Following the same nano-rings preparation procedure but for PP with a diameter
of 19 nm, the AFM topography yielded images as shown in Figure 6.5. The height
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Figure 6.5: Topographic AFM image of 0.5×0.5 µm2 of Au nano-structures. As
it can be observed from all three images the height of the structures is not similar.

of the Au layer deposited for the 19 nm PP was about 10 nm. There are two im-
portant observations to be made when examining the topography images. The �rst
observation is that there is no dip visible in the middle of the structure. The second
observation is that the heights and widths of the structures di�er in contrast to what
is observed in Figure 6.4 for the larger structures. The �rst observation is rather easy
to understand due to the fact that the gold rings have a diameter comparable with
the AFM tip radius (in the order of 10 nm), thus due to convolution the opening may
never be observed with such "blunt" AFM tips.

To understand the second observation of the previous paragraph, a statistical
analysis of the AFM measured heights for PP and nano-structures was done. The
results are depicted in Figure 6.6. According to manufacturer datasheet, the diameter
of the PP is 19 nm ±1%. However, the normal distribution measured suggests that
PP diameters between 10 nm and 28 nm are expected too. Since the PP are used
as a mask for creating the gold nano-structures, smaller PP will produce smaller
Au structures. This is what has been observed by scanning with the AFM the gold
structures. Statistics on many structures is not only useful to understand the size
distribution of the gold nano-structures but a one to one correlation between the PP
size and the gold nano-structures size might provide a hint regarding the true diameter
of the gold nano-structures. As a remark, if one would like to create identical nano-
structures using this method, the PP particle would have to have smaller diameter
dispersion.

The ratio between the height of the gold nano-structures and the height of the
PP is about 0.26 (Figure 6.6). Since it can be easily understood that all the gold
material that was deposited by evaporation is going to be sputtered unless masked
by the PP, then accounting for the ring height the true diameter of the diameter of
the gold nanostructure is around 17 nm. If the PP is considered to be spherical, a
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a)

b)

Figure 6.6: Height distribution of: a) 3174 PP, b) 2303 gold nanostructures. The
PP diameter is normally distributed, mean diameter value is 19 nm.
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Figure 6.7: Au ring cross-section with characteristic dimensions.

cross-section of the gold ring might have the dimensions depicted in Figure 6.7.
Since preparing the Au nano-structures involved nine sequential steps, di�cult

sample handling, ultra-clean manipulation and preparation steps, the rate of success
was rather limited (less than 10 % of the samples were useful from more than 300
samples prepared). From this percentage only around 10 samples were studied with
SQUID. The preparation process has proved to be time-consuming and not to be
easily reproducible due to the large amount of variables involved in the preparation
procedure. Under more controlled conditions (solutions, UHV sputtering and envi-
ronment, fast analyzing times, large batching) the success rate in sample preparation
may be drastically improved.

6.4 DC SQUID measurements on ensemble of gold
rings

The DC SQUID technique has been described in Chapter 3 of this thesis. To make
the DC SQUID experiments comparable, some of the experimental variables were
kept constant: sample size (5 × 5 mm2), experimental temperature (4.9 K), max-
imum magnetic �eld strength (up to 5 T, setup limited), sample translation steps
(32), translation distance (4 cm), PP size (19 mm). A reference sample accounts for
the non-Au-ring-structures related sample magnetism. The reference sample for this
experiments consists of a 2 nm Au layer deposited on top of the SiOx substrate and
"fragments" of the "tri-layer" and PP. The thickness of the Au layer was estimated
knowing the volume of a single Au nano-ring and the Au nano-rings surface density.
At this thickness the Au layer are far from "perfect" as exempli�ed in Figure 6.8.
Grooves in the Au layer appear. Although by UHV annealing at elevated tempera-
tures (450 ◦C) the Au layer can be made atomically at, the high temperature would
destroy the PP. That is why no UHV annealing step was employed during samples
preparation.

As observable in Figure 6.9, the DC SQUID measurements yield rather a large
variation in magnetic moment response from the samples considered to be equivalent.
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Figure 6.8: Scanning electron microscopy imaging of 8 nm thick Au layer on
SiOx and PP.

The numbering of the samples is random, however sample 2 and 5 have been prepared
in the same batch. Sample 6 presents a strong diamagnetic response when compared
to sample 2 or sample 4 that appear to be slightly more diamagnetic than the reference
sample. Samples 1 and 5 give a paramagnetic response while sample 3 appears to
have a very weak paramagnetic signal. At 3.5 T sample 3 presents a kink from the
linear dependency observable. This should be regarded as a measurement error since
it is the only sample that did not presented a linear dependence. Samples 2 and 4 are
more diamagnetic when compared to the reference sample with a relative variation of
3 to 6.5 %.

If it is assumed that the reference sample de�nes the total diamagnetic contribu-
tion expected from the substrate (Si+SiOx) and the thin Au layer. Subtracting the
diamagnetic contribution, the magnetic measurement results can be made clearer as
in Figure 6.10.

6.5 Discussion

Figure 6.10 clearly shows that DC SQUID measurements do not yield similar results
for various samples prepared as much as possible in a similar manner. Unfortunately,
at this stage of our research it is extremely di�cult to draw conclusions regarding the
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Figure 6.9: DC SQUID measurements of six samples with Au nano-rings and
reference sample.

magnetic response of Au nano-rings. However, several interpretations are given. Of
course, future work might validate or provide a di�erent explanation to the results
presented in this chapter.

One has to consider that AFM is a very localized technique for surface investiga-
tion. The maximum scan range available was 100 × 100 µm2. However the sample
surface size is roughly two thousand times bigger than the scan size. Clearly, it is
impossible to state that the sample has on all its surface only the "typical" ring struc-
tures as depicted in Figure 6.4 or Figure 6.5. Within the same sample, some of the
regions presented less dense Au nano-structures while other regions presented intricate
dense Au structures (not necessarily rings). Decreasing the surface size can increase
the sample homogeneity. However, decreasing the surface size will further complicate
the already complex sample preparation procedure. For this reason, smaller samples
have not been investigated by DC SQUID. One might consider preparing the Au
rings directly on the cantilever used in the cantilever mangnetrometry technique, a
valuable technique that could be able to detect the PC signature arising from the Au
nanorings.

Sample contaminations with paramagnetic or feromagnetic materials can also yield
the broad dispersion of samples when studied with DC SQUID. For this purpose, two
samples prepared in the same batch have been studied. Both samples have been
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Figure 6.10: Magnetic moment measured from the six samples after the diamag-
netic contribution was subtracted.

exposed to the exact same environment up to the point of insertion into the DC
SQUID setup. The samples under discussion are samples number 2 and number 5,
Figure 6.10. Since both samples under discussion have been prepared in exactly the
same environment, have been prepared with the same glasswork, manipulated with
the same tweezers, etc., sample contamination with para/fero magnetic materials can
be excluded.

As recently suggested by, Smolyaninov et al. [16, 17], surface plasmons influence
the magnetic properties of mesoscopic metallic samples such as, in our case, nanor-
ings. As an example, they shows for a thin Au layer that the Pauli paramagnetic
contribution is equal to the surface plasmon vacuum diamagnetic contribution if the
thickness of a thin gold layer deposited on an insulating surface is 2 nm. In addition,
Smolyaninov predicts that for a thickness of the Au layer of 6 nm, the Landau dia-
magnetic contribution equals the plasmon vacuum diamagnetism. Reich et. al. [18]
report on direct magnetization measurements performed on gold thin films (27 nm
think) deposited on polypropylene and Pyrex at 5 K and RT. It was found that at 5 K
the magnetic response varies as function of substrate, yielding a strong paramagnetic
response when the thin Au layer is deposited on Pyrex. Pyrex contains roughly 70%
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silicon oxide. Furthermore, at RT, the magnetic response of a bulk sample of Au was
of the same order as the noise level (10−6 emu).

The work of Smolyaninov and Reich give insight in the complexity of the magnetic
moment response of the samples under investigation. First of all, the 25 mm2 samples
are rather di�cult to fully characterize at a nanoscale. It is extremely di�cult to
make a 1:1 relationship between the structures present on the surface sample and
the DC SQUID measurement results of the entire sample. Nonetheless, Smolyaninov
calculates that the paramagnetic to a diamagnetic shift in the sample's magnetic
moment response can be attributed to a variation of several nanometers of the gold
layer thickness. Interestingly enough, under the assumption that Figure 6.5 correctly
reproduces the Au nano-structures density than the Au enclosed within the structures
would cover the sample with a 2 nm thin Au layer. Under these �ndings it is possible
to explain the large variation between samples. For example, if the sample sputtering
process is not removing all the Au in between the nanostructures, it is possible that
a thin Au layer might still be present. This thin gold layer may create a shift in the
magnetic response from paramagnetic to diamagnetic. In addition, plasmon modes
of individual rings may couple. The surface plasmon wavelengths can be roughly
estimated as λp ∼ L/n, where L is the perimeter of the ring. Under the assumption
that the ring diameter is 18 nm than the plasmon �eld decay outside the ring is 9
nm. Although di�cult to achieve with AFM a lateral resolution of several nanometers,
given Figure 6.5 one can speculate over the distance between Au structures and might
assume in future calculations that plasmon coupling will alter the expected theoretical
values of the ensemble magnetic moment.

6.6 Conclusions and remarks

Colloidal lithography technique was successfully used to create tens, hundreds of
squared micrometers of well dispersed gold nano-structures. It was estimated that
a region of 1×1 µ m2 contains about 500 rings with a diameter varying between 12
nm and 26 nm. The large surface size of a single sample may contain up to 109 Au
nano-structures. When large arrays of Au nanostructures are desired, the technique
proves to be fast in comparison to traditional photolithography, in addition yielding
smaller structures. However several limitations has been observed. First, the large
number of preparation steps and the importance of each preparation step impose
strict preparation procedures, recipes and chemical solutions. Second, the large PP
diameter dispersion induces large variation in the Au nanostructure size. A better PP
diameter de�nition would reduce the number of variables with one when true ensemble
persistent current measurements would be pursued. Moreover contaminants on the
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sample surface are in the Au nano structure is expected to be higher than for Au
nano-structures prepared with, for e.g. the photolithographic technique.

The DC SQUID measurements yield a large variation in sample magnetic moment,
from diamagnetic to paramagnetic. We propose that the most probable source of this
behavior is given by the surface plasmons inuence over the magnetic properties of
mesoscopic metallic samples. To better understand and validate this expected varia-
tion of the magnetic moment function of thin metal thickness, dedicated experiments
must be performed. In addition, one would �rst measure a possible signature of the
persistent current starting from a single isolated Au ring. As previously mentioned,
to our knowledge, this fabrication technique is the �rst one being able to produce Au
rings where the electron should approach ballistic conduction regime. Persistent cur-
rent measurements on ensemble of Au nano-rings would follow and hopefully bridge
the gap between theory and experiment.
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Summary

Tailoring the electronic structure properties of car-
bon based materials

Graphene, a two-dimensional layer of carbon atoms arranged in a honeycomb lat-
tice is the building block of graphite, carbon nanotubes and fullerenes. Prototypes
of graphene electronic devices have been already made in various laboratories world-
wide, outperforming the conventional semiconductor transistor technology. However,
at this point, the lack of a true energy gap in graphene makes the integration of such
electronic devices in commercial products (e.g. computers) impossible. It is well es-
tablished that structural defects or adsorbents lead to a local change in the density
of states of materials. This work describes and quanti�es the role of chemisorbed
atoms on the local density of states carbon based materials, such as graphite and
carbon nanotubes as a function of material dimensionality. The thesis �rst presents
a general introduction, followed by two chapters related to more speci�c theoretical
and experimental knowledge on the subjects discussed in the thesis.

Highly Oriented Pyrolytic Graphite (HOPG) has been extensively studied over
the last decades but the role of structural defects and/or chemisorbed species on its
electron local density of states (LDOS) has not been well understood. Chapter four
is focused on characterizing the LDOS of HOPG after chemisorption of hydrogen and
deuterium atoms using a scanning tunneling microscope. The electronic structure
study was performed in the temperature regime of 4 K to 120 K and as a function
of hydrogen coverage on HOPG. The results show that the LDOS of HOPG is re-
duced around the formed H-islands. If the hydrogen coverage is relatively large and
the sample temperature is low (4 K), an energy gap is observed. However, for low
hydrogen concentrations and hence smaller H-islands, the LDOS at the Fermi-level
has an unexpected Fano-lineshape, indicating that localized electron states of HOPG
character are coupled to continuum states such as phonons. At low temperatures, the
LDOS at the Fermi-level is reduced over a larger spatial region around the H-islands
compared to the high H-coverage case.

Since their discovery, carbon nanotubes have attracted the interest of both fun-
damental and applied research due to some interesting physical properties like: the
elastic modulus, the tensile strength, the high thermal conductivity and the ballistic
conduction regime. Single walled carbon nanotubes (SWCNT) can be semiconduct-
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6. Summary

ing or metallic depending on their chirality which is reected in the DOS. In the
quest for understanding the inuence of chemisorbed species on the LDOS of carbon
based materials, chapter �ve summarizes the results obtained on hydrogen decorated
metallic SWCNT. It has been observed that upon hydrogenation, metallic SWNCTs
can become locally semiconducting. Furthermore, for a short section (delimited by
hydrogen patches) of a metallic SWCNT quantum con�nement of electrons has been
measured. The results obtained for both carbon-based materials upon hydrogenation
are compared in the last part of this chapter.

Chapter six of the thesis is aimed at examining the possibility of measuring per-
sistent currents on an ensemble of gold nano-rings prepared by a colloidal lithography
method. This method allows the preparation of metallic nanostructures bringing the
system more towards the ballistic conduction regime, which facilitates the compari-
son between theory and experiment. Although persistent current measurements were
not performed, the magnetic response of the various prepared samples is intriguing.
The origin of largely varying magnetic responses is not fully understood yet but the
observations hint to peculiar magnetic behavior of thin metallic �lm deposited on
insulating substrates.
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Samenvatting

Grafeen, een enkellaagsvlak van koolstofatomen in een honingraatrooster, is de bouw-
steen van gra�et, koolstof nanobuizen en fullerenen. Wereldwijd zijn in diverse labo-
ratoria prototypen van grafeen transistors gerealiseerd die de werking van transistors
gebaseerd op conventionele halfgeleidertechnologie overtre�en. Het gebrek aan een
echte bandkloof in grafeen maakt de integratie van grafeen transistors in commercile
toepassingen (bijv. computers) onmogelijk. Het is bekend dat structuurdefecten of
adsorbenten aanleiding geven tot een lokale verandering van de toestandsdichtheid
in materialen. Dit proefschrift beschrijft en kwanti�ceert de rol van chemisch gead-
sorbeerde atomen op de lokale toestandsdichtheid van koolstofgebaseerde materialen
zoals gra�et en koolstof nanobuizen als functie van de dimensionaliteit van het ma-
teriaal. Het proefschrift geeft eerst een algemene inleiding, gevolgd door twee hoofd-
stukken die gerelateerd zijn aan de speci�eke theoretische en experimentele achter-
grond met betrekking tot de onderwerpen die in het proefschrift aan bod komen.

Hoog geordend pyrolytisch gra�et (HOPG) is in de afgelopen jaren uitgebreid
bestudeerd, maar de rol van structuurdefecten of van chemisch geadsorbeerde atomen
op de lokale toestandsdichtheid is niet goed begrepen. Hoofdstuk vier beschrijft
de karakterisering van de lokale toestandsdichtheid van HOPG na chemisorptie van
waterstof- en deuteriumatomen met rastertunnelmicroscopie. De elektronische struc-
tuur is bestudeerd in een temperatuursbereik van 4 tot 120 K en als functie van
de hoeveelheid waterstof geadsorbeerd op HOPG. De resultaten tonen aan dat de
lokale toestandsdichtheid afneemt rond de gevormde waterstofeilanden. Bij een hoge
bedekking met waterstofatomen en bij lage temperatuur (4 K) wordt een bandkloof
waargenomen. Bij een lage bedekking en dus kleinere waterstofeilanden heeft de
lokale toestandsdichtheid aan het Fermi-niveau een Fano-lijnvorm die aangeeft dat
gelokaliseerde elektronische toestanden van HOPG gekoppeld zijn aan continumtoe-
standen zoals fononen. Bij lage temperaturen wordt de afname van de lokale toes-
tandsdichtheid bij het Fermi-niveau over een groter ruimtelijk gebied rond de water-
stofeilanden waargenomen dan bij een hoge waterstofbedekking.

Sinds hun ontdekking hebben koolstof nanobuizen de aandacht getrokken in fun-
damenteel en toegepast onderzoek vanwege een aantal interessante fysische eigen-
schappen zoals: de elasticiteitsmodulus, de treksterkte, de hoge warmtegeleiding en
ballistische geleiding. Enkelwandige koolstof nanobuizen (SWCNT) kunnen halfgelei-
dend of metallisch zijn afhankelijk van hun chiraliteit die tot uitdrukking komt in
de toestandsdichtheid. Opzoek naar de invloed van chemisch gebonden deeltjes op
de lokale toestandsdichtheid vaan koolstofgebaseerde materialen, beschrijft hoofd-
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6. Samenvatting

stuk vijf de resultaten die verkregen zijn voor waterstof geadsorbeerd op metallische
koolstof nanobuizen. Na hydrogenering worden de metallische koolstof nanobuizen
lokaal halfgeleidend. Voorts is voor een klein stukje van een metallische koolstof
nanobuis (ingeklemd tussen twee waterstof eilanden) kwantum opsluiting van elek-
tronen waargenomen. In het laatste deel van hoofdstuk vijf worden de resultaten van
chemisorptie van waterstof op gra�et en koolstof nanobuizen met elkaar vergeleken.

Hoofdstuk zes van het proefschrift is gericht op het bestuderen van de mogeli-
jkheid om persisterende stroom te meten aan een verzameling van goud nanoringen
die gemaakt zijn met collodale lithogra�e. Deze methode maakt het mogelijke met-
allische nanostructuren te maken die het systeem dichterbij het ballistische regime
brengen, waar theorie en experiment beter met elkaar vergeleken kunnen worden. Of-
schoon persisterende-stroommetingen niet uitgevoerd zijn, is de magnetische respons
van de diverse gemaakte structuren intrigerend. De oorzaak van de sterke verschillen
in magnetische eigenschappen is niet goed begrepen, maar de waarnemingen sugger-
eren bijzondere magnetische eigenschappen van dunne metallische �lms op isolerende
substraten.
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