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CHAPTER 1 INTRODUCTION. 

Semimagnetic Semiconductors (SMSC) or Diluted Magnetic Semicon­

ductors (DMS) are semiconducting compounds in which magnetic ions are 

incorporated at substitutional positions of a host lattice. The sub­

stitution of magnetic ions introduces localised spins in the lattice. 

These localised spins drastically change both the semiconducting and 

the magnetic properties of the material compared to those of the 

non-magnetic host material. Due to this change of properties, SMSC 

have gained an increasing interest in the last decade. Two recent 

review papers on this subject have been written by Brandt and 

Moshchalkov [1] and by Lyapilin and Tsidilkovskii [2]. 

The semiconducting properties of SMSC are strongly inf luenced by 

the spin exchange interaction between the localised spins of the 

magnetic !ons and the spins of the mobile band electrons. Compared to 

non-magnetic semiconductors, the exchange interaction drastically 

enhances all effects related to the spins of the band electrons. The 

orbital properties of the band electrons remain unchanged. At liquid 

helium temperatures this results in large splittings of the electron 

spin energies even at moderate magnetic fields of about 1 T. For 

example in wide-gap SMSC, gigantic Zeeman splittings up to 20 meV are 

observed [3], which lead to an enormous Faraday rotation [ 4]. In 

narrow-gap SMSC the spin splitting of a particular Landau level can 

even exceed the splitting between adjacent Landau levels. This gives 

rise to an anomalous behaviour of the amplitude of quantum oscillation 

effects [5]. 

The magnetic properties of SMSC ar!se from the localised magnet!c 

atoms. The spins of these magnetic atoms interact with each other. 

However, this interaction is less strong than in magnetic semicon­

ductors and therefore the spins still respond to an externally applied 

magnetic field. The magnetic properties are studied by measuring for 

example: the specific heat, the low field magnetic susceptibility and 

the magnetisation. In general at high temperatures (T > 50 K) the 

magnetic susceptibility is well described by the Curie-Weiss law, with 

an antiferromagnetic spin-spin interaction. For lower temperatures 

(T < 30 K) the susceptibility deviates from the Curie-Weiss law, 
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showing a paramagnetic behaviour. At much lower temperatures a phase 

transition to the spin-glass phase may occur. At the transition tem­

perature a characteristic cusp in the susceptibi 11 ty is observed, 

whereas no anomaly in the specific heat occurs. 

The magnetic properties of SMSC and the mechanism responsible for 

the interaction between the localised spins are treated in [6,7] and 

will not be discussed in detail in this thesis. However, since the 

electronic properties are very sensitive to the state of the magnetic 

subsystem via the exchange interaction between localised spins and 

band electron spins, a good description of the magnetisation is nec­

essary for the interpretation of experiments on the semiconducting 

properties of SMSC. 

The organisation of this thesis is as fellows: 

Chapter 2 deals with the Shubnikov de Haas (SdH) effect. After a 

genera! introduction the effects of spin level spli tting and the 

origin of nodes in the oscillation amplitude is discussed. 

In chapter 3 we present the new bandstructure model, which we 

developed for the interpretation of our Hg1_xMnxSe data. This new 

model is compared to the modified Pidgeon Brown model [5], which is 

used for the interpretation of data by other authors reporting on 

resul ts on this material. Also the bandstructure model for 

(Cd1_xMnx)3As2 with tetragonally distorted crystal structure is given 

in this chapter. 

In chapter 4 we discuss how the electron energy levels can be 

calculated numerically with the help of our new bandmodel. Also some 

examples of the effects of inversion asymmetry on the bandstructure 

are given. 

The sample preparation is described in Chapter 5. Some attentlon 

is paid to our attempts to grow new semimagnetic materials containing 

Cr, Cu, Fe, Cd and Ni. We also give our results on annealing, used to 

change the carrier density and to improve the electron mobility. 

Chapter 6 describes the experimental set-up for SdH and magneti­

sation measurements and the methods to analyse the resul ts of these 

measurements. 

Chapter 7 and 8 give the experimental resul ts on Hg1 Mn Se and -x x 
(Cd1_xMnx)3As2 respectively. In Chapter 7 we stress on the appllca-
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bility of our new bandstructure model described in Chapter 2. Also the 

effects of zero-field splitting are discussed. 

Chapter 9 deals with distortions of the SdH signals due to carrier 

density inhomogeneities and superconducting phase transitions in 

contact solder materials. 

Parts of this work have already been published [B-10]. 

1.1 History of SMSC. 

A long tradition exists in the research of II-VI semiconductors. 

Especially their ternary compounds like Hg1_xCdxTe are widely inves­

tigated. The interest in these materials was stimulated by the possi­

bility to use small-bandgap materials as infrared detectors. The 

bandgap can be adjusted by changing the composition, thus optimising 

the material as detector for specific infrared bands. 

Al though the idea to substi tute mercury by manganese instead of 

cadmium in the II-VI compounds originates from 1963 [11], it lasted 

until the mid 1970's before this kind of material was prepared on a 

large scale. The Mn atoms are situated at random cation sites. Without 

external magnetic field the electronic properties of Hg1_xMnxTe, such 

as the effective mass, resemble those of Hg
1 

Cd Te. in the case x and -y y 
y are chosen such that both materials have an equal bandgap. However, 

the first magneto-optical measurements on Hg1_xMnxTe [12] showed that 

in particular the behaviour of the spin states changes compared to the 

situation in Hg1 Cd Te. Later experiments showed that these spin -y y 
states become strongly temperature dependent [13]. These anomalous 

spin effects were interpreted as the manifestation of the exchange 

interaction between the spins of the mobile band electrons and the 

spins of the d-electrons of the localised Mn atóms. 

The family of SMSC is of course not limi ted to Hg1_xMnxTe and 

Cd1 Mn Te. All Mn based semimagnetic compounds of the II-VI family -x x 
are shown in fig. 1.1. This figure also shows the limits of solubility 

of Mn into these compounds. The new spin related phenomena stimulated 

also the search for semimagnetic compounds in the IV-VI family of lead 

salts, such as Pb1 Mn Te [14] and Pb1 Mn S [15]. II-V compounds like -x x . -x x 
(Cd1_xMnx)3As2 [16] and (Zn1_xMnx)3As2 were prepared in the group 
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Semiconductor Physics at the Universi ty of Technology in Eindhoven. 

For all these materials the exchange interaction between the spins of 

the band electrons and the spins of the Mn atoms is studied experi­

menta lly. 

1.2 Bandstructure and exchange interaction 

Kossut [17] has shown that this exchange interaction can be de­

scribed theoretically by the Heisenberg type Hamiltonian 

Hex = 2 J(r - Ri) si • a 

R. 
1 

( 1. 1) 

where J(r - Ri) is an exchange integral centered at site Ri, Si is the 

spin operator of the localised spin of the Mn atom at site Ri' and a 

is the spin operator of the mobile electron. The Hamil tonian in 

eq. 1.1 is averaged over the positions Ri and over the values of the 

localised spins. This is justified by the argument that a mobile 

electron interacts simul taneously wi th a large number of manganese 

spins. In that case, the exchange contribution to the spin splitting 
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becomes proportional to the spin component parallel to the magnetic 

field <S8>. <S8> is directly related to the macroscopie magnetisation 

M. via M = -NgµB <S8>. N is the number of magnetic atoms in the crys­

tal, g is the Landé factor and µB the Bohr magneton. SMSC are mostly 

paramagnetic materials, whereas normal semiconductors are diamagnetic. 

The magnetisation of paramagnets depends strongly on temperature and 

magnetic field. Because the spin splitting is proportional to the 

magnetisation also the spin splitting varies rapidly with magnetic 

field and temperature. This strong variation of the spin splitting is 

a very characteristic property of SMSC. 

The strength of the exchange interaction is described by two 

exchange integrals, usually denoted by a and p. These parameters a and 

P give the interaction strength between the localised magnetic atoms 

and the mobile band electrons with s and p-symmetric wave functions 

respectively. 

The mechanism of the exchange interaction is not yet completely 

understood. The spatial range of J(r - R) in eq. 1.1 is considered to 

be much smaller than the magnetic length À = ~11/eB [13]. Theoretically 

the difference in sign and magnitude of the exchange parameters a and 

p is ascribed either to the difference in overlap of the Mn 3d-elec­

tron wave functions with the wave functions of different symmetry of 

the band electrons [18] or to the hybridisation of the Mn 3d-levels 

with the valence band [19,20]. 

Experimentally the exchange interaction has been studied for a 

variety of materials using different methods. The first evidence for 

the validity of Kossut' s theory was given in ref. [21]. This paper 

shows that the magnetisation and the exci ton spli tting measured for 

Cd1 Mn Te are proportional to each other. The second important aspect -x x 
of this paper is that it gives a very useful semi-empirica! formula to 

describe the magnetisation of SMSC. The Brillouin function, which is 

valid only for a system of non-interacting spins, is modified by 

introducing an adjustable saturation value of the magnetisation and an 

effective temperature to take into account the Mn-Mn spin interaction. 

By choosing these adjustable parameters temperature dependent, the 

modified Brillouin function gives a good description of the magnetl­

sation in a broad range of magnetic field and temperature [22]. 
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Amplitude of SdH oscillations for 

Hg0.98Mn0.02Te, ne = 4.0 1a2l m-3 [5]. 

The exchange interaction does not only inf luence magneto-optical 

phenomena but al so quantum-transport phenomena. Ref. [5] reports on 

oscillations of the thermopower and on the SdH oscillations in the 

magnetoresistance in a degenerate semiconductor. In the magnetic field 

region where spin splitting of the magnetoresistance maxima is ob­

served, the field positions of the peaks are strongly temperature 

dependent. For lower f ields the amplitude of the SdH oscil la tions 

behaves non-monotonically as a function of temperature (Fig. 1.2). 

Even nodes in the oscillation amplitude can occur. Kossut [23] dis­

cusses the mechanism causing the nodes in the amplitude of the quantum 

oscillations. In a narrow-gap SMSC the spin splitting of a Landau 

level can surpass the split ting bet ween adjacent Landau levels. The 

ratio v of these splittings can rapidly change due to the temperature 

dependence of the spin splitting, caused by the exchange interaction. 

Each time the splitting ratio v equals k + 1/2, with k being an inte­

ger value, a node occurs in the oscil lation amplitude. Knowing the 

conditions for which nodes occur, one can in reverse use the occur­

rence of the nodes to study the spin splitting and consequently the 

exchange interaction in SMSC. Thus, the temperature dependence of the 

amplitude of SdH oscillations becomes a useful tool to study the 

exchange interaction. On the other hand, the nodes hamper the deter­

mination of the cyclotron effective mass from the temperature depend­

ence of the oscillation amplitude like in ordinary semiconductors 

(24]. 

All the experiments mentioned above and many other magneto-optical 

and magneto-transport experiments aimed at a precise determination of 
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the values of the exchange integrals a and ~- These values are not yet 

well established experimentally. All authors agree that the signs for 

a and ~ are opposite. However, the values of the exchange integrals 

for narrow-gap SMSC show a large scat ter [1], which is unexplained 

until now. The scatter of the a and ~ values leads to a clear need for 

more rigour in the experiments. Therefore we decided to re-examine 

some of these materials, emphasising in our experiments two aspects, 

which have been neglected by most other authors. 

The first aspect is that most of the published values of a and ~ 

were determined using magnetisation values, obtained from the inter­

polation of the resul ts on other samples. Due to concentration gra­

dients over the ingots, created during the crystal growth, it is very 

difficult to obtain an accurate value for the Mn concentration of the 

sample. This reduces the reliability of the interpolation. We avoid 

this problem by measuring the magnetisation on the same samples as 

used for the SdH experiments. 

The second neglected aspect is the anisotropy of the spin split­

ting. Some of the host materials, on which the investigated SMSC are 

based, exhibit an anisotropic spin splitting. In the presence of Mn, 

where the spin splitting is enhanced by the isotropic exchange inter­

action, the splitting is still anisotropic. If one neglects the ani­

sotropy, different spin spli tting energies can be obtained exper­

imentàlly for one single combination of temperature and magnetic 

field. It is evident that the interpretation of these results with an 

isotropic bandstructure model, as mostly has been done, leads to 

scatter in the values determined for the exchange integrals a and ~­

To study the anisotropy effects of the spin spli tting and the band­

structure in general, we performed our experiments on oriented single 

crystals. 

We study the exchange interaction and the ahisotropy of the band­

structure of two materials which look very promising with respect to 

the anisotropy aspect: Hg 1_xMnxSe and (Cd1_xMnx) 3As2 . 

Hg1_xMnxSe is based on HgSe. The host material has a cubic crystal 

structure. However, due to the làck of inversion symmetry in the zine 

blende lat tice, the spin split ting of the Landau levels is highl y 

anisotropic [25]. Most of the papers on Hg1_xMnxSe neglected the 

possible effects of anisotropy in the spin spli tting [26-30]. The 
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first indication of anisotropy was given by Reifenberger and 

Schwarzkopf [31]. We also observed a strong anisotropy in the posi­

tions of the nodes in the SdH oscillation amplitude. The modified 

Pidgeon Brown model [5,32]. which is used by most authors to interpret 

their data on narrow-gap SMSC, cannot explain this anisotropy. We thus 

developed a new model. Contrary to the Pidgeon Brown model we took 

into account the invers ion asymmetry, because 1 t is responsible for 

the strong anisotropy of the spin splitting. Our new model is based on 

a paper by Weiler et al. [33], where the complete Hamiltonian for the 

zine blende structure is given, including inversion asymmetry eff ects. 

To explain the observed temperature dependence of the spin splitting 

as well, we extended this model by including the exchange interaction, 

typical for SMSC. Our new model accounts for both the temperature 

dependence and the anisotropy of the nodes observed in the SdH oscil­

lation amplitude. 

(Cd1_xMnx)3As2 is based on the host material Cd3As2 . This semi­

conductor is a zero-gap material with a tetragonal crystal structure, 

resulting in a highly anistropic bandstructure [34] wi th an aniso­

tropic spin splitting [35]. Also the bandstructure of the semimagnetic 

compound is predicted to be highly anisotropic [36]. Some experimental 

evidence for this anisotropy in (Cd1_xMnx)3As2 is given in (37]. We 

collected data from a set of samples with different Mn concentrations. 

These data showed only a small anisotropy, which decreased with in­

creasing Mn concentration. A complete study of the composi tion de­

pendence of the anisotropic bandparameters and of the exchange inte­

grals a and (3 turned out to be seriously hampered by technological 

problems, causing gradients of the carrier density and the Mn concen­

tration in the crystals. Therefore we decided to interpret our data on 

(Cd1_xMnx)3As2 with an isotropic bandstructure model. 

1.3 Trends in research and applications of SMSC 

After having related the work in this thesis to other work on SMSC 

we discuss some new trends in the research and some applications of 

this class of materials at present. 
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Zero-fteld splttttng 

Surprisingly after the initia! success of Kossut's description of 

the exchange interaction [17] a discrepancy between this theory and 

the experiments was reported. The macroscopie magnetisation of SMSC is 

zero in the absence of a magnetic field and according to Kossut 's 

theory the effects of the exchange interaction on the spin splitting 

should therefore also vanish in that case. However, in spin flip Raman 

scattering experiments on Cd1_xMnxSe, a finite spin splitting for 

electrons bound to donors was observed in the absence of a magnetic 

field [38]. This so-called zero-field splitting is explained in terms 

of a bound magnetic polaron (BMP) where the spin of the electron bound 

to a donor aligns the Mn spins in a region surrounding the donor. The 

alignment results in a local magnetisation which induces a non-zero 

electron spin splitting [39]. 

Soon after this discovery, evidence for the existence of a free 

magnetic polaron was found [40,41]. Interband magneto-optical meas­

urements on Pb1_xMnxTe showed a finite splitting of the spin levels of 

free band electrons at zero field, indicating that the spin splitting 

is no longer completely proportional to the externally measured mag­

netisation [40]. The most direct proof of this zero-field splitting is 

the occurence of the splitting of the zero-field spectra emitted by a 

Pb1 Mn S diode laser [41]. The splitting of the spectra is explained -x x 
by finite spin splittings of the valence and the conduction band, 

allowing four electron-hole recombination energies. The four energies 

correspond to four wavelengths in the emission spectra. The splitting 

of the bands is proportional to the Mn concentration and does not 

occur in spectra of pure PbS lasers. Also for Hg1_xMnxTe [42] and 

Hg1_xMnxSe [43] indications for zero-field splitting were reported. 

Despi te considerable efforts to describe the free magnetic polarons 

theoretically [ 44-46], a generally accepted thèory has not yet been 

developed. 

Most of the experiments mentioned above, showed the effects of the 

free magnetic polaron in the presence of a magnetic field. This means 

that these effects might influence the SdH oscillations as well. Due 

to the free magnetic polaron the spin splitting can increase up to a 

few meV at low magnetic fields. Therefore we have to pay attention to 
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this effect for an accurate determination of the exchange integrals 

from the spin splitting. 

New materials 

The logical extension of the research of Mn based ternary semi­

conducting compounds is the investigation of quaternary compounds like 

Hg
1 

Cd Mn Te. By changing the Cd concentration the energy bandgap 
-x-y y x 

can be varied independently of the Mn concentration. Thus one can 

check whether the bandgap influences the exchange integrals a and ~. 

for a constant Mn concentration. Also the dependance of a and ~ on the 

Mn composition can be studied for a fixed bandgap. However, the re­

ported va lues for a and ~ [ 47, 48] show a similar scat ter as in the 

ternary compounds and so far no conclusions can be drawn from these 

experiments. 

Apart from Mn there are of course other elements wich can intro­

duce localised magnetic moments in semiconductors. The lead sal ts 

Pb1_xEuxTe [49] and Pb
1

_xGdxTe [50] are reported to be SMSC. In con­

trast to Mn ions, where the magnetic moment originates from the 

3d-shell, the magnetic moment in the rare earth ions Cd and Eu arises 

from the 4f-shell. The seven electrons in the half filled 4f-shell 

give rise to a spin of 7/2 instead of 5/2 for Mn. Furthermore the 

4f-shell lies deep inside the ions while the 3d-shell of the transi­

tion metals is an external one. Thus Eu and Cd introduce new aspects 

in the study of the exchange interaction in these materials. 

Also a few reports exist on Hg
1
_xfexTe [51] and Zn1_xfexSe [52]. 

Although the magnetic moments of Fe originate also from electrons in 

the 3d-shell, Fe
2

+ has six electrons in this shell. The ground state 

of the Fe 3d
6 

electronic conf iguration in a zine blende lattice dif­

fers from that for Mn 3d
5

. The Fe 3d
6 

ground states give rise to 

Van Vleck type paramagnetism, which is temperature independent. 

Therefore, exchange related effects are no longer temperature depend­

ent in these Fe compounds. 

A more intensively investigated Fe based material is Hg
1
_xfexSe. 

In this material Fe is a resonant donor, located in the conduction 

band [53]. This leads to stabilisation of a high carrier density [54]. 

Even at this high carrier density a remarkably high electron mobility 

was observed [55], which is explained by a space ordering in the 
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ionisation of the Fe donors [56]. Such a periodic array of ionised 

impurities leads to a reduced scattering as compared to random ioni­

sation. The ionised donors are in the Fe3+ state. Fe3+ has the same 
5 3+ 3d configuration as Mn, and Fe yields a similar temperature de-

pendent magnetic behaviour [57]. Therefore spin related phenomena in 

Hg1_xFexSe can be temperature dependent, in contrast to Hg1_xFexTe and 

Zn1_xFexSe. In Hg1_xFexSe a strong anisotropy of the positions of the 

nodes in the SdH oscillation amplitude is reported [58,59]. Like in 

Hg1 Mn Se this anisotropy is related to the lack of inversion symme--x x 
try in the zine blende lattice of HgSe. 

SuperLattices and heterostructures 

Recently the successful preparation of SMSC superlattices and 

heterostructures by molecular beam epi taxy has been reported [60], 

opening a new research area. 

Analogous to the III-V CaAs/Al Ca1 As quantum wells x -x 
Cd.Te/Cd.1 Mn Te wells are produced. Soon after the first reports on -x x 
laser action in these structures [61] the tunabili ty of the emitted 

laser radiation by an external magnetic field was reported [62]. 

A so-called spin superlattice was proposed in ref. [63]. The two 

materials of which this superlattice consists are to be chosen such 

that the orbital properties of the electrons are equal. but the spin 

properties are different. This can be done by stacking layers of 

non-magnetic Hg1 Cd Se and semimagnetic Hg1 Mn Se. The values of x -x x -y y 
and y are determined by the condition that the energy band gap must be 

equal for both materials. Due to the exchange interaction in the 

layers of Hg1_xMnxSe the spin splitting of the electron energy levels 

varies periodically in the growth direction. Since the possibility of 

growing layers of Hg based SMSC has been demonstrated [64], the growth 

of spin superlattices can be expected in the near future. 

The growth of high quali ty heterojunctions should allow the ob­

servation of the quantum Hall effect in semimagnetic Il-VI structures. 

In fact the observation of the quantum Hall effect in SMSC has already 

been reported [65]. In these experiments the two-dimensional electron 

gas was formed in an inversion layer on a grain boundary in poly­

crystalline Hg
1 

Mn Te. The possibility in SMSC to influence the spin -x x 
level splitting separately from the Landau splitting via the exchange 
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interaction, might increase the understanding of the spin behaviour of 

a two-dimensional electron gas. 

Magnetic praperties studied by electron spin properties 

Due to the exchange interaction the electronic properties are 

strongly influenced by the magnetic atoms. Therefore, an anomaly in 

the behaviour of the magnetic system can result in an anomaly of the 

electron behaviour. This means that the study of the electronic prop­

erties can yield information on anomalies in the magnetic properties. 

Faraday rotation is used to detect spin-glass transitions in 

Hg1 Mn Te [66.67] and Cd1 Mn Te [68]. Furthermore, Faraday rotation 
-x x -x x 

can be used to study the relaxation behaviour of the localised spins 

near the spin-glass transition [69]. 

Also the Hall effect can be used to detect the spin-glass transi­

tion [70]. For example in experiments on Hg1 Mn Te under hydrostatic -x x 
pressure, it is much easier to detect the spin-glass transition by an 

anomaly in the Hall effect than by the usual susceptibility measure­

ment. These experiments are of interest, because hydrostatc pressure 

changes the bandgap, which causes a shift of the freezing temperature 

where the spin-glass transition occurs [71]. 

Influence of electron spins on the Mn spins 

Via the very same spin exchange interaction, which transfers the 

influence of the magnetic system to the band electrons, the band 

electrons can also influence the magnetic system. Usually the local­

ised spins dominate the band electron spins. Recently an experiment on 

Hg
0

_88Mn0 _12Te in which the opposite occurs has been published [72]. 

Electrons are pumped from the valence band to the conduction band by 

polarised laser radiation. This causes a polarisation of the free 

carriers in the direction of the light propagation. Via the exchange 

interaction this leads to an orientation of the Mn ions. The magnetic 

moment of the oriented Mn spins is measured wi th a SQUID ( supercon­

duct ing quantum interference device). Measurements on Hg1_xCdxTe and 

InSb, showed no magnetisation, thus proving that the magnetisation is 

caused by the alignment of Mn spins. 

Another effect in which electrons influence the magnetic behaviour 

was published by Story et al. [73]. In Pb1 Sn Mn Tea ferromagnetic -x-y x y 
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phase transition occurs as a function of the carrier density. Although 

the abruptness of the transition is not yet understood, the influence 

of the carriers on the magnetlc properties is related to the RKKY 

interaction, where the Mn-Mn interaction is mediated via the band 

electrons. 

1Jy11I1J11ics of the exchange tnteractton 

The study of the dynamic behaviour of the exchange interaction has 

only just started. Two independent experiments measured the time scale 

on which aligned localised Mn spins orient the mobile electron spins. 

Awschalom et al. [74] use picosecond laser pulses to create exci­

tons. In these excitons a large Zeeman split ting occurs due to the 

exchange interaction. This spli tting grows wi th increasing polari­

sation of the spins of the electrons involved. The time dependence of 

the growth of the splitting is monitored by measuring the Faraday 

rotation of delayed probe laser pulses transmitted through the sample. 

In Cd
0

.
82

Mn
0

_ 18Te the time needed to reach maximum polarisation is 

about 300 ps, which is much longer than the exciton creation time of 

20 ps [74]. For lower Mn concentrations more than 300 ps is needed to 

reach maximum polarisation. 

A similar experiment on Cd1_xMnxSe has been reported by Zayhowski 

et al. [75]. They studied the photoluminescence spectra of excitons as 

a function of time. The excitons were created by 5 ps laser pulses. 

After creation of the excitons the luminescence peak energy shifts as 

a function of time. The maximum energy shift is the same as measured 

in the case of continuous illumination. The time in which the maximum 

shift (and maximum electron spin polarisation) is reached, is of the 

same order of magnitude as for Cd
1
_xMnxTe. Again the polarisation 

speed depends on the Mn concentration. 

Studies of the dynamic behaviour wil! resu1 t in a more detailed 

description of the exchange interaction, than the usual model with the 

statie exchange integrals a and ~-

Appl teat ions 

Analogous to the Hg
1 

Cd Te compounds Hg1 Mn Te looks very prom-
~ x ~ x . 

ising for the application as infrared detector. The advantage of 

semimagnetic over non-magnetic materials is that the addi tion of Mn 
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atoms yields the possibility of tuning the sensitivity by an external 

magnetic field. The preparation and performance of the first semimag­

netic infrared detector was reported in ref. [76]. For further prog­

ress in the application of SMSC a clear understanding of the behaviour 

of impurities and defects is necessary. A great deal of knowledge 

concerning doping and annealing is already gathered from experiments 

on non-magnetic materials. However, although the electronic properties 

of semimagnetic compounds resemble in general these of the host mate­

rials, there are also some striking differences. Due to the effect of 

the spin exchange on acceptor levels, an extremely large negative 

magnetoresistance occurs in Hg1_xMnxTe [77]. In the field range from 0 

to 7 T, the resistance drops over 6 orders of magnitude. This large 

negative magnetoresistance limits the magnetic field range in which 

Hg1_xMnxTe detectors can be used. On the ether hand the new effects 

due to the exchange interaction provide new tools to study the behav­

iour of donors and acceptors in II-VI compounds [78]. 
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CHAPTER II THE SHUBNIKOV DE HAAS EFFECT. 

The Shubnikov de Haas effect is the oscillatory behaviour of the 

magnetoresistance appearing in degenerate semiconductors or semimetals 

at low temperatures and in high magnetic fields. The.first observa­

tions of oscillations in the electrical resistivity as a function of 

the magnetic field were reported by Shubnikov and de Haas [1] in 1930. 

The origin of these oscillations was not understood at that time. The 

basis of the explanation was given by Landau [2] and Peierls [3] who 

predicted the splitting of the energy bands in a set of subbands in 

the presence of a magnetic field. It lasted until the late 1950's 

before the first quantitative theories of the SdH effect were pub­

lished by Argyres [4] and Adams and Holstein[5]. Reviews on theory 

and experiments were given by Landwehr [6]. Roth and Argyres [7] and 

Hajdu and Landwehr [8]. 

In this chapter we first explain the origin of the SdH effect 

using the free electron model. The second part of this chapter gives 

an analytica! expression for the SdH oscillations. The third part 

discusses the effects of the electron spin level splitting on the SdH 

oscillation amplitude. In the last part we relate the spin splitting 

to bandstructure effects. 

2.1 The free electron model for the Stwbnikou de Haas oscillations 

The origin of the SdH oscillations can be easily understood from 

the motion of a free electron gas in a magnetic field. In the case of 

a n-type semiconductor, with an isotropic parabolic bandstructure, the 

effective mass approximation can still be used and the energies of the 

electrons in the presence of a magnetic field B parallel to the z-axis 

are given by 

E = flwc (n + 1/2) (2. 1) 
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This is a series of equidistant subbands separated by the Landau 

splitting AEL = fu..> • where w = eB/m* is the cyclotron frequency. The c c 
last term in eq. 2.1 represents the spin splitting of the Landau 

* * levels: AE = g µBB· where g is the effective g-factor. sp 
As a consequence of the quantisation of the electron motion per-

pendicular to the magnetic field, the density of states as a function 

of energy changes drastically in the presence of a magnetic field. 

Without field the electron states are uniformly distributed in 

k-space. In the presence of a magnetic field parallel to the z-direc­

tion, the occupied electron states lie on a series of coaxial cylin­

ders, around the kz-axis. In a degenerate system only k-states lying 

inside the Ferm! surf ace are occupied. The densi ty of states is now 

given by [9] 

g(E) = -~-2 [~r2 ~ l 
n=o +,-

(2.2) 

This function is plotted in fig. 2.1. At the bottom of each subband, 

* where the energy equals (n+l/2)fu..>c ~ g µBB/2, g(E) shows a singular-

i ty. For simplicity the effective g-factor is taken equal to zero in 

fig. 2.1. 

In real solids the electrons will be scattered, resulting in level 

broadening. Taking into account this level broadening, the singular­

i ties will disappear. Maxima in the density of states will persist as 

long as the energy separation of the levels is much larger than the 

level broadening k
0
T. Thus the first condition for the observation of 

the SdH effect is given by 

fu..> » k T c 0 
(2.3) 

The second condition for a quantised motion of the electrons in a 

plane perpendicular to the magnetic field, is given by the fact that 

the electrons must be able to perform complete cyclotron orbits, 

before being scattered. Under the assumption of an electron relaxation 

time T, this condition can be written as 

(2.4) 
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Fig. 2.1 Fnergy levels (a) and density of states g(E) (b) in a 

magnetic field. The da.shed curve in (b) gtves the density 

of states without magnetic field. 

Under the conditions given by eq. 2.3 and 2.4 the density of states 

shows maxima at the bottom of the magnetic subbands. When the magnetic 

field increases. the level separation increases. Now each time the 

bottom of a subband crosses the Fermi energy EF' a maximum in the 

density of states crosses the Fermi energy. Therefore, an increase of 

the magnetic field causes periodic variations of the density of states 

at the Fermi energy. These variations affect the electron scattering, 

giving rise to periodic oscillations in the resistance [4]. 

In fact the Fermi energy depends on the magnetlc field in an 

oscillatory manner as well. However, when the number of Landau levels 

below the Fermi energy is sufficiently large, the oscillatory behav­

iour of the Ferm! energy can be neglected. This condi tlon can be 

written as 

(2.5) 
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In genera! the conditions 2.3, 2.4 and 2.5 are fulfilled in our 

experlments on degenerate n-type semiconductors with a high electron 

mobility at low temperatures and high magnetic f ields. 

Assuming now that the Fermi energy remains constant when the 

magnetic field increases, it is easily seen that the oscillations are 

periodic in 1/B. In genera! the oscillation period P is directly 

related to the geometry of the Ferm! surface by the relation [10] 

(2.6) 

where S is the extrema! cross sectional area of the Ferm! surface 
m 

perpendicular to the magnetic field. In the case of a non-spherical 

Fermi surface, S and consequently P depend on the orientation of the m 
crystal with respect to the magnetic field (fig. 2.2). The other way 

around the anisotropy of the oscillation period can then be used to 

determine the orientation of the crystals. 

Fig. 2.2 

Extrema.l cross sectional area S 
m 

of the Fermi surface perperuHcul.ar 

to the magnetic field B. 

For a spherical Fermi surface, Sm equals '!Tk: where kF is the 

k-value at the Ferm! surface. In that case P depends only on the 

electron density n
0 

(2.7) 



2.2 Quantitatiue expression for the Shubnikou de Haas oscillations 

Adams and Holstein [5] were the first to develop a quantum theory 

of electrical conduction in crossed electric and magnetic fields. 

Their expression for the oscillatory part of the conductivity consists 

of two contributions. One contribution originates from the scattering 

of electrons between different subbands. The other contribution arises 

from electron scattering within the subbands. The second contribution 

becomes only important for the lowest quantum numbers n, and will 

therefore be omitted in our case. 

The resul ting expression for the oscillatory part of the trans­

verse magnetoresistance obtained by Adams and Holstein has been gen­

eralised by Lifshitz and Kosevich who included effects of anisotropic 

and non-parabolic bands [11]. Dingle took into account the collision 

broadening [ 12] and Cohen and Blount introduced the effects of spin 

spli tting [ 13]. The analytica! expression for the SdH oscil lations 

then becomes [9] 

[
2v r 

*cos PB (2.8) 

where 13 = 2'1r2m k /(ne) = 14.693 (T/K) and c = 51r2/"2. p is the 
0 0 0 

classica! magnetoresistance. T0 = fl/(vk
0

T) is the Dingle temperature, 

describing the effect of collision broadening of the levels. P is the 

oscillation period and m* is the cyclotron effective mass. l is a 
c 

phase factor which is 1/2 for a parabolic band. For other bandstruc-

tures the deviation of l from 1/2 depends on energy and magnetic 

field [14]. However. this deviation is shown to be very small [15]. v 

is the ratio between the spin splitting and the Landau splitting, 
* l * * given by v = g µ 88/(hw ) ;;{2 m /m )g . In the derivation of eq. 2.8 

c c 0 

the amplitudes of the oscillations due to the scattering of electrons 

with spin-up and spin-down are assumed to be equal. 
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A similar expression for the longitudinal magnetoresistance os­

cillations was obtained by Argyres [4]. In that case the constant c 

equals v2/"2. The intra-subband scattering contribution which bas been 

neglected for the transverse case does not exist in the longitudinal 

case. 

2.3 Spin effects on the Shubnikov de Haas amplitude 

In the theoretica! expression for the SdH effect (eq. 2.8) the 

amplitude of each harmonie of the oscillations is multiplied by a 

factor cos(nrv). This factor is introduced when the spin splitting is 

taken into account. Each time v equals k + 1/2 with k peing an integer 

value, the amplitude of the first harmonie vanishes. If the amplitudes 

of the higher harmonies are sufficiently damped a spin splitting zero 

or node in the SdH amplitude is observed. An example of such a SdH 

signal is given in fig. 2.3. The fact that the amplitude vanishes only 

over a small field range implies that v varies rapidly with magnetic 

field. 

We follow the diseussion of the meehanism which causes these 

nodes, as given by Kossut [16]. Fig. 2.4 gives a simplified picture of 

the broadened energy levels for different v values. The Landau split­

ting fu.Jc is kept constant. T~e level broadening is ehosen to be equal 

to fu.Jc/2. For v = 0 and v = 0.2 the Landau levels are still separated. 

The splitting of the spin levels cannot be observed. For v = 0.5 the 

::c 
'C 
!Il 

1.75 

BIT! 

Fig. 2.3 

Typical SdH recorder trace in 

which a spin splitting node in 

the oscillation amplitude 

occurs. 
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Fig. 2.4 Scheme of spin split Lcmdau levels. The shaded areas 

represent the broadening of the levels, equal to half the 

Lcmdau splitting. For v = 0, 0.2, and 1 the (nearly) 

degenerate levels can be observed separately. For v 0.5 

and 1.5 the level broadening prevents the levels to be 

seen separately. 

levels cannot be seen separately and therefore the amplitude of the 

SdH signa! vanishes. For increasing values of v, these situations will 

alternately return. As can be seen from fig. 2.4, the interpretation 

of the spin split ting nodes is not unambiguous, because for each 

integer k-value in v = k + 1/2, v satisfies the condition for the 

appearance of nodes. In the chapters on the experimental results we 

show how to solve this problem. 

I f the level broadening is smaller, the amplitude of the higher 

harmonies in the SdH signa! is larger. In that case the spin splitting 

of the Landau levels can be observed directly, if the u-value is large 

enough. This is illustrated in fig. 2.5. Now the level broadening 

equals 0.2 11.wc. Up to v = 0.2 the spin levels cannot be observed 

separately. For v = 0.5 the levels are clearly separated and thus the 

oscillation frequency doubles. The doubling of the frequency vanishes 

again when the u-value approaches 1. An example of a SdH signa! 

showing the oscillation frequency doubling is given in fig. 2.6. 

In our experimental conditions the spin effects mostly result in a 

node in the SdH amplitude, whereas the frequency doubling occurs only 

rarely. 
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Fig. 2.5 Scheme of sptn split Lan.dau levels. The shaded areas 

represent the broadening of the levels, equal to 0.2 times 

the Lan.dau splitting. For v = 0, 0.2, and 1 the spin levels 

are (nearly) degenerate and can therefore not be seen 

seµ:irately. For v = 0.5 and 1.5 the levels are seµ:irated 

far enough, doubling the ru.unber of observable Levels. 

" " 

2.5 3.0 3.5 1..5 5.0 

B!TJ 

Fig. 2.6 Typical Sclil recoder trace in which the second harmonie 

dominates the first harmonie and the oscillation 

frequency doubles in a limited field range. 
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2.4 Splitting of the electron spin levels 

In this section we discuss briefly the mechanisms which can cause 

the rapid variation of v with magnetic field, necessary to observe 

* * nodes in the SdH amplitude. In the expression for v (v = g (m /m )/2 ) c 0 

only the effective g factor depends on temperature and magnetic field. 

The electron spin level splitting AE can be considered as the super­sp 
position of three contributions: the spin-orbit coupling, the inver-

sion asymmetry and the exchange interaction respectively. 

AE sp AE + AE . + AE sp o sp ia sp ex (2.9) 

The spin-orbit contribution is temperature independent and varies 

linear in B. Because the Landau splitting AEL varies linear in B as 

well, the ratio AE /AEL is constant. Therefore the spin-orbit sp o 
contribution does not cause nodes in the oscillation amplitude. 

The inversion asymmetry contribution varies non-linear with mag­

netic field, as is demonstrated in chapter 4. This can lead to nodes 

in the SdH oscillation amplitude under the conditions given in section 

2.3. The first observation of nodes in the SdH effect caused by inver­

sion asymmetry effects were reported by Whitsett [17] in 1965. Because 

the inversion asymmetry is temperature independent, these nodes did 

not show any temperature dependence. 

The contribution due to the exchange interaction is proportional 

to the average Mn spin component parallel to the magnetic field <S8>, 
which strongly varies with temperature and magnetic field. This re­

sul ts in temperature dependent nodes. This temperature dependence of 

the nodes is very characteristic for SMSC, as first shown by Jaczynski 

et al. [18]. 

Because the appearance of the nodes is caused by the splitting of 

the electron spin levels, one can in reverse use these nodes to study 

the spin splitting and consequently the bandstructure effects contri­

buting to the spin splitting. 

28 



REFERENCES 

[1] L. Shubnikov, W.J. de Haas. Leiden Comm. 207a, 207c, 207d, 210a 

(1930). 

[2] L.O. Landau, Z. Phys. 64, 629 (1930). 

[3] R.E. Peierls. Z. Phys. BO, 763 (1933). 

[4] P.N. Argyres, Phys. Rev. 109, 1115 (1958). 

[5] E.N. Adams, T.D. Holstein, J. Phys. Chem. Solids 10, 254 (1959). 

[6] G. Landwehr in Physics of Solids in Intense Magnetic Fields, 

ed. E. Haidemenakis, (Plenum Press, New York, 1969) p. 145. 

[7] L.M. Roth, P.N. Argyres in Semiconductors and Semimetals, vol. 1. 

ed. by R.K. Willardson and A.C. Beer, (Academie Press, 

New York, 1966), p. 159. 

[8] J. Hajdu, G. Landwehr in Strong and Ultrastrong Magnetic Fields, 

ed. by F. Herlach, (Springer Verlag, Berlin, 1985), p. 17. 

[9] J.J.Neve, Ph.D. thesis, Eindhoven University of Technology, 

Eindhoven, 1984. 

[10] L. Onsager, Phil. Mag. 43, 1006 (1952). 

[11] I.M. Lifshitz, A.M. Kosevich, Sov. Phys. JETP 6. 636 (1956). 

[12] R.B. Dingle, Proc. Roy. Soc. A211, 517 (1952). 

[13] M.H. Cohen, E.I. Blount, Phil. Mag.~. 115 (1960). 

[14] L.M. Roth, Phys. Rev. 145, 434 (1966). 

[15] D. Shoenberg, Magnetic Oscillations in Metals, (Cambr!dge 

University Press, Cambridge, 1984), p. 487. 

[16] J. Kossut, Sol. St. Comm. 27, 1237 (1978). 

[17] C.R. Whitsett, Phys. Rev. 138, AB29 (1965). 

[18] M. Jaczynski, J. Kossut, R.R. Gal~zka, Phys. Stat. Sol. (b) 88, 

73 (1978). 

29 



CHAPTER 111 BANDMODELS FOR SEMIMAGNETIC SEMICONDUCTORS. 

In this chapter we introduce the bandstructure models for 

Hg1_xMnxSe and (Cd1_xMnx)3As2 . This chapter is divided in two parts: 

the first part deals with the bandstructure of Hg1_xMnxSe, the second 

with the bandstructure of (Cd1_xMnx)3As2 . 

For the interpretation of our results on Hg1_xMnxSe we need a 

bandmodel which includes the effects of both inversion asymmetry and 

exchange interaction. Since such a model did not exist, we developed a 

new model including both effects. Our model combines elements of two 

old models. The inversion asymmetry aspect is taken from the bandmodel 

for non-magnetic semiconductors as developed by Weiler et al. [1]. The 

exchange interaction is treated in the same way as in the modified 

Pidgeon Brown model [2,3]. 

We start the first part of this chapter with a short introduction 

to the bandstructure of non-magnetic narrow-gap and zero-gap semi­

conductors in general. Then we introduce the model by Weiler et al. 

After that, we show how we extended this model to SMSC by including 

the exchange interaction. In the last section of part one we point out 

the differences between our new model and the modif ied Pidgeon Brown 

model. 

The bandstructure model for (Cd1_xMnx)3As2 was developed by Neve 

et al. [ 4] and is given in the second part of this chapter. Since this 

model has very much in common with the model for Hg1_xMnxSe, we only 

briefly describe the model and point out the differences between the 

models for Hg1_xMnxSe and (Cd1_xMnx)3As2 . 

3.1.1 Bandstructure of a narrow-gap semiconductor 

The bandstructure of narrow-gap semiconductors is usual ly de­

scribed by a four-band model. This normally ordered bandstructure is 

illustrated in fig. 3.la. The r 6 conduction band, which has the sym­

metry of atomie s-functions is separated by the energy gap E from the g 
two-fold degenerate r

8 
level. The r8 bands are the light hole and the 

heavy hole bands. The r 7 level is split off by the spin-orblt inter-
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v 
E 

a 

Fig. 3.1 Bandstructure for narrow-gap semiconductors (a) normally 

ordered, (b) inuerted. 

action energy Aso from the r8 level. The r7 and r8 levels have the 

synunetry of atomie p-functions. 

Zero-gap semiconductors 1 ike HgSe and Cd3As2 have the inverted 

bandstructure (fig. 3.lb). The r6 band becomes a valence band and the 

r8 light hole band becomes the conduction band. The energy gap Eg' 

defined as E(r6 )-E(r8), becomes negative. In the case of low Mn con­

centrations x, the SMSC · Hg1 Mn Se and (Cd1 Mn )3As2 are zero-gap -x x -x x 
materials. With increasing Mn concentration IE 1 decreases, and at a 

g 
certain value of x, the bandstructure changes from the inverted to the 

normal one. The samples used in our experiments are all zero-gap 

materials. 

Calculating the bandstructure of a zero-gap or a narrow-gap semi­

conductor one has to take lnto account several aspects: 

i) Due to the small energy gap between the r6 and the r8 band, the 

interaction between these bands causes a strong non-parabolicity, 

as shown by Kane [5]. As a second consequence of the lnteraction 

between the bands. the wave functions of the band electrons are 

mixtures of the r6 , r7 and r8 states. 
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ii) The lack of inversion symmetry of the zine blende lattice allows 

k-linear terms in the Hamiltonian. 

iii)Since the r6 . r7 and r8 energy distances are not small compared to 

the energy distance to higher bands, the warping of the bands due 

to the influence of these higher bands has to be taken into 

account. 

3.1.2 Ba.ndstructure of a semiconductor with zine blende symmetry 

To calculate the energy levels one has to solve the Schrödinger 

equation 

]{ ,P(r) E ,P(r) 

The eigenfunctions ,P(r) are of the form 

4 
,P(r) = l fi(r) U1(r) 

i=l 

(3.1) 

(3.2) 

where the summation is over all bands. Ui(r) is the periodic part of 

the Bloch function, taken at each band extremum, satisfying eq. 3.1 at 

the centre of the Brillouin zone. Away from the f-point the wave 

function is a mixture of these so-called basis functions. When the 

electron spin is taken into account the number of basis functions is 

doubled. Weiler et al. [1] use the set of basis functions given by 
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lu1> = lst> 

lu3> ~lex+ iY)t> 

lus> = - ~I (X + iY)t + 2Zü 

lu7> = - ~lex + iY) t zn 

IU2> ISJ.> 

lu6> = - ~lex+ iY)i - 2zt> 

IU4> ~l(X - iY)ü 

lu8> = - ~lex+ iY)i + zt> 

(3.3) 



lu1> and lu2> correspond to the r6 states, IU3>. lu5>. lu4> and IU6> 
to the r8 states and lu7> and IU8> to the r7 states. t and ~ are the 

spin-up and spin-down functions. Due to the actual choice of combi­

nations of functions, the basis functions are not pure spin functions 

any more. IS> and IX>. IY>. IZ> are periodic functions which have the 

symmetry of atomie s and p-functlons respectively. To obtain the 8 x 8 

Hamiltonian matrix, Weller et al. used the method of invariants. This 

method requires the matrix to be invariant under all symmetry opera­

tions of the Td group, which represents the symmetry of the zine 

blende lattice. The allowed matrix elements are obtained using the 

tables of coupling coefficients for the Td group as given by Koster et 

al. [6]. The matrix includes terms up to second order in k and to 

first order in the magnetic field B. The Hamiltonian matrix thus 

obtained is a 8 x 8 matrix given by 

]{ = I~ (3.4) 

The matrices~· }\,and]\: are given in tables 3.la, band c respec­

tively. 
Table 3.la. k•p Hamiltontan matrix fora zine blende semiconductor. 

The basis states are deftned in eq. 3.3. 
The upper trtangle ts the Hermittan conjugate of the lower one 

lt> 

<tl 
E +(F+!..) (ftk)2 

g 2 2m 
1 

+(N1+2)Hz 

1 1 + 
izPk_+rz GF4 

1 (ftk)2 1 1 
2'1 2m + ï1'2F3 

+3H+ 
3 9 

"i(1<.+;rt)Hz 

<51 
1 1 - ~2~+1~13F~ 

1 (ftk)2 1 1 
--w'k++ft; GF4 211 2m ï1'2F3 

~ - +Ck 
1 1 

2 3N3H z i"(1<.+;rt)Hz 

#"k -Jt;·r-3 + 3 4 --izi2~-i~jF~ 1 'Fl 
""1212 3 

-/J. 1 • (ftk)2 
soZ't 2m 

+#'k 2 z -#1<."+l)Hz +(1<. ·+t)Hz 
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Table 3.lb. 

Is> 

1 + 1 -~k +i&Fz - ~'k +~'Fz (N1+z}H NzF3+N3Hz 3 z 3 4 3 z 3 4 
2 

-N2F3 

-J~kz -1J~F~. 113: + 1 
2 a3F4 - ~k- ~Ck+ 3 'F- J~C'k îf.jî3 4 - 8 + 

2 
+N2F3 

--!.CT 7 + z 3(K+?J)H 
5 -

-(K~)H 
1 -

+fä<K"+l)H 

1 15 3 - --1r3: + 1 _,ra: 'F+ - fsc'k -NzF3+N3Hz -- 3Ck - -:;qH 2 3;3F4 - ~k-2 + 4 013 4 8 -

--!.CT 7 + z 3(K+:;ri)H -~K"+l)H+ 

~·k *'Fz .ra: 'F+ frp·k 3 'F-~'k 1 -
z 3 4 - 013 4 + 8 - W3"' s + 

-(K'+2)H 

+~K"+l)H+ -is<K"+l)H-
i 

Table 3.lc. 

16> Is> 

E +(F+l) (hk)Z 
g 2 2m 

-(N +!)H 
1 2 z 

1 1 -
Wk-~F4 

1 (fik)2 1 1 
2:11 2m - 2°zF3 

--!.f3N H+ 1 1 
2 3 ~K+:;ri)Hz 

-b!k +Ac·F- 1 2113: z 1 (fik)2 1 1 
2 + 2 4 2°zF3+lz 3a3F4 Vl 2m + 2'2F3 

~3H- -Ck 3 9 
z ~K+:;ri)Hz 

~'k +#;'F+ - 3 4 
1 'Fl 

::r212 3 ~2S-1~3F~ -A 1 • (fik)2 
soVl 2m 

-#K"+l)H z *'k z -(K'+!-)HZ 
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In table 3.1 the following abbreviations are used 

k+ = k ± ik - x y 

The operator k is def ined as k = (p + A) where p is the momentum and A 

is the vector potential of the magnetic field. 

The most important parameters in this model are the bandgap energy 

Eg' the momentum matrix elements P and P' and the spin-orbit split off 

energy Aso· In the case all other parameters are set equal to zero the 

bandstructure is isotropic. The anisotropy of the bandstructure is 

caused by two mechanisms. The first is the warping of the bands and 

the second is the lack of inversion symmetry in the zine blende lat­

tice. Both mechanisms are described by the parameters which are listed 

in table 3.2. 

11 . 12 . 13 . K and q are the so-called higher band parameters, 

describing the warping of the r8 band due to the influence of higher 

Table 3.2: Parameters of the k•p Hamiltonian among the 
r6' r7 and ra band-edge states 

2k2 - k2 - k2, 
{ky,kz}. i[k ,k ] 

k2 
y z 

f(k) kx,ky,kz z x y {kx,kz}' i[kz,kx] 
J.3(k2 - k2) {kx,kv}' i[kx,ky] x y 

<r
6

1f(k) lr
6
> F Nl 

<r8 1f(k) lr8> c "1 "2 'l3 K,q 

<r
7 

lr(k) lr7> -ij K' 

<r
6

1f(k) lr8> p N2 G N3 

<r6 1f(k) lr7> P' G' 

<r7 lf(k) lr8> C' ". 2 -.3 K" 
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r B bands. 1" i . K' descr i be the warping of the r 7 band by higher r 7 
bands. 1":2· 1"3· K" do the same for the warping of rB bands by r7 bands. 

F describes the warping of the r
6 

bands. N
1 

and q contribute to the 

spin splitting of the r 6 and r 8 bands. G and G' terms couple r6 bands 

to r
8 

and r
7 

bands respectively. C and C' are constants describing 

interactions linear in k between r 8 and r 8 and r 7 respectively. The 

parameters C, C'. G, G'. N2 and N3 are the inversion asymmetry param­

eters. In the single group representation the warping parameters and 

their primed equivalents become equal: l"t = l"i· 1"2 = 1":2· 1"3 = 1"3 and 

K = K' = K". The same holds for the momentum matrix elements P = P' 

and the inversion asymmetry parameters C = C' and G = G'. 

3.1.3 Extension of the bandstructure model to SMSC 

So far the model is valid only for non-magnetic semiconductors. In 

the case of SMSC the exchange interaction between the spins of the 

mobile electrons and the spins of the localised magnetic atoms has to 

be taken into account. We include the exchange interaction in the 

Weiler model analogous to the way in which this interaction was in­

cluded in the Pidgeon Brown model. 

As has been shown by Kossut [7] the exchange Hamiltonian has the 

form 

J(r - R. )o•S 
l· i 

(3.5) 

where 0 is the spinoperator of an electron, si is the total spin 

operator of the magnetic atom at site Ri and J is the corresponding 

exchange integral. Because the electron wave function is extended over 

a large number of lattice sites, we can consider the exchange inter­

action in terms of the virtual crystal approximation. Now we treat the 

magnetic atoms. which are randomly substituted at cation sites. as if 

they substitute a fraction x of each cation at every cation site. Then 

we can replace J(r - R1) by x J(r - R) where R gives the coordinate of 

every cation site in the lattice. x is the fraction of cations of the 

host lattice replaced by magnetic atoms. This transformation has the 

advantage that the total Hamiltonian bas now again the periodicity of 
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Table 3.3. Exchange tnteractton matrix elements 

lt> !2> 

<I! ~xS 0 0 0 ~xs - 0 0 0 2 z 2 

1 

0 {!_ x s 
2 z 0 0 0 ~xS- 0 ~x S-

. 
../2 f!. s+ ~xs- -kx s+ 0 0 _f!.xs 0 6 z 313 x sz 3 x <si 

0 0 ../2 {!_ x s 0 kxs+ 13 - - f!. x s+ 313 x sz 6 z -V{fxs 6 

a s+ zX 0 0 0 -~xS 
2 z 0 0 0 

0 
13 . + f!.. x s- 13 - 0 {!_ x s 0 ../2 Mxs 3 3v2 x s 6 z 7 x sz 

0 0 13 s+ Mx - ix s+ 0 0 - f!.. x s 
2 z 0 

0 ix s+ -kx S- - {!_ x s- 0 ../2 0 f!.. x s 
6 7 x sz 6 z 



the host lattice. The resulting matrix elements are given in 

table 3.3. The exchange integrals a and {3 describe the interaction 

strength for band electrons with wave functions with s and p-like 

symmetry respectively. The exchange constants are defined as 

a <SIJIS>/O 
0 (3.6) 

+ 
where 0

0 
is the unit cell volume. s- = Sx ± iSY, and Sz yield the com-

ponents of the spins of the magnetic atoms. Because the electron wave 

function is very extended the inf luence of the magnetic atoms can be 

averaged. This assumption is analogous to the effective field approx­

imation in the theory of magnetism. If a magnetic field is applied 

parallel to the [001]-axis, the exchange matrix is considerably sim­

plified. In that case <S+> = <S-> = 0 and the only non-vanishing 

element is the spin component parallel to the magnetic field <Sz>. For 

an arbitrary oriented magnetic field a coordinate transformation has 

to be performed. Also in that case only the spin component parallel to 

the field remains, and is written as <S
8

>. 

The spin component parallel to the field is directly related to 

the magnetisation M = -Ngµ8 <S8>. <S8> can be described by a semi­

empirical formula given by Gaj et al. [BJ 

(3.7) 

where BS/Z is the Brillouin function. S
0 

and T + T
0 

define an adjust­

able saturation value of the magnetisation and an effective tempera­

ture respectively. These adjustable parameters take into account the 

effects of the mutual interaction of the Mn spins. S
0 

and T
0 

depend on 

the temperature and composition x, and can be obtained from fits of 

magnetisation measurements. In the absence of a magnetic field <S
8

> 

equals zero. In that case all exchange matrix elements in the Hamil­

tonian vanish and a SMSC behaves like a normal non-magnetic semicon­

ductor. 
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3.1.4 Bandstructure in a qUJJTtttsing magnetic field 

In the presence of a quantising magnetic field the motion of 

electrons can be considered as a superposition of a free motion par­

allel to the magnetic field and a circular motion perpendicular to the 

magnetic field. The energy of the motion parallel to the field is 

still quasi-continuous. The energy of the circular motion is quan­

tised. We have to perform a coordinate transformation on the 

Hamiltonian in table 3.1. In the case the field is in the (110)-plane 

at an angle 8 from the [001]-axis the transformation is given by 

kx 1/.J.2 (ck1 - ~ + s~) 

ky t/.J.2 (ck1 + k2 + s~) 

kz = -sk1 + ck3 

(3.B) 

where s = sin 8 and c cos 8. k3 yields the component of the momentum 

parallel to the field and is therefore written as kB. The matrix 

elements of the exchange Hamiltonian (table 3.3) also depend on the 

coordinates and have to be transformed too. However, after averaging. 

the spin components of the localised moments become scalars and are 

therefore invariant under coordinate transformation. 

After the transformation of the coordinates, we can use the com­

mutation rules 

[kl.~]= -i/'f..2 
(3.9) 

[k2 • k8] = [k1, kB]= 0 

where À = ~fl/eB is the classica! cyclotron rad.ius. k1 and k
2 

can be 

written in terms of raising and lowering operators 

t 
k1 = 1/-Jlx (a+a ) 

1/-Jlx (a-at) 

(3. 10) 
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at and a are raising and lowering operators for harmonie oscillator 

functions 'li 
n 

a t'li = 
n 

a'li =-fiïili 
1 n n-

N is the number operator 

The resulting Hamiltonian matrix is a 8 x 8 matrix 

J{ = I~ 

(3. 11) 

(3. 12) 

(3. 13) 

The matrices ~· ~ and J\; are given in table 3.4a, b and c respec­

tively. The upper triangle of the matrices ~ and J{c is the Hermi tian 

conjugate of the lower triangle. In these matrices we used the fol­

lowing abbreviations 
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Tabte 3.~a. Matrix elements of J\i. 

l I> Is> 

Eg+2[F(2N+l)+N1+N+l]µsB 

2 
+(F+l/2)~ k~ 

a 
+ 2 x <Se> 

112 -[(11+1')(2N+l)+3KJµsB (µ8B E ) a 
p 

+ i(gl+el+fl) 
f.2 2 

-(11-21')2m ki 

+µ1+q1+lc1 + ~x <se> 

FBB E ] 112 t t 2 - :...:::____..e. a 2./3 µBB l"(a ) -[(11-1')(2N+l)-K]µBB 3 

i./3(- ~ gi-ei-r1) +~+q2+ic2 
. ti2 2 

-(11+21 )2m kB 

-µ 1+q5+3ic1 - ~ x <s8> 

[2µaB E ] 1/2 t P a 
3 - 2vt5 µaB l"(at)2 "2[1'(2N+l)-K-l]µaB -As

0
-[11(2N+l)-2K-l]µaB 

.g t 2 2 
-"2 µ2+ics -"2 l'!!._ k2 -1·!!.... k2 

l 3 gl m B 2m B 

-"2 µl+ic6 
"2 
3fj x <Se> 

fj 
+ 6 x <Se> 



Table 3.4b. Matrix elements of ~ 

II> Is> 

0 -i(e
3
-r

3
) -[2p.BB EP r/2 

3 f..kB 
FBB E ]l/2 

-~ f..kB 

-l(g2+e2-f2) 
i 

- ~g2 

_ [4iaB EPJ 112 
3 f..kB 2vt ;'" µBBf..k8a t %+ i..13 c

3 
t 

6;"' µBBf..kea 

+ i(g2+e2+f2) + µ3+q3+1C3 
.,ra: t t 

+ 2 µ3 + l.J3 C7 

i(e3+r3 ) q4+ÏC4 -2vt ;'" µ 8Bf..k
8

a t -./3 ;"' µBBf..kBa 
t 

-µ3+q3+ic3 
l . 
~ µ3-1C7 

<BI 

FBB Epr/2 
2./3 ;"' µBBf..k8a 

t 
6;"' µaBf..kBa 0 3 f..kB 

iJI g2 
l . J3 t .J3 t - ~µ3+lC7 + 2 µ3 -l C7 

1 



Table 3.4c. Ma.trtx elements of He 

Eg+2[F(2N+l)-N1+N]µ9B 

<21 
2 

+(F+l/2)!!_ 
m 

a 2 x <SB> 

F8: EP] 1/28 -[(11-1')(2N+l)+K]µeB 

+ i./3(~1-el-fl) • ft
2 2 

- (11+21 )2m kB 

-µ 1-q5-3rc1 + ~ x <SB> 

FBB E ] 112 t 
-~ a 2./3 µBB l"(a t )2 -[(11+1')(2N+l)-3KJµeB 

t t 
-i(gl+el-fl) -µ2-q2-lc2 

h2 2 
-(11-21')2m k8 

+µ1-ql-icl - ~x <SB> 

[2µBB E ] 1/2 2 -As
0
-[11(2N+l)+2K+1]µ8B P a -v2[1'(2N+l)+K+l]µ9B 2v6 µ8B1"a 3 

2 
v2 t . t h2 2 .g 

+v2 l·: k~ 1 3 gl + µ2-1c5 -11 2m kB 

+v2 µ 1-1c6 ~~ x <s8> - ~ x <SB> 



The warping terms q and µ are given by 

3 4 2 
q 1 = - 4 qµ8B (3c -2c +B) 

3 2 2 
q2 = ~ qµ8B s (3c -1) 

3 J... 2 
q3 = ~~ qµ8B sc(3c -1) 

(3.14) 
3 2 

q
4 

= - 4 qµ 8B sc(3c -5) 

1 4 2 
q5 = 4 qµ 8B (27c -lBc -10) 

9 2 
q

6 
= 4 qµ8B sc(3c -1) 

3 2 2 2 t2 ~ J... t 
µ 1 = 2µµBB (3c -l)[s (a +a ) - cv' schlc8(a+a )] 

1 J... 2 2 2 2 2 2 2 
µ2 = '2'~ µµ 8B {[s (3c -1)(2N+l-2À k8) - (c -3)(3c -l)a + (3.15) 

~ J... 2 2 t cv'schlc8[(5-3c )a - (3c -l)a ]} 

µ3 = _,,/J µµBB {sc[(3c2-1)(2N+l-2À~~) - (5-3c2 )a2 + (3c2-l)at2 + 

J... 2 2 
2v~s (3c -l)Mc8a} 

where µ 

The inversion asymmetry terms are given by 

1 ~ c 2 t B"° X s(3c -l)(a-a ) 

1 c 2 t 2 J... 2 c2 = fr/2 X [5s(3c -l)a - 3s(l+c )a - 2v, c(3c -1)Mc8] 

1 c 2t 2 J... 2 
c3 = fr/2 X [12s ca + 2c(3c -l)a - v' s(3c -1)Mc8] 

1 c 2 t J... 2 c4 = §..43 X [2c(3c -l)a + 3v' s(l+c )Mc8] (3.16) 

1 c 2 t 2 J... 2 c5 = 4x [s(3c -l)a + 3s(l+c )a - v' c(3c -1)Mc8] 

lJ...C 2 t J... 2 c6 = ~~ X [s(3c -l)(a+a ) + 3v' s cXk8] 

c ~ .!.~ [3s2cat - c(3c2-t)a - '12 s(3c2-l)hlc] 
7 - 4 À B 
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2 t2 2 - 3s(l+c )a - 6v'2 s ci\k8a 

(3.17) 

~B 2 2. 2 2 2 t2 
g2 a ~ [3s c(2N+l-2f..-k8) - c(3c -l)(a +a ) 

2v2 s(3c2-t)i\k
8

(a+at)] 

1 2 '-2 2 2 t2 
e 1 = 2N:tteB [-s(3c -1)(2N+l-Z\-.ic8+3a) + 3s(l+c )a 

- 12v2 s2ci\k8a] 

2 2 t2 ;.... 2 t 
e2 = -"3 Nt18B [c(3c -l)(a -a ) + v~ s(3c -1)i\k8(a-a )] (3. 18) 

2 2._2 2 t2 2 
e3 = -Nt1BB [c(3c -1)(2N+1-Z\ ~) - 6s ca + 3v2 s(l+c )~a 

2 t + 3v2 s(3c -l)i\k8a ] 

f 1 a NjtaB s(3c2-t) 

f 2 = -3"3 N3µ 8B s2c 

2 
f 3 a -N3µBB c(3c -1) 

(3. 19) 

The eigenvectors of the matrix can now be written in terms of harmonie 

oscillator functions 

n 
al tn 

n 
a3 tn-1 

n 
as tn+l 

n 
a7 tn+l 

IU(n)> = n 
a2 tn 

n 
a6 tn-1 

n 
a-4 tn+l 

n 
as tn-1 

"" 
+ 2 

l = -«> 

l -;. 0 

n+l 
al tn+l 

n+l 
a3 tn-l+l 
n+l 

as tn+l+l 
n+l 

a7 tn+l+l 
n+l 

a2 tn+l 
an+l t 
6 n-l+l 
n+l 

a-4 tn+l+l 
an+l t 
8 n-l+l 

(3.20) 
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The series expansion of the eigenvector is necessary because of 

the presence of the warping terms q and µ and the inversion asymmetry 

terms c, e, f and g. These terms contain raising and lowering opera­

tors up to second order, thus coupling oscillator functions of index n 

with those with indices n-3, n-2, n-1. n+l, n+2 and n+3. Therefore 

each eigenfunction becomes an infinite series of harmonie oscillator 

functions. Substitution of an eigenfunction of this kind in eq. 3.1 

results in a Hamiltonian matrix of infinite size. 

To each Landau number n belong eight energy eigenvalues: two for 

each of the four bands. One of the two energies corresponds to the 

spin-up level and one to the spin-down level. 

The numerical method to obtain the eigenvalues is discussed in the 

next chapter. 

3.1.5 Modified Pidgeon Braun model 

The modified Pidgeon Brown model [2] is the extension to SMSC of 

the bandstructure model for narrow-gap semiconductors in magnetic 

fields as given by Pidgeon and Brown [3]. The exchange interaction is 

incorporated in the Hamil tonian in the same way as we incorporated 

this interaction in the Hamiltonian matrix by Weiler et al. 

The modified Pidgeon Brown model treats the bandstructure in 

principle in the same way as our new model. The first difference is 

that all terms proportional tq kB are neglected. The second and most 

important difference is that the Pidgeon Brown model neglects all 

inversion asymmetry terms and most of the warping terms. The neglect 

of these terms removes the coupling between adjacent Landau levels. 

The eigenfunctions are no longer infinite series of coupled harmonie 

oscillator functions. hut can be written as 



al !) 
n 

a3 !) 
n-1 

as wn+l 

IU(n)> a7 wn+l (3.21) 

a2 !) 
n 

a6 !) 
n-1 

a4 wn+l 

as !) 
n-1 

The Hamiltonian is considerably simplified and can be written as 

an 8x8 matrix H 

0 
J{ = l<a (3.22) 

0 

where J<a and ~ are 4x4 matrices glven by eqs. 3.23 and 3.24 respec­

tively. 

In the case we put k8 and all warping and inversion asymmetry 

parameters equal to zero in our model, the remaining matrix elements 

in our Hamiltonian differ slightly from those in eqs. 3.23 and 3.24, 

because our set of basis functions differs from the set used by 

Pidgeon and Brown. However, the eigenenergies of the Pidgeon Brown 

Hamiltonian and our new Hamiltonian are the same in that case. 

Comparing the size of the matrices of eqs. 3.23 and 3.24 to the 

infinite size of the Hamiltonian including the inversion asymmetry, it 

is clear that 1t is preferable to use the Pidgeon Brown Hamiltonian 

for the numerical calculation of the energy eigenvalues in the case 

the inversion asymmetry can be neglected. 
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E +2[F(2N+l)+N+lJµsB 
g 

<11 a 
+ 2 x <SB> 

-i(µ8B E )112a 
p -[(11+1')(2N+l)+3K]µsB 

+ !!.. x 
2 <SB> 

(3.23) 

-1 :.....'.'....._ a . ~BBE r/2 t 
3 

v3 t 2 -2 µBB 1"(a ) -[(11-1')(2N+l)-K]µsB 

- !!_ x <S > 6 B 

[2µBB E ] 1/2 t 
i-A5 µBB 1' (at )2 -iv2[1'(2N+l)-K]µsB p a -À -[11(2N+l)-2K]µsB 3 so 

v2 
+ ~ x <SB> - 3 (3 x <SB> 

1ne upper triangle is the Hermitian conjugate of the lower one. 



14> 

E +2[F(2N+1)-N]µBB 
g 

- !!. x <S > 2 B 

. FBB E Jl/2 -1~ a 
3 -((ïl-'l')(2N+l)+K]µBB 

+ ~ x <S8> 
(3.24) 

-i(µ5B E ) l/2a t 
p 

-v3 µBB î"(at)2 -((î1+ï')(2N+l)-3K]µBB 

- @.. x <S > 2 B 

<si 

[2µBB E ] 1/2 
-i'J2.(ï'(2N+l)+K]µ5B -i2vt5 µBBî'a2 p a -As

0
-[ï1(2N+l)+2K]µBB 3 

J2 _@_x<S> -13 fj x <Se> 6 B 

The upper triangle is the Hermttian conjugate of the lower one. 



3.2 Bandstructure of a semiconductor with tetragonat symmetry 

The crystal structure of (Cd1_xMnx) 3As2 is rather complicated. 

However, i t may be approxima ted by a cubic structure wi th an addi­

tional tetragonal distortion. Bodnar [9] developed a bandstructure 

model for the host lattice Cd3As2 based on this assumption. In this 

model all inversion asymmetry terms and all warping terms are ne­

glected. However, the bandstructure is still highly anisotropic, due 

to the tetragonal distortion of the lattice. The lower symmetry of the 

lattice due to this distortion lifts the degeneracy of the r 8 bands 

for k 0. The split ting of the r B bands is characterised by the 

crystal field splitting parameter ó .. 

Due to the tetragonal distortion IZ> is no longer equivalent to 

IX> and IY>. Therefore two different momentum matrix elements are 

defined: P
11 

and PJ.. In principle the spin-orbit splitting parameter 

Aso is also anisotropic, but this anisotropy has been neglected since 

there exist no experimental data to justify such a refinement. 

Neve et al. [ 4] extended this model to SMSC by including the 

exchange interaction. Due to the lower symmetry of the crystal also 

the exchange parameter ~ becomes anisotropic 

~Il = <ZIJ IZ>/00 

~ = <XIJIZ>IO = <YIJIY>IO J. 0 0 

(3.25) 

The set of basis functions used by Neve et al. [4] differs from the 

set given in eq. 3.3. 

IU1> l1SD 

1u2> = liSt> 

IU3> = l t/v'.2 (X-iY) .!.> 

IU4> = 111...A:> (X-iY)t + 21...A:> Z.I. (3.26) 

IU5> l-1/...A:> (X+iY).1. + 21...A:> Zt> 

lu6> l llv'.2 (X+iY) t> 

IU7> = 1-t/.JJ (X-iY)t + 11"3 Z.I.> 

lu8> = ltlv'.2 (X-iY).1. + 11"3 Zt> 
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The resulting matrix elements are given in table 3.5, where 

+ 
a = 1/2 a x <S > = 1/2 a x <s-> 

z 
+ ± 

b = 1/2 p~ x <Sz> c = 1/2 p~ x <s-> (3.27) 

+ + 
b = 1/2 p

11 
x <Sz> d- = 1/2 p

11 
x <S-> 

To obtain the Hamiltonian matrix for an arbitrary oriented magnetic 

field, the coordinate transformation given in eq. 3.8 has to be per­

formed. 

Due to the tetragonal lattice distortion the expressions for k in 

terms of raising and lowering operators become more complicated than 

those in eq. 3. 10. Therefore terms quadratic in the raising and 

lowering operators occur in the Hamiltonian. However, the terms of 

higher order do not contribute significantly to the energy eigenvalues 

of the conduction band and can therefore be neglected [4]. Then it is 

possible to derive a deteriniriantal equation of eighth degree and solve 

this numerically to obtain the energy eigenvalues. 
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Table 3.5 Matrix elements of the Hamiltonian for a tetragonally distorted lattice 

ID 12> 13> H> Is> 16> 17> IB> 

<11 
+ pk -JI P.Lk+ 0 il pk ~ P.Lk+ a // z 3 // z 

<21 E +a 0 il pk gp k P.Lk+ _g pk il pk 
g 3 .L - 3 // z 3 .L - 3 // z 

<31 P.Lk+ 0 -b il d+ 
3 

0 0 _gd+ 
3 0 

<41 ~ p//kZ il pk il - ~20+2b'-b) 2 + 0 - ~ö+b'+b) ../). + 
3 .L + 3d 3e Te 

<51 -il pk ~ P1tz 0 2 - ~2ö+b-2b.) ../). - ~b+b'-ö) 3 .L - 3e Te 

<61 0 P.Lk- 0 0 il -- -d 
3 b 0 g -

3d 

<71 g - - ~ö+b+b') ../). + 0 -/J. - .!..(ö+b'-2b) 1 + 
- 3 d Te so 3 3e 

<si gp k il p ,)< 0 2 $cb+b'-ö) gd+ 1 -
/J. - ~6+2b-b') 3 .L - 3 " z 

3e 3 3 3e so 



CHAPTER IV NUMERICAL CALCULATION OF THE ELECTRON ENERCY LEVELS 

IN Hg1 Mn Se. -x x 

In this chapter we discuss how the energy eigenvalues can be 

obtained from the Hamiltonian of our new bandmodel. The results of the 

calculations illustrate some eff ects of the inversion asymmetry on the 

bandstructure in the presence of a magnetic field. 

4.1 Numerical algorithm 

In the previous chapter we have shown that the Hamiltonian matrix 

of our new model becomes of infinite size due to the coupling between 

the Landau levels. Numerically we can treat only fini te matrices. 

Therefore the matrix has to be truncated: each eigenfunction corre­

sponding to Landau level n is constructed from only 2j+l oscillator 

functions. Eq. 3.20 then becomes 

n n+l 
\lin+l al \tin al 

n n+l 
\lin+l+l a3 \lin-1 a3 

n n+l 
\lin+l+l a5 \lin+l a5 

n n+l 
\lin+l+l a7 \lin+l j a7 

IU(n)> = n + 2 n+l 
\lin+l 

( 4. 1) 
a2 \lin l = -j a2 

n l ~ 0 n+l \li a6 \lin-1 a6 n-l+l 
n n+l 

\lin+l+l a4 \lin+l a4 
n n+l \li as \lin-1 as n-l+l 

Doing this, the influence of oscillator functions with index 

higher than n+j and lower than n-j is neglected. This is allowed, 

since the coupling between the centra! oscillator function with index 

n and the other oscillator functions gradually decreases with in­

creasing value of l. A good approximation of the eigenenergies for 

Landau level n can be obtained by choosing j large enough. 
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Ta.ble 4 .1. 

BandfXJ.rameters for HgSe [2] 

E = -0.274 eV g 
p 7.2 10-10 eVm 

À 0.39 eV so 

11 5.77 

î2 -1.17 

13 -0.57 

K = 0.98 

F 0 

To determine the actual choice of j, we tested the accuracy of the 

energy eigenvalues obtained from our truncated matrix. For this test 

we used the set of bandparameters for HgSe in table 4.1. For the Fermi 

energy and the inversion asymmetry we used values, typical for the 
-11 samples in our experiments: EF = 100 meV and C = 3.0 10 eVm. The 

magnetic field was varied from 0.5 T to 2.5 T, corresponding to the 

field range in which the data were taken in the experiments. 

Since we are only interested in the energy levels close to the 

Fermi energy, we choose the Landau number n of the centra! level of 

the truncated matrix in such a way that the corresponding energy level 

is as close as possible to the Fermi energy. Then we increase j until 

the energies corresponding to the five centra! levels change less than 

0.1 percent. To fulfil this convergency criterion over the magnetic 

field range from 0.5 to 2.5 T, we have to take into account el even 

Landau levels (i.e. j = 5). 

The choice of j equal to 5 implies that the 8 eigenfunctions for 

the Landau level n are constructed from 8 x (2j+l) = 88 eigenfuntions. 

To obtain the energy eigenvalues we have to solve an 88 x 88 matrix. 

Our numerical procedure yields the 88 eigenvalues simply in ascending 

order without refering to either Landau number or spin direction. 
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The identification of these eigenenergies can be difficult in the 

case the spin splitting exceeds the Landau splitting. In that case the 

spin-up and spin-down level belonging to the same Landau number are no 

longer adjacent. This large splitting can arise due to effects of the 

exchange interaction or the inversion asymmetry. The method to iden­

tify the energy levels is illustrated in fig. 4.1 for the case the 

spin splitting is caused by the exchange interaction. Without exchange 

interaction or invers ion asymmetry the spin split ting is less than 

half the Landau splitting. In that case the levels can easily be 

identified wi th the corresponding Landau number and spin direction 

(left part of fig. 4.1 where a = ~ = O). During a gradual increase of 

a the levels shift and even cross each other. When a has reached its 

final value of -0.S eV (middle part of fig. 4.1) we start increasing 

~. In the right part of fig. 4.1, ~ reaches 1.3 eV. Although we have a 

spin splitting 2.5 times as large as the Landau splitting, the levels 

can still be identified by tracing back their origin. 

Problems in the identification of the levels due to level crossing 

caused by a large inversion asymmetry splitting can be solved in a 

similar way. 

> 
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130 
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40' 
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- 0.8 
0 
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"' 39 t 

'· 41 + 
36 t 

40 ~ 

1.3 

Fig. 4.1 Identification of spin split Landau levels, calculated for 

Hg0 . 97s1f-n0 . 0~e for B = 0.85 T, u [110] at 2.03 K. The 

levels are calculated as a function of the exchange 

interaction parameters. The inversion asymm.etry parameters 

are equal to zero. Further explanation is gtven in the text. 
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4.2 Inversion asymmetry effects on the bandstructure 

Using the algorithm outlined above, our model allows for the first 

time to calculate the effects of the inversion asymmetry on the band­

structure of a narrow-gap semiconductor. We illustrate some of these 

effects with calculations using parameters typical for the materials 

in our experiments. For clarity the exchange interaction is neglected 

in these calculations by putting a and ~ equal to zero. 

First we calculate the orientation dependence of the spin split­

ting. The anisotropy of the spin splitting changes its shape du to the 

inversion asymmetry. The spin splitting without inversion asymmetry is 

15 a 

-----
10 

b 

:5 
+: 
ii Or--~--­
·;: -
i''}' ~ 0 ··~-------'1.---

c: 
ë.. 
111 

56 

0.5 d 

·0.5 

-1.0 [110] 

wo 
(111] 

60° 30° 0° 
angle between B and [0011 axis 

Fig. 4.2 

Anisotropy of the spin spLitting of 

the conduction band, catculated for 

HgSe. The splitting is decomposed 

in two parts. (a) splitting without 

inversion asymmetry. (b), (c) and 

(d) inversion asymmetry contribution 

to the splitting due to parameters 

C, G and N2:N3 respectivly. The 

spLitting is calculated for a Fermi 

energy of 80 meV. 



shown in fig. 4.Za. This splitting is only slightly anisotropic. The 

part of the spin splitting arising from the inversion asymmetry is 

shown in fig. 4.2b. c and d. For each curve only one of the inversion 

asymmetry parameters differs from zero. Following Weiler et al. [IJ we 

assume N2 equal to N3 . The splittings are calculated for B = 1 T and 

EF SO meV, and the set of bandparameters for HgSe in table 4.1. From 

fig. 4.2 it is clear that all inversion asymmetry parameters cause a 

similar angular dependence of the splitting. For BH [110] there is no 

inversion asymmetry contribution to the spin splitting. 

Next we calculate the field dependence of the inversion asymmetry 

contribution to the spin splitting. The magnetic field is oriented 

parallel to the [001]-axis. For these calculations we use the param­

eters for Hg0 .975Mn0 . 025se, which we have taken equal to the HgSe 

parameters except the bandgap energy E = -165 meV. The Fermi energy 
g 

equals 130 meV. The results of the field dependence of the inversion 

asymmetry contribution to the spin splitting are given in table 4.2. 
-11 for C = 1.0 10 eVm, G = -1.0 and N2=N3 = 0.5. All energies are 

given in meV. AE is the total spin splitting. AE is the spin sp sp o 
split ting without invers ion asymmetry. AE . is the change of the sp ia 
spin splitting due to the inversion asymmetry. The last column lists 

the ratio of spin split tings wi th and without invers ion asymmetry. 

From this table we conclude that the inversion asymmetry contribution 

to the spin splitting decreases with increasing magnetic field. 

The influence of the invers ion asymmetry on the spin split ting 

also depends on the Fermi energy. To calculate the energy dependence 

we used the same parameters as we used to check the field dependence. 

The field is 1.5 Tand the Fermi energies are 130 meV and 110 meV. The 

results are given in table 4.3. The headings of the colums have the 

same meaning as in table 4.2. 8 denotes the angle between the magnetic 

field and the [001]-axis, with the magnetic field in the (110)-plane. 

We conclude that the inversion asymmetry contribution to the spin 

splitting decreases with decreasing Fermi energy. 

57 



REFERENCES 

[IJ M.H. Weiler. R.L. Aggarwal. B. Lax, Phys. Rev. B17. 3269 (1978) 

[2] R.R. Gal<;!.zka, W. Dobrowolski, J.C. Thuillier, Phys. Stat. Sol. 

(b) 98. 97 (1980) 

Table q.2 Magnetic field dependence of the inversion 
asymmetry part of the spln splltting. All energies 
are glven in meV. the magnetlc field is oriented 
parallel to the [OOIJ axis. The Fermi energy is 130 
meV. 

c = 
-11 1•10 eVm 

B[T] AE [meV] AE AE sp ia AE / sp sp o 

0.5 -0.14 0.57 -0.71 1.25 
1.0 0.63 1.06 -0.43 0.41 
1.5 1.25 1.55 -0.30 0.19 
2.0 1.82 2.05 -0.22 0.10 

G = -1.0 

B[T] AE AE AE sp ia AE /AE sp sp o sp ia sp o 

0.5 -0.92 0.57 -1.48 2.60 
1.0 0.02 1.06 -1.04 0.98 
1.5 0.78 .1.55 -0.77 0.51 
2.0 1.45 2.05 -0.60 0.29 

. 

B[T] AE AE AE spia AE /AE sp sp o sp ia sp o 

0.5 -1.79 0.57 -2.36 4.14 
1.0 -0.95 1.06 "'.""2.01 1.89 
1.5 0.01 1.55 -1.54 0.99 
2.0 0.84 2.05 -1.29 0.63 
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Table 4.3. Fnergy dependence of the tnversion aswrunetry p::irt of the 
spin splitting, for dtfferent orientations of the magnetic 
fteld. All energies are given in meV. 

EF = 130 meV 

fJ 
-11 C = 2•10 eVm G = -1.0 N2 = N3 = 0.5 

AE AE AE sp ia AE AE sp ia AE AE sp ia sp o sp sp sp 

0 1.55 0.52 -1.03 0.70 -0.78 0.01 -1.54 
15 1.54 0.84 -0.76 0.99 -0.56 0.36 -1.19 
30 1.53 1.48 -0.06 1.41 -0.12 1.32 -0.21 
45 1.52 2.12 0.60 1.89 0.37 2.35 0.83 
60 1.52 2.23 0.71 1.97 0.46 2.53 1.01 
75 1.53 1.83 0.30 1. 71 0.18 1.93 0.40 
90 1.54 1.54 0.00 1.54 0.00 1.54 0.00 

EF = 110 meV 

fJ 
-11 C = 2•10 eVm G = -1.0 N2 = N3 = 0.5 

AE AE !Esp ia AE AE sp ia AE AE sp ia sp o sp sp sp 

0 1. 79 0.98 -0.82 1.27 -0.52 0.84 -0.95 
15 1. 78 1.21 -0.58 1.39 -0.40 1.06 -0.73 
30 1. 77 1. 72 -0.06 1.69 -0.08 1.64 -0.13 
45 1. 76 2.21 0.45 1.99 0.23 2.24 0.48 
60 1. 76 2.29 0.53 2.04 0.28 2.34 0.58 
75 1. 77 1.99 0.22 1.88 0.11 1.98 0.21 
90 1.78 1. 78 0.00 1. 78 0.00 l. 78 0.00 
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CHAPTER V SAMPLE PREPARATION. 

In this chapter the preparation of the samples is described: 

crystal growth, orientation and composition checks. annealing proce­

dures and attachment of current and voltage leads. This chapter mainly 

deals with the materials (Cd1_xMnx)3As2 and Hg1_xMnxSe. In the sec­

tions on crystal growth and composition analysis also our efforts to 

grow new semimagnetic materials are discussed. 

5.1 Crystal growth 

(Cd1-xMnx)3As2 
All samples used in the experiments were grown by the Bridgman 

method. The (Cd1_xMnx)3As2 samples were grown in the group Semicon­

ductor Physics of the Physics Department at our Universi ty. To grow 

the (Cd1_xMnx) 3As2 crystals stoichiometrie amounts of the pure ele­

ments ware sealed in a quartz ampoule which was evacuated to 
-5 D 10 mbar. The ampoule was heated up to 750 e, which is above the 

melting point of Cd3As2 (721 De [1]). To ensure a thorough mixing, the 

temperature was kept at 750 De f or several days and in some cases the 

ampoule was vibrated. Then the actual crystal growth started, by 

moving the ampoule in a temperature gradient, as shown in fig. 5.1. 

The velocity of the ampoule was typically 1 mm per hour. In this way 

good single crystals of (Cd1_xMnx)3As2 could be obtained. 

Hg1_xMnxSe 
The Hg1_xMnxSe samples were grown in the lnstitute of Physics of 

the Polish Academy of Sciences in Warsaw. The method to grow these 

crystals [2] was basically the same as for (Cd1_xMnx)3As2 . The ele­

ments were heated above the melting point of HgSe (799 De [3]). 

New materials 

Several attempts were made to grow other semimagnetic compounds of 

the 11-V family. For all these attempts the Bridgman method was used. 

Only (Zn1_xMnx)3As2 alloys and mixtures of (Cd1_xMnx)3As2 and 
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(Zn1_xMnx)3As2 could be grown as homogeneous single crystals The 

(Zn1_xMnx)3As2 charge was heated to 1100 De. which is above the melt­

ing temperature of Zn
3

As
2 

(1015 De [1]). 

Although Cd3 (As 1_YPY) 2 and CdSnAs2 could be grown successfully as 

homogeneous crystals, the attempts to substitute a fraction of the Cd 

atoms by Mn failed. In these attempts the melts of the stoichiometrie 

amounts of Cd-Mn-As-P and Cd-Mn-Sn-As were heated to 770 DC and 650 De 

respectively. 

In order to substitute the Cd atoms in Cd3As2 by other atoms than 

Mn, ampoules were prepared with stoichiometrie amounts of Cd, As and 

one of the following elements: Gd (925 De), Cu (800 °C), Ni (850 °C). 

Fe (900 °C) and Cr (880 DC). The melts were heated to the temperatures 

between brackets. We did not succeed in growing these materials as 

homogeneous crystals as will be discussed in the section on the com­

posi tion analysis. Also in the case of II-VI compounds it turned out 

to be impossible to dissolve elements other than Mn and Fe [4]. It is 

unclear why other elements do not dissolve homogeneously in II-V and 

II-VI compounds. 
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5.2 Crystal orientation 

The as-grown samples were oriented with the standard von Laue 

X-ray back-reflection method. After obtaining the correct orientation, 

the crystals were cut with a wire saw into slabs of approximately 1 mm 

thickness. From these slabs the samples for the magnetoresistance 

measurements were cut. The bar shaped samples have typical dimensions 

of 1 x 1 x 8 mm. The long edge of the sample was cut parallel to a 

[100] or a [110] crystal axis, according to the desired experimental 

configuration. 

5.3 Composition ana.lysis 

Mn concentratton 

Three different methods were used to analyse the alloy composi­

tion: wet chemica! analysis, particle induced X-ray emission (PIXE) 

and electron microprobe analysis. 

The wet chemica} analyses were performed at the Analytische 

Laboratorien in Elbach, Germany. This method gives the value of the 
3 average concentration of Mn in a volume of 1 mm . The uncertainty in 

the concentration values Ax/x is less than 2 percent for this method. 

The PIXE measurements were done in the group Particle Physics of 

the Physics Department at our University [5]. Applying this method the 

samples are placed in a beam of protons, accelerated by a cyclotron to 

3 MeV. The wavelength of the induced X-rays allows to identify the 

atoms present in the alloy. The concentrations of these atoms can be 

determined from the intensi ty of the X-rays. PIXE measurements are 

very sensitive and have á detection limit better than 1 ppm. The 

relative accuracy of this method is Ax/x = 10 percent. A disadvantage 

of the apparatus used, is that the smallest spot,which can be examined 

on a sample, bas a diameter of 2 mm. This makes homogeneity checks 

impossible. 

This disadvantage can be overcome by using the Electron Microprobe 

Analysis [6]. These measurements were done in the group Physical 

Chemistry of the Chemistry Department at our Universi ty. This tech­

nique is similar to PIXE, only now the X-rays are induced by electrons 
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Table 5.1 Mn fraction x of the (Cd1_xMnxJ3As2 and 

Hg1_xMnxSe samples 

1/4 CMA 3B 
1/2 CMA 4B 
3/4 CMA 2A 

1 CMA 7B 
3/2 CMA lA 

2 CMA llB 
4 CMA SA 

2113-4 
2114-4 
0.024 
2138-2-1 
153 
5 HMS 
0.2 HMS 

Chem. Analysis 

0.0022 
0.0050 
0.0071 
0.0098 
0.0167 
0.0166 
0.0322 

0.0056 
0.014 
0.025 
0.05 
0.10 
0.057 
0.0048 

El. Micropr. 

0.0099 
0.017 
0.0169 
0.0328 

PIXE 

0.0023 
0.0070 
0.0070 
0.0120 
0.017 
0.017 
0.0317 

with energies between 10 keV and 30 keV. The relative accuracy of this 

method is Ax/x = 2 percent for x) 0.01. The electron beam diameter is 

smaller than 1 µm. By moving the sample with respect to the electron 

beam, different spots of the sample surface can be analysed, which 

allows to determine the sample homogeneity. The results of the compo­

sition analysis for the samples used in our experiments are gven in 

table 5.1. 

From table 5. 1 we conclude that the results for (Cd 1_xMnx)3As2 
obtained by the three methods agree quite well with each other. For 

Hg1 _xMnxSe we therefore decided to determine the composi tion only by 

one method. 

Homogeneity of the Mn distribution 

In ternary compounds grown by the Bridgman method, the composition 

is in genera! not homogeneous over the ingot. For (Cd1_xMnx)3As2 • this 

was tested by determination of the composi tion along the growth di­

rection of the crystal. The result is shown in fig. 5.2 [7]. The Mn 

concentration is given versus the distance to the bottom of the ingot. 
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It is clear that a large variation of Mn concentration may occur in 

one crystal. The concentration profile can be given by [8]: 

x(d) = k x (1 
0 

(5. 1) 

where x(d) is the Mn concentration as a function of the distance d to 

the bottom of the crystal. x
0 

is the initia! value of the Mn concen­

tration in the liquid and e is the length of the ingot. k is the ratio 

of the concentrations of Mn in the liquid and solid at the crystal­

mel t interface and is assumed to be independent of composition. The 

solid curve in fig. 5.2 is a fit using eq. 5.1 [7]. It is clear from 

the result of this (Cd1_xMnx)3As2 sample that the best homogeneity of 

the samples is expected when they are taken from slices which are cut 

perpendicular to the growth direction. This condition may be in con­

flict with the desired orientation of the crystal axis parallel to the 

long edge of the sample. In the case the long edge of the sample is 

not in the plane perpendicular to the growth direction a gradient in 

the Mn concentration can occur in the samples. Since we want to study 

anisotropy effects, we give priority to the correct crystal orienta­

tion over the possible problems arising from gradients in the Mn 

concentration. 

A similar compositional inhomogeneity was also reported for 

Hg
1 

Mn Se [9]. Ina typical sample wlth nomina! x = 0.15, values of 
-x x 
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x = 0.05, 0.09, 0.13 and 0.22 are measured. The Mn concentration 

gradient in Hg1_xMnxSe is also caused by a significant difference in 

the composition of the solid and liquid phases during the sample 

growth. In the case of Hg1_xMnxSe the growth direction is parallel to 

the [110]-axis. This implies that we can always find the [001] or 

[IÏO]-direction in a slice of the ingot, cut perpendicular to the 

growth direction. Therefore, the Mn concentration gradient along the 

growth direction does not conflict with the desired crystal orienta­

tion. 

More severe kinds of inhomogeneities are observed in the Cd.MnAsP 

ingots. The analysis shows that a large fraction of the Mn reacted 

with P to MnP. Only a very small part of Mn (<0.5 percent) dissolved 

in the Cd3(As1_xPx) 2 lattice. The inclusions of pure Cd and MnP make 

this ingot useless for further measurements. 

In the case of CdMnSnAs some of the Mn dissolved. However, because 

inclusions of MnAs and SnAs occurred, this material could not be used 

in further measurements. 

The attempts to dilute other elements than Mn in Cd3As2 resulted 

in pure Cd3As2 crystals with inclusions either of the pure element 

which was to be diluted or inclusions of a mixture of this element 

with As. 

5.4 Anneali.ng 

In order to obtain samples suitable for SdH measurements, it was 

necessary to anneal the as-grown crystals under different conditions. 

The as-grown (Cd1_xMnx)3As2 crystals already have an electron mobil­

ity, high enough to allow the observation of the SdH effect. However, 

the electron density of these materials is always in the range of 

2.0 1024 m-3 to 5.0 1024 m-3 . For the determination of the band­

structure parameters from the SdH measurements one needs also samples 

with electron densities below 1.0 1024 m-3 . Therefore the 

(Cd1_xMnx)3As2 samples were subjected to an annealing procedure. The 

results of two sets of samples with x = 0.0075 and x = 0.05 are given 

in fig. 5.3. Of each Mn concentration. one sample was sealed with a 

piece of pure Cd in a quartz ampoule, a second sample with a piece of 
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Fig. 5.3 Annealing history of (Cd.1_xMnx)3As2 samples: x = 0.05 (a) 

and x = 0.0075(b). The samples are annealed in Cd 

atmosphere (solid curve), As atmosphere (dashed curve) or in 

vacuum (dash-dotted curve). 



As and a third without addition. To be able to compare the effects of 

annealing. we selected for each Mn concentration as-grown samples with 

equal carrier density. The furnace temperature was 300 °C. The elec­

tron densi ties of the samples were determined with the v.d. Pauw 

method [10]. The electron densities before, immediately after 72 hours 

annealing at 300 °c and after annealing at 120 °c in air. are shown in 

fig. 5.3. After annealing 17 days at 300 °c the annealing effect was 

the same as after 3 days at 300 °C. The lowest electron density ob­

tained for x = 0.05 is 3.0 1024 m-3 and for x = 0.0075 is 

1.5 1024 m-3 . Although a systematic analysis of the annealing effects 

was only done for these two Mn concentrations, the annealing of sam­

ples with other Mn concentrations yields similar results. he value of 

the lowest carrier density which could be obtained depends on the Mn 

composition. This value increases with increasing Mn content. 

For Hg1_xMnxSe and HgSe the annealing was not only used to change 

the carrier density hut also to improve the electron mobili ty. For 

these materials, we followed the annealing procedure for HgSe as given 

by Brebrick and Strauss [11]. The samples were sealed in evacuated 

quartz ampoules together wi th a piece of Se. To avo id tha t the 

Tl°l:J 

1025_~6~00~40~0-~--~~ 

0 0 

~Z~---,~~"--~~2-'---'-~__,.3 

103n IK-11 

Fig. 5.4 

Variatton of the electron denstty 

of HgSe samples with annealing 

temperature. The solid curves 

represent the electron densittes 

as obtatned tn a Se or a Hg­

saturated atmosphere tn [11}. 

The circles represent our results. 

67 



liquid Se covered the sample when the annealing temperature was raised 

above the melting point of Se, the Se and the sample were separated by 

a constriction in the ampoule. By varying the annealing temperature, a 

broad range of electron densities could be obtained. Our results for 

HgSe are compared with the results of Brebrick and Strauss [ 11 J in 

fig. 5.4. The deviation of our results from those of [11] are due to 

the annealing history of our samples. This indicates that in the cases 

where the deviations appear, the annealing period was not long enough 

to obtain a homogeneous electron distribution in the crystals. 

for Hg1_xMnxSe we obtained similar results. Contrary to the case 

of (Cd1_xMnx)3As2 we did not observe a relation between the Mn content 

and the minimum carrier density. 

5.5 Current and voltage leads 

The SdH magnetoresistance measurements are carried out wi th a 

four-point technique. The leads are of 50 µm diameter copper wire. for 

(Cd1_xMnx)3As2 the leads are soldered to the sample with Rose metal 

(52.5-Bi, 32-Pb, 15.5-Sn). Some pecularities in the magnetoresistance 

occurring when this solder material passes the superconducting-normal 

metal transition are reported in chapter 9. In the case of Hg1_xMnxSe 

and HgSe the leads are attached with Demetron Silverpaint. 
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CHAPTER VI EXPERIMENTAL TECHNIQUE. 

This chapter deals with the experimental set-up. We start with the 

set-up for the SdH measurements. After a genera! description of the 

measuring circuit, we treat in more detail the field modulation tech­

nique, used to detect the small magnetoresistance oscillations of the 

SdH effect. We give the characteristics of the three magnet systems 

and corresponding cryostats we used in our experiments. 

After a description of the experimental hardware we show how to 

extract the experimental parameters like the oscillation period, the 

carrier density and the spin splitting from our data. 

At the end of this chapter a description of the Foner magnetometer 

used for the magnetisation measurements is given. 

6.1 Shubnikov de Haas measurements 

Measuring circuit 

The experimental set-up for the SdH measurements is schematically 

shown in fig. 6.1. The sample (S) is placed in a magnetic field gener­

ated by the coils 81 and 82. If a constant DC current is passed 

through the sample S. the voltage drop across the sample is directly 

proportional to the resistivity. We used DC currents between 50 mA and 

100 mA. The oscil latory component of the magnetoresistance is very 

small compared to the large non-oscillatory background. To be able to 

separate the small oscillatory component V (8) from the background osc 
V 

0
(8), magnetic field modulation and phase-sensitive detection are 

used [1,2]. An oscillator (OSC) generates a sine wave with w = 31 Hz 

or 60 Hz. which is amplified (AMP) to drive the modulation coils (MC). 

A reference signa! is sent to the loek-in amplifier. Because of the 

high input impedance of the loek-in and the low resistivi ty of the 

sample a 1 : 1000 impedance matching transformer (TRAFO) is used to 

connect the voltage probes of the sample to the loek-in. The loek-in 

amplifier selects the frequency components equal (w) or twice (2w) the 

modulation frequency from the input signa!. Assuming that no back­

ground signal V
0 

or induction voltage due to the field modulation 
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current 

power 
supply 

v recorder 

~.] 

Fig. 6.1 Schematic drawing of the measuring circuit. 

Explana.tion is given in the text. 

passes the loek-in amplifier, the loek-in output is proportional to 

the oscillatory part of the magnetoresistance pose· 

The loek-in output is plotted versus the voltage of a Hall probe 

(HP) on a X-Y-recorder, resulting in a plot of the SdH oscillations 

versus the DC magnetic field. In order to avoid deformation of the 

recorded SdH signa!, the time constant of the detection system must be 

at least ten times smaller than the time required to record one com­

plete SdH oscillation [3]. This time can be varied by changing the 

sweep speed of the DC magnetic field. 

Instead of collecting the SdH data on recorder graphs, the data 

can also be stored directly in a computer. The loek-in output and the 

analog output of a DC voltmeter, measur ing the Hall voltage, are 

connected to an analog-digital converter. The Hall voltage cannot be 

measured directly by the computer because the oscillatory component of 

the modulation field adds an AC voltage to the Hall signa!. The meas­

uring program collects data in a pre-selected field range. The Hall 

voltages, for which the loek-in output is measured, are calculated in 

such a way that the data are collected at equidistant intervals in 

1/B. 
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Field modulation 

The modulation coils superimpose a small field B cos(wt) on the 
m 

slowly increasing main field B (t). The field can now be written as 
0 

B(t) = B (t) + B cos(wt). Substituting this in the expression for the o m 
oscillating magnetoresistance (eq. 2.8) yields 

!f!. = ~ A (B. T) cos [---=2ir;...;;...r -­
Po r=l r P8

0 
+ PBmcos(wt) 

(6.1) 

where A (B.T) and 4>' are short notations for the amplitude and phase 
r r 

factors. The amplitude factor Ar(B.T) varies only very slowly with 

magnetic field and is therefore considered constant over the modu­

lation field range. Under the condition Bm « 8
0

, eq. 6.1 can be 

rewritten as 

+ sin[2:a: - <f>~ ]sin( ar cos(wt))} (6.2) 

2 Where a = 2v Bm/(PB
0
). The factors cos(ar cos(wt)) and sin(ar cos(wt)) 

can be expressed in series of Bessel functions [4]. Substituting these 

series in eq. 6.2 we obtain 

" 
A (B.T) 

r 

+ 2 l 
n=l 

n l r2v r "''] (-1) J2n(ar) cos(2nwt) cosl-;;- - 't'r 

0 

cos((2n + l)wt) l sin[
2
;

8 
r - cp~n 

0 

(6.3) 
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From this equation we can see that field modulation, with freqency w, 

introduces harmonie frequency components in the magnetoresistance, and 

consequently in the voltage measured over the sample. Detection of the 

fundamental (w) or the second (Zw) harmonie component of the signa! 

results in DC loek-in output voltages given by 

v 
osc(w) 

c . [2ir r sin-- (6.4a) 
PB 

r 

V osc(2w) = c -2 l Ar(B. T) J2( ra) cos [2;B r - cl>~ l (6.4a) 
r 

where c is a proportionality constant. We see that in both cases the 

amplitude of each harmonie r is multiplied by a Bessel function factor 

J 1(ra) or J2 (ra). Each time J1(a) or J2 (a) equals zero, the amplitude 

of the first harmonie r=l vanishes. If the higher harmonies are suf­

ficiently damped even the total SdH signa! vanishes. This kind of 

nodes in the SdH amplitude can easily be distinguished from the nodes 

caused by the spin splitting (chapter 2). because the field position 

of the Bessel nodes changes when the amplitude of the modulation field 

is ehanged. An experimental SdH signa! (P = 0.0275 T-l and 

ïii 
c: 
Cl 

ïii 

0.7 
b 

1.0 

B[Tl 

c 

1.3 

Fig. 6.2 An experimental SdR signal showing nodes in the amplitude 

due to the field·modulation. The nodes indicated by a, b 

and c correspond to the nodes in the Besselfunctton J
2

(a) 

as shown in fig. 6.3. 
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Fig. 6.3 The Besselfunctions J2(a} (dashed curve} and J2 (2a} 

(solid curve} as a function of the main field B. 

P = 0.0275 r·l and B = 0.317 T are the some as in ftg. 6.2. 
m 

Bm = 0.0317 T) showing the zeroes in J2(a) is given in fig. 6.2. The 

zeroes indicated by a, b and c correspond toa= 11.62, a = 8.42 and 

a = 5.13 respectively. 

A second effect of the modulation is that the amplitude of the 

higher harmonies can be relatively increased compared to the amplitude 

of the first harmonie. This is shown in fig. 6.3. J2 (2a) reaches its 

maximum at a field where J2(a) has already passed its maximum. 

6.2 Cryostats and magnets 

The SdH experiments were performed in three different set-ups. 

Most of the experiments were done in the low field set-up as shown in 

fig 6.4. By pumping the He vapour in the He bath cryostat (1) the 

temperature can be controlled between 1.4 K and 4.2 K. The He vapour 

pressure can be read at a Hg manometer. The He cryostat is enclosed in 

a liquid ni trogen cryostat (2). The "tail" of these cryostats is 

mounted between the poles (3) of a water-cooled electromagnet ( 4) 

which generates fields up to 2. 1 T. The main field is measured by a 

Hall probe (5). The field is modulated by a pair of Helmholtz like 
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s 

4 

Fig. 6.4 

Low field set-up with He bath cryostat. 

The numbers are explained in the text. 

coils (6) which are attached to the poles. The modulation amplitude is 

field dependent due to saturation effects of the iron core. The sample 

bolder can be rotated around a vertical axis, allowing to measure the 

dependence of the magnetoresistance on the field orientation. 

A second low field set-up is shown in fig. 6.5. Due to the essen­

tially different construction of the cryostat, also temperatures above 

4.2 K can be reached. The sample (1) is mounted on a sampleholder (2) 

2 3 

Fig. 6.5 

Low field set-up for experiments in the 

temperature range from 1.5 to 25 K. 

The numbers are explatned in the text. 
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which is placed in the sample tube (3). The sample tube is filled with 

He exchange gas to provide a good thermal conductivity between the He 

reservoirs (5) and (6) and the sample. For measurements below 4.2 K. 

the temperature is controlled in the same way as in the set-up de­

scribed above. The temperature is measured by a carbon glass resis­

tor (4) positioned close to the sample. For measurements above 4.2 K 

the temperature is def ined by the equilibrium between the heat input 

of a heating wire close to the sample and the cooling power of the He 

bath at 4.2 K, surrounding the sample tube. In this way temperatures 

up to 25 K can be obtained. The magnet system with modulation coils 

and Hall probe are basically the same as in the other low field set­

up. The maximum field is 1.5 T. Again the sample can be rotated around 

a vertical axis. 

Fig. 6.6 

High field set-up with He bath 

insert deux:i.r. The rwmbers are 

explained in the text. 

The high field set-up (fig. 6.6) consists of a stainless steel 

cryostat (1) and a He-cooled superconducting solenoid (2). This magnet 

system generates fields up to 6 T. To be able to control the sample 

temperature separately from the main bath an insert cryostat (3) is 

placed in the center of the coil. The samples are placed on a rotata­

ble sample bolder (4). The modulation field is generated by a pair of 

Helmhol tz coils (5). The Hall probe (6) is mounted on top of the 

superconducting coil. The sample can be rotated around a horizontal 

axis, perpendicular to the magnetic field. 
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6.3 Methods of data analysis 

The Shubntkov de Haas oscillation period 

As can be seen in eq. 2.6 the SdH oscillation period is inversely 

proportional to the extrema! cross sectional area of the Fermi surface 

perpendicular to the magnetic field. Therefore an analysis of the 

oscillation period P as a function of the crystal orientation with 

respect to the magnetic field is a useful tool to study the shape of 

the Fermi surface. The oscillation period is determined by the fol­

lowing procedure. When only the first harmonie can be observed Ap/p
0 

can be written as 

Ap [2v v] Po= A1(B,T) cos PB - 2v1 - 4" cos(vv) (6.5) 

Maxima of the oscillations occur at 

(6.6) 

where m is an integer. l is independent of magnitude and orientation 

of the field in the range where the data are taken. A plot of the 

reciprocals of the field posi tions of the maxima versus integers, 

gives a straight line. The slope of this line corresponds to the 

oscillation period P(8). Repeating this procedure for different ori­

entations yields the angular dependence of the period P(8). 

A more accurate method to determine the orientation dependence of 

the oscillation period was first used by Seiler [5]. Assuming l and m 

to be constant, it is easily seen that the product P(8)B is constant 

in eq. 6.6. This implies that the field positions of the oscillation 

maxima shift when the oscillation period changes with orientation. The 

relative change in the period can be obtained by measuring the shift 

of these field positions using the relation 

AP P
0 

- P(8) 
p-= p 

0 0 

B(8) - B
0 

B(8) (6.7) 
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P
0 

is the reference period determined by the procedure given above. B
0 

is the reference field. This procedure can only be used in the case 

the osci llations are not distorted by nodes in the amplitude of the 

oscillations. 

Knowing the shape of the anisotropy in the oscillation period we 

can determine the orientation of the magnetic field with respect to 

the crystal axes. The samples are mounted with their long edge and 

corresponding crystal axis perpendicular to the magnetic field. In 

that case we only know in which crystallographic plane the field is. 

The exact orientation bas to be determined by searching maxima and 

minima in the oscillation period. This is illustrated for a Hg 1_xMnxSe 

sample in fig. 6.7. In this case the magnetic field is in the 

(110)-plane, and the oscillation period has maxima for BH [110] and 

BH [001] and a minimum for BH [111] . 

• ~ 

:,__ OJ875i- 11101 

••• 
0 • 

• [001] • ••• • ••• 
[111] 

0 •• ••• • •• • •• 
0.3825'---'----'----'---''--_.___.__._--L_.___.___.____, 

0 90 180 270 360 
rotation of the sample holder [degl 

Fig. 6.7 Antsotropy of the SdR osctllation period for B in the 

{llO)-plane. The magnetic field orientations are indicated 

f or the maxima and minima. 

The carrier density 

As already bas been shown in the chapter on the SdH effect. the 

carrier density can be obtained from the oscillation period 

n e 
(6.8) 

in the case the Fermi surf ace is spherical. The anisotropy in the 

oscillation period due to warping can be neglected for the determina­

tion of the carrier density. For the el lipsoidal Fermi surf ace of 

(Cd1_xMnx)3As2 the carrier density is given by 
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(6.9) 

where P
0 

and P
90 

are the oscillation periods for B /1 [001] and 

B Il [100] respectively. 

The cyclotron effective mass 

Examination of the theoretica! expression for the amplitude of the 

SdH oscillations shows that the cyclotron effective mass can be deter­

mined from the temperature dependence of the SdH amplitude at constant 

field. However, in SMSC the cos(r~v) factor in the expression for the 

SdH amplitude is temperature dependent too. This fact hampers the 

determination of effective cyclotron masses in SMSC. lnstead of going 

into a difficult analysis of the experimental data to obtain the the 

effective masses, the masses we needed for the interpretation of the 

data were obtained from calculations using the bandstructure models 

given in chapter 3. 

The spin splitting 

As already discussed in the chapter on the SdH effect the spin 

spli tting of the Landau levels can be studied by using the nodes in 

the oscillation amplitude. For the combination of field strength. 

field orientation and temperature where the node occurs we can calcu­

late the Landau splitting AEL from our band model. Via v = AE
5
P/AEL we 

can determine the spin splitting using the condition that v = k + 1/2 

in a node. The method to determine the actual value of k will be 

discussed in the chapter on the experimental results on Hg1_xMnxSe. 

6.~ Magnetisation measurements 

Magnetisation measurements in fields up to 6 T and temperatures 

between 1.-4 and 25 K were performed with a vibrating sample magne­

tometer. A apparatus like this was first designed by Foner [6]. A 

sample is placed in a uniform magnetic field which induces a magnetic 

moment proportional to the magnetisation in the sample. During a 
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Schematic drawing of the 

Foner magnetometer. 

sinusoidal motion of the sample the magnetic moment induces an elec­

tric signal in suitably located pick-up coils. 

A schematic drawing of the magnetometer is given in Fig. 6.8. The 

sample is mounted on a slender rod which is placed in a double walled 

tube. The sample tube itself is filled with He exchange gas. The He 

gas pressure in the space between the double walls can be controlled 

in order to create the optima! heat exchange over the whole tempera­

ture range of operation. 

The sample rod is connected to a transducer assembly, located 

above the magnet. The transducer converts a sinusoidal drive signa! 

into a vertical sinusoidal vibration of the sample rod. The pick-up 

coils are mounted inside the cryostat. The AC signal from the pick-up 

coils is proportional to the magnitude of the induced moment (M), the 

frequency (w) and the amplitude (A) of the oscillation. The induced 

voltage is given by 

-L dil! - -f iw AM exp(iwt} dt - (6.10) 

where f is a proportionali ty constant. This constant can be found by 

calibration of the magnetometer with a pure nickel sample of which the 

magnetisation is accurately known. 
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The data can be collected with a computer in a similar way as the 

SdH data. The parameters S
0 

and T
0 

in the modified Brillouin function 

(eq. 3.7) are obtained with a least squares fitting program. 
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CHAPTER VII EXPERIMENTAL RESULTS ON Hg1 Mn Se AND THEIR -x x 
INTERPRETATION. 

This chapter deals with the experimental results on Hg1_xMnxSe and 

their interpretation. Most of the bandparameters used for the inter­

pretation of our experimental results are taken from literature. The 

actual choice of the parameter values is discussed in the first sec­

tion of this chapter. The parameters describing the magnetic behaviour 

of the Mn spins are obtained from magnetisation measurements. The 

analysis of the SdH measurements concentrates on the anisotropy of the 

oscillation period and of ·the field positions of the nodes in the 

oscillation amplitude. For the interpretation of the nodal positions 

we use our new bandstructure model presented in chapter 3. The addi­

tional parameters describing the exchange interaction and the inver­

sion asymmetry are determined from our experimental results. Finally 

we discuss the effects of splitting of the electron spin levels in the 

absence of a magnetic field. 

7.1 Bandpa.rameters 

As in all compound semiconductors the energy bandgap of Hg
1
_xMnxSe 

varies with composi tion. Takeyama et al. [1] found the following 

empirica! relation 

E -0.270 + 4.4 x eV g (7. 1) 

which 

[2,3]. 

was corroborated by other authors in independent experiments 
-10 The momentum matrix element P = 7 .2 10 eVm and the spin-

orbit split off energy Aso = 0.39 eV are taken equal to those of HgSe 

[4]. Although several papers report a composition dependence of P and 

A [1,3,5], Byszewski et al. (2] found a negligible shift of the so 
calculated field positions of the SdH oscillation peaks due to vari-

ation of these parameters. 

For the so-called higher band parameters 01 , 02• 03 , K and F we 

used the HgSe values. The values of those parameters are mainly de-
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termined by the energy distance from the r6 • r7 and r8 bands to the 

higher bands. Al though the f 
6

, f 7 and f B band energies shift about 

50 meV per percent of Mn, this shift is small compared to the energy 

distance to the higher bands. Therefore. the higher band parameters 

are not expected to change very drastically for low Mn concentrations, 

and we use the HgSe values for these parameters also in the calcula­

tions for Hg
1 

Mn Se. However, for HgSe several different sets of -x x 
values for these parameters are reported. Because we are interested in 

the spin splitting of the conduction band it is obvious to take a set 

of higher band parameters determined in an experiment concentrating on 

the spin spli tting of the conduction band [ 4]. These parameters are 

listed in table 7. 1. F is taken equal to zero, because the spin 

spli tting of the r 
8 

conduct ion band is not sensi tive to this param­

eter. F influences only the spin splitting of the r 6 band. The dif­

ference ; 2 - ; 3 actually describes the warping anisotropy of the Ferm! 

surface. The numerical value of ; 2 - ; 3 given in [4] is in agreement 

with the other reported sets of higher band parameters [6,7]. lt is 

important to note that the higher band parameters of [4] were deter­

mined using the Pidgeon Brown model, i.e. neglecting inversion asym­

metry effects. We calculated the influence of the inversion asymmetry 

on the spin splitting under the same experimental conditions for which 

E 
g 

p 

A so 

= -0.270 + 4.4 x eV 

= 7.2 10-lO eVm 

= 0.390 eV 

= 5.77 

l3 = -0.57 

K. = 0.98 

F = 0 

N1 = 0 

q =0 

Tabl.e 7.1 Ba.ndp:u-ameters 

for Hg1_xllnxSe 
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these higher band parameters were determined. Like already shown in 

chapter 4 the inversion asymmetry contribution becomes smaller with 

increasing magnetic field. For carrier densities of approximately 
24 -3 1.0 10 m the inversion asymmetry contributes at 5 T less than 5 

percent to the spin splitting. For lower carrier densities and higher 

fields [4] this contribution becomes even smaller. Therefore we feel 

justified to use this set of higher band parameters, although this set 

has been determined without taking the inversion asymmetry into 

account. 

Both parameters N1 and q influence the spin split ting of the r 8 
conduction band. However N1 acts mainly on the spin splitting of the 

r 6 band. Both N1 and q contribute in a similar way to the anisotropy 

of the spin splitting as the higher band parameters described above. 

N1 and q do not give a significant refinement .of the description of 

the spin splitting of the conduction band. The warping of the Fermi 

surface remains unaffected by these parameters. Taking into account 

these considerations we put N1 and q equal to zero. 

The values of the other band parameters like the exchange inte­

grals a and ~ and the inversion asymmetry parameters C, G and N2=N3 
are discussed later on. 

7.2 lfa.gnetisation 

A typical example of magnetisation results measured for different 

temperatures is shown in fig. 7.1 for Hg0 .975Mn0 . 025se . The data are 

fitted with the modified Brillouin function (eq. 3. 7). The fit param­

eters S
0 

and T
0 

for this and other samples are listed in table 7.2. 

For temperatures below 4.2 K. which is the region in which our SdH 

data were taken, the temperature dependence of S
0 

and T
0 

can be 

linearised 
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Tabte 7.2 Magnetisation fit pa.rruneters 
S

0 
and T

0 
for Hg1_xMnxSe 

x = 0.0048 x = 0.0055 
T s T T 

0 0 

2.53 1.43 0.10 1.5 
3.22 1. 73 0.37 2.24 
4.20 1.82 0.20 3.20 
6.0 2.24 0.95 4.22 
9.0 2.55 0.98 7.5 

10.0 
15.0 

x = 0.014 sample 2114-3 x = 0.025 
T s T T 

0 0 

1.5 1.45 0.96 1.6 
2.25 1.44 1.00 2.18 
3.25 1.42 0.97 3.19 
4.25 1.36 0.86 4.2 
7.5 1.21 0.08 7.5 

10 1.16 0.2 12.0 
15 0.92 -3.2 18.0 

x 0.05 sample 2138-2-1 x = 0.057 
T s T T 

0 0 

1.4 1.13 3.73 1.6 
2.25 1.14 3.77 2.41 
3.18 1.19 3.90 3.20 
4.2 1.18 3.82 4.20 
7.5 1.14 3.1 11.5 

12 1.01 0.75 
17 1.38 0 

x = 0.106 sample 153-4 
T s T 

0 0 

1.4 0.61 4.90 
2.25 0.63 4.85 
3.18 0.64 4.80 
4.2 0.59 3.69 
7.5 0.58 2.5 

12 0.60 1. 7 
18 0.44 -5.1 

sample 2113-4 
s T 

0 0 

1.64 0.16 
1.62 0.12 
1.58 -0.00 
1.55 -0.19 
1.34 -1.10 
1.04 -3.44 
0.83 -5.9 

s T 
0 0 

1.58 2.32 
1.54 2.14 
1.66 2.54 
1.55 2.24 
1.47 1.9 
1.33 0.5 
1.44 0 

s T 
0 0 

1.09 3.69 
1.04 3.19 
1.04 3.23 
1.11 3.72 
1.34 2.03 
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Fig. 7.1 

The magnetisation of 

Hg0.975Mn0.025Se for 
different temperatures. 

The curves are fits 

with the modified 

Brtllouin function. 

The values of S
00

, S
01

, T
00 

and T
01 

are listed in table 7.3. 

The temperature dependence of S
0 

and T
0

, we observed in our ex­

periments is neglected in the determination of S
0 

and T
0 

in ref. 

[8,9]. Raw data on the magnetisation are given only by Staguhn [9] for 

x = 0.02 and x = 0.042. These data were measured in fields up to 15 T. 

We analysed these data in the field range (B < 5 T) and temperature 

range (T < 4.2 K) which are of interest for our SdH data. The obtained 

fit parameters S
0 

and T
0 

are given in table 7.4. The bottom line gives 

the temperature independent parameters determined over the whole 

temperature and field range by Staguhn [9]. Comparing these parameters 

to those obtained from our own experiments we conclude that our 
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îable 7.3. Coefficients for the linear temperature 
dependence of S

0 
and T

0
. 

x sample s sol T Tol 00 00 

0.0048 1.13 0.165 -0.49 0.24 
0.0055 2113-4 1.0 0.036 0.39 -0.13 
0.014 2114-4 1.50 -0.030 1.06 -0.039 
0.025 1.58 0.0 2.31 0.0 
0.050 2138-2-1 1.10 0.023 3.66 0.054 
0.057 1.08 0.0 3.46 0.0 
0.106 153.4 0.64 -0.01 5.73 -0.42 



Table 7.4 Magnettsation fit i:nrruneters for Hg1_xMnxSe 

from the data by Stuguhn [9] 

x = 0.02 x = 0.042 

T s T T s T 
0 0 0 0 

2.0 1.30 1.8 1.8 1.45 2.7 
4.2 1.35 2.1 4.2 1.50 3.4 
r9l 1.35 1. 7 rsi 1.5 5.2 

results could not have been obtained by the interpolation of the 

results in table 7.4. 

In [10] a similar temperature dependence of S and T was observed 
0 0 

as in our experiments. However, in [10] only data for x > 0.05 were 

fitted with the modified Brillouin function. For lower x no direct 

experimental results were given in [10]. 

From the comparison of our experimental results with those pub­

lished in literature [8-10] we conclude that the fit of the magneti­

sation data is improved by using temperature dependent fit parameters 

S
0 

and T
0

. 
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7.3 Shubnikov de Haas results and discussion 

In this section we present the results of the SdH measurements on 

HgSe and Hg 1_xMnxSe. Fig. 7.2 presents a typical set of SdH measure­

ments taken at 2.2 K on a Hg0 .975Mn0 . 025se sample with a carrier 

density of 1.2 1024 m-3. The angle between the magnetic field and the 

[001]-axis is indicated in the left part of the figure. A strong 

variation of the nodal field position with magnetic field orientation 

is clearly observed. The shift of the oscil lation peak posi tions 

corresponding to the anisotropy in the osc il la tion per iod is less 

visible on this scale. 

0.7 1.0 l3 
BIT) 

1.6 

7.3.1 Shubnikov de Haas oscillation period 

Fig. 7.2 

SdH recorder traces for 

Hg0 _975Mno.off3e at 2.22 K 

for n = 1.2 1024 m-3 at 
e 

uarious magnetic field 

orientations. The field 

is in the (llO)-plane. 

Angles between magnetic 

field and [001]-axis 

are giuen. 

Figs. 7.3 to 7.5 give the first experimental results of measure­

ments of the anisotropy of the SdH oscillation period for Hg1_xMnxSe. 

For comparison the anisotropy of the oscillation period of pure HgSe 

is given in fig. 7.6. For each sample data were taken for different 

carrier densities. 
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Fig. 7.4 As fig. 7.3 for x = 0.025. 
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In all cases except for x = 0.05 the magnetic field was rotated 

around the [110]-axis, permitting the orientations B Il [110], [111] 

and [001] (configuration 1 in fig 7.7). For the x = 0.05 sample B was 

rotated around the [001]-axis allowing the orientations B Il [110] and 

[100] (configuration 2 in fig 7.7). The curves are calculated with the 

modified Pidgeon Brown model (section 3.1.5) for the parameters given 

in table 7.1, using only the Fermi energy as a fit parameter. 

[001] [001] 

1Ho1 - -

[100] 
[100] 

configuration 1 configuration 2 

Fig. 7.7 Definition of the orientations. 

In the field region where the data were taken, the spin splitting 

of the oscillation peaks remains unresolved. In that case the observed 

peak positions are determined by the superposition of a spin-up and a 

spin-down peak. The resul ting peak posi tion is related to the mean 

value of the spin-up energy and the spin-down energy for a certain 

Landau level. Because we are dealing with the mean energy values for 

both spin levels. the split ting of the levels does not affect the 

oscillation peak positions. Therefore the inversion asymmetry and the 

exchange interaction can be neglected in the determination of the 

anisotropy of the oscillations. The mean energy follows the warping of 

the bands which is wel! described by the Pidgeon Brown model, using 

only the higher band parameters ll' 1 2 . ; 3 . K and F. The good fit of 

the oscillation period for all Hg1_xMnxSe samples using the HgSe 

values of the higher band parameters, proves that the Mn composition 

has a negligible influence on these parameters for low x. 
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7.3.2 Nodes in the Shubnikou de Haas oscillation amplitude 

Hg1_xMnxSe 

Fig. 7.2 shows some typical SdH recorder traces for a Hg1_xMnxSe 

sample with x = 0.025 for T = 2.22 K. The nodal field positions ob­

served in these curves are plotted in fig. 7.Sb as a function of the 

field orientation. The angular dependance of the nodes observed for 

other temperatures is also shown in fig. 7.Sb. Fig. 7.Sa gives similar 

curves as fig. 7.Sb for the same sample, for a different carrier 

density. All data were taken for the sample in configuration 1. 

Figs. 7.9a,b and 7.10 show the nodes for the samples with x = 0.05 

and x = 0.0055. These data were taken for the sample configuration 2. 

The nodes observed for the x = 0.05 sample clearly shift with tempe­

rature, whereas the nodal positions for the x = 0.0055 sample depend 

only weakly on the temperature. 
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HgSe 

For comparison we also measured the nodal field positions for pure 

HgSe as shown in fig. 7.11. These nodes are insensitive to temperature 

variations. Our observations of the shape of the anisotropy of the 

nodal field positions, the temperature behaviour and the dependence on 

the carrier density agree with the results reported by Whitsett [11] 

and Seiler et al. [12]. Fig. 7.12 by Seiler et al. [12] shows for 

B u [001] a second maximum in the nodal fields. Our samples did not 

show SdH oscillations in the low field region where these maxima and 

the other low field nodes were observed. 

2.0 ~~-----~---~~ 

15 

60 

5.2 1023m-3 

2.8 1023m-3 

30 0 
angle between Band [001J·axis 

Fi.g. 7.11 

Vari.ati.on of the nodal field 

posi.ti.ons for HgSe with mag­

netic field orientation at 

different temperatures for 

different carrier denstties. 
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Fig. 7 .12 

Nodal field posi.ti.ons for 

HgSe as measured by Seiler 

et al. [12]. 
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Discussion of the results 

From the results for the Hg1_xMnxSe samples with x = 0.025 and 

x = 0.05 we can deduce the following essential features. 

i) The nodes shift smoothly with changing field orientation similarly 

as for pure HgSe. Maxima in the nodal f ields are observed for the 

same orientations as for HgSe namely for BH [111] and BH [001]. 

ii) The nodes shift towards lower fields when the carrier density 

decreases. 

iii)The nodal fields are strongly temperature dependent. 

From i) and ii) we conclude that the anisotropy of the nodes is re­

lated to the same mechanism causing the nodes in pure HgSe. The nodes 

in HgSe are caused by the splitting of the conduction band due to the 

lack of inversion symmetry in the zine blende structure [13,14]. The 

shape of the anisotropy of the nodal posi tions remains the same, 

irrespectively of the Mn concentration. The nodes in HgSe are tempe­

rature independent in contrast to iii). Even fora small amount of Mn 

(x = 0.0055), the nodal field positions shift with temperature. This 

temperature dependance of the nodes is, like for other SMSC [ 15]. 

attributed to the exchange interaction. 

From the discussion above it is clear that we need a model which 

includes both the effects of inversion asymmetry and exchange inter­

action to give an accurate description of the dependence of the nodes 

on field orientation and temperature. 

We will emphasise the need for a new model. by showing that the 

modified Pidgeon Brown model fails to describe the angular dependence 

of the nodes {fig. 7.13). The nodal field positions as predicted by 

the modified Pidgeon Brown model are given by the solid curve. The 

parameters used in these calculations are the same as those used to 

describe the anisotropy of the oscillation period except for the 

exchange integrals a = -0.8 eV and f3 = 1.3 eV as detennined in the 

next section. 
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7.3.3 Exchange intera.ctton 

Fi.g. 7.13 

Observed nodal field 

positions for 

Hg0.975Mno.o~e at 

2.03 K, compared to the 

posi.ti.ons predicted by 

the modif ied Pidgeon 

Brown model (solid curve). 

For the determination of the exchange integrals we have to sepa­

rate the exchange part of the spin splitting from the other contri­

butions as given in eq. 2.9. As we have seen in fig. 4.2 the inversion 

asymmetry does not contribute to the spin splitting for e oriented 

parallel to the [110]-axis. Therefore we use only data obtained for 

this orientation. In that case only the spin-orbit interaction and the 

exchange interaction contribute to the spin splitting. The magnitude 

of the spin-orbit part AE can be calculated from our bandmodel for sp o 
a given EF using the bandparameters in table 7.1. The exchange part of 

the spin splitting is proportional to <Se> 

(7.4) 

where J represents the strength of the exchange interaction. <Se> is 

known from the magnetisation and x is the Mn concentration. The spin 

* splitting AE divided by the Landau splitting AEL = he B/m can now . sp 
be written as 

v = 
AEsp 0 J x <Sa> 

--=-'""---- + -----
n e B / m * heB/m* 

(7.5) 
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Because the effective electron mass m* can also be calculated from the 

bandmodel, the interaction strength J remains the only indetermined 

parameter in the right hand side of this expression. 

For the v-value we only know. that in a node v = k + 1/2. with k 

being an integer value. The ambiguity in the k-value can be eliminated 

by fitting the measurements of the temperature dependence of the 

amplitude of the SdH oscillations to eq. 2.8. This is illustrated for 

the Hg0 . 975Mn0 .025se sample. For this sample the oscillation amplitude 

at a constant field of 1 T is plotted as a function of temperature in 

fig. 7.14. Anode occurs for T = 1.8 K. For this node we start with an 

estimated value for the integer k. Substi tut ion of the resul ting 

v-value in eq. 7.5 yields the corresponding value for the interaction 

strength J. In the high temperature node, k is increased by 1. The 

only temperature dependent quantity in eq. 7.5 is <S8>. Now we have to 

increase the temperature until <S
8
> reaches the value where eq. 7.5 is 

satisfied for the new v-value. This yields the temperature where the 

next node is expected. For v in the 1.8 K node chosen equal to -7/2, 

-5/2, -3/2, the high temperature node is expected for 3.8 K. 5.4 K and 

19 K respectively. From fig. 7.14 it is clear that the next node 

occurs very close to 5.4 K. Thus we find that -5/2 is the correct 

v-value for the node at 1.8 K. The solid curve in fig. 7.14 gives the 

temperature dependence of the amplitude of the first harmonie of the 

oscillations as calculated from eq. 2.8 under the conditions v = -5/2 

at 1.8 K . 
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The values of the exchange integrals a and p can be obtained from 

the interaction strength J. Because the band electron wave functions 

are mixtures of s and p-symmetric wave functions. both a and p con­

tribute to J 

(7.6) 

f 1 and f
2 

depend only on the bandparameters and the Fermi energy, and 

can be calculated with the bandmodel. Using eq. 7.5, we can determine 

J from the experimental conditions where a node occurs. Thus eq. 7.6 

becomes a relation in which a and p are the only unknown parameters. 

Repeating this procedure for a sample with different carrier 

density and corresponding different EF' results in a second equation 

in a and p. Solving these two independent equations yields the values 

for a and p. In the case the samples have carrier densities in a 

narrow range, the coeff icients of these equations do not differ very 

much, because f 1 and f 2 do not vary very rapidly with EF. In that case 

a small inaccuracy in one of the coef f icients can cause a large change 

in the values of a and p determined from these equations. 

Applying the procedure mentioned above on data collected for 

Hg0 .975Mn0 . 25se, we obtain the following values for the exchange 

integrals: a = 0.8 ± 0.3 eV and p = 1.3 ± 0.3 eV. For 

Hg0 .95Mn0 _05Se, the data can be fit with the same values. 

From our resul ts we conclude that the exchange parameters are 

independent of the Mn composition. Before comparing these values to 

the values for other SMSC we first discuss the accuracy of the deter­

mination of a and p, taking the case of Hg0 .975Mn0 _025se as an 

example. 

Inaccuracies in the determination of the field and temperature 

where the nodes occur enter the calculations via <SB>IB in eq. 7 .5. 

The experimental error in the temperature measurement is less than 

0.05 K for T > 2 K; and less than 0.1 K for T < 2 K. The field value 

can be given wi th an accuracy of ± 0.05 T. This leads to 1 percent 

uncertainty in <SB>IB for T > 2 K and 2.5 percent for T < 2 K. For the 

error ranges of the exchange integrals this results in 0.2 eV and 

0.3 eV for T > 2 K and T < 2 K respectively. 
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The magnetisation enters the calculations via <Sa>. The accuracy 

of values for <Sa>. obtained by the interpolation of data from liter­

ature. would not have been better than 5 percent. A change of 5 per­

cent in the value for <Sa>• yields changes of 0.5 eV in the values of 

the exchange integrals. This demonstrates the need for a very precise 

determination of <Sa>. Our magnetisation measurements give <Sa> with 2 

percent accuracy. yielding an error range of 0.2 eV for the exchange 

integrals. 

The Mn composition enters the calculations both directly and via 

the composition dependence of the bandgap. Changing x from 0.025 to 

0.0275 leads to changes in a and p of 0.2 eV. The uncertainty in the 

concentration values for our samples is less than 2 percent, resulting 

in a negligible contribution to the error in a and p. 
The most serious errors in the values of a and P are caused by 

neglecting the anisotropy of the bandstructure. To demonstrate this we 

also determined a and P from data obtained for a H [001]. In contrast 

to the case where a is oriented parallel to the [110]-axis, the inver­

sion asymmetry contributes sign!f!cantly to the spin splitting for B H 

[001]. The va lues of a and P obtained in this case are 

a = -0.3 ± 0.3 eV and P = 1.1 ± 0.3 eV. All values of a and P reported 

in literature are determ!ned from experiments on unor!ented samples 

[1-3]. Do!ng this one neglects the anisotropy of the bandstructure and 

the values of a and p scatter over a large range -0.3 < a < -0.9 eV 

and 0. 7 < P < 1. 5 eV. This proves that the anisotropy of the band­

structure cannot be neglected in the determination of a and p. 

Notwithstanding the experimental inaccuracies, the values for the 

exchange integrals we determined for Hg1_xMnxSe, a = -0.B eV and 

p 1.3 eV. follow the genera! trends for the exchange integrals in 

Il-VI SMSC. The value of the exchange integral a for electrons with an 

s-symmetric wave function yields a ferromagnetic interaction, whereas 

the value for the exchange integral P. for wave functions wi th p­

symmetry, indicates an antiferromagnetic interaction. Furthermore our 

results show that IPI > lal. Also the tendency is followed that the 

ratio between IPI and lal is smaller for narrow-gap SMSC than for 

wide-gap SMSC (see table 7.5). 
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Table 7.5. Exchange integrals for 
some II-VI compounds 

lal [eV] 1131 [eV] 13/a 

ZnMnSe 0.29 1.4 4.8 
ZnMnTe 0.20 1. 1 5.5 
CdMnSe 0.23 1.26 5.5 
CdMnTe 0.22 0.88 4.0 
HgMnSe 0.8 1.3 1.6 
HgMnSe 0.3-0.9 0. 7-1.5 1.6-2.3 
HgMnTe 0.4-0.7 0.6-1.4 1.5-2.0 
MnSe 0.33 1.05 3.2 
MnSe 0.33 1.35 4.1 

ref. 

[16] 
[16] 
[16] 
[16] 

our work 
[16] 
[16] 
[17] 
[17] 

The values of a and /3 for MnSe and MnTe, obtained from spin po­

larised band calculations, are the only theoretica! values available 

until now [17]. The calculations were performed assuming that MnSe and 

MnTe are wide-gap ferromagnetic semiconductors with zine blende struc­

ture. Apparently these theoretica! values agree only with the experi­

mental results for wide-gap SMSC and not for narrow-gap SMSC. This is 

related to the origin of the exchange interaction as qualitatively 

discussed by Bhattacharjee et al. [18]. According to Bhattacharjee et 

al. two mechanisms contribute to the exchange interaction constants 

i) The normal exchange mechanism originating from the interaction 

potential between band electrons and d-electrons. 

ii) The additional mechanism due to hybridisation of the wave 

functions for the band electrons and the d-electrons, in the 

case the d-levels are located in one of the bands. 

The first contribution is independent of the symmetry of the bands and 

will therefore be approximately the same for a and 13. The second 

contribution depends strongly on the symmetry of the bands. The d­

levels are located in the valence bands. For wide-gap SMSC the valence 

band states are constructed of p-symmetric wave functions. Therefore 

the hybridisation contribution affects in wide-gap SMSC only the value 

for p, resulting in a large difference of the values for a and p. In 

narrow-gap SMSC the band states of both the conduction band and the 

valence band, are constructed of mixtures of s and p-type wave func­

tlons. The d-levels for Hg1_xMnxSe are again located in the valence 
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band [19]. This result also holds for Hg1 Mn Te [20]. Hybridisation -x x 
of d-states with the valence band involves both s and p-symmetric wave 

functions, resulting in additional contributions to both a and~- This 

explains qualitatively the difference in exchange integrals obtained 

for wide-gap and narrow-gap SMSC. 

7.3.4 Inuersion asymmetry 

HgSe 

We start with the determination of the inversion asymmetry param­

eters for pure HgSe, because only the spin-orbi t interactionand the 

inversion asymmetry contribute to the spin splitting for this materi­

al. This reduces the number of parameters describing the spin split­

ting. The inversion asymmetry part of the spin splitting is described 

by three parameters: C, C and N
2

=N
3

. 

Like the exchange interaction parameters in the previous section, 

also the inversion asymmetry parameters are determined from the spin 

splitting nodes in the SdH amplitude. In addition to our data also 

data published by Seiler et al. [12] are used in our analysis. The 

procedure to determine the values of the inversion asymmetry param­

eters from the nodes is illustrated in fig. 7 .15. This figure gives 

C•O 

75 c:>< 
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<11 
E 
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" <11 
c 
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C>< 70 

0 tS 0 1.S 
G 

Fig. 7.15 F.nergy leuels of the conduction band of HgSe, as a function 

of the inuersion asymmetry parameters. Further explanation 

is giuen in the text. 
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the energy levels of the electrons near the Fermi energy calculated 

for the field strength and orientation where a given node occurs in 

the experiments. The bandparameters used in this calculation are 

listed in tabla 7.1. The inversion asynunetry parameters are adjusted 

in order to fulfil the condi tions for a node to occur: the ratio v 

between spin splitting and Landau splitting equals 1/2. In fig. 7.15 

N2=N3 is kept equal to zero. In the left part of fig. 7.15 C = 0 and G 

is varied from -1 to+ 1.5. In this range the condition v 1/2 cannot 

be satisfied. For the other C-values in the figure G is varied over 

the same range. The arrows mark the position where v 1/2. The col-

lection of C,G-combinations, where this relation is fulfilled, leads 

to a curve in the C,G-plane. If this procedure is repeated for dif­

ferent values of N2:N3 one obtains a surface in the three dimensional 

C,G,N2=N3-space. 

The analysis of nodes for other orientations of this sample and 

for samples with different carrier densities yields other surfaces in 

the C,G,N2=N3-space. In principle it should be possible to find from 

the intersection of these surfaces one unique set of values for C, G 

and N2=N3 , fitting the data obtained for all orientations and for all 

carrier densities. However, as we have seen in chapter 4, the shape of 

the anisotropy for the inversion asynunetry part of the spin splitting 

is almost the same for each of the three parameters (fig. 4.2). There­

fore the analysis of the orientation dependence of the nodes is not a 

very sensitive method to distinguish between the influence of each of 

the inversion asynunetry parameters (the surfaces in C,G,N2=N3-space 

corresponding to the different orientations coincide). 

In principle only the different k-vector dependance of the matrix 

elements corresponding to the different inversion asynunetry parameters 

allows to determine the values of these parameters independently. Fig. 

7. 16 shows the k-dependence of the split ting of the conduction band of 

HgSe in the absence of a magnetic field for the different inversion 

asymmetry parameters. The split ting is calculated using the 8 x 8 

Hamiltonian matrix in table 3.1. The k-vector is chosen parallel to 

the [110]-axis. 

One cannot distinguish between the influence on the splitting due 

to G and N
2

=N3 , because the corresponding matrix elements vary both 

quadratically wi th k. This implies in reverse that there is no need 
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for a refinement in the description of the inversion asymmetry by the 

parameter N2=N3 . Therefore we concentrate on C and G and keep N2=N3 
equal to zero. However, even though the splittings due to C and G have 

a different k-dependence (fig. 7.16). the k-dependence cannot be used 

to determine the parameter values independently: experimental data are 
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available only for carrier 
24 -3 4.0 10 m . This corresponds 

densities between 0.5 1024 m-3 and 
8 -1 

to the k-vector range from 2.5 10 m 
8 -1 to 5.0 10 m . In this range the quadratic increase of the splitting 

with increasing k can hardly be distinguished from a linear increase 

of the splitting (fig. 7.16). 

Because we cannot give one single set of values for C and G, we 

summarise our results in the relation 

-11 -11 C = (2.5 ± 0.3) 10 eVm - G (1.6 ± 0.3) 10 eVm (7.7) 

We cannot determine the values of the inversion asymmetry param­

eters separately, because they cause a similar behaviour of the spin 

splitting. The other way around, only one of the parameters is suf­

ficient to describe the invers ion asymmetry. For this "effective" 

parameter we choose C, because the addition of terms linear in k is 

the simplest and theref ore the most obvious way to include the inver­

sion asymmetry in the Hamiltonian. 

Hg0.975Mno.02fi3e 
For the determination of the effective inversion asymmetry param-

eter C for Hg0 .975Mn0 _025se we use the nodal field positions measured 

for the sample with n = 1.2 1024 m-3 at 2.03 K. From the determina-
e 

tion of the exchange integrals a and P we know that the v-value f or 

these nodes equals -2.5. The procedure to determine C is shown in fig. 

7.17. This figure shows the spin split energy levels of the conduction 

band near the Fermi energy for three magnetic field orientations. The 

spin levels belonging to the Landau level closest to the Fermi energy 

are given by the solid curves. For each field orientation we start on 

the left with the energy levels without exchange interaction and 

without inversion asymmetry. Then we increase a to -0.8 eV and after­

wards P to 1.3 eV, the values obtained in section 7.3.3. We now obtain 

the energy levels in the presence of exchange interaction but still 

without inversion asymmetry. Finally the inversion asymmetry parameter 
-11 C is increased from 0 to 5.0 10 eVm. The nodes occur when the spin 

splitting equals 2.5 times the Landau splitting. This way we can 

determine the value of C, resulting in C = 2.4 10-ll eVm in the 

B u [001] orientation and C = 2.3 10-ll eVm for B U [111]. As we 
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expected for the B u [110] orientation, the splitting remains constant 

when C increases. Only a slight shift of the levels is observed. 

Choosing C equal to 2.3 10-ll eVm we can now calculate for the 

first time the complete angular dependance of the nodal positions in 

the SdH amplitude. In fig. 7.18 we compare the calculated positions 

(solid curves) to the experimental data shown in fig. 7.Bb. The agree­

ment of the angular dependance is very good. The experimentally ob­

served decrease of the anisotropy of the nodal positions with increas­

ing magnetic field is very well reproduced by our calculations. 

Hgo.9fiMno.or:fe 
For Hg0 _95Mn0 .05Se we followed the same procedure for the deter-

mination of the parameter C as we used for Hg0 .975Mn0 _025Se. This is 

shown in fig. 7.19 for the sample with n = 2.07 1024 m-3. We use the e 
same exchange integral values as in the case of Hg0 _975Mn0 .025se. The 

value obtained for Cis 1.0 10-ll eVm. 
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Fig. 7.19 Energy levels of the conduction band for two magnetic field 

orientations, calculated for Hg0 _ 9~n0 _ 0SSe for a = -0.8 eV 

and~= 1.3 eV and C increasing from 0 to 2.0 10-11 eVm. 

Further explanation is giuen in the text. 

Wi th our bandmodel we can only calculate the energy levels for 

magnetic field orientations in the (110)-plane. Because the measure­

ments for this sample were done in configuration 2, the experimental 

data can be fit only for the two field orientations given in fig. 7.19 

and a complete calculation of the angular dependence of the nodes 

cannot be given for this sample. 

Discussion 

We have clearly demonstrated for the x = 0.025 sample that our new 

bandmodel can fit the anisotropy and the temperature dependance of the 

nodes in the SdH amplitude using only one effective inversion asym­

metry parameter. The value of this parameter is not consistent for 

different Mn concentrations: the C value of 2.3 ± 0.1 10-11eVm for 

x = 0.025 agrees very well with the C,G-relation derived for HgSe. The 

value of C = 1.0 1011 eVm obtained for x = 0.05 does not fulfil this 

relation. 
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The large decrease of the effective inversion asymmetry parameter 

C, when changing x from 0.025 to 0.05 is surprising because the values 

of the inversion asymmetry parameters C, C and N2::::N3 are mainly deter­

mined by interaction wi th higher bands. As al ready mentioned in the 

discussion of the higher band parameters describing the warping, the 

energy distances to the higher bands change only weakly due to the 

admixture of Mn in the lattice. Consequently also the interactions 

with these higher bands should be insensitive to variation of the Mn 

concentration. Therefore the effective value of C, including the 

effects of all the three inversion asymmetry parameters, is expected 

to be constant for all Mn concentrations. Nevertheless, we found 

experimentally that the addition of Mn influences the inversion asym­

metry effects (compare the results for x = 0.025 and x = 0.05). 

Therefore we estimated the variation of the inversion asymmetry 

part of the spin splitting due to the change of the bandgap with Mn 

concentration. For fixed values of the inversion asymmetry parameters 

C. C and N2::::N3 we calculated the splitting of the bands as a function 

of the bandgap. For a constant k-vector value the splitting due to C 

and to N2::::N3 turned out ot be insensitive to variation of the bandgap. 

The split ting due to C decreases by 10 percent when the bandgap is 

changed from -0.27 eV (x = 0) to -0.16 eV (x = 0.025), and another 10 

percent fora further change of Eg to -0.05 eV (x = 0.05). 

One can possibly explain the observed splitting for x = 0.025 and 

x = 0.05 by assuming that apart from C, also C contributes to the spin 

splitting and that both contributions partly compensate each other. 

The compensation changes with Mn concentration because the contribu­

tion originating from C depends on the bandgap. The estimated values 

of C and C, fitting the results for both Mn concentrations, are: 

C = 9.0 10-ll eVm and C = -8. These values are very large compared to 

the other results and do not fit to the C,C~relation obtained for 

HgSe. Therefore this set of values is unacceptable. 

We cannot compare our resul ts to other values determined for 

Hg1 Mn Se, because no values are published in literature so far. Even -x x 
for the host material HgSe, very little is known on the numerical 

values of the inversion asymmetry parameters. Witowski [21] determined 

va lues for C and C from magneto-optical experiments. The parameters 

are obtained from the analysis of the relative strengths of observed 
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resonances corresponding to different optica! transitions as a func­

tion of the crystal orientation. Witowski obtains two sets of values: 

one for C and G with opposite signs (C = 1.1 10-ll eVm and G = -0.3) 

and another one for C and G with equal signs (C 7 .0 10-ll eVm and 

G = 60). The values with opposite signs are the closest to the 

C,G-combinations satisfying eq. 7.7. 

A theoretica! estimate of the parameters is only given for C. 

Cardona et al. [22] determined the value for C independently of the 

other invers ion asymmetry parameters. The resul ting value is 

0.8 10-ll eVm. 

Considering the scatter in the reported values of inversion asym­

metry parameters for the Hg1_xMnxSe-HgSe system, we have to keep in 

mind that even for InSb, the narrow-gap semiconductor which is most 

widely investigated, no consistent set of inversion asymmetry param­

eters is available. Weiler et al. [23] found that data on absorption 

coefficients observed in experiments can be fit with three different 
-11 

sets of parameters: C = -3.0 10 eVm, G = -0.21, N2=N3 0.61; C = 
-3.0 10-12 eVm, G = -3, N2=N3 = -1. and C = 3.0 10-11 eVm, G = -0.9, 

N2=N3 = -0.4. The values vary over more than one order of magnitude 

and even change their signs. Also the values for C determined experi­

mentally by Pidgeon and Groves [24] and Bell and Rodgers [5] show a 

similar scat ter. 

Concluston 

Al though we cannot give a consistent set of inversion asymmetry 

parameters for the Hg1_xMnxSe-HgSe system, we have shown in this 

section that the inversion asymmetry is indeed responsible for the 

strong anisotropy of the nodal field positions. 

7.3.5 Zero-field spin splitting 

According to the theory of exchange interaction used in the pre­

ceeding parts of this chapter the exchange contr ibution to the spin 

splitting is proportional to the macroscopie magnetisation [26]. Thus 

the exchange part of the spin splitting should vanish in the absence 

of a magnetic field. Contrary to this theoretica! expectation, some 
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observations of a finite spin level splitting at zero magnetic field 

are reported. The size of this zero-field splitting amounts up to a 

few meV: 0.4 meV in Pb0 .99M.n0 .01 re [27]. 1.25 meV per percent of M.n in 

Pbl-xM.nxS [28], 7.5 meV in Hg0 _91 M.n0 . 09re [29]. 0.72 meV in 

Hg0 .98M.n. 02se and 1.82 meV in Hg0 .96M.n. 04se [9]. 

In all these experiments, except in the case of Pb1_xM.nxS, the 

influence of the zero-field splitting was determined from extrapola­

tions of the spin splittng to the zero-field case. Since these experi­

ments prove that the effects of a finite zero-field splitting can 

still be present in an external magnetic field, we may expect that the 

zero-field splitting will also affect our SdH measurements. 
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In our search for possible effects of zero-field spli tt1ng in 

Hg1_xMnxSe we use the data for x = 0.025. Of all our samples, the most 

complete set of data on nodal field posi tions was obtained for this 

sample. For these nodes we determined the value of the spin splitting 

AE . In figs. 7.20 and 7.21, AE is plotted versus <Sa>· <Sa> is sp sp 
determined from the magnetisation data for the fields and temperatures 

where the nodes occur. Figs. 7.20 and 7.21 give the data for the 
24 -3 23 -3 samples with ne = 1.2 10 m and 7.4 10 m respectively. The 

different symbols represent the different orientations of the magnetic 

field. The splitting at zero field is found by linear extrapolation of 

these data to <Sa> = 0 (i.e. a = 0 T). For both carrier densities we 

find a zero-field splitting of 1.5 meV. This value is of the same 
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order of magnitude as the values reported in refs. [9,26-28]. These 

authors attribute the zero-field splitting completely to the exchange 

interaction. The inversion asymmetry, however, can cause a splitting 

of the bands at zero field as well. To obtain purely the exchange part 

of the spin splitting (AE ) we substract the contributions of the sp ex 
spin-orbit interaction (AE ) and the inversion asymmetry (AE . ) sp o sp ia 
according to eq. 2.9. AE 1 was calculated using C = 2.3 io-11 eVm sp a 
for the effective inversion asymmetry parameter as obtained for this 

sample. The resulting AE values are plotted versus <S8> in figs. sp ex 
7.22 and 7.23. Note that after substraction of AE and AE i the sp o sp a 
splitting does not depend on the field orientation anymore. 

For <S8> values above 0.5 the experimental values of AE sp ex 
deviate only negligibly from the relation AE = J x <S

8
>, given by sp ex 

the solid lines in fig. 7. 22 and 7. 23. This re la tion was used to 

determine the exchange integrals a and ~ in section 7.3.2. Therefore 

we conclude that even if a finite splitting exists at zero field, it 

does not affect the obtained values for a and ~-

From a linear extrapolation of AE to <S8> = 0 in figs. 7.22 sp ex 
and 7.23 we find much smaller zero-field splitting energies: 0.20 meV 

24 -3 23 -3 and 0.27 meV for ne = 1.2 10 m and 7.4 10 m respectively. This 

indicates that the ef f ects of inversion asymmetry must be taken into 

account in the determination of zero-field splitting energies. 

Staguhn [9] neglected the inversion asymmetry and found a zero­

field split ting of 0. 72 meV for a Hg1 _xMxxSe sample wi th nearly the 

same Mn concentration as our sample (x = 0.02) and n = 6.0 1022 m-3. 
e 

However, the contribution of the inversion asymmetry to the spin 

splitting is only very small for the low carrier density of the sample 

of Staguhn. Furthermore the increase of the zero-field splitting with 

increasing Mn concentration (1.82 meV for x = 0.04 and 
22 -3 ne = 6.0 10 m [9]) proves that the splitting observed by Staguhn 

cannot be attributed to the inversion asymmetry alone. 

The values for the zero-field splitting obtained from figs. 7.22 

and 7.23 come very close to the accuracy of the values for AE . sp ex 
Therefore these results do not give clear evidence for the existence 

of zero-field splitting in our samples. 
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From this section we conclude that if zero-field splitting exists 

for our samples, it is very small. The most important conclusion is, 

that a possible zero-field splitting does not influence the spin 

splitting energies from which we determined the exchange integrals a 

and ~. and therefore it is justified to neglect the zero-field split­

ting in the determination of a and ~· 
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CHAPTER VIII EXPERIMENTAL RFSULTS ON (Cd1_xMnx)3As2 AND TIIEIR 

INTERPRETATION. 

This chapter gives the experimental results on (Cd
1
_xMnx)

3
As2 and 

their interpretation. The first section discusses the bandparameters 

used for the interpretation of the data. The second sectlon deals with 

the results of the magnetisation measurements. The SdH data are pre­

sented and discussed in the last section. Special attention is paid to 

the small anisotropy of the bandstructure and to the determination of 

exchange integrals a and ~. 

8.1 Band.parameters 

For the (Cd1_xMnx) 3As2-Cd3As2 system we follow the same approach 

as for the Hg1_xMnxSe-HgSe system. For the interpretation of the data 

of the semimagnetic compound, we use a set of bandparameters based on 

the parameters of the host material. 

Also in (Cd1_xMnx)3As2 the energy bandgap depends on the composi­

tion. Until now, no relation between the bandgap and the Mn concen­

tration has been published. Therefore we have to use an estimate for 

this relation. As pointed out by Verié [1]. the bandgap of narrow-gap 

semiconductors follows an empirical rule. The bandgap energy decreases 

with increasing mean atomie number Z. The bandgap values of some 

tetragonal II-V compounds with similar crystal structures are plotted 

in fig. 8.1. In the first approach the relation between the bandgap 

and the mean atomie number is taken linear. Now from this 1 inear 

relation we can obtain an estimate of the bandgap energy of the hypo­

thetical Mn
3

As2 compound with a tetragonal crystal structure. For the 

mean atomie mass 28.3 of Mn3As2 a bandgap of 1.36 eV is obtained. We 

assume a linear increase of the bandgap with increasing x, as in other 

mixed crystals [2]. Thus we obtain the following E (x) relation for 
g 
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E (x) = -0.095 eV + x 1.45 eV 
g 

(8. 1) 
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Fig. 8.1 

Band.gap energy versus mean 

atomie number Z for tetragonal 

II-V compounds. 

The scarce data on the bandgap of (Cd1_xMnx)3As2 agree quite well with 

this relation. Neve [3] obtains E = -0.077 eV and -0.060 eV for 
g 

x = 0.01 and 0.02 respectively. The best fit of the bandgap energy 

obtained by Lubczynski et al. [4] for a sample with x = 0.083, is 

0.045 eV. 

The other bandparameters used in the interpretation of our data on 

(Cd1_xMnx) 3As2 are based on the values for Cd3As2 [5]. The values of 

the momentum matrix elements are P = 7 .21 lo-10 eVm and 
Il 

P~ = 7.43 lo-10 eVm. The spin-orbit split off energy Aso equals 

0.27 eV. The crystal field splitting parameter ó, which is character­

istic for the tetragonal distortion of the lattice, equals 0.085 eV 

for Cd3As2 . 

Our experimental data show that the tetragonal distortion 

decreases with increasing Mn concentration. This means that the 

difference P
11 

- P~ and the parameter ó depend on the Mn composition. 
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8.2 Magnetisation 

The importance of having very accurate data on the magnetisation 

of the samples bas al ready been discussed in the previous chapter. 

Magnetisation measurements were done for 7 (Cd1_xMnx)3As2 samples in 

the temperature range from 1.5 to 4.2 K in fields up to 5 T. Fig. 8.2 

shows the magnetisation of sample 1/4 CMA 38 for several temperatures. 

The sol id curves are fits with the modif ied Bri llouin function ( eq. 

3.7). The fit parameters S
0 

and T
0 

determined for this and all other 

samples are given in tabla 8.1. The S
0 

and T
0 

values of each sample 

show a monotonie temperature dependance. In the small temperature 

range in which the measurements were performed, the dependence of S
0 

and T
0 

can be linearised: S
0 

= S
00 

+ S
01 

T and T
0 

= T
00 

+ T
01 

T. The 

coeff icients S , S 
1

, T and T 
1 

are given in table 8. 2. 
00 0 00 0 

The data in tables 8.1 and 8.2 follow the trend of a decreasing 

value of S
0 

and an increasing value of T
0 

with increasing Mn concen­

tration. These changes reflect the increasing effects of the inter­

action between the Mn spins with increasing Mn content. 
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Fig. 8.2 

The m.a.gnetisation. of 

{Cd1_xMnx)3As2 , x = 0.0075 for 

different temperatures. The 

curues are fits with the 

modified Brillouin function.. 

Table 8.2 Coefficients for the Linear temperature 

dependence of 8
0 

and T
0 

x sample s sol T Tol 00 00 

0.0023 0,25CMA3B 1.65 -0.17 0.26 0.003 
0.0059 0.50CMA48 1.61 0.18 1.17 0.14 
0.0069 0,75CMA2 1.59 0.02 1.43 0.19 
0.0105 1CMA7B 1.44 0.05 1.95 0.35 
0.017 1.5CMA 1.25 0.05 3.22 0.40 
0.0165 2CMA11 1.29 0.04 3.04 0.31 
0.032 4CMA5 0.95 0.06 4.96 0.60 
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Table 8.1 Best fit parameters S
0 

and T
0 

for (Cd1_xMnx)3As2 
magnetisation data: 

114 CMA 38, x = 0.0023 3/2 CMA, x ::: 0.017 
T s T 

0 0 
T s T 

0 0 

1.5 1.61 0.27 1.5 1.32 3.81 
2.02 1.61 0.33 2.01 1.35 3.98 
2.70 1.61 0.39 2.72 1.40 4.39 
3.47 1.59 0.40 3.49 1.43 4.55 
4.2 1.57 0.36 4.22 1.46 4.9 

1/2 CMA 48, x = 0.0059 2 CMA 11 x = 0.0165 
T s T T s T 

0 0 0 0 

1.5 1.62 1.32 1.5 1.35 3.52 
2.02 1.65 1.45 2.05 1.39 3.73 
2.67 1.68 1. 72 2.70 1.41 3.87 
3.47 1.67 1.60 3.49 1.43 3.99 
4.20 1.68 1.75 4.2 1.48 4.46 

3/4 CMA 2, x = 0.0069 4 CMA 5, x = 0.032 
T s T 

0 0 
T s T 

0 0 

1.5 1.62 1.67 1.5 0.80 3.87 
2.00 1.64 1.82 2.03 1.07 6.22 
2.69 1.66 1.95 2.74 1.10 6.49 
3.50 1.60 2.14 3.46 1.17 7 .15 
4.20 1.67 2.17 4.2 1.19 7.45 

1 CMA 78, x = 0.0105 
T s T 

0 0 

1.5 1.53 2.50 
2.00 1.51 2.50 
2.71 1.62 3.09 
3.31 1.66 3.24 
4.20 1.67 3.35 
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8.3 Shubntkov de Haas results and tnterpretation 

In this section we present the results of the SdH measurements on 

(Cd1_xMnx)3As2 . A typical set of curves is given in fig. 8.3. These 

data were taken for sample 1 CMA 7B with x = 0.01 and 
24 -3 ne = 6.4 10 m . For this sample we measured the SdH signals for a 

fixed orientation as a function of the temperature. The nodes in the 

oscillation amplitude are clearly visible in this figure. 

1 ,. ' l 1 1 

111 ! 1 J.\ 1, 1 1· 
1I·1 : . 1111 

•· .. '!11 .. ' '.J 1'.· l',! 1 1• 1 
' I" 

1
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Fig. 8.3 

SdR recorder traces for 

(Cd1 _xMnx)3As2 , x = 0.01 with 

n = 6.2 1024 m-3 at different 
e 

temperatures. 1he field is 

oriented p:irallel to 

the [001]-axis. 



8.3.1 Anisotropy of the oscill~tion pertod 

Figs. 8.4 and 8.5 give some experimental results of the measure­

ments of the anisotropy of the SdH oscillation period. For the 

(Cd 1_xMnx)3As2-Cd3As2 system two mechanisms contribute to the anisot­

ropy of the oscillation period: the warping of the Fermi surface and 

the tetragonal distortion of the lattice. 

Our results on the anisotropy of the oscillation period follow the 

trend observed by Blom et al. [6]. These authors report that the 

anisotropy of the bandstructure due to the tetragonal distortion of 

the lattice decreases with increasing Mn concentration. The rate of 

anisotropy can be expressed in the ratio P 
0
/P 

90
, where P 

0 
and P 

90 

represent the oscillation periods for the magnetic field parallel and 

perpendicular to the [001]-axis respectively. The data by Blom et al. 

[6] show that P
0

/P9o decreases from 1.16 to 1.05 going from x = 0 to 

x 0.01 for n = 4.0 1024 m-3. Because P /P
9 

depends on the carrier 
e o o 

density, this ratio must be compared for equal carrier densities. 

The decrease of the anisotropy is in agreement with the observa­

tion that the difference between the lattice constants in the [100] 

and [001]-direction decreases [7,8]. This means that the crystal 

structure gradually changes from tetragonal to cubic wi th increasing 

x. A decreasing tetragonal distortion of the lattice reduces the 

crystal field splitting parameter o and reduces also the difference 

between the values of PH and Pi. In the (Cd1_xMnx)3As2-Cd3As2 system, 

the anisotropy effects due to the tetragonal distortion of the lattice 

become most pronounced for low carrier densities. Therefore an accu-

rate relation between the Mn concentration and o. PH and Pi can only 

low carrier density be obtained from 
24 -3 

(n < 1.0 10 m ). 
e 

a set 

Despite 

of samples with 

numerous attempts to reduce the carrier 

density by annealing, we did not succeed to· prepare samples with 

sufficiently low carrier densi ties. On the other hand the anisotropy 

effects become relatively less important for samples with high carrier 

densi ties. This fact. combined with the reduction of the tetragonal 

distortion i tself. leads to a reduced tetragonal anisotropy of the 

oscillation period for our samples. 
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8.3.2 Nodes in the oscillation amplitude. 

In fig. 8.6 we plotted the amplitude of the oscillations for a 

constant magnetic field as a function of temperature, for sample 

1 CMA 7 with n = 3.8 1024 m-3 . The different symbols mark the data e 
for B u [001] and B u [100]. The temperatures where the minima in the 

amplitude occur, differ less than 0.05 K for the two orientations. 

This small difference in temperatures is equal to the experimental 

accuracy in the determination of the temperature. as discussed in 

chapter 7. Therefore we cannot discern any anisotropy in the appear­

ance of the nodes. 

For all samples we observed similar results for the anisotropy of 

the nodes. From these experimental resul ts we conclude that the an­

isotropy of the nodes is negligibly small. 

Although the theoretica! work by Neve et al. [9] predicts a strong 

angular dependence of the nodes due to the tetragonal lattice distor­

tion, we decided, considering our experimental results, to neglect the 

tetragonal distortlon in the bandmodel used for the interpretation of 

our data on (Cd
1
_xMnx)

3
As

2
. In that case the crystal structure is 
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Fig. 8.6 îemperature dependence of the SdR oscillation amplitude for 
. _?.q -3 

(Cd1 Mn )3As2 , x = 0.01 wLth n = 3.8 1CJ m at -x x · e 
B = 1.33 T. The different s!Jlllhols represent the data for 

the orientations as indicated in the figure. 
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assumend to be cubic. The warping and the inversion asymmetry are 

again the two remaining mechanisms which can cause anisotropy of the 

bandstructure. As we have seen for Hg1 Mn Se, the warping causes only -x x 
a very weak anisotropy of the spin splitting. The inversion asymmetry, 

which is responsible for the strong anisotropy of the nodes in 

Hg1 Mn Se, also exists in (Cd
1 

Mn )3As2 crystals. However, beating -x x -x x 
effects in the SdH oscillations as observed for HgSe were never found 

for Cd3As2 . Apparently the effects of the inversion asymmetry are 

small and can be neglected. 

Neglect of the tetragonal distortion, the warping and the inver­

sion asymmetry results in an isotropic bandmodel 

In the case the tetragonal distortion is neglected, the crystal 

field split ting parameter ö is set equal to zero and the momentum 

matrix elements P
11 

and P .l are taken equal to each other. For the 

actual value for P we choose the mean value for P
11 

and P.l from Cd3As2 . 

The resul ting set of bandparameters for (Cd1_xMnx)3As2 for the iso­

tropic model is listed in table 8.3, together with the parameters for 

Cd3As2 . Without tetragonal distortion also the exchange integrals ~// 

and ~.l become equal. 

(Cd1-xMnx)3As2 Cd3As2 

E = -0.095 + 1.45 x eV E = -0.095 eV g g 

p .l = 7.32 10-IO eVm p.l = 7.43 10-lO eVm 

pi/ = 7.32 10-10 eVm P,, = 7.21 10-lO eVm 

A = 0.27 eV A = 0.27 eV so so 

ö = 0 ö = 0.085 eV 

The isotropic bandmodel can be obtained from the 8 x 8 matrix in 

table 3.5, by substituting ö = 0, P = P
11 

= P.l and P = ~Il = ~.l. In the 

case kB = 0 and <s+> = <s-> = 0 one can follow the approach for Cd3As2 
by Wallace [10] to derive an analytica} expression for the effective 

g-factor, and subsequently for v. The resulting expression for v for 

electrons at the Ferm! level EF is given by 
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v (8.2) 

where À
2 h/eB, a 

The value of v can be determined in a node using the procedure for 

this purpose given in the previous chapter. Substitution of v, x, 

<S8>. the Fermi energy and the parameters from table 8.3 in eq. 8.2 

yields a relation in a and p. We followed this procedure for several 

samples with different Mn concentrations and different carrier densi­

ties. For each Mn concentratlon we obtained a number of a,p-relatlons. 

corresponding to the different carrier denslties. In principle one set 

of values for a and p should satisfy all equations for one Mn concen­

tration. In practica however. each pair of relations leads to a dif­

ferent set of values for a and p. The values of a and p of these sets 

scatter over a range of a few eV. This large scatter in the values of 

a and p is found for all Mn concentrations. The scatter is much larger 

than in the case of Hg1_xMnxSe. This is probably due to a gradient in 

the Mn concentration over the (Cd1_xMnx)3As2 samples. As we have seen 

in chapter 5, strong gradients of the Mn concentration parallel to the 

growth direction occur in the as-grown ingots. Homogeneous samples can 

only be obtained when they are taken from slices cut perpendicular to 

the growth direction. In contrast to the Hg1_xMnxSe samples, the 

desired orientation can only seldom be obtained for samples cut with 

their long edge perpendicular to the growth direction. It is therefore 

very likely that a gradlent in the Mn concentration arises over the 

(Cd1_xMnx)3As2 samples. 

The average values of a and P obtained from our data for all Mn 

concentrations are given by: a = -3.B ± 3.0 eV and P = 2.3 ± 3.5 eV. 

The error marglns are given by the standard deviation of al 1 values 

fora and p. 

Despite the large scatter we can conclude that the signs of a and 

p follow the same trend as found for the II-VI compounds. a yields a 

ferromagnetic interaction for s-symmetric wave functions and P indi­

cates an antiferromagnetic interaction for p-symmetric wave functions. 

The values of lal and IPI are larger than the values for the narrow­

gap II-VI SMSC, listed in table 7.5. Similar large values of a and ~ 
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for (Cd1_xMnx)3As2 were also found by Lubczynski et al. [4]: a = -2 eV 

and fj = 2.5 eV. The ratio betweeen 1/31 and lal for (Cd1_xMnx)3As
2 

seems to be smaller than for the narrow-gap compounds of the II-VI 

family. However, as already mentioned in the discussion of the 

exchange parameters of Hg1_xMnxSe, the trend that the ratio between 

l/jl and lal is smaller for narrow-gap semiconductors than for wide-gap 

semiconductors can only be explained qualitatively. A theoretica! 

model to give a quantitative analysis of the values of a and fj does 

not exist, and therefore a quantitative discussion of the difference 

of the values for a and fj obtained for (Cd1_xMnx)3As2 and for 

Hg1_xMnxSe cannot be given. 

In the previous chapter we discussed the inf luence of zero-field 

splitting on the determination of the exchange integrals a and fj from 

nodes in the SdH oscillations. Al though the actual strength of the 

exchange interaction given by a and fj cannot be determined with great 

precision for (Cd1_xMnx)3As2 , the exchange part of the spin splitting 

still bas to be proportional to <S
8

>. for a correct determination of a 

and /j. We tested this, using the same approach as for Hg1_xMnxSe. The 

exchange part of the spin splitting AE is plotted versus <S8>. A sp ex 
typical example is given in fig. 8.7. Fig. 8.7 shows that the exchange 

part of the spin splitting deviates only negligibly from the relation 

AEsp ex= J x <S8>. given by the solid line. This indicates that the 

splitting is indeed proportional to <S8>. The extrapolation of the 

lil 
a. ... .... 

<I 
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Spin splitttng for 

{ai1_xMnx)3As2 , x = 0.015 
with n = 3.2 1024 m-3 as 

e 
determined from the nodes . 

<s8> is ca.lculated f or the 

B,T-combinations irhere the 

nodes occur. 



splitting to <S8> = 0 yields the zero-field splitting energy. The 

ave rage value of the zero-field split tings observed in the 

(Cd1_xMnx)3As2 samples is 0.15 meV, which is almost equal to the value 

of the splitting determined for Hg1_xMnxSe. As in the case of 

Hg1_xMnxSe the zero-field splitting energy comes very close to the 

accuracy of the values of AE sp ex 
Considering the possible existence of zero-field splitting in 

(Cd
1 

Mn )3As2 we can draw the same conclusions as for Hg1 Mn Se. lf -x x -x x 
zero-field splitting exists in (Cd1_xMnx)3As2 it is only very small 

and it does not influence the values of a and P determined from the 

nodes in the SdH oscillations. 
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CHAPTER IX DISTORTED SHUBNIKOV DE HA.AS SIGNALS. 

In the previous chapters we only used data obtained from undis­

torted SdH signals. However, in some experiments the SdH oscillations 

were distorted. In this chapter we discuss two kinds of anomalies 

observed. Firstly: other freqencies than the first and second harmonie 

can occur in the oscillation period of the SdH signa!. Secondly: due 

to the influence of a superconducting phase transition of the solder 

material used to attach the electrical leads to the sample, a distor­

tion can occur in a limited range of the magnetic field. 

9.1 Nodes in the &Ul oscillation amplitude due to beattng effects 

Interference effects between two oscillations with slightly dif­

ferent frequency can cause additional nodes in the amplitude of the 

superposition of these oscillations. Especially because we are 

studying the appearance of nodes in the SdH signals due to spin split­

ting ef f ects, the occurrence of add i tiona 1 nodes due to f requency 

beating is bothersome. Examples of this beating are shown in figs. 9.1 

and 9.2 for pure HgSe and Hg0 .95Mn0 .05se respectively. 

Due to the large number of nodes and their periodicity in 1/B it 

can be easily recognised here, that these nodes are no spin splitting 

nodes. In both cases the beating effects manifest themselves most 

BITI 
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Fig. 9.1 

&Ul signal showtng additional 

nodes in the amplitude due 

to frequen.cy beating. The 

signal uns recorded for a 

HgSe sample. The angle 

between the magnetic field 

and the [001}-axis is 

indicated in the lef t 

part of the ftgure. 
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Fig. 9.2 

As fig.9.1 for a Hg1 _xMnxSe 

sample with x = 0.005. 

strongly if the magnetic field is oriented parallel to the [111] 

crystal axis. For Hg
1

_xMnxSe we also observed a temperature dependence 

of the nodes. In this case the beating was most pronounced in the 

measurements at 2.62 K and less at 1.6 K and 3.5 K. 

Booth [1] has shown that a gradient in the carrier density can 

cause beating effects in the SdH signal. We do not follow the approach 

of Booth, hut simply assume that the sample can be divided in two 

parts with different carrier density. Each part contributes equally to 

the SdH signal with its own oscillation period. Although the assump­

tion of a step-like change of the carrier density is somewhat unreal­

istic in practice, we can obtain an estimate of the range over which 

the carrier density varies, by calculating the carrier densities 

corresponding to the two oscillation periods contributing to the SdH 

signal. For the HgSe sample we find a mean oscillation period of 
-1 -1 

0.0315 T and a beating period of 0.1414 T This can be the result 

of the superposition of signals with oscillation periods of 0.0258 T-l 
-1 24 -3 

and 0.0408 T corresponding to carrier densities of 1.4 10 m and 

6.9 10
23 

m-
3 

respectively. For Hg
0

.
95

Mn
0

.
05

se a mean oscillation 

period of 0.02 rl and a beating period of 0.08 T-1 lead to oscil­

lation periods of 0.016 T-l and 0.026 T-l corresponding to n 
e 

2.8 1024 m-3 and 1.3 1024 m-3 respectively. In both cases we obtain a 

difference in carrier density of a factor of 2. 

It is likely that there is indeed a strong carrier density gradi­

ent in the HgSe sample. The curves in fig. 9.1 were measured immedi­

ately after annealing. In this case a very extreme annealing procedure 

was performed. The sample was kept at 500 °C during 24 min. Probably 
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the annealing time was to short to establish a homogeneous carrier 

distribution, and a strong carrier density gradient is created. 

Also for the Hg1_xMnxSe sample it seems likely that a carrier 

density gradient was created during annealing. This sample was kept at 

240 °C during 3 days, which is much less extreme than the procedure 

for the HgSe sample given above. However, at low annealing tempera­

tures a long time is often needed to establish a homogeneous carrier 

distribution [2]. 

The origin of the orientation and temperature dependence of the 

beating effects is still unclear. 

9.2 Second oscillation period 

For both HgSe and Hg1_xMnxSe we observed sometimes a very weak 

oscillation superimposed on the main SdH signa!. This second oscil­

lation is also periodic in 1/B. Sometimes this goes together with an 

orientation dependent decrease of the amplitude of the first harmonie 

of the oscillation as shown in fig. 9.3. The minimum amplitude is 

observed in the case the magnetic field is oriented almost parallel to 

the [111]-axis. 

The appearance of the second oscillation period is illustrated in 

fig. 9.4 fora HgSe sample with n = 1.7 1023 m-3 . Only for very low 
e 

maghetic fields the first harmonie can be observed. For higher fields 

the spin splitting of the oscillation peaks becomes visible and the 

oscillation frequency is doubled. For still higher fields the oscil­

lation frequency doubles again. This frequency doubling is also 

observed most pronounced for field orientations close to the [111] 

crystal axis. With decreasing temperature the amplitude of the high 

frequency oscillations increases much faster than the amplitude of the 

main oscillation. 

The frequency doubling was observed for several HgSe samples with 
23 23 -3 

carrier densities in the range of 1.0 10 < ne < 2.0 10 m . Also 

the Hg 1_xMnxSe samples which showed this behaviour had a carrier 

density in this range. These carrier densities were obtained after a 

long annealing period (more than 50 hours) at relatively low tempera­

tures (180-200 °c). 
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Fig. 9.3 

SdH recorder traces as a 

function of the orientation 

for for Hg1_xMnxSe, x = 0.005 at 

1.4 K. The field UXts rotated 

in the (1ÏO}-plane. Note the 

decrease of the oscillation 

amplitude for field 

orientations close to 

the [111}-axis. 

Fig. 9.4 

SdH recorder traces for HgSe 

with n = 1.7 1023 
m-3 . G.trves 

e 
(a) and (b) are taken for 

BH [111] at 4.2 K and 1.4 K 

respectively. Note the rapid 

decrease of the high frequency 

oscillation. G.trves (c} and 

{d) are taken for B H [001] 

at 4.2 K and 1.4 K 

respectively. The high 

frequency oscillation is 

invisible for this 

orientation. 
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The appearance of additional peaks in the SdH oscillations of HgSe 

was already reported in literature [3-5]. Gal~zka et al. [3] reported 

on high field measurements on HgSe. Additional peaks were observed for 

all magnetic field orientations but most often for B u [111]. The 

carrier density range of the samples in which the extra peaks were 

observed was quite broad: 1.7 1023 m-3 < n < 2.2 1024 m-3 . The 
e 

authors speculate that the additional resistlvity maxima might result 

from the coincidence of the Fermi level and impurity levels which are 

degenerated with the conduction band. In that case. the impurity 

levels must be quantised by the magnetic field. The angular dependence 

of the resulting impurity level splitting can in principle be differ­

ent from the angular dependance of the splitting of the Landau levels. 

This might be the reason of the angular dependence of the appearance 

of the additional peaks. 

Byszewski et al. [5] report on SdH measurements on HgSe at 77 K in 

high fields. They observed additional peaks for their purest samples 
23 -3 23 -3 (ne = 2.2 10 m and 3.3 10 m ). Their explanation of the effects 

is related to warping of the lowest magnetic subbands. The warped 

bands have kinks at k-vector values of about 0.6 108 m-l some meV 

above the bottom of the band. This kink gives rise to a rapid increase 

of the density of states. In the case this rapid increase of the 

density of states coincides with the Fermi level. the corresponding 

increase of the scattering probability gives rise to a resistivity 

maximum. The angular dependence of the warping might be the reason f or 

the orientation dependence of the additional peaks. 

If we assume that the kink in the k-dependence of the bands also 

appears for higher Landau numbers, this gives rise to two maxima in 

the density of states in one subband. In our experimental conditions 

this doubles the number of resistivity peaks per subband. This 

accounts for our observation of the fourth harmonie in the SdH oscil­

lations. The preference of the additlonal peaks to appear for the 

magnetic field oriented parallel to the [111]-axis can be related to 

the anisotropy in the bandstructure. The observed increase of the 

oscillation amplitude with decreasing temperature agrees with the 

theorically predicted faster increase of the amplitude of the higher 

harmonies compared to the amplitude of the first harmonie. It has to 

be mentioned that even a very weak fourth harmonie component of the 
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Sd.H signa!, originating from weak maxima in the density of states, can 

be observed in our SdH curves because the modulation technique en­

hances the amplitude of higher harmonies. 

Also in measurements on some of the (Cd0 .96Mn0 .04)3As2 samples a 

second oscillation period was observed. The additional oscillation 

appeared close to the spin splitting nodes, where the amplitude of the 

first harmonie of the main frequency is very small. The oscillations 

were periodic in 1/B. 

A more detailed study of this effect was performed on pure ca3As2 
samples where this kind of oscillations appeared as wel!. An example 

of these measurements is shown in fig. 9.5. This figure shows Sd.H 

oscillations for two different temperatures. There was no preferential 

orientation for the appearance of the additional frequency. From the 

temperature dependence of the amplitude of the oscillations, the 

effective electron masses were determined. The high frequency oscil­

lations originate from electrons with a high effective mass. A high 

effective mass is theoretically expected for electrons in regions with 

high carrier densi ties. A similar analysis of this effect in HgSe 

could not be done because the amplitude of the high frequency oscil­

lations was too small to obtain reliable values for the effective 

masses. 

1.3 1.S 
B !Tl 

Ftg. 9.5 

SdH recorder tra.ces for Cd3As
2

• 

showtng a second oscillation 

supertmposed on the main 

slgna.l for two different 

temperatures. 
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Table 9.1. Oscillation periods (P) and effective masses (m) for the main frequency (1) 

and the superimposed frequency (2) for Cd3As2 measured for B u [001] (a) and 

B 11 [100] (90). 

exp. 1 theor. exp. 2 theor. exp. 3 theor. exp. 4 theor. 

P1(o) 0.204 

m1 (0) 

P2(0) 0.018 

m2 (o) 

P1(90) 0.124 0.140 0.138 0.126 

m1 (90) 0.0186 0.0202 0.0176 0.0203 

P2 (90) 0.022 0.027 0.0142 0.016 

m2(90) 0.038 0.041 0.035 0.037 0.0545 0.0504 0.057 0.476 

P1(0)/P1(90) ] .48 1.57 

P2 (0)/P2(90) 1.27 1.16 
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Also the anistropy of both oscillation periods was determined. The 

results for the anisotropy of masses and periods were compared to the 

values predicted by the . bandstructure model for the tetragonally 

distorted lattice (chapter 3), using the Cd3As2 parameters listed in 

table 8.3. This comparison is listed in table 9.1. From table 9.1 we 

can conclude that the anisotropy ratios and the effective masses of 

the second oscillations agree quite well with the predicted values. 

Therefore we conclude that the second oscillation period in Cd
3

As2 is 

caused by the contribution to the SdH signa! from a part of the sample 

with a higher carrier density. The second oscillation period was only 

observed in (Cd1_xMnx)3As2 and Cd3As2 samples. which had been sub­

jected to an annealing procedure. indicating that the inhomogeneous 

carrier density is created by the annealing of the samples. 

9.3 Appearance of the superconducting pha.se transition of solders in 

magnetoresistance measurements 

In this section we discuss the effect of phase transitions of the 

solder materials used to attach the current and voltage leads to the 

samples. These effects can cause a distortion of the SdH signal. We 

only observed this kind of distortion in measurements on Cd3As2 and 

(Cd1_xMnx)3As2 • because only for these materials we used a solder 

material, which becomes superconducting. 

The effect was first observed in a (Cd1_xMnx)3As2 sample with 

x = 0.0025. For this sample no SdH oscillations were observed. 

However. in measurements of the second derivative of the magneto­

resistance one single oscillation appeared (curve c in fig. 9.6). The 

field position of the oscillation shifts towards higher fields when 

the temperature is lowered. Fig. 9.6 also shows the amplification of 

this effect by the modulation technique. Curve b gives the first 

derivative of the magnetoresistance. The direct measurement (curve a) 

shows only a very weak kink at the field position where the oscil­

lation is observed in the second derivative. 

In the case the single oscillation is superimposed on the usual 

SdH signal. it appears as if the one of the peaks of the SdH oscil­

lations has an anomalously large amplitude (fig. 9. 7). This figure 

also shows that the field position of the anomaly shifts with changing 
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Appearance of the superconducting 

phase transition in magneto­

resistance measurements on sample 

(O:i1_xMnx)3As2 , x = 0.0025 with 

Rose metal contacts. Curve (a) 

direct, (b) first deriuative and 

(c) second deriuative . 

Fig. 9.7 

Appearance of the super­

conducting phase transttion 

tn a SdH measurement 

(second dertuative). 
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Fig. 9.8 

Voltage measurements as a 

function of temperature, 

at different magnetic 

field va.lues. The curves 

have been shif ted 

relattue to each other 

for clarity. {a) sample 

(Cd1_xMnx}3As2 with Rose 

metal contacts (b} same 

sample with indium 

contacts. 
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temperature. A possible relation between these effects and the pres­

ence of the Mn spins in (Cd1_xMnx)3As2 was ruled out by the appearance 

of similar effects in Cd3As2 . When measuring the resistance at a 

constant magnetic field as a function of temperature we also observed 

a step-like change in the resistance. The combinations of field and 

temperature where the steps occur, correspond to those observed in the 

magnetoresistance. Figs. 9.8a and 9.8b show the voltage measured on a 

(Cd1_xMnx)3As2 sample as a function of temperature at different mag­

netic fields. A current of 100 mA was passed through the sample. Fig. 

9.8a shows the results for a sample, where Rose metal (52.5-Bi, 32-Pb. 

15.5-Sn) was used as a solder material. Fig. 9.8b shows the results 

for the same sample with In solder. The steps in the resistivity 

disappear with the change of solder material. 

In Fig. 9.8a the step occurs at 8.2 K for B = 0 T. This appears to 

be the temperature where the superconducting phase transition occurs 

in Rose metal. The superconducting properties of Rose metal are simi­

lar to those of Woods metal. The critical temperature for Woods metal 

(56-Bi. 14-Pb. 14-Sn, 16-cd) is 8.5 K [6]. 

For three solder materials: pure In, Cdin alloy (50-Cd, 50-In) and 

Rose metal we did a large number of resistance measurements as a 

function of either temperature or magnetic field. We not only checked 

the effects on the magnetoresistivity of a semiconductor in the case 

In is used as a solder material. but we also measured the magneto­

resistivi ty of In itself. The results are shown in fig. 9.9. From thls 

figure we can see that a superconducting phase transition can give 

rise to more complex structures in the magnetoresistivi ty than the 

single oscillation in the case of Rose metal. Fig. 9.10 gives the 

temperature and field ranges in which the superconducting phase tran­

sition was observed experimentally for the three materials we 

examined. 

Although fig. 9.9 shows large effects in the resistance of the 

solder material itself. a superconducting phase transition can also 

generate effects on the voltage measured on a semiconductor sample in 

an indirect way. A contact in the normal state will partially shunt 

the effective separation of the potential electrodes resul ting in a 

decrease of the measured voltage. When the contacts are in the super­

conducting state, they will shunt this separation more effectively. 
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Second derivative of the 

magnetoresistance of a 

pure indium sample. 

The difference in measured voltage between the situation with super­

conducting contacts and the si tuation wi th normal contacts depends 

upon the ratio of the resistivi ties of solder material and sample 

material. The voltage measured on a sample, can be seriously affected 

by the current input configuration. In the absence of a magnetic 

field, a superconducting contact, covering the entire cross sectional 

area of the end of the sample, injects current uniformly. It is quite 

obvious that the same contact in the normal state injects the current 

non-uniformly. The maximum current density is expected in the vicinity 

of the place where the current lead enters the solder material. 

Whether this effect produces a higher voltage wl th normal or wl th 

superconducting contacts depends upon geometry. 
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Due to this mixture of influences it is obvious that very compli­

cated structures can occur in magnetoresistance curves close to the 

superconducting phase transition. Many observations of anomalous 

steps, peaks and oscillations in measurements of magnetoresistance and 

its quantum oscillations [7,8] probably have been the result of using 

superconducting selder materials. 
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SUMMARY 

This thesis reports on the study of the Shubnikov de Haas (SdH) 

effect in the narrow-gap semiconductors (Cd1 Mn ) 3As2 and Hg1 Mn Se. -x x -x x 
These materials belong to the class of semimagnetic semiconductors 

(SMSC). In SMSC the spin splitting of the electron levels is strongly 

enhanced by the exchange interaction between the spins of the local­

ised magnetic atoms and the spins of the band eJectrons. 

Because the bandstructure (and consequently the spin splitting) in 

HgSe and Cd3As2 are known to be anisotropic, we paid special attention 

to anisotropy effects in the study of the semimagnetic compounds based 

on these materials. 

The anisotropy in HgSe is due to the lack of inversion symmetry in 

the zine blende lattice. In the bandstructure of Hg1_xMnxSe both the 

inversion asymmetry and the exchange interaction have to be taken into 

account. Since an adequate model did not exist, we developed a new 

model. With this new model we could calculate numerically the effects 

of inversion asymmetry on the bandstructure of Hg1_xMnxSe. 

For the interpretation of our experimental results on Hg1_xMnxSe 

we used the values of the bandparameters as taken from literature. 

except for the exchange parameters and the inversion asymmetry param­

eters. To obtain a consistent set of data for our samples. the mag­

netisation is measured on the same samples as used in the SdH meas­

urements. 

The anisotropy of the SdH oscillation period can be explained 

without taking into account the inversion asymmetry and the exchange 

interaction. This anisotropy is completely determined by the inter­

action of the conduction band with higher bands. 

The values of the exchange parameters a and ~ are determined from 

the spin splitting. For the correct determination of these parameters, 

one has to be aware that both the exchange interaction and the inver­

sion asymmetry contribute to the spin splitting. We have shown that 

the inversion asymmetry does not contribute to the spin splitting only 

for one particular orientation of the magnetic field. The exchange 

integrals are determined from data taken for this orientation: a = 

-0.8 ± 0.3 eV and~= 1.3 ± 0.3 eV. These parameters fit the data for 

the samples of x = 0.025 and x = 0.05. The values of a and ~ obtained 
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from our experiments follow the trend for other narrow-gap SMSC of the 

II-VI family. We have demonstrated that neglect of the effects of 

inversion asymmetry can lead to serious errors in the values for a and 

13. 
Al though we cannot determine one unique set of values for the 

three parameters describing the inversion asymmetry, we have shown 

that the inf luence of the inversion asymmetry on the bandstructure can 

be described wi th one "effective" parameter. Using this effective 

parameter, we can describe the anisotropy of the spin spli tting in 

Hg1_xMnxSe with our new bandmodel. thus proving that the strong an­

isotropy indeed originates from the inversion asymmetry. 

Cd
3

As
2 

is anisotropic because the crystal structure of this 

material is tetragonal. The experimental results on (Cd1_xMnx)3As2 
however, show that the bandstructure of this material is much less 

anisotropic than theoretically expected. We have shown that the 

results can be interpreted in an isotropic band model. The values of 

the bandparameters are based on those of Cd
3

As
2

, neglecting the 

tetragonal distortion of the lattice. We deduced the following rela­

tion for the bandgap as a function of the Mn concentration: E (x) = 
g 

-0.095 + 1.45 x eV. 

For the exchange integrals we obtained the values a = -3.S ± 3 eV 

and /3 = 2.3 ± 3.5 eV. The large scat ter is probably due to inhomo­

genei ties of the carrier densi ty and the Mn distribution in the 

samples. However, the signs of a and /3 still follow the trend for 

other narrow-gap SMSC. The magnitudes of a and /3 are larger than for 

narrow-gap SMSC of the Il-VI family. 
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SAMENVATIINC 

Dit proefschrift beschrijft een onderzoek van het Shubnikov de 

Haas (SdH) effect in de kleine bandaf stand halfgeleiders 

(Cd1 Mn )3As2 en Hg1 Mn Se. Deze materialen behoren tot de groep van -x x -x x 
semimagnetische halfgeleiders. In semimagnetische halfgeleiders wordt 

de spinsplitsing van de electron-energieniveaus sterk vergroot door de 

exchange wisselwerking tussen de spins van de gelocaliseerde magne­

tische atomen en de spins van de bandelectronen. 

Omdat van HgSe en Cd3As2 bekend is dat de bandenstructuur (en 

bijgevolg ook de spinsplitsing) anisotroop is, is er bij het onderzoek 

aan de semimagnetische halfgeleiders gebaseerd op deze materialen 

speciale aandacht besteed aan anisotropie effecten. 

De anisotropie in HgSe wordt veroorzaakt door het ontbreken van 

inversie symmetrie in het zinkblende kristal rooster. In het banden­

structuurmodel van Hg1_xMnxSe moet zowel met de inversie-asymmetrie 

als de exchange-wisselwerking rekening gehouden worden. Omdat er geen 

adequaat model beschikbaar was, is er een nieuw model ontwikkeld. Met 

behulp van dit model kan de invloed van de inversie-asymmetrie op de 

bandenstructuur van Hg1_xMnxSe numeriek berekend worden. 

Bij de interpretatie van de experimentele resultaten van 

Hg1_xMnxSe zijn alle waarden voor de bandparameters uit de literatuur 

genomen, behalve de parameters voor de exchange wisselwerking en de 

inversie asymmetrie. Om een consistente verzameling van data te ver­

krijgen is de magnetisatie aan dezelfde preparaten gemeten als welke 

gebruikt zijn voor de SdH metingen. 

De anisotropie in de SdH oscillatie-periode kan verklaard worden 

zonder rekening te houden met de inversie-asymmetrie en de exchange­

wissel werking. Deze anisotropie is volledig bepaald door de wissel­

werking van de geleidingsband met hogere banden. 

De exchange-parameters a en ~ zijn bepaald uit de spinsplitsing. 

Men moet er rekening mee houden dat zowel de exchange-wisselwerking 

als de inversie-asymmetrie bijdragen aan de spinsplitsing. We hebben 

aangetoond dat de inversie-asymmetrie niet bijdraagt aan de spin­

spli tsing voor één bepaalde oriëntatie van het magnetische veld. 

De exchange-integralen zijn bepaald uit data gemeten voor deze 

oriëntatie: a = -0.8 ± 0.3 eV en ~ = 1.3 ± 0.3 eV. Deze waarden vol-
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doen zowel voor de preparaten met x = 0.025 als voor x = 0.05. De 

waarden van a en~. bepaald uit onze experimenten volgen de trend voor 

andere kleine bandafstand semimagnetische halfgeleiders uit de Il-VI 

familie. We hebben gedemonstreerd dat verwaarlozing van inversie­

asymmetrie kan leiden tot grote fouten in de waarden van a en ~-

Ofschoon we niet een eenduidige set van waarden voor de inversie­

asymmetrie parameters hebben kunnen bepalen, hebben we aangetoond dat 

de invloed van de inversie-asymmetrie beschreven kan worden met één 

"effectieve" parameter. Met behulp van deze parameter kunnen we de 

anisotropie van de spinsplitsing in Hg
1
_xMnxSe met ons nieuwe banden­

structuurmodel beschrijven. Hiermee is aangetoond dat de sterke an­

isotropie inderdaad door de inversie-asymmetrie veroorzaakt wordt. 

In Cd
3

As
2 

treedt anisotropie op omdat de kristalstructuur van dit 

materiaal tetragonaal is. De experimentele resultaten van 

(Cd
1
_xMnx) 3As2 tonen echter aan dat de bandenstructuur van dit mate­

riaal veel minder anisotroop is dan theoretisch verwacht wordt. Er is 

aangetoond dat deze resultaten geïnterpreteerd kunnen worden met een 

isotroop bandenstructuur model. Alle bandparameters zijn gebaseerd op 

die van Cd
3

As
2 

waarbij de tetragonale verstoring van het rooster 

verwaarloosd wordt. Voor de bandafstandenergie als functie van de Mn 

concentratie hebben we de volgende relatie bepaald: 

-0.095 + 1.45 x eV. 

E (x) = 
g 

Voor de exchange integralen zijn de volgende waarden verkregen: 

a = -3.8 ± 3.0 eV en ~ = 2.3 ± 3.5 eV. De grote spreiding is waar­

schijnlijk veroorzaakt door inhomogeniteiten in de electronen dicht­

heid en de verdeling van Mn atomen in de preparaten. Desondank volgen 

de waarden voor a en ~ de trend van andere semimagnetische kleine 

bandafstand halfgeleiders. De waarden voor a en ~ zijn voor 

(Cd1_xMnx) 3As2 echter groter dan voor kleine bandafstand halfgeleiders 

uit de II-VI familie. 
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Stellingen 

1. Het verwaarlozen van de anisotropie in de spinsplitsing van de 

electron-energie niveaus kan aanleiding geven tot een foutieve 

bepaling van de exchange interactie parameters a en p in semi­

magnetische halfgeleiders met zink blende structuur. 

Dit proefschrift. 

2 De verklaring van het tekenverschil van de exchange interactie 

parameters a en P op grond van de invloed van de hybridisatie van 

de Mn 3d-niveaus met de r8 valentie band, doet verwachten dat a en 

P elk van teken zullen omkeren in zero-gap halfgeleiders, waar de 

bandenstructuur geïnverteerd is. De experimenteel bepaalde waarden 

spreken dit tegen. 

K.C. Hass, B.E. Larssen, H. Ehrenretch, A.E. Chrlson, J. Magn. 

Magn. Mat. 54-57, 1283 (1986). 

3 De spin exchange wisselwerking zal in heterojuncties van semi­

magnetische halfgeleiders de mogelijkheid openen de spinsplitsing 

onafhankelijk van de Landau-splitsing te variëren en daarmee een 

extra hulpmiddel opleveren om het spingedrag in een twee­

dimensionaal electronengas te bestuderen. 

4 Het bestuderen van de toestandsdichtheid van de geleidingsband in 

magneetvelden m.b.v. tunnelspectroscopie biedt het voordeel dat de 

electronendichtheid van de preparaten niet gewijzigd hoeft te 

worden, om de electron-eigenschappen bij verschillende electron­

energieën te meten. Voor Cd3As2 en mogelijk ook voor 

(Cd1_xMnx)3As2 is deze methode echter onbruikbaar vanwege het 

optreden van een oppervlakte-laag met afwijkende eigenschappen 

t.o.v. het bulkmateriaal. 

H.M.A. Schletjpen, H. v. Ortenberg, H.J. Gelten, F.A.P. Blom, Int. 

Journ. of Infrared and Millimeter Waves ~. 171 (1984}. 



5 De controverse tussen de experimentele resultaten van magneto­

optische en magneto-transport metingen aan HgSe betreffende de 

anisotropie van de effectieve electron-massa kan veroorzaakt zijn 

door het verwaarlozen van de inversie-asymmetrie bijdrage aan de 

spinsplitsing bij de interpretatie van gecombineerde spin-flip 

overgangen in de magneto-optische metingen. 

K. Scluvarzbeck, M. v. Ortenberg, Proc. Int. Conf. on the Phys. of 

Semicond. Edinburgh 1978, p. 1125. 

6 De door Landee et al. voorgestelde spinstructuur van CuC12 .TMSO in 

de magnetisch geordende fase is niet consistent met de door Bosch 

et al. gerapporteerde ferromagnetische interactie tussen de ketens 

in de kristallografische c-richting. 

C.P. Landee, R.B. WtLLet, F. Waldner, J. AppL. Phys. 53, 1888 

(1982), L.A. Bosch, C.H.W. Swüste, A.C. Phaff, W.J.M. de Jonge, 

J. Phys. C, 20, 2307 (1987). 

7 De uitspraak dat botbreuken meestal op de laatste dag van een 

wintersportvakantie optreden moet worden verscherpt tot: Botbreuk 

betekent per definitie het einde van een aktieve wintersport­

vakantie. 

8 Persoonlijke relaties kan men fysisch beschouwen als attractieve 

potentialen die de mobiliteit van een fysicus beïnvloeden. 

Symposium: Mobiliteit van de fysicus (studievereniging J.D. van 

der Waals). 


