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I. INTRODUCTION 

I. 1. General Overview 

Soon afterits invention in 1960, the laser was used in matcrials processing. 

At first the applications were rather gross such as welding, cutting and drilling 

of metals and ceramics. Later on its applicahility became more sophisticated 

and laser irradiation was introduced in the fieldsof integrated circuit processing, 

matcrials engineering, and optica! data storage. 

One of the steps in the fabrication of integratcd circuit..c:;, "chips", is the 

implantation of silicon with a so called dopant to obtain its desired electrical 

conductivity properties. For that purpose, elements like phosphorus, arsenic, 

boron or aluminium are injected at great speed into the silicon. After this proc­

ess the silicon has to be annealed. i.e. heated, both to electrically activate the 

implanted species and to repair the crystal, damaged by the bombardment The 

conventional method of annealing is hy heating the sample in a furnace to 

~1000 oe fortimes on the order of tensof minutes. This has the drawback that 

the complete silicon wafer, with all its circuits, is heated to this temperature. 

Such a procedure imposes heavy constraints on the thermal stahility of all pre­

viously executed process steps. The great advantage of pulscd-laser annealing is 

that it can be applied locally (~l .um2) and that the energy is absorbed in a thin 

surface layer (< I .urn). Th is implies that the implanted region can reach very 

high temperatures, or even melt, without significant healing of the surrounding 

area and underlying materiaL Thcrcfore, this process has been studied exten­

sively. lt has been shown that a single laser pulse of the appropriate wavelength 

can remove all damage, a feature unsurpassed by furnace annealing. This can 

only be achicved by the consecutivc mclting and epitaxial growth of the dam­

aged area. Unfortunately, most dopants are fast diffuscrs in liquid silicon thus 

thc initia! implantation profile (:Y. Gaussian) will be altered after this process. 

Thc redistribution is aften tolcrablc, howe~er, for very short melt durations 

(<:{100 ns), obtainable with fast laser pulses (~10 ns) . On the other hand, fast 

laser pulses give high solidiftcation veloeities resulting in amorphization instead 



of epitaxial growth. lt is clear that a thorough understanding of the kinetics of 

melting and solidification upon pulsed-laser irradiation is essential in this case. 

Not long after the first application of lasers, it was noticed that metals, 

when melted by a laser, often exhibited unusual properties. This resulted in an 

intensive study of the engineering of matcrials hy means of lasers. Irradiation 

by fast light pulses can lead to heating and cooling rates several orders of mag­

nitude higher than obtainahle by conventional methods. The high heating rates 

make it possible to bring asolid toa temperature above its melting point or to 

melt an amorphous material, which would normally have crystallized long be­

fore. When melted, the high cooling rates can freeze-in the disorder of the liquid 

state, producing amorphous materiaL In this way it is possible to fabricate 

amorphous alloys with compositions which are only obtainable in the liquid 

phase, not in the solid . By choosing the right materials and the right composi­

tion, matcrials can be engineered to have less wear, less friction, greater 

hardness or superior corrosion resistance. The same properties can sametimes 

be obtained by implantation of metals with e.g. carbon or nitrogen . Justas with 

silicon, the implantation damage can be removed by means of laser annealing. 

Again it is necessary to understand the processes of melting and solidification 

in order to make new, superior ma terials. 

The field of optica! data starage is rather new. With the techniques now 

available, huge amounts of data (10 Giga hit = 500.000 A4 pages) can be stored 

on a disk with a diameter of an LP record. Present commercial systems are all 

of the write-once type. Information is written into the medium by melting it, 

thus making little dents which can not be removed. However, the process is not 

wel! controlled and does not work in the presence of a surface coating, which is 

needed to keep away the dust and proteet the recording layer from scratches. 

Moreover, it will be clear that an erasable medium would open the computer 

market completely, enlarging the scope of the product enormously. Both re­

quirements can be met when using so called phase change optica! recording. In 

this concept the data is recorded by changing the phase of the medium between 

the amorphous and the crystalline state. To be able to select the right matcrials 

and the right experimental conditions for this application, it is of great impor-
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tance to know what is happening during melting and solidification on pulscd­

laser irradiation. 

The application areas of pulscd-laser irradiation described above all 

showed the need for a better understanding of the dynamics of phase changes. 

This thesis reports on a study of the melting and solidification behaviour of 

silicon on pulsed-laser irradiation. Silicon is the prime material of integrated 

circuit technology and, in principle, offers the possibility for phase change op­

tica! recording. Moreover, it is an ideal model system, consisting of one element 

only. 

The structure of this thesis is the following. Chapter I continues with the 

statement of the problem, giving the basic experimental observations and models 

found in literature. This scction is succeeded by the presentation of the relevant 

optica] and thermophysical constants of silicon. The chapter ends with a de­

scription of the kinetic theory for phase changes, introducing the concepts of 

superheating/undercooling and nucleation from a metastable phase. 

The description of the experimentalset-up in chapter ll is divided into four 

.sections. The first section deals with the elements for pul.sed-laser melting. Next 

wc dcscribe thc optica! and electronica! set-up to record the renectivity in real­

time. The fourth and last section pre.sents the preparation and characterization 

of the amorphous silicon samples used. 

The third chapter starts with the presentation of our conceptual frame­

work descrihing the importance of the various experimental parameters and 

their consequences. The remaining part is devoted to the presentation of the 

bulk of the experimental data. Firstly we describe the experiments which ini­

tially show amorphous regrowth from hoth the interior and the surface. The 

resultc; allow us to draw several conclusions concerning the innuence of impuri­

ties , laser pulse duration, and amorphous silicon thickness on this solidification 

scheme. Moreovcr, it is shown that amorphous regrowth cao be foliowed by 

explosive crystallization. Secondly we present the data on explosive 

crystallization. The time-resolved reflectivity resullc; indicate the formation of 

crystalline nuclei befare the melting of the amorphous materiaL 
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Chapter IV is devoted to the simulation of the phase changes in amor­

phous and crystalline silicon, evoked by a laser pulse. lt contains a description 

of the basic elements of heat-flow calculations and the incorporation of 

superheating/undercooling, amorphous regrowth, and crystallization into the 

heat-flow concept. Moreover, we discuss the merits of a computer program de­

scribing explosive crystallization, which was presented to us by Wood and Geist. 

The final chapter gives the synthesis of the experiments described in 

chapter 111 and the simulations introduced in chapter IV. The comparison be­

tween the various experimental observations and the computer simulations en­

ables us to draw several conclusions concerning the proposed mechanisms for 

amorphous regrowth and explosive crystallization in amorphous silicon. A 

summary of the conclusions appears at the end of the chapter. 
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1.2. The Statement of the Ptobletn 

The melting and solidification behaviour of amorphous and crystalline Si 

upon pulsed-laser irradiation has shown many interesting phenomena. These 

phenomena are related with phase change kinetics as wel! as with differences in 

the melt temperature and latent heat between amorphous and crystalline Si. 

When (100) crystalline Si (c-Si) is melted by a short light putse such that the rate 

of cooling is high enough to force the solidifïcation front to move at a velocity 

> 15 m/s, normal epitaxi al growth can no Jonger take place and amorphous Si 

(a-Si) is formed instead (Thompson and Galvin, 1983; Thompson et al. 1983). 

The melting point reduction and deercase of the latent heat at the solid-liquid 

transition, both with respect to c-Si, play an important role in the case of a-Si 

(Bagley and Chen, 1979; Th om pson et a 1. 1984; Donovan et al, 1985; Thompson 

et al. 1985; Sinke et al. 1988). Because of these features a-Si can show explosive 

crystallization (XCR). 

600~------------------------------~ 
Ruby laser ( 12 ns l 

LG 
c-Si 

E' 4oo 
c 
.c ..... 
a. 

FG ~ 200 

c-Si 

I 
I 
I 
I .;."'"" 0 ~_L_L~~--~--L--L--~~--~--~~ 

0.0 0.5 1.0 
Energy density ( J/cm2) 

Figurc 1.1. Schematic representation of the ohserved microcrystalline regions 
after in-depth XC R of ~400 nm a-Si on c-Si and the conesponding relation 
between the thicknesses of the LG and FG p-Si layers as a function of energy­
dcnsity, after Narayan and White (1984) . 

XCR of amorphous matcrials has been known since the last century (Gore, 

1855). Recently, the process has shown a revival of interest with the advent of 

the laser processing of a-Ge and a-Si. The propagation of XCR has been studied 
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both for the planar (Chapman et al. 1980; Leamy et al. 1981; Wagner et al. 

1986) and the normal direction to the surface. T n the rest of this thesis we wiU 

discuss only the type of XCR perpendicular to the sample's surface (in-depth). 

Transmission electron microscopy (TEM) images, taken after XCR, revealed the 

existence of two distinct microcrystalline regions: large grain polycrystalline Si 

(LG p-Si) at the surface with fine grain (FG) p-Si material underneath (Cullis 

et al. 1980; Narayan and White, 1984; Narayan et al. 1984; Bartsch et al. 1986). 

The thickness of the LG p-Si layer corresponded roughly with the melt depth 

as calculated without XCR. The FG p-Si layer exhibits a large increase in 

thickness for laser energy-densities just above the threshold for melting, after 

which it saturates at the c-Si interface, see tigure 1.1. 

LG 

a-Si 

c-Si 

LG 

:: ·.·.::·... ·. , . 
..: . : ... . . : ~ ·~. 

Figure 1.2. Schematic drawing of the model for XCR as proposed by Wood et 
al. (1984). There is no clear interface between the solid and the expanding liquid 
because of the c-Si nuclei. 

Figure 1.2 schematically shows the model proposed by Wood and 

coworkers (1984) to explain the observed microcrystalline regions and extended 

melt depth. Melted a-Si forms an undercooled liquid in which homogeneaus 

nucleation of c-Si occurs for temperatures below a critica! value T •. In this way 

the FG p-Si is thought to be formed even during melt-in. The release of latent 

heat by this process is responsible for the larger melt front penetration. The LG 

p-Si then grows on top of thc alrcady present FG p-Si thus taking up the space 

where the temperature of the liquid Si (I-Si) has been higher than Tn. However, 

based on undercooling experiments on I-Si droplets, Devaud and Turnbull 
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( 1985) showed that homogeneaus nucleation is highly unlikely except for I-Si 

temperatures appreciably below the melting point of a-Si. 

Measurements of the transient conductivity (TC) and the time-resolved 

reflectivity (TRR) by Thompson et al. (1984) prompted them to suggest a dif­

ferent scheme, pictured in figure 1.3. 

LG LG 

a-Si 
' 
~- .. ·. \ ·;.'· ;:, ... :·,···: 
·:.-\' :·~:: ... .-.. :.; :' ~ .: .. :/.~. 

c-Si 

Figure 1.3. The model for XCR proposed by Thompson and coworkers (1984) 
based on their TRR and TC measuremenL<>. Tn contrast with the scheme from 
Wood et al. (1984), see figure 1.2, therc is a we11 defined self-propagating I-Si 
layer moving towards the c-Si substrate. 

The absorbed laser energy first melts an a-Si layer at the surface, the so called 

primary melt. This I-Si layer starts to solidify as LG p-Si from the primary melt 

depth towards the surface and thc latent heat released by this solidification 

melts a thin layer of the underlying a-Si. Latent heat is again released during 

crystallization of this secondary melt and thus a thin I-Si layer moves from the 

primary melt deptb to the interior of the sample. This self-propagating melt is 

quenched either at the substratc or whcn the latent heat released upon 

crystallization becomes smaller than needed to heat and melt the a-Si. This so 

called secondary melt is assumed to produce FG p-Si as a result of its greater 

undercooling with respect to the primary melt. Expcrimental evidence for the 

existcnce of such a self-propagating I-Si layer has been given by Rutherford 

backscattering spectroscopy (Sinke and Saris, 1984) and TRR measurements 

(Lowndes ct al. 1986; Bruines et al. 1986c). The Rutherford backscattering 

spectroscopy (RBS) resuiL<; after XCR showed two peaks of segregated impuri­

ties: one in the interior of thc sample corresponding to accumulation at the 
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self-propagating !-Si layer, and one at the surface connected with the upward 

rnaving solidification front of the primary melt, see tigure 1.4. 

Figure 1.4. RBS impurity redistribution profiles after XCR upon irradiation of 
225 nm, Cu implanted a-Si with 32 ns FWHM pulses from a ruby laser at (A) 
0.12 and (B) 0.31 Jcm-2 (after Sinke and Saris, 1984). The primary (I) and 
secondary (I I) melt depths can be inferred from a comparison between the re­
distributed (fullline) and the as-implanted (dashed line) profile. 

From interferen ces in the TR R measurements, the position and velocity of the 

XCR front could be determined. Wood et al. (1986a, 1986b) published com­

puter simulations of the XCR process based on the model proposed by 

Thompson et al. (1984), thereby implicitly abandoning their idea of homogene­

aus nucleation . From a theoretica! point of view, however, very little is known 

about the fundamentals of XCR. As already mentioned, it is very unlikely that 

homogeneaus nucleation is the force behind XCR. The model by Thompson et 

al. (1984), supported by much cxperimental evidence, does not explain how and 
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when the XCR process is nucleated from the primary melt. We suggested the 

possibility of nucleation at the 1-Si I a-Si interface based on experimental resu!ts 

(Brui nes et al. J 987a, 1987b ). Tsao and Peercy ( 1987) have published theoretica! 

work on this subject indicating that nucleation of p-Si at a rnaving I-Si I a-Si 

interface could rcsult in FG p-Si. Unfortunately, it remains unclear how the 

difference between LG and FG p-Si comes about. Recently, experiments by 

Roorda et al. (1988) suggested that XCR could he initialed by nuclei which are 

formed in the solid pbase. Their obscrvcd grain density corresponds with that 

of LG p-Si. The much largcr grain dcnsity found in FG p-Si is explained by a 

tentative stabilization of sub-critica! nuclei at the liquid-solid interface. 

XCR is not the only phenomenon which can occur upon pulscd-laser 

irradiation oî a-Si. From the existencc of one sharp impurity band buried below 

the surface, Cullis et al. (1982, 1984) and Campisarro et al. (1985) conc\uded 

that amorphous regrowth can occur from both the interior liquid-solid interface 

and the surface. Thcy proposed t.hat solidification starts at the interior. In view 

of the growth of a-Si there and the melting point deprcssion for high impurity 

concentrations, the remairring I-Si is thought to become so undercooled that 

amorphous growth from the surface can occur, sec figure 1.5. 

ex-Si 

e-S i 

Ol 
c 
'- 100 
Q) 

-0 
u 
(/) 

.:::L 
u 
0 en 

-- implanted 
-annealed 

In 

Figure 1.5. Growth of a-Si from both the interior and the surface: In redistrib­
ution proltic indicating this process (after Campisarro et al. 1985) and a sche­
matic picture of the model for amorphous regrowth proposed by Cullis et al. 
(1982). 
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The process of growth from the surface has been conftrmed by TRR measure­

ments (Brui nes et al. l986b; Peercy et al. 19R6a). The total absence of p-Si, 

however, can only be positively determined by TEM. In practice this means that 

it is verifted fora few but notall energy-densities. Moreover, the presence of In 

can hamper the formation of p-Si. Olson (1985) presented results on continuous 

wave (cw) laser irradiation of a-Si showing solid phase epitaxy (SPE), and no 

melting, for deduced temperatures up to 1635 K, 50 K below the melting point 

of c-Si. ln a more recent article, Olson and coworkers (1987) reported SPE or 

random crystallization dominated SPE for "thin" (~too nm) a-Si layers , 

irradiated on a microsecond time scale. However, in contrast with their cw-laser 

results, they find the melting of "thick" (~260 nm) a-Si samples at ~1463 K, in 

agreement with the 1465±25 K determined by Thompson et al. (1985). Raman 

measuremenLc; by Sinkeet al. (1988) suggest that the apparent melting temper­

ature of a-Si depends on the metbod and rate of heating. 

Results showing both p-Si formation and amorphous regrowth have also 

been presented. Narayan (1986) correlated the various solidiftcation phenomena 

with the local energy-density across a laser spot with a Gaussian intensity pro­

file . We obscrved the samemixed behaviour but now with an essentially uniform 

energy-density profile indicating that .solidiftcation can have a random nature 

under certain circumstances (Viegers et al. 1986; Bruines et al. 1987a). This 

signiftes that care must be taken with an interpretation of the solidification 

phenomena based on local observations as done by Narayan (1986). 

The presence of impurities, often used as an impla nt to amorphize c-Si , 

affects melting and solidification. Low concentrations c~o.t at.%) of insoluble 

elements (ln,Zn,Au) and high concentrations (~I 0 at.%) of soluble species 

(As,P,B) in c-Si can give a considerable melting point depression (Thompson 

and Peercy, 1986). The effect of these impurity concentrations on the melting 

temperature of a-Si is unclear. Howevcr, .Jacobson et al. (1987) found that the 

solubility of Au in a -Si is ~ 1020 cm -J, a factor 106 higher than in c-Si. Moreover, 

Peercy et al. (1986b) reported the nucleation of an internat melt during pulsed­

laser annealing, resulting from a local melting point depression , for In concen­

trations > 100 times higher than its soluhility limit in c-Si. These results indicate 
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that the effect of impurities on the melting temperature of a-Si is probably less 

severe than for c-Si. lmpurities can have a large effect on the growth of c-Si. 

Cu !lis et al. (19&2, I 984) and Narayan (1986) have observed that epitaxial 

growth can be frustrated if thc concentration of impurities, segregated at the 

liquid-solid interface, bccomes too high. Recently, Roth and Olson (1987) ob­

served that impurities such as P, As, and B all deercase the nucleation rate but 

iocrcase the growth velocity of c-Si nuclei in a-Si. The opposite effect was found 

for 0 and F. A SPE ratc iocrcase by a factor of 2 was found for an In concen­

tration of ~0.3 at.%, ten times as high as the soluhility limit in c-Si (Nygren et 

al. 1987). At higher In concentrations (>0.5 at.%) they obscrved an amorphous 

to polycrystalline transformation at temperatures much lower than rcquired for 

SPE. Based on these last rcsults thcy cstimate a melting point depression for 

IX-Si of ~30 K per at.% In. 

Many different melt and solidification phenomcna have been observcd 

under as many different cxperimcntal conditions. In this thesis we try to bring 

some order in the experimcntal multitude of melt and solidification phenomena 

upon pulscd-laser irradiation of implantation amorphized Si. To achieve this 

goal we performcd TRR, RBS, and TEM measurements on Cu and Si impJan­

talion amorphizcd Si of various laycr thickncsses, irradiatcd with light pulses 

from two different Jasers and with various putse durations to make a systematic 

study of thc influencc of thc cxperimental conditions on the multitude of melt 

and solidification processes ohserved in IX-Si. The experimental results are ac­

companied hy heat-flow calculations of the mclt depth and mclt velocity, toen­

hance and support their understanding. Moreover, we present two new 

computer modcls, one dcaling with amorphous regrowth from thc surface and 

one to test the validity of hcterogeneous nucleation as a mechanism for XCR 

(Tsao and Peercy, 1987). The latteroncis compared with the model from Wood 

and Geist (19R6a , !986b), followed by a discussion on the merits and failures 

of the two models. 
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1.3. Properties of Silicon 

1.3.1 Introduetion 

Silicon is an element which in its various phases combines the propertics 

of many others. Solid crystalline silicon (c-Si) is a semiconductor and has the 

optica! and thermophysical properties of an insulator. Liquid silicon (I-Si) be­

haves like a metal with all the corrcsponding features as a high optica! 

reflectivity and a good thermal and electrica[ conductivity. Recently, yet another 

solid phase of silicon has been found to exist. Unlike other materia Is, silicon does 

not form a glassy statewhen rapidly solidificd from the mclt. InsLead it assumes 

an amorphous phase with a lowered melting tempcrature and latent heat. In this 

phase the electrical conductivity of the silicon is still that of a semiconductor but 

the thermal conductivity has dramatically decreased and shows the behaviour 

of a glass. When a-Si is melted, thc thu.s formed undercooled liquid behavcs like 

a mctal but is, of course, unstablc against crystallization. 

In order to interpretand to understand the various phenomena which oc­

cur upon pulscd-laser irradiation of silicon it is of crucial importance to know 

thc optica! and thermal properties of silicon accurately. Furthcrmore it is ncc­

essary to look into the theory of melting and solidification . The experiments 

performcd on amorphous silicon (a-Si) and its undercooled liquid state 

prompted further theoretica! work to describe solidification under non­

equilibrium conditions. 

The remaining part of this chapter is dividcd into threc sections. In the 

first section, the optica I properties of crysta lline, a morphous, a nd liqu id silicon 

will be presenLed as a function of wavelength and tcmperature. The second sec­

tion is devoted to the relevant thermophysical propcrties. Finally, the third sec­

tion gocs into the processes of melting and solidification . 

1.3.2 Optica! properties of silicon 

The optica] properties of a material are usually given in termsof the com­

plex dielectric constant 1: = t: 1 + it:2 or as the refractive index n and thc extinction 

coefficient k. Thc two different representations are related by: 

12 



2 2 
~: 1 =n -k (I a) 

(I b) 

Under experimental conditions, other optica! parameters such as the absorption 

coefficient IX and the reflcctance R are of more direct use. The absorption coef­

ficient represents the absorptive power of a material and is related to the ex­

tinction coefficient k in the following way: 

2n 4nk 
IX= -1:2 = --

). ). 
(2) 

wherein À is the wavelength of the light in vacuum. 

The reflectance R is the ratio between the reflected and the incident in­

tensity at a boundary between two media. Given the optica! parameters of the 

two materials, the reflectance depends on both the polarization and the angle 

of incidence of the incoming light: 

(n2 cos e,- n, cos ei+ (k2 cos e,- k, cos ei Ril = -=--::_~_...:. _ _.:..:...._:........::...__....;.....___:__..:..:...._ 

(n2 cos e, + n, cos ei+ (k2 cos e,. + k, cos e,)2 
(3a) 

(n, cos e, - n2 cos ei+ (k, cos ei - k2 cos ei R .i = -'---'=-------.:....._---=. _ ____; __ _o__......;__-=-----=--
(n1 cos e,. + n2 cos ei+ (k, cos e,. + k2 cos ei 

(3b) 

with: Ril = reflectance for the polarization parallel to the plane of incidence 

Rl = reflectance for thc polarization perpendicular to the plane of inci-

dence 

n1 and k 1 = optica! constantsof medium I (incoming light) 

n2 and k 2 = optica I constantsof medium 2 (transmitted light) 

ei = angle between incoming light and the surface's normal 

e, = angle between transmitted light and the surface's normal 

The angle of incidence and transmission are related to the refractive indices of 

media I and 2 by Snell's law: 

(4) 
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For normal incidence at an air-material boundary the equations 3(a + b) reduce 

to one simpler, and wel! known expression: 

(5) 

The optica! properties of crystalline silicon have been extensively studied 

by scanning ellipsometry techniques (Aspnes and Theeten, 1980; Jellison and 

Modine, 1982a, 1982b, 1983; Jellison and Burke, 1986). C-Si is an indirect-gap 

semiconductor and its optica! properties vary substantially with wavelength and 

temperature. The dependenee of n and k on the photon energy is a complicated 

function of parameters related to the band structure of silicon. Therefore, no 

sensible approximation formula can be given. The influence of temperature on 

the optica! properties is less capricious, and it is possible to use empirica! re­

lations. For photon energies wel! bclow the direct gap of silicon (3.4 eV) and for 

temperatures between 300 K and I 000 K, the absorption coefficient can be 

fitted by: 

(6) 

with T0 ~ 430 K. The refractive index increases linearly with temperature for 

photon energies from 2 cV to 3 eV: 

n(À,T) = n(.-1.,300 K) + 5 x 10-4 K-1 (T- 300 K) (7) 

A compilation of the relevant optica! parameters of c-Si for the different wave­

lengths used in this thesis is given in table I (Jellison and Modine, 1982a, 

1982b). 

Amorphous silicon has also been studied by many authors (McGill et al. 

1970; Adams and Bashara 1975; Watanabe et al. 1979; Cortot and Ged 1982; 

Lue and Shaw 1982; Ravindra and Narayan 1986; White 1986). The doeurnen­

lation of the optica! properties of a-Si is complicated by the fact that these often 

vary with the sample fabrication. For example, Fredrickson et al. (1982) re­

ported that the optica] properties of ion-implanted a-Si change upon heat treat­

ment. They observed that the infrared refractive index saturates at ~96 % of 
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...l.(nm) laser n k a( cm-') R. a0(cm-·') T0(K) 

820 AlGaAs 3.586 0.003 4.6 x 102 .318 2.3 x 102 430 

694 Ruby 3.763 0.013 2.4 x I 03 .336 1.3 x 103 427 

647 Krypton ion 3.827 0.015 3.0 x 103 .343 1.4 x 103 430 

633 Helium-Neon 3.866 0.018 3.6 x 103 .347 2.1 x 103 447 

532 2v0 Nd:YAG 4.153 0 .038 9.0 x 103 .374 5.0 x 103 430 

488 Argon ion 4.356 0.064 1.6xl04 .392 9.1 x 103 438 

Ta bie I. Optica) constants of c-Si for the wavelenghts used in this thesis. 

its as-implanted value after 2 hours at 500 oe or 30 minutes at 550 oe. In this 

section we only discuss the optica! constants of as-implanted ion-implantation 

amorphized silicon since this is the material we have been working with. As al­

ready mentioned in the introduetion to this chapter, a-Si is still a semiconductor. 

The absence of long-range order however means that the sharp features of the 

band structure are smeared out in energy. As a result of this, both n and k are 

increased for photon energies below the direct band gap. The absorption eoem­

eient a is no Jonger a strong function of temperature as with e-S i. There is some 

evidence that it increases to a value between that of I-Si and "cool" IX-Si for 

temperatures just below the melting point (Bruines et al. 1986b). The reflectance 

of IX-Si for the ruby laser wavelength (À = 694 nm) was measured by Webher et 

al. (1983) and showcd little temperature dependenee up to 800 K. Tablc 11 

givcs the optica) data for a-Si at the relevant wavelengths (White, 1986). 

With the advent of laser annealing and the computer modelling thereof, it 

became increasingly important to know thc optica! functions of I-Si. The first 

static mcasurements werc performed by Sharcv ct al. (1975, 1977). The results 

for n and k can be fitted by straight lines: 

n =- 0.2 + 4.8 x 10-3 À (nm) 

k = 2.3 + 4.7 x 10-3 À (nm) 

(8a) 

(8b) 
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À(nm) laser n k a(cm-1) R" 

694 Ruby 4.547 0.542 9.8 x 104 .414 

647 Krypton ion 4.642 0.771 1.5 x tos .427 

633 Helium-Neon 4.633 0.833 1.7 x los .428 

532 2v0 Nd:YAG 4.758 1.339 3.2 X 105 .456 

488 Argon ion 4.738 1.694 4.4 x tos .470 

Table 11. Optica! constants for a-Si at selected wavelengths. 

They also found that the optica! properties of I-Si are not very temperature de­

pendent. Th is is in agreement with the data from Lampert et al. (1981 ), indi­

cating a temperature coefficient of -0.02 %/K up to ~1870 K for the retlectance 

at À= 633 nm. Recently, Jellison and Lowndes (1985) and Jellison et al. (1986) 

performed timc-resolved ellipsometry and time-resolved ref1ectivity measure­

ments during pulscd-laser annealing of Si and Ge. The so obtained optica! con­

stants did not show a significant difference with the data from Sharev et al. 

( 197 5, 1977). Since the electron ie structu re of melted a-Si was shown to be the 

same as that of melted c-Si (Murakami et al. 1986), there is no difference be­

tween the optica) constantsof the two molten states. The resulting parameters 

of l-Si as calculated from the equations 8(a + b) are presented in table 111. 

1.3.3 Thermophysical properties of silicon 

The relevant thermophysical properties of silicon can be divided into two 

classes. Firstly the melt point Tm and latent heat Lh , and secondly the thermal 

conductivity K and speciftc heat CP. The ftrst two parameters depend only on the 

phase, the other two depend also on temperature. When going from room tem­

pcrature to the melting point of c-Si, the specific heat increascs by a factor of 

nearly two and the thermal conductivity deercases to only one sixth of its ori­

ginal value. The speciftc heat of a-Si differs only slightly from that of c-Si, 

however, the therrnal conductivity is drastically reduced and does notshow any 
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À(nm) laser n k a( cm-') R. 

820 GaA1As 3.7 6.2 8.4 x 105 .76 

694 Ruby 3.1 5.6 1.0 x 106 .74 

647 Krypton ion 2.9 5.3 1.0 x 106 .73 

633 Helium-Neon 2.8 5.3 1.1 x 106 .73 

532 2v0 Nd:YAG 2.4 4.8 t.l x l 06 .73 

488 Argon ion 2.1 4.6 1.2 x 105 .72 

Table lil: Optica! constants for I-Si at se1ected wavelengths based 
on the equations 8(a + b). 

significant temperature dependence. Both the therma1 conductivity and the 

speciftc heat show a jump when going from the solid to the liquid state. These 

properties of I-Si are similar to that of metals and thus are not very sensitive to 

temperature. 
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Figure 1.6. Speciftc heat and thermal conductivity of c-Si as a function of tem­
pcrature (Baeri and Campisano, 1982). 

The thermophysical properties of c-Si can be found in several handhooks 

(Goldsmith et al. 1961; Touloukian and Boyco 1970; Touloukian et al. 1970). 
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The melting point of c-Si is 1685 K, although slight variations around this value 

can be found in literature. The latent heat amounts 4.2 x l09 Jm-3• The specific 

heat of c-Si is reasonably described by the Debye law with a Debye temperature 

of 645 K (Kittel 1976a). For the temperature range from 300 K to the melting 

point, it can be fitted by a power law: 

(9) 

The specifïc heat and thermal conductivity of c-Si are shown in tigure 1.6 as a 

function of temperature. At this point it is interesting to campare the energy 

needed tobring c-Si from room temperature to the melting point with its latent 

heat. The inlegral over lhe specific heat CP gives ~3.5 x 109 .Jm-3 , which is 

aboul 83% of the value forthelatent heat. So for c-Si, healing and melting take 

a bout the same amount of energy. 

To a first approximation, lhe lhermal conductivity is expected lo vary as 

1/T for high lemperatures since the callision frequency for phonons is propor­

tional to their total number, which scales with T (Kittel 1976a; Ashcroft and 

Mermin 1976). This does not, however, give a satisfactory fit with the data at 

room tem perature where the fu ll Bose- Einstein expression for the phonon accu­

pation number must be used. A much better result can be obtained using an 

exponentially decaying function with saturation: 

K = 22 + 382 exp( -T/240 K) wm-'K - 1 (1 0) 

Sincc lX-Si is a mctastablc phase, it is not easy to determine its 

thermophysical properties. To avoid crystallization during the measurement of 

thermophysical propertics, much work has been done using pulsed-lasers. The 

melting point and the latent heat are thc most difficult to obtain (Bagley and 

Chen 1979; Spaepen and Turnbull 1979; Baeri et al. 1980; Webber et al. 1983; 

Thompson et al. 1984; Donovan et al. 1985; Thompson et al. 1985). Moreover, 

there is some evidence that they depend on the method and rate of healing 

(Sinke et al. 1988). The most accurate value for the melting temperature of 

lX-Si, obtained in the nanosecond pulse regime, is 1460±25 K (Thompson et al. 

1985). The best value for the latent heat is given by Donovan et al. (1985); 
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3.08 x I 09 Jm- 3• A first well considered estimate for the therm al conductivity of 

tx-Si was given by Webber et al. (1983). Based on the Debye kinetic theory they 

calculated a value on the order of 1 Wm- 1K-1• Goldsmid et al. (1983) measured 

2.6 Wm· 1K-1 and pulsed-laser experiments by Lawndes et al. (1984) indicated 

2 Wm· 1K·-1 • All values given are at least an order of magnitude beneath those 

of c-Si. There is no data available on the possihle temperature dependenee of the 

thermal conductivity, but according to Webher et al. (1983), only minor cor­

rections can be expected. The difference between the specific heat of the crys­

talline and the amorphous phase of a-Ge has been determined by Chen and 

Turnbull (1969). The result can also be used for ex-Si when scaled with the 

melting temperature of c-Si insteadof that of c-Ge (Donovan et al. 1985): 

ACp,ar. =- 1.86 x 104 + 236 (T/1685 K) Jm-3K-1 ( 11) 

lf we compare the energy to heat tx-Si and to actually melt a-Si we find nearly 

the same result as with c-Si. The integral over the specific heat is lowered to 

~2.9 x 109 Jm-·3 , mainly because of the lower melting point. This value is 

equivalent to 94 % of the latent heat. The energy needed to both heat and melt 

a-Si is about 78 % of that of c-Si. This means that, neglecting effects of the 

much smaller heat diffusion, ex-Si will always melt more deeply as compared 

with c-Si under irradiation with the same laser pu\ses. 

The thcrmal conductivity and specific heat of 1-Si are not know. The usual 

way of compensating for this Jack of knowledge is to use the fact that I-Si is a 

metal. In that case thc thermal conductivity can bc related to the electrical 

conductivity a by the Wiedemann-Franz law (Kittel 1976b): 

K = 2.45 x 10- 8 w.nK-2 aT (12) 

Measurements of Glasov et al. (1969) givc a value of 1.25 x 106 Q - 1m 1 fora 

with a small increase with tempcrature. Together with the result of eq. 12 this 

leads to: 

K = 47 (T/1685 K) wm-1K-1 ( 13) 
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The only data on the specific heat of I-Si is given by Hultgren et al. (1973). 

They argued that the specitic heat would be ~I 0% lower than the value for e-S i. 
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1.4. Fundamentals of Melting and Solidification 
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Figure I.7. Gibbs free energy differences, in eVjatom, for the amorphous (a), the 
liquid (1), and the crystalline (c) phase, for Si (inner scale) and Ge (outer scale) 
after Spaepen and Turnbull (1982). 

In pulscd-laser anncaling a smal! volume of material is subsequently ener­

gized and quenched . Usually the rate of heating and cooling is so high that de­

partures from equilibrium become appreciable. For example when (100) c-Si is 

melted by picosecond light pulses, the ra te of cooling will be so high that normal 

crystalline growth cannot take placc and ~>:-Si is formed instead; the I --.a tran­

sition in figure 1.7. The critica! velocity for this phcnomenon was shown to be 

15 m/s (Thompson and Galvin, 1983; Thompson et al. 1983). An even more in­

triguing situation is encountered in the pulscd-laser annealing of ex-Si . When 

heated on a microsecond timescalc ex-Si cannot bc melted . lnstead it either 

grows epitaxially on a c-Si substrate or, in the absence of such a seed, little 

crystalline nuclei are formed homogcncously throughout the layer; this is the a 

--. c transition in figure 1.7 (Olson ct al. 1987; Rothand Olson, 1987). The above 

mentioned processes are not fast enough to suppress melting when nanosecond 
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pulses are used (a __. I in fig. I. 7). Depending on the experimental conditions the 

(undercooled) I-Si can solidify into tx-Si again, grow epitaxially or crystallize 

spontaneously. This last situation can give rise to explosive crystallization in 

which the latent heat from the crystallization of the undercooled liquid melts 

additional tx-Si. All these phenomena are related with the kinetics of melting and 

solidification. The remainder of this paragraph is therefore devoted to the basic 

principlesof thc transition state theory for crystal growth (Hillig and Turnbull, 

1956; Turnbull, 1962; Spaepen and Turnbull, 1982; Tsao et al. 1986) and 

nucleation (Spaepen and Turnbull, 1982; Keiton et al. 1983; Tsao and Peercy, 

1987). 

The velocity u of the liquid-solid interface can be written as the difference 

between a melting and freezing term: 

{ /:l.gl-1 l:l.gs-1 } u = a v0 f exp( - --) - exp( -- --) 
k 8T; k 8T; 

(14) 

where a is the jump distance, v0 the jump frequency,j the fraction of interfacial 

sites at which rearrangement can occur, k8 the Boltzmann constant, T; the tem­

pcrature at the interface, and l:l.g, 1 and l:l.g, 1 the Gibbs free energy differences 

per atom between the liquid respectively solid and the transition state. Normally 

the term containing l:l.g1_1 is factored out and the effect of a possible encrgy bar-
. . d fl" . f ( L\gl-t ) ner ts reprcsente as an e .ecttve attempt requency v.f! = v0 exp - knT; to 

give: 

( 15) 

where L\g,_1 is the Gibbs free energy of melting per atom. For small deviations 

from equilibrium the exponential termand L\g,.1 can be linearized: 

L\gs-1 L\s s-1 (Tm -· T;) 1 
u~aveff.f knTi ~aveff.f kaT; = C L\T; (16) 

with L\s,_1 the entropy of solidification per atom, Tm the static melt temperature, 

and (-' the velocity- undercoolingjsuperhcating constant. Equation 16 shows 

that the interface velocity is zero for T; = Tm and a certain amount of 
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undercoolingjsuperheating is needed to move the liquid-solid interface. A num­

ber of authors have investigated the numerical value of ( for c-Si by comparing 

calculated and measured temporal melt depths (Galvin et al. 1985; Thompson 

et al. 1985; Peercy et al. 1987). The most accurate number until now is 17±3 

Kj(mjs). The combination of this value with the amorphization velocity of 

15±1 m/s and the difference in melt temperature between c- and a:-Si of 

225±20 K, results in a value for the (of a:-Si between 0 and 7 K/(m/s). 

The actual speed with which the solid-liquid interface wil! propagate is 

governed by the heat flow. In the stationary state, the heat flux Q through and 

the velocity u of the interface are related as: 

àT- àT-
Q = - Kt ---;;; lt + K, àz, Is = -u ~hs-t (17) 

where we have used a one-dimensional heat flow. ~h,_ 1 is the heat of melting per 

atom and z the position coordinate in the irradiated materiaL For most practical 

purposes concerning pulsed-laser annealing, equation 17 can be simplified to: 

(Ts-TJ 
U = K ~h d 

s-1 
(18) 

in which T, stands for the temperature of the substrate at infinity and d for the 

effective thermal penetration depth, i.e. the distance for which a linearization 

of the temperature from the interface towards the substrate would give T,. lf 

c-Si is irradiated with visible light pulses of ~10 ns full width at half maximum 

(FWH M) this charactcristic length is of the order of a micron. At this point 

Spaepen and Turnbull (1982) introduced vhf , the characteristic frequency asso­

ciated with heat flow: 

K (19) 

The interface temperature can now be found by comparing equations 16 and 

18: 

23 



(20) 

For most matcrials d;:- ' is of the order of unity (for metals ~I, for Si and Ge 

~3.6) . The interface temperature is therefore dominated by the ratio of the two 

effective frequencies, see tigure I.8. lf fv.f!~ vhf the propagation of the liquid­

solid boundary is said to be heat flow limited and T;---> T m• tigure 1.8 (a). In the 

other limit vh1 ~ fv.f! we speak of a growth or interface dominated motion and 

T;--+ T,, tigure 1.8 (b). 

(a) T 

(b) 
Tm--------- CRYSTAL 

T;---------

Figure 1.8. Schematic diagrams of the temperature profile in case of (a) heat­
flow limited and (b) interface limited soliditication. 

Little is known about the growth of a-Si. Equation 16 can of course be 

used both for crystalline and amorphous growth. The condition that the a-Si 

phase would outrun the c-Si phase, i.e. u"·~i > u c· Si, canthen be written as: 

(21) 

Since the interfacial undcrcooling dT; is always highest for the c-Si phase and 

since ds,_1 for amorphous growth is not expected to differ much from that for 
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crystalline growth, the big difference must come ahout from the effective at­

tempt frequency v.ff andjor the fraction of interfacial sites f However, until now 

it is unclear how these differences could be explained. The occurrence of a-Si 

growth from the free surface, which has only been observed in impurity im­

planted Si until now, is also not understood (Cullis et al. 1982, 1984; Campisano 

et al. 1985; Bruines et al. 1986b, 1987b; Peercy et al. 1986a). Cullis and 

coworkers (1982,1984) proposed that the initia! growth of a-Si from the interior 

and the melting point depression for high impurity concentrations, resulting in 

highly undercooled 1-Si, causes the "nucleation" of a-Si at the air-liquid inter­

face. In this thesis we wiJl show that the presence of impurities is not necessary 

for this process. It would he interesting to know whether amorphous regrowth 

from the free surface also occurs at ultra high vacuum conditions with the thin 

native oxyde surface layer removed. 

Up to this point all the expressions were symmetrie with respect to melting 

and solidification, which means that for a given value of I Tm-T; I the interface 

velocity will be the same irrespective of undercooling or superheating. Recently 

howevcr, Tsao et al. (1986) found evidence for an asymmetry in thc melting and 

freezing kinetics of c-Si. They argued that it is easier for the silicon to melt than 

to crystallize because of the large entropy difference between the liquid and the 

crystal. Thcy proposed that the crystallization velocity is lowered with a factor 

of exp( - A~:-' ). For c-Si this would mcan a reduction to only 3 % of its ori­

ginal value, which would fit in wel! with the fact that the superhealing upon 

pulsed-laser melting is certainly bclow ó K/(m/s) but th at crystallization pro­

cceds with an undercooling of 17 K/(m /s) (Tsao et al. 1987). 

As already mcntioned, thc irradiation of a-Si with laser pu lses in the 

nanosecond regime can produce a melt of highly undercooled I-Si. In the ab­

sence of a seed the only way to crystallize from this unstable state would appear 

to be via bulk nucleation. This mechanism was proposed to play a role in the 

explosive crystallization of a-Si (Wood ct al. 1984). Based on TEM results, in­

dicating an average grain size of ~10 nm ( Lowndcs et al. 1984; Narayan and 

White, 1984), and estimating the available time to be ~10 ns, they calculated 

a bulk nucleation ra te of~ I 032 m 3 s -'. Undercooling experiments on molten Si 
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by Devaud and Turnbull (198.5) indicated a maximum value of only 

2 x 1010 m-3 s-1 at 240 K below the melting point of c-Si. This makes bulk 

nucleation as the process of explosive crystallization highly unlikely unless the 

I-Si is undercooled appreciably below the melting point of a-Si. Tsao and Peercy 

( 1987) proposed a model in which the nucleation takes place at the liquid-solid 

interface. Recently, Roth and Olson (I 987) and Roorda (1988) obtained data 

on homogeneaus nucleation in solid a-Si. Their results indicate that XCR is 

possib\y sustairred and/or initiated by c-Si nuclei which are formed during 

heating of the solid material and grow as soon as they are in contact with 

undercooled I-Si. To give some insight into this matter of the origin of explosive 

crystallization, the last part of this chapter is devoted to the basic principles of 

homogeneaus (=bulk) and heterogeneaus (=interface) nucleation . 

The Gibbs free energy difference of a crystalline nucleus with radius r 

surrounded by its melt is given by: 

2 4n 3 
~G = 4nr y + 3 r ~Gv (22) 

in which y is the surface energy and ~Gv the Gibbs free energy difference per 

unit volume. The critica! nucleus is found by setting d~;' = 0 

3 
~G = 16ny 

c 3(~Gi 
(23) 

The number of atoms in a critica! nucleus can be found by multiplying ~n r; 
with the density of atoms per volume. In the samemanoer as with the interface 

velocity it can bc shown that the nuclcation rate yields: 

I= 10 exp(- -~-G-) -;::": 10 exp(---1-6n_.:,y_
3
-) 

knT 3(~GiknT 
(24a) 

[ kn T J ( M,_c ) 
lo = Nt- Si -h- exp - kBT (24h) 

where N1_s; is the density of atoms in the liquid, h Planck's constant, and M1_, 

the activation energy for transporting an atom across the liquid-solid barrier. 
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This last parameter is not known but Turnbull (1950) cstimated it to be ap­

proximately equal to the activation energy for viseaus flow. Based on this pro­

position he calculated that 1 0~ 1 039±1 m-3 s-1 for metals. Using the sameapproach 

for silicon we arrive at 6.R x I 039 m -J s- 1 at the melting temperature of ex-Si. A 

more phenomenological treatment of the pre-exponential factor is given by 

Uhlmann (1972). According to his calculations 10 can be expressed as 

{(k8T)/(3na6n)} in which a is the mean distance hetween atoms in the liquid and 

17 the viscosity. Th is expression results in a value of ~s x I 038 m-3 s- 1 at the 

melting point of ex-Si. 

The Gibbs free energy difference ógv between c- and ex-Si can be estimated 

by a linearization of the Gibbs free cnergy around thc melting point of c-Si: 

óGv(T) ~ Lc (I - T/T~s;). For most practical purposes concerning nucleation, 

the Gibbs free energy is taken at the melting temperature of ex-Si , óGv ( T~5i) 

~5.8 x 108 Jm·3• 

Unfortunately, the surface energy y between the liquid and the crystalline 

phase is not well known for silicon. A crude approach to the determination of 

the surface energy of Si has heen given by Turnhuil (1950). He correlated the 

surface energy of an imaginary interface containing Avogadro's number of at­

oms Ymol-. with the heat of fusion per mole óHmole and found that most matcrials 

obey Ymole ~ 0.35 óHmole· A more sophisticated treatment was givcn by Miedema 

and den Broeder (1979). Intheir model the interfacial energy between the solid 

and the Iiquid can be split into y1, reflecting the entha\py change for the atoms 

in the surface layer of the solid and y11 , accounting for the entropy change of 

the atoms in the surface layer of thc liquid. The ftrst term corresponds with that 

of Turn huil. lnserting a value for the already mentioned imaginary rnalar area 

and allowing for some smalt corrcctions, e.g. due to surface roughness on an 

a torn ie scale, th is leads to: 

óH l = 2_5 X 10-9 mole 
y ~3 

V mole 

I -2 .m (25a) 

with V mole the molar volume. The second term depends on the entropy differ­

ence s· between the atoms in the ftrst layer of the \iquid and those in the bulk. 
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Miedema and den Broeder state that, in first approximation, yu must be inde­

pendent of the material if calculated per unit molar surface area. Based on pre­

vious measurements of the surface energy for germanium (Turnbull, 1950), 

giving an entropy difference s· of7 x J0- 8 J/K , this leads to an expression for 

Si of: 

l' T 
2/3 

V mole 

T 
y = 0.242 + 0.174x 1685 K I -2 .m 

(25b) 

(26) 

Th is results in a y of ~o.4 Jm- 2 for T = T~s; = 1460 K . If all the parameters 

are inserted into equation 23 we find a bulk nucleation rate of 

~IO - C 30± 1 l m-3 s--t. This number, however, depends strongly on the value of y. The 

already mentioned undercooling experiments by Devaud and Turnbull (1985) 

yield a minimum value of 0.3 .Jm- 2• To reach the nucleation rate estimated by 

Wood et al. (1984) with this value, an undercooling r;"-s;- Tof ~535 K would 

be necessary, which is more then 300 K below the melting point of Q:-Si. lt is 

clear from this analysis that, in spite of the large uncertainties, homogeneaus 

nucleation is indeed very unlikely. 

The case of heterogeneaus nucleation is even more complex and ill defined. 

A first approximation can be made under the following assumptions . i) The 

surface roughness is equal to the radius of the critica) nucleus, ii) the surface 

energy between the nucleation plane material and the nucleus is negligible, and 

iii) no surface tension effects are present. The heterogeneaus nucleation rate can 

now be derived from lhe homogeneaus one by realizing that only half the sur­

face energy is needed. This means that the radius of the critica! nucleus is re­

duced by a factor of two but more importantly that its Gibbs free energy 

difference is lowered by a factor of eight. As a result the nucleation rate in­

creases from ~I O-C30±1l to ~I OC30±1l m- 3 s 1 for y = 0.4 Jm-2 • The real heteroge­

neaus nucleation rate can in first approximation be found by multiplying the 

homogeneaus nucleation ratc, including the corrected Gibbs free energy, by the 

radius of a critica\ nucleus. With the above calculated result this would lead to 
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a value of 1030 m -3 s- 1 x I 0· 9 m- 1 ~ I 021 m 2 s·' . A more sophisticated approach 

is to use the density of atoms per unit area in equation 24b to obtain the pre­

exponcntial factor for hcterogeneous nucleation (Turnbull, 1950). This means a 

reduction of /0 by ~1010, which gives a comparable result. A nucleation rate of 

~I 021 m ·2 s 1 mcans that the formation of c-Si nuclei at a (moving) Jiquid-solid 

boundary, as present during explosivc crystallization, is not completely impossi­

ble. The value is, however, nattered by the cruclc assumptions made to arrive 

at this result. lt is obvious that the heterogcneOLIS nucleation rate could be 

strongly intluenced hy the presence of impuri ties at the solidifïcation front but, 

as with heterogeneaus nucleation itself, all moelels are highly speculative. 

Spontaneous nucleation can of course also occur in solid a-Si. The cone­

sponding nucleation rateis again described hy equations 24a and 24b. Since the 

viscosity of asolid is ~1014 higher than that of a liquid (Uhlmann, 1972), the 

pre-exponcntial factor 10 is now presumably lower than that of 1-Si. However, 

the surface cnergy between a-Si and c-Si is much smaller than that between I-Si 

and c-Si. Model-building studies of planar interfaces separating c-Si and a-Si 

yield 0.13 Jm · 2 (Spaepen, 19R3). Nucleation cxpcriments in a-Si films give 

0.04 .Jm 2 (Koster, 197R). Both valucs are considerably bclow the ~0.4 Jm 2 for 

nucleation in thc melt. An cxtrapolation of thc data of Rothand Olson (1987) 

to 1460 K yields a homogeneaus nuclcation ra te in thc solid of ~I 026 m 3 s·-1, 

equivalent to onc nucleus per 10 11m 3 in onc nanosecond. Roorda (19R8) re­

ccntly showcel that this dcnsity of nuclei can he obtained upon laser annealing 

with a single 32 ns FWH M ruby laser pulsc. 

In principle thc quoled figures ancl cquat.ions for homogeneaus and hcter­

ogencous nuclcation are only vali<l in thc stcady-statc situation. For the tran­

sicnt regime, cxpression 24 must be multiplied by an additional factor 

(Kashchiev, 1969; Kelton ct al. 19R1). 

(27a) 

. h 4 N I 
Wit ri = -3 I z 

n o J 

(27b) 
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J D.G' 
where Z = 6 re kB T nr. (27c) 

N is the density of atoms, J0 the pre-exponential factor for nucleation and Z the 

so called Zeldovitch factor, which in its turn contains the Gibbs free energy per 

atom D.G', the Boltzmann constant k 8 , the temperature T, and the number of 

atoms in a critica! nucleus nc. This last quantity can of course be found by 

multiplying the volume of a critica! nucleus 4; r'j with the density of atoms N 

and depends on the nucleation mechanism via re 

1.0 

0.8 
I(t) 
I(co) 

0.6 

0.4 

0.2 

0 
0 2 3 

Transient homogeneaus 
nucleation 

4 
t/T 

5 6 7 8 

Figure 1.9. Nucleation rate, normalized to its steady-state value, as a function 
of time, normalizcd to the incuhation timer, as calculated using expression 27a. 

Figure 1.9 gives the evaluation of cxpression 27a. The nucleation rate is 

completely negligible below t/-r = 0.5 anct increases to a bout 80 % of its steady­

state value at t = 2-r:. Apart from some rearrangements, all the parameters 

needed to calculate the incubation time -r: are given in this section. For heter­

ogeneaus nucleation al the liquid-solid frontthis leads to: 

-r~5x1o- 13± 1 s 
hds-~Co-;,9~-+ 0.501 16:; K ]3 

-v ~ [I - 168~ K ] 4 
(28) 
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This result must be multiplied by j8 for homogeneous nucleation in the melt 

because of the larger number of atoms in the critica! nucleus. Expression 28 

leads to an incubation time r of ~3 x I o-101 1 s at the melting point of a-Si. The 

temperature dependenee of r is only weak, its value changes with approximately 

± 50 % for every ± 60 K variation around 1460 K. The uncertainty in these 

incubation times is large, not only because of the ill defined value of 10 but also 

because of the crude approach to heterogeneous nucleation and the not accu­

rately known value of the surface energy y. This means that the incubation time 

for nucleation in thc melt can be anything between a negligible I 00 ps to a no­

ticeable 10 ns. 

A calculation of the incubation time for nucleation in the solid, using 

Uhlmann's (1972) phcnomenological approach to thc prc-exponential factor, 

yields a value of the order of hours. Th is because 10 is greatly reduced, while the 

Zeldovitch factor Z hardly changes. Jt is clear that this can not be true, which 

suggests that the dependenee of the pre-exponential factor on the viscosity, as 

described by Uhlmann (1972), is not valid in solids. This is not surprizing if one 

bears in mind that thc local rearrangemcnts needed for nucleation , are no Jonger 

strictly coupled to bulk properties in the soli(l. 
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11. EXPERIMENTALSET-UP 

11.1 Introduetion 

The pulscd-laser annealing of c- and a:-Si has shown a wide variety of melt 

and solidifïcation phenomcna. To understand these phenomena, the system 

must be studied under various experimental conditions with many different 

techniques. The annealing parameters such as putse duration or substrate tem­

pcrature are aften diffïcult to vary. As a result, most experiments focus on the 

combination of as many probe methods as possible. In general these techniques 

can bc classified according to whether they take place befare or after the exper­

iment. Into the fïrst case fall the time-resolved reflectivityjellipsometry 

(TRR/TRE) and time-rcsolved conductivity (TRC) methods. The second case 

includes e.g. Rutherford backscattering spectroscopy (RBS), transmission 

electron microscopy (TEM), and static reflectivityjel!ipsometry (SR/SE) meas­

urements. The latter techniques are more or less standard service activities in 

most laboratories, the time-resolved experiments are more complicated and re­

quire an individual approach. Except for TRC, all techniques have been used 

in the present work. This chapter is devoted to the way in which we performed 

our pulsed-laser annealing and TRR experimcnts. 

The next section presents the set-up used for the pulscd-laser annealing 

experiments. The importance of a uniform cnergy-density profile and variabic 

pulse duration will be discussed as well as our approach to those problems. The 

third section of this chapter deals with the set-up for the TRR measurements. 

Firstly the focus will be on the optica! confïguration and secondly on the elec­

tronics to monitor the signals. The preparation and characterization of the a:-Si 

samples is described in the fourth and last section. 

37 



11.2 The Experintental Set-Up for Pulsed-Laser Annealing 

I 1.2.1 Basic principles and energy-density profile considerations. 

m m;J 
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energy 
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Figure 1 l.I. Basic elements of thc set-up used for laser annealing. 

The basic principles of our expcrimental set-up for the pulsed-laser 

anncaling of c- and ex-Si is shown in fîgure Jl .I. The experiments have been 

performed with either a "Quanta-Ray" OCR-IA frequency-doubled 

neodymium:yttrium aluminum garnet (Nd:Y AG) laser (A= 532 nm) or a "JK 

Lasers" SYSTEM 2000 ruby laser (À. = 694 nm, on loan from the "Institute for 

Atomie and Molecular Physics", Amsterdam, the Nethcrlands). The Nd:Y AG 

laser has some disadvantages with respect to thc ruby laser. Y AG has large 

thermal lensing and birefringencc effecls, which determine the design of the op­

tica! resonator. This means that the cncrgy content of a putse and its cone­

sponding cnergy-density profile are dependent on the temperature distribution 

in the laser rods . The Nd:Y AG laser can thcrefore only be optimized fora fïxed 

setting of the flashlamp energy. Moreover, the OCR-I A Nd:Y AG laser has an 

unstable optica! resonator while the ruby laser has a stabie one. This results in 

a much smoother energy-density profile for thc ruby laser. Thc flash\a mps of the 
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Nd:YAG laser operateel at the maximum energy of 40 J per lamp (160 J in 

total) and were fired at a frequency of 10 Hz. This procedure ensured a stabie 

temperature profile in the laser rods after several hours, which minimized output 

encrgy fluctuations and changes in thc energy-density profile. The pulses could 

be extractcel from the thus operaled laser by activating the Q-switch from a re­

mote control box. In this way single 7.5 ns FWHM pulses were obtained with 

an energy content of ~300 m.J and a pulse to pulse energy fluctuation of ±3 

%. As mentioncd, the ruby laser is much less sensitive to the temperature dis­

tribution in the rods. Therefore it can bc operateel in the single-shot mode 

without firing thc flashlamps at a constant rate. With a lamp energy of ~65 J 

(260 .1 in total), the ruby laser produced 32 ns FWHM pulses with an energy 

content of 3 J. 

The encrgy-density profile of both Jasers is far from uniform. Since the 

melt and solidification phenomena depend on cnergy-density, special arrange­

ments have to be made to eventually obtain a nat (top-hat) energy-density pro­

file. A few of the solutions to this problem have been reviewed by Hili (1982). 

Thc most commonly usecl mcthod is thc mixing of the initia) beam into many 

spatial components, introduce angular and phasc differences, and recombine 

them at the surface to be processed . This can fnr instanee be done with a quartz 

rod guide diffusor (Cullis ct al. 1979). Thc sc;:tttering of the beam is there ac­

complished by a matte entrance face of a quartz waveguide and a large number 

of rays propagate through the rod by total internal reneetion to the polisheel 

output face. A uniformity of 95 % in cnergy-density over an area almost that 

of the output face can be achicvccl for elistances smaller than 1 mm from the 

end surface. The encrgy-density profile deteriorates rapidly beyond this dis­

tancc. Another method is to use such a smal! .<;patial fraction of the beam that 

the intensity is nearly constant over its area. Thc first technique is normally su­

perior to the second onc bccause of its ability to ill1neal large areas for a given 

pulse energy, which facilitates RBS and TEM mcasurements . However, the 

small elistance between the output face and thc sample makes it virtually im­

possible to perform timc-rcsolvcd rcflcctivity cxperiments. We have therefore 

chosen the second method. 
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Figure 11.2. Typical encrgy-density profile of the DCR-1 A Nd:Y AG laser, op­
erated under standard conditions, at a distance of 0.5 m after the laser head. 

Unfortunately, the initia! energy-density profile of the Nd:YAG laser exhibilo; 

large fluctuations over short distances (hot spots), sec fîgure 11.2. Therefore it is 

impossible toselect an area of reasonable proportion with an adequate energy­

density profile at a short distance from the laser. Moreover, the high energy­

density there (~2 Jcm- 2) can easily damagc optica! components. The solution to 

this problem is to use an optica! delay line of suffîcient length to ensure a 

smooth intensity profile afterwards. A standard criterion for the distance needed 

to obtain this so called far-field regime is that the Fresnel number, the squared 

radius of the aperture divided by the product of the wavelength and the dis­

tance, is much larger than one. For a laser rod radius of 3 mm and À= 532 nm, 

this gives a delay line length much larger than (3 mm)2 / (532 nm) = 17 m . ln 

practice a delay line of 14 m, obtaincd by fotding the beam several times with 

the aid of mirrors, sufficed to get a reasonably smooth energy-density profile 

(sce figure 11.3). From the standard thcory for diffraction at the circular laser 

rod (Born and Wolf, 19R3), it follows that the energy-density must he uniform 

within 90% over distances < 170 pm fora delay line of 10 m, irrespective of the 

initia] uniformity of illumination . The near Gaussian energy-density profile of 

the ruby laser was so smooth alrcady that we only needed one pass of the delay 

line (~4 m). Eventually, a small portion of the laser beam was extracted by 

means of a diaphragm (d). For t.he Nd:Y AG laser, a uniformity of about 90 % 
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in the energy-density could be obtained with an aperture of 1 mm ~. see tigure 

11.4. 
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Figure II.3. Characteristic energy-density profile of the DCR-IA Nd:YAG la­
ser, operated under standard conditions, at a distance of 14 m after the laser 
head. 
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Figure 11.4. Typical energy-density profile after an aperture of I mm Ij>. 

However, smal! variations in thc (lngle at which the pump beam lcavcs thc laser 

in combination with the optica! delay linc, givc a shift in the position of the 

beam at the aperture of a few millimeters. Unfortunately, this causes large 

changes in the energy-density profile and therefore less than ~20 %of the shots 

are useful. Moreover. not only the uniformity but. also the absolute value of the 
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energy-density is affected, which makes it virtually impossible to do experiments 

at a tïxed, previously chosen cnergy-density. The ruby laser has none of the 

above mentioned problems with the so called beam pointing stability. A much 

better result of <5 % non-uniformity of the energy-density across a diaphragm 

of 1.5 mm </J was achieved for every shot. The stability of its output beam made 

it possible to do experiments at a chosen energy-density with a l 00 % yield. 

The aperture (d) is projected on the sample by a biconvex lens, focal Jength 

and diameter both 400 mm. Crude variations of the energy-density range were 

made by adjusting the magnification of the system (M~0.8-1.2), the tïnal ad­

justment was done by neutral density filters. The high pulse energies used made 

it necessary to utilize volume volume absorbing neutral density filters and single 

component optica! elements with high energy coatings throughout the path of 

the pump beam. The aperture (d) is immediately foliowed by a beam splitter 

(bs), which couples approximatcly 10 %of the energy out of the main optica! 

path to monitor the intensity profile on a pulse to pulse basis. 

bp 

Figure 11.5. Optica] set-up to monitor the energy-density profile aftcr the aper­
ture (detail of tigure l.l). 

A detailed picture of the set-up for thc beam profiling is given in tigure lJ .5. The 

main part of the system projects the aperture on a "Delta Developmenlc;" Laser 

Beam Profile Monitor Mark IV (bp), consisting of a linear array of 60 pyro­

electric elements, by means of two Jcnscs (/1, 12). The size of the elements is 0.375 

x 2.67 mm (I mm 2) and thcir sensitivitics are equal within 1.5%. Furthermore, 

the energy-density scale of the app:uatus is calibrated to ±3%. To get a good 

overall impression of the intensity profile. thc array is used to monitor bot.h a 
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horizontal (h) and a vertical (v) cross section of the beam. For that purpose, the 

beam is split in two via a polarizing beam splitter (pbs) positioned after the 

second lens (/2). One of the thus formed beams passes a prism (p) which is ro­

tatcd 45 degrees to get a 90 degrees rotation of the intensity profile. Both beams 

impinge on the array, each coveringabout half of the available elements. Every 

cross section is projeeled on about 30 clements, which results in a total resol­

ution of 30 or 50 11m depending on thc diaphragm. A quarter wave plate (q) is 

used befare the lirst lens to give the cxtracted beam the circular polarization 

needed for the 50%-50% division at the polarizing beam splitter. The so re­

corded intensity profiles were used toselect the data on the basis of their uni­

formity of energy-density. Pulse energies were measured by a commercially 

available instrument ("Delta Developments" Pulsed Laser Energy Monitor), 

which was placed directly into the main optica! path just before the lens. In this 

way the energy of every pulse was determined with an error <.'5 %. 

11.2.2 Variation of_ the pulse length. 

As already mentioncd in the introdue­

/ ~m3 tion to this chaptcr, there is a need to be able 

m1 to vary certain cxperimental parameters. ~ "" /bs 
' ;' "" 

/[' 1\ 

\'/ 

laser 

q- -
"'!':" 

Figure 11.6. Ortical dclay linc 
to vary the pulse duration 
between 7.5 and IR ns (quasi 
FWHM). 

Unfortunatcly, both lasers have a fixed pulse 

duration . In order to study the influence of 

the pulse length on the melt and 

solidification hchaviour of a-Si, a double 

pulse tcchnique was set up to effectively 

lengthen the pulse duration. The method 

used is illustrated in figure JJ.(i . .lust after the 

first mirror (m,) of the main optica! delay 

linc, 50 % of the energy is coupled out via a 

heam splitter (hs) . An additional mirror (m2) 

introduces an extra delay for one of the 

beams after which it is fed into the main de­

lay line again (m3) in such a way that both 
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beams superimpose at the aperture. To avoid interference effects the auxiliary 

delay line is provided with a quarter wave plate (q), which gives the second 

putse a polarization perpendicular to the first one. Pulse delays of 5 to I 0 ns 

were used giving quasi FWHM durations up to 18 ns, see ligure 11.7. When us­

ing this double pulse technique, nat only the energy-density profile but also the 

temporal 

:J 3 
0 

L... 

~ 2 
0 
a.. 

(a) 0 ns delay (b) 5 ns delay (c) 10 ns delay 

20 
Time (ns) 

Figure JI.7. Temporal pulse shape as obtained with the double pulse technique 
fora) 0 ns, b) 5 ns, and c) 10 ns delay between both pulses. 

pulse shape was monitored with every pulse since nuctuations in the intensity 

ratio between the two beams, caused by the already mentioned beam pointing 

instability in combination with a different total delay line length, change the 

evolution in time of the com bined puI se. 
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11.3 The Tlme-Resolved Renecttvity Set-Up 

II.3.l The optica! set-up. 
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Figurc lUL Schematic draw­
ing of thc optica! set-up for 
the TRR measurements. 

The reai-time monitoring of the 

reflectivi ty of c- a nd a-Si u pon pu Jsed-laser 

irradiation puts heavy demands on the op­

tica! arrangement. In order to investigate 

melting and solidification fronts with prop­

agation veloeities up to tens of meters per 

second, the power of thc probe lasers must 

be constant on a nanosccond timescale. 

This constraint results in the use of either 

single-frequency lasers or Jasers with power 

nuctuations far beyond the bandwidth of 

the detection system. Forthermore the va­

ricty of possible melting and solidification 

phenomena makes it is necessary to use se­

veral probe wavelengths impinging at dif­

ferent directions to gain as much insight as 

possiblc. Thc resulting set-up for the TRR 

measurements is given in figure Il.8. The 

drawing can only be schematic since the 

exact configuration depends on the class of 

cxperiments. TR R measurements have been 

performed at four wavelenghts; À= 820 nm 

(AIGaAs diode laser). À = 647 nm (krypton 

ion laser) , À= 633 nm (helium-neon laser), 

and À o= 488 nm (argon ion laser). The 

AlGaAs diode laser has the advantage that 

its power variations are on a picosccond timcscale, which is far beyond our re-

solution. To satisfy our necd for constant power at a nanosecond timescale, the 

other laser must be single-frequency. Onc way to achieve this is to use a laser 
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with short resonator, which only permits one longitudinal mode. Unfortunately, 

these lasers have a very low, <I mW, output power. A combination of single­

frequency operation and reasonable output power can be obtained by a stand­

ard length laser with an intra-cavity etalon. 
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Figure 11.9. Temporal output power of the used "Spectra-Physics" model 165 
argon ion laser before (a) and after (b) insertion of an intra-cavity etalon . This 
result is also applicable for the helium-neon and krypton ion laser. 

Figure 11.9 shows the temporal output power of the used "Spectra-Physics" 

model 165 argon ion laser both with and without intra-cavity etalon. The 

helium-neon and krypton ion laser were also made single-frequency in this way. 

Only two wavelengths (lasers) could be handled simultaneously as is schemat­

ically shown in tigure JUL Both beams are made collinear by means of a 

dichroic mirror (dm) and cross thc bcam of the melt laser. There it is divided 

into two beams with a beam splitting cube (bs), one to probe the front and one 

to probe the rear of the sample. Each of the two sections contains a lens ([) to 

focus the probe beam and a lens to collect thc reflected light again and project 

it onto two photodiodes (pd). The wavelengths are separated after the collection 

lens by means of two intcrference filters (if). This procedure also eliminates the 

transmission of scattered light from thc melt laser to the photodiodes. 

Three conflicting factors influence the power and focussing of the probe 

beams. Firstly, sufficient power is needed to have a reasonable signa! to noise 

ratio. Secondly, a smal! spot is needed to obtain a good uniformity of the 

energy-density of the melt laser across the probe area. Thirdly, a low intensity 
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is needed to avoid excessive pre-healing of the sample. The second effect is of 

minor importance since the energy-density should already be uniform across the 

(larger) area irradiated by the melt laser. On the other hand, if the position of 

the probe spot is reasona bly wel! known it is possible to deduce thc energy­

density at this position fora non-uniform profile. The pre-healing of the sample 

can, of course, be reduced by gating the probe beams, allowing them to irradiate 

the sample only duringa time window around the mclt laser pulse. It is however 

difficult to synchronize these events without using rather expensive techniques 

such as photo-acoustic or electro-optic switching. For this reason and because 

of the only moderate importance of a smal! probe spot, we have chosen to opti­

mize the focus of the probc beam with respect to the power needed for a rea­

sonable signa! to noise ratio. The temperature T(t) on the surface of a 

half-infinite medium with thermal conductivity K and thermal diffusivity D and 

at the center of a Gaussian heat souree with an l je radius of p is given by 

(Pittaway, 1964): 

T(t) = T(O) + :,~bs arctan ~ 
n Kp v7 (29a) 

2 

wherein Pnos is thc dissipatcd power in the medium. Fort > :D the temperature 

increase approaches its asymptotic value: 

p 
Ó T( t ..... CXJ) = abs 

2j;Kp 
(29b) 

The allowable pre-heating is dctermined by the ~ 10 % error with which the 

encrgy-density threshold for melting can be measurcd . Given the melting point 

of ~X-Si, ~1460 K, this results in a tolerated temperature rise of < 120 K. To be 

able to use both c-Si and glass substrates without changing the focussing of the 

probe beams, wc take the worst-case va luc of 1.4 Wm --'K 1, = KR'"" , for the heat 

conductivity in equation 29b. In the next paragraph it will be shown th at a 

reasonable signa! to noisc ratio can bc obtained with a power of ~20 mW. If 

wc assume that the incident light of the two probelasers in completely absorbed, 

Pnhr = 2 x 20 = 40 mW, equa tion 29b gives a worst-case minimum 1/e diameter 
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of about 140 ,urn. The actual spot size was set up to be approximately 200 .urn 

f/J . This gives a maximum pre-heating of only a few Kelvin when using c-Si 

substrates and about 80 K on glass. These values are almast instantaneously 

reached since the response time of the system is <I ms. The resulting non­

uniformity of the encrgy-density across the probe spot was at least a factor of 

four better than the 10 % specified across the total area irradiated by the melt 

laser. 

11.3.2 Electronica! equipment and resolution 
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Figure 11.10. Response 
of the system with (a) 
the FND-100 and (b) 
the PD-10 photodiode 
on a 190 ps FWHM 
putse. 

In the preceeding paragraph it was noted 

that the phenomena relevant for us occur on a 

nanosecond timescale. In order to record such 

fast signals, the overall 1/e rise time -r of the 

system must be at least a factor of two shorter. 

Recently, transient digitizers with a bandwidth 

of 6 GHz, -r=27 ps, have become available 

("Tektronix" 7250). The older "Tektronix'' 

R7912 and 7912AD transient digitizers wc used 

had a bandwidth of .500 MHz, -r = 320 ps, but 

with the advantage of a higher sensitivity. Av­

alanchc photodiodes can be as fast as a few 

picoseconds but are not very suitable for abso-

lute reflectivity measurements because of the low 

light intensity at which they saturate. Therefore 

we have used two types of non-avalanche 

photodiodes: the "EG&G" FND-100 with an 

active area of 5. 1 mm2 and a rise-time (10-90 

%) of < Ins, and the "Opto-Eiectronics LTD." 

PDIO with an active area of 0.25 mm2 and a 

rise-time (1/e) of <90 ps. The bandwidth of the complete electronk system, 

photodiode and transicnt digitizer, has been determined by recordinga 190 ps 

FWHM pulse from a mode-lockcd Krypton ion laserafter which the result was 
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analysed by a fast Fourier procedure. This pulse has a frcquency spectrum 

which can be considered to be nat up to I GHz. This means that the measured 

bandwidth will he that of the system itse\f. Figures ll.IO gives the recorded re­

sponse of the system for both photod i odes when excited with such a 190 ps 

FWHM pu\se. lt can clearly beseen that the FN0-100 (Fig. IJ.lOa) is not as 

fast as the PO 10 (Fig. 11.1 Ob) photod i ode. The speetral analysis of the measured 

responses is given in tigure 11.11. 

a b 

-;4 
ni 
UJ 3 c 
::::> 
.... 
- 2 z 
(!) 

ct 1 
:!i 

250 500 750 500 1000 1500 
FREOUENCY(MHz) 

Figure II.II. Fourier analysis of thc signals from tigure Il.IO. (a) FN0-100 
photodiode giving a -3 dB bandwidth of ~2.50 MHz, and (b) P0-10 photodiode 
resulting in a -3 dB bandwidth of ~soo MHz. 

For thc FND-100 photodiode (Fig. ll.lla) we get a -3dB frcquency of ~2.50 

M Hz, giving a r of 0.6 ns. In this case the response of the system is limited by . 

the photodiocle. This situation changes when using thc much faster POlO 

photodiodc, as can bc scen in figurc ll.llb. Here thc -3dB point is ~soo MHz, 

r = 0.3 ns, the known cut-off frequency of the transient digitizer. 

Absolute reOectivity valucs wcrc obtained by sealing the TRR signa! ac­

cording to the initia\ static reflcctivity of the sample. The responsivity of both 

photodiodes is better than 0.2 mA/mW, which gives a signa! of > 5 mVfmW 

across the 50 .Q transmission line. This must be compared with ~o.5 mV noise 

from the transient digitizers. Given the worst-case renectivity values of 32 % 

for c-Si and 76 % for 1-Si at normal incidence (tablc I and 111), we can calculate 

th at we ncecl an incident power of ~~3~ ~-; = 24 mW to obtain a~ l % overall 
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absolute reflectivity accuracy. This result is of course based on the proposition 

that the initia! reflectivity is known within 0.5 %. Unfortunately, that is not 

always the case, especially not for interference structures such as silicon on 

sapphire where small variations in the Si thickness or angle of incidence can 

cause large reflectivity changes. Under those circumstances we cstimated that 

the measured values were only accurate to within 10 % . An output power of 

24 m W was not realistic for the AlGaAs diode laser but the responsivity of the 

photodiodes has increased to ~o.4 mA/mW for À= 820 nm, which reduces the 

necessary power to an easily obtainable 12 mW. 

so 
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11.4 Materlal Prepatation and Characterization 

(100) c-Si 170 keV/2><1d 5 cm-2 Cu+ 
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DEPTH (nm) 

Figure 11.12. RBS channeling spectrum after implantation of(100) c-Si with 170 
kcV Cu< ions toa dose of 2 x 10 15 cm 2• The thickness of thc ex-Si 1ayer, deter­
mined from the FWHM va lues of thc high yield portion in the spectrum, is 225 
nm. 

The preparation and characterization of ex-Si is severely hindered by the 

fact that it is nota well defined structure or in othcr words: "what is amorphous 

silicon ?". Most techniqucs do notsec any diffcrence between p- and IX-Si. Only 

cross-section TEM can givc a positivc identification but is, unfortunately, not 

very easy and moreover rather 1ocal. Thcrc are two ma in methods of preparing 

ex-Si: evaporation and ion-implantation . Thc evaporation techniquc can give 

large arcas of ex-Si in a re1atively short time. These ex-Si films, however, often 

contain voids and a large concentration of hydrogen, incorporated during cvap­

oration. Moreover, the structure of the layer depends in an involved way on 

parameters such as evaporation rate and substrate temperature. The fabrication 

of ex-Si by ion-implantation of c-Si is a rather wel\ defined and controlled 

method. Since the proccss has been studied thorough1y, the parameters ncedcd 
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to obtain a really amorphous layer are known. This reduces the characterization 

to a determination of the IX-Si thickness by RBS channeling mcasurements. A 

disadvantage is that it can not handtë large areas in a short time. On the other 

hand, thc taycrs do not contain hydrogen or voids. The Si is often amorphized 

by implantation with elements like Cu, Zn and In, which have a low solubility 

in the solid and a high solubility in the liquid. These impurities accumulale at 

a solid-liquid interface (segregation) so that the direction and covered distance 

of the solidiftcation front(s) can be determined by RBS from the redistribution 

of the implantcd species. 
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Figure 11.13. RBS channeling spectrum after implantation of 0.5 pm (100) c-Si 
on sapphire with 300 keV Cu+ ions to a close of 1015 cm- 2 • Theet-Si thickness, 
determined between the FWHM points of the high yield portion in the spec-
trum, is 440 nm. · · 

All of our IX-Si samples wcrc prepared by ion implantation .Three types of 

samplescan be distinguished: 22.~ nm Cu implanted et-Si on ac-Si substrate, 440 

nm Cu implanted a-Si on top of 60 nm c-Si on sapphire, and 230 nm .Si im-
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planted cr:-Si on c-Si. The first type of sample was obtained by implantation of 

(100) c-Si with 170 keV Cu+ ions toa dose of 2 x l0 15 cm-2• The material was 

then analysed by RBS channeling measurements to get the cr:-Si thickness, the 

results of which are shown in tigure 11.12. From the FWHM value of the high 

yield portion of the spectrum, an amorphous layer thickness of 225 nm can be 

inferred. 
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Figure II.l4. RBS channeling spectrum after implantation of (100) c-Si with 
125 kcV Si+ ions toa dose of 6 x 10 15 cm- 2, foliowed by an annealing step at 
500 oe for 40 minutes. The thickness of the resulting cr:-Si layer, deduced from 
the high yield portion of the spectrum, is 230 nm . 

The second type of sample was obtained by implantation of a 0.5 11m thick c-Si 

layer on sapphire with 300 keV Cu• toa dose of l015 cm-2• Again, the resulting 

amorphized layer thickness was determined by R BS. Figure 11.13 presents the 

result, showing a FWHM value of 440 nm. Finally, the third and last type of 

sample was made by the bombardment of (100) c-Si with 125 keV Si+ ions toa 

dose of 6 x 1015 cm-2• The RBS analysis gave a resulting cr:-Si layer of 264 nm. 

To obtain a thickness as close as possible to the value for the first type of sam­

ples, the material was heated to 500 oe and kept at that temperature for about 
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40 minutes to decrease the a-Si thickness by SPE growth. This procedure deliv­

ered an amorphous layer depth of 230 nm , as can be deduced from the RBS 

spectrum of figure 11.14. In all cases the specimen was kept at ~to oe by water 

cooling during implantation. 

Figure 11.15. TEM image of the as-implanted 225nm a-Si layer. 

Same of the irradiated spots were investigated by cross-section TEM. The 

specimens were prepared by polishing and finally ion milling. A Philips 

EM400T microscope, operat.ed at 120 kcV, was used to obtain the micrographs. 

Since solidification phenomena , such as the nucleation of p-Si , can be of a ran­

dom nature, our conclusions concerning these features are drawn on basis of 

relative abundances averaged over distances far beyond their characteristic di­

mensions (~I 11m). Figure 11.15 shows a cross-section TEM image after im­

plantation of (100) c-Si with 170 keV Cu ' ions to a dose of 2 x 1015 cm- 2• The 

amorphous Jayer thickness of 225 nm , determined by RBS , is in excellent 

agreement with the result obtained from TEM . A similar picture was taken for 

the Si implanted a-Si sample, giving the same good agreement between RBS and 

TEM. 
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111. EXPERIMENTAL RESULTS 

111.1 Introduetion 

As mcntioned in the statement of thc problem, section 1.2, this thesis is written 

with thc intention to bring some order in the multitude of pulscd-laser 

irradiation experimenls on ~-Si. To do this we have made a systematic study of 

the influence of the pulse duration, ~-Si thickncss, impurities and energy-density 

on the melt and solidification behaviour of implantation amorphized Si, on 

pulscd-laser annealing. The various phase change phenomena were observed 

and analysed by time-resolved and static reflectivity measurements, Rutherford 

backscattering spectroscopy, transmission electron microscopy, and energy 

dispcrsive X-ray (EDX) analysis to gain as much insight as possible. In the re­

maining part of this introduetion we present the conceptual framework which 

will be uscd to interpret the experimental results. This section is foliowed by a 

description of thc data on thc irradiation of 225 nm, Cu implanted and 

230 nm, Si implanted ~-Si on c-Si with 7.5 ns FWHM pulses from a 

frequcncy-doubled Nd :YAG laser. Scction III.3 contains our study on the in­

fluence of the pulse duration on the transition hetween amorphous regrowth and 

XCR. Thc importance of the ~-Si thickness is discussed insection III.4 and the 

fifth and last section contains a discussion of the data on the irradiation of 

225 nm ~-Si on c-Si with 32 ns FWHM pulses from a ruby laser. 

The observation that amorphous regrowth and the form<ttion of p-Si can 

occur inhomogencously across a laser spot of uniform cnergy-density (Bruines 

et al. 1987a) suggcsts that thc p-Si is randomly nucleated. As will be shown, all 

our data indicate that this nucleation occurs at the 1-Si/~-Si interface. The initi­

ation and growth of the p-Si is governcd hy the tempcraturc and lifetime of the 

mclt. Therefore, the conditions for amorphous regrowth and the formation of 

p-Si respectively, are a complicated function of the laser wavelength, pulse du­

ration, cnergy-density, a nd the ~-Si Jaycr th ickness. In the following discussion 

it will be assumed that thc optica! absorption length is much smaller than the 

thcoretic<tl thermal penetration depth, cc' ~ J;iit, and that the ~-Si thickncss 
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is infinite. Superhealing and undercooling are defined with respect to the melt­

ing point of a-Si. Two extreme conditions can now be distinguished: 

1. For low intcnsities, long putse lengths and low energy-density, melting 

will be slowand the superhealing of the I-Si relatively smal!. Moreover, a long 

putse duration will cause a small temperature gradient and thus a low 

solidification velocity, little undercooling, and a long lifetime of the melt. 

2. For high intensities, short putse lengths and high energy-density, melting 

wil! be fast and the superhealing relatively high. A short laser putse wiJl cause 

a large temperature gradient in the underlying amorphous materiaL This results 

in a high solidification velocity with a correspondingly large undercooling and 

short lifetime of the melt. 

The role of the energy-density and a finite a-Si thickness can beseen in the 

following way. In genera!, a higher energy-density will lead to a larger melt 

depth, higher melt velocity, higher 1-Si temperature, and a thinner remaining 

unmelted a-Si layer. Since the thermal conductivity of both I-Si and c-Si is much 

larger than that of a-Si, most of the temperature difference between the liquid­

solid interface and the substrate is accommodated in the a-Si. If the thickness 

of this Jayer becomes less than the theoretica! thermal penetration depth the 

temperature gradient wilt increase. A larger optical absorption length, i.e. Jonger 

laser wavclength, deercases the temperature gradient. The consequences of this 

framework for the experiments in the next three sections are discussed and il­

tustrated in the following paragraph. 

Firstly we consider the irradiation of 225 nm a-Si on c-Si with 7.5 ns 

pulses from a frequency-doubled Nd:YAG laser. After 10 ns, the theoretica! 

thermal penetration depth in an infinite a-Si layer has the value of jillt = 

Jn x IO-Rs x I0-6 mls-1 = 177 nm. The effectivc thermal renetration depthwiJl 

be even larger because the optica! absorption length c~-'50 nm at Ä = 532 nm 

and ~200 nm at À= 694 nm) must a lso be taken into account. As mentioned, 

the thickncss of the a-Si layer wilt delermine the temperature gradient whenever 

the theoretica! thermal penetration depth is of the same order. For the stated 

experimental conditions, the effective thermal penetration depth already equals 

the unmelted a-Si thickness at moderate energy-densities. The irradiation of the 
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sa me material with 18 ns pulses from the sa me frequency-doubled Nd:Y AG la­

ser has the following consequences. Since the theoretica! thermal penetration 

depth has increased, the temperature gradient wil! now always be dominaLed 

by the remaining a-Si thickness, irrespective of the energy-density. So despite the 

more than doubled putse duration, the heat-now has not changed much with 

respect to thc situation discussed above. For a given melt depth, however, the 

melt velocity will be lower and the associated superhealing smaller. lt is clear 

from the previous discussion that the temperature gradient will no Jonger be 

determined by the unmelted a-Si layer upon irradiation of 440 om a-Si on 

60 nm c-Si on sapphire with 7.5 ns pulses from a frequency-doubled Nd:YAG 

laser. The fact that the bulk of the substrate is sapphire does not really matter. 

Because the thermal properties of sapphire are not very different from those of 

c-Si at room temperature and because the thick a-Si layer shields the influence 

of the substrate up to large melt depths. Since the material is again annealed 

with the short 7.5 ns pulses, the melt veloeities and superhealing will be cam­

para bie to those in the first treatmen t. 
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Figure IIJ.I. SimuiaLed temperature profïlcs, taken at the onset of solidification 
and upon irradiation with a frequency-doubled Nd:Y AG laser, for 220 nm 
a-Si on c-Si and a 7.5 ns pulse (crosses), the samc material but now with an 
18 ns pulse (fult tine), 440 nm a-Si on 60 nm c-Si on sapphire again with a 
7.5 ns pulse (dashed line), and for a melt depth of ~10 nm (a) as well as 
~150 nm (b). 
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These considerations are further illustrated in figure 111 .1. lt shows simulated 

temperature profiles, taken at the onset of solidification, for the three sets of 

experimental conditions discussed. The energy-densities are such that the calcu­

lations give a melt depth of (a) ~to nm and (b) ~150 nm. The temperature 

profiles depicted in figure III.Ia do notshow large differences from each other. 

The two curves for the 7.5 ns pulse (crosses and dashed line) are nearly identical 

up to ~100 nm. Beyond this depth, the temperature gradient for the 440 nm 

a-Si deercases (dashed line) while that of the 220 nm layer continues with the 

same slope up to the tx-Si/c-Si interface, where it flatlens out (crosses). The 

comparison of the two curves for the 220 nm tx-Si layer (full line and crosses) 

shows that there is some influence of thc putse duration on the temperature 

profile at this smal! melt depth. Th is influence is negligible for a melt dcpth of 

~tso nm, figure III.Ib, whcre the temperature gradient is completely domi­

naled by the thickness of the rem aining tx-Si layer. However, the curve for the 

440 nm layer exhibits the same temperature gradient across the tx-Si as in figure 

IJl.\ a. This signifies that the theoretica! thermal penetration depth is still be\ow 

the unmelted tx-Si thickness of 440-150 = 290 nm. 

More general information such as the melt depth and average melt velocity 

versus energy-density is given in each following scction. 
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111.2 The Observation of Regrowth frotn the Sutface upon lrradiation 

of oc-Si on c-Si by 7.5 ns FWHM PuJses frotn a 

Frequency-Doublèd Nd:YAG Laser 

In this section we present the results obtained upon irradiation of an 

~225 nm thick, Cu implanted ~X-Si layer on a c-Si substrate with pulses of 

7.5 ns FWHM duration from a frequency-doubled Nd:YAG laser. Part of this 

data has been published in Applied Physics Letters 48(19), 1252-1254 (1986); 

Proceedings of the Xlth Congres on Electron Microscopy, Kyoto 1986, pages 

1521-1522; Applied Physics Letters 50(9), 507-509 (1987); and Matcrials Re­

search Symposium Proceedings 74,91-102 (1987). 

111.2.1 Time-reso1ved reflectivity measurements on Cu implanted a-Si 
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Figure 111.2. Time-resolved reflectivity data at À= 488 nm and À= 633 nm of 
225 nm, Cu implanted a-Si on c-Si upon irradiation with a 7.5 ns FWHM 
pulse from a frequency-doubled Nd:Y AG laser at: (a) 0.09, (b) 0.26, (c) 0.44, 
and (d) 0.53 Jcm -2• The top of the laser putse is taken as origin of the time scale. 
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Figure 111.2 shows the TRR data for both 2=488 nm and À.= 633 nm 

upon irradiation of a 225 nm thick, Cu implanted a-Si layer on ac-Si substrate 

at four energy-densities. At an energy-density of 0.09 Jcm-2 , figure 11 I.2a, the 

reflectivity rises toa value close to that of I-Si, indicating surface melting. Sub­

sequently, the reflectivity drops and shows no further structure. The fact that 

the reflectivity doesnotshow a high reflectivity plateau (HRP) indicates that the 

melt did not extend more than two optica! penetration depths, 

dmetr < 2aï!s; ~ 20nm. Note that the reflectivity for t = 80 ns (RR0), which was 

always found to be approximately identica I to that for t = oo in these exper­

iments, equals that of a-Si. In figure Jll.2b, at 0.26 Jcm - 2, the TRR shows a 

HRP during ~6 ns, which is foliowed by a minimum. The minimum in the 

reflectivity at 488 nm is reached ~4 ns before the one at 633 nm. This time 

RRo is somewhat below that of a-Si, which is most obvious at À= 633 nm. At 

an energy-density of 0.44 Jcm- 2, figure lll.2c, the HRP duration has only 

slightly increased to ~8 ns. The minimum after the HRP is now followed by a 

maximum. Here the minimum (maximum) at 488 nm occurs ~3 ns (~7 ns) 

earlier than the one at 633 nm. R 80 again equals that of a-Si, just as at 0.09 

Jcm- 2• Figure III.2d shows the TRR at 0.53 .Jcm- 2• Except for the HRP, which 

now lasts ~30 ns, there is no further structure in the reflectivity. Note that the 

duration of this H RP is extremely long compared to those of figures III.2b and 

2c. The reflectivity value at t = 80 ns is considerably below that of a-Si 

111.2.2 Cu redistribution results 

After irradiation the spots werc examined with RBS to determine the 

changes in the Cu profiles. Figure 111.3 presents a comparison between Cu pro­

files before and after annealing with the energy-densities discussed in figure 

IIJ.2. In tigure 111.3a, for 0.09 .Jcm- 2, the Cu profile has not changed within the 

resolution of RBS (~15 nm), indicating that only a very thin layer has been 

melted. Figure III.3b, for 0.26 .lcm -2, shows a Cu profile after irradiation which 

has changed over 120 nm. This signifies that melting has occurred to this depth. 

There is a distinct peak in the RBS spectrum ~40 nm below the surface indi-

62 



cating the presence of a buried Cu layer. At 0.44 Jcm-2, tigure 111.3c, the melt 

depth has increased to 200 nm and the peak in the Cu concentration is observed 
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Figure Ill.3. Cu concentration profiles hefore and after irradiation at the 
energy-densitics of figure 11 I.2, as determined hy R BS. Depth resolution 
~rs nm. 

~70 nm helow the surfacc. Thc changes in the Cu profile at 0.53 Jcm-2, figure 

lll.3d, indicate that the entire rx-Si Jayer has heen melted . The distinct buricd 

Cu laycr is now absent and instead a Cu peak appears at the surface. RBS 

channeling measuremenL<; show a lowcred yield in the regrown layer. Both the 

Cu segregation towards the surface and the increased channeling signify 

epitaxial growth. The Cu profiles after irradiat.ion with an energy-density above 

0.09 and helow 0.53 Jcm- 2 resembie thc results of Campisano et al. (1985) ob-
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tained on annealing of 130 nm, In implanted a-Si on c-Si with 2.5 ns FWHM 

ruby laser pulses, see section 1.2. 

111.2.3 Reflectivity calculations 
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Figure III.4. Calculated reflectivity at 488, 633, and 820 nm for a solid a-Si 
layer on top of I-Si as a function of thc position of the solid-liquid interface be­
neath the surface. The refractive index is taken as that of c-Si at a temperature 
of 1450 K. The absorption coefficient was adjusted to fit the calculations with 
the data of figures IJI.2b and 2c, with the following results: 
lY.48R = 5.3 x 107 m- 1 , a633 = 2.5 x 107 m -1, and a 820 = 1.6 x 107 m-1 

The results from figures 111.2 and 3 all indicate the fol\owing process: At 

low energy-density only a thin layer of a -Si is melted; no structure is observed 

in the TRR and the Cu profile is unaffected (figures JJI.2a and 3a). At increas­

ing energy-density the melt depth increases and solidification into a-Si takes 

place from both the interior and the surface. The solid-liquid front moving in­

wards from the surface gives rise to minima and maximum in the TRR (figures 

Ill.2b and 2c), causcd by the intcrfcrence of light reflected from the air-solid 

(surface) and the propagating solid-liquid interface. Cu is segregated at both 

solidification fronts and is accumulated wherc they collide, giving rise to a 

buried Cu layer (figures JJJ.3b and 3c). Both the maximum melt depth and the 
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thickness of the regrown surface layer increase with increasing energy-density. 

Thus the Cu layer shifts inwards and the number of observed interference 

extrema increases. Epitaxial growth occurs for the energy-density at which the 

undercooled I-Si reaches the c-Si substrate. In that case the single solidification 

front causes the Cu to segregate towards the surface (figure lll.3d). Since there 

is no growth from the front, the TR R wiJl not show any structure apart from a 

H RP (figure 111.2d). 

In figure III.4 we present reflectivity calculations for a solid a-Si layer on 

top of I-Si as a function of the position of the solid-liqu id interface beneath the 

surface. The index of refraction of a-Si is not expected to differ much from that 

of c-Si for the two probe wavelengths (488 nm and 633 nm) . Therefore the 

refractive index of the top layer has been taken as that of c-Si at 1450 K, being 

roughly the melting temperature of a-Si, in the calculations. Since the temper­

ature dependenee of the absorption coefficient for a-Si is unknown, it was used 

as a fitting parameter. The resulting values for the absorptive power a are be­

tween those of c-Si at its melting point (1685 K) and those of I-Si. Using the 

measured positions in time of the reflectivity extrema at À= 633 nm in figures 

III .2b & 2c and the calculated layer thicknesses for which these extrema should 

occur, see figure 111.4, a mean velocity for growth from the surface can bede­

duced . For 0.26 Jcm-2, figure I IJ .2b, this results in a value of ~1 . 2 m/s between 

the onset of growth and the minimum in the reflectivity. For 0.44 Jcm-2 , figure 

111.2c, the mean velocity, now deduced between the onset of growth and the 

maximum in the reflectivity, is ~1.6 m/s. 

111.2.4 Transmission electron microscopy results of the Cu implanted a-Si 

In this section we present TEM results of the samespots which have been 

discussed above in the framework of growth from the surface. Except for the 

R80 value at 0.26 Jcm-2, all experimental evidence for energy-densities below 

0.53 Jcm-2 shown so far points towards growth of a-Si from both the interior 

and the surface. Cross-section TEM images, however, reveal that p-Si has also 

been formed. Figure 111.5 shows a typkal TEM result after irradiation at 0.26 

Jcm-2• Two regionscan be distinguished : (a) Amorphous silicon with a narrow 
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stripe of segregated Cu, ~40 nm beneath the surface. (b) Polycrystalline silicon 

in a matrix of a-Si. Some of the p-Si patches 

b a · ' b 
~ -...-- -~ 

--------- ------------- - --- ---------~----

100nm 
t----1 

Figure 111.5. TEM overview of the solidifîcation phenomena observed after 
irradiation of 225 nm a-Si on c-Si with a 7.5 ns 1 0.26 Jcm 2 pulse from a 
frequency-doubled Nd:Y AG laser: (a) only a-Si with a narrow stripe of segre­
gated Cu ~40 nm below the surface, (b) p-Si in a matrix of a-Si. The average 
melt depth of 120 nm is indicated by the dashed line. 

Figure IJI.6. TEM image after irradiation at 0.26 Jcm- 2• The arrows point to­
wards p-Si patches that exceed the averagemelt depth, indicated by the dashed 
line. 

extend to the surface while others are sandwiched between two a-Si layers. No 

regular pattem could be found in the occurrence of the p-Si regions, which in­

dicates that they are not caused by spatial variations in the energy-density as 

might e.g. result from diffraction at dust particles. The relative abundances of 

the two forms of solid material, as determined at the depth of the buried Cu 
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layer and averagedover a distance of 30.5 ,urn, are: ~5 °/o a-Si with a clear Cu 

stripe (a) and ~95 % p-Si embedded in amorphous material (b) . 

Another observation at this energy-density is presenled in figure 1!1.6. The 

picture shows p-Si patches which have an in-depth extension beyond the aver­

age me!t depth determined by RBS, see figure Ill.3b and 13. This suggests that 

the formation of p-Si has the character of XCR. 

Figure III.7. Typical TEM image of the solidification phenomena observed after 
irradiation at 0.44 Jcm 2; (a) and (b) refer to solidification processes described 
in figure lll.5 and the text. The dashed line ~190 nm below the surface indi­
cates the average melt depth . 

Figure IJJ.8. Detail of a p-Si patch at 0.44 Jcm - 2• The structure exhibits a large 
wing centered around the buried Cu layer. 

A typical TEM image for an energy-density of 0.44 Jcm- 2 is shown in figure 

lii.7. In comparison with figure 111.5, for 0~26 Jcm-·2, the buried Cu layer shows 

up more often and the amount of p-Si at the surface has decreased. The average 

abundances again determined at the position of the Cu stripe but this time over 

a !ength of 80.2 ,urn, are: ~35 % pure a-Si (a) and ~65 % p-Si in a matrix of 
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amorphous silicon (b). Figure lll.8 presents a p-Si patch in more detail. An in­

teresting feature is that the FG p-Si region in this picture exhibits a large wing, 

centered around the buried Cu Iine. This is in fact observed for all p-Si regions, 

irrespective of the energy-density. In three dimensions these p-Si patches have 

the shape of a lens with a flattend top and its brim at the Cu stripe. 

Figure 111.9 shows a lens shaped p-Si patch which does not reach the surface. 

The eentering around the huried Cu line is again evident. 1t is unclear whether 

this structure is a phenomenon on itself or a cross-section through the outer 
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range of a larger lens shaped p-Si region. For 0 .44 Jcm-2, the p-Si patches have 

an extension in depth which is substantially smaller than the average melt depth 

of 190 nm, previously determined by RBS (ftgures III.3c and 13). Finally, fig­

ure IIJ.IO gives a TEM image of the regrown layer at 0.53 Jcm-2• It is clear that 

epitaxial regrowth has occurred although the layer contains many twins. 

At this point we state the following hypothesis concerning the melt and 

solidiftcation processes for these experimental conditions. The absorbed energy 

of the laser pul se first me lts the a-Si. Epitaxia I growth occurs if the I-Si layer 

reaches the c-Si substrate. In all other cases solidiftcation starts with the growth 

of a-Si from the interior liquid-solid interface. The with this growth associated 

undercooling of the I-Si initiates growth of a-Si from the surface. P-Si is 

nucleated at a liquid-solid front during the last stage of solidification, i.e. when 

the remaining I-Si layer has become thin (<40 nm). The nature of the 

nucleation mecha nism itself is unknown. lt could e.g. be heterogeneaus 

nucleation (Tsao and Peercy; 1987) or nucleation in solid a-Si (Roorda et al. 

1988). The above formulated hypothesis is consistent with a number of obser­

vations: 

(I) Heat-flow calcu lations of the melt depth were in good agreement with 

those determined by RBS, although a release of latent heat by the formation of 

p-Si wasnottaken into account. This implies the existence of separate melt and 

solidification phases as wel! as that p-Si must have been formed after melt-in. 

Thus the latent heat was not used to increase the melt depth but to extend the 

lifetime of the melt. 

(2) T E M revealed that the buricd Cu layer was only visible for a very 

limitcd fraction. EDX mcasurements indicatcd that the Cu line was still present 

in the p-Si regions and RBS clearly showed a pronounced peak. At the same 

time large amounts of p-Si could be clistinguished, which were not expected to 

accumulate C u at all, but to broadcn thc Cu profile. T hese obscrvations indi­

cate that the segregation of C u had a l ready begun a t the moment the nucleation 

of p-Si started. 

(3) The ret1ectivity calculations were performed with a single valued ab­

sorption coefficient. Since they a re in good agreement with the measurements, 
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at least up to the maximum in the reflectivity at 55 nm for .À.= 633 nm, the 

major part of the p-Si must have been formed when the I-Si layer was becoming 

optically thin. 

(4) The stated hypothesis also explains theeentering of the FG p-Si wings 

around the Cu stripe. After nucleation, growth will be easiest in the lateral di­

rection, where there is still a thin I-Si layer, and more difficult in the other di­

rection, where the melt has a!ready solidified into a-Si. The Cu distribution wiJl 

not be changed drastically by the p-Si, since its growth perpendicular to the 

surface takes place through an area where the Cu has already been depleted. 

The difference between the refractive index of a-Si and that of p-Si is 

smal!, which explains why the valuc of the end-reflectivity (R80) is not severely 

influenced by the presence of p-Si. Moreover, the penetration depth in a-Si is 

40 nm at )=488 nm and ~150 nm at )=633 and 647 nm. The reflectivity at 

488 nm is therefore only sensitive to changes in the optica! properties near the 

surface, while that at 633 and 647 nm is influenced by changes in a much 

thicker layer. The value of R80 at 0.26 .Jcm -2 (figure lll.2b ), where both the 

total amount of p-Si and the amount of p-Si at the surface were la rge, is indeed 

slightly reduced with respect to that at t = -20 for both probe wavelengths. At 

0.44 .Jcm- 2 (ftgure lll.2c) this reduction has disappeared, in agreement with the 

TEM observation that the amount of p-Si has decreased with respect to that at 

0.26 Jcm-2• 

The fact that both the total amount of p-Si and the amount of p-Si at the 

surface deercase with increasing cnergy-density may indica te that the nucleation 

of p-Si is hampered by the segregated Cu at the solidiftcation fronts, as was 

proposed earlier by Cullis et al. (1984, 1986). A higher energy-density and thus 

larger melt depth, gives rise to higher Cu concentrations and consequently less 

nucleation. The effect of Cu on regrowth from the surface, solidiftcation veloci­

ties, and the nucleation of p-Si will be discussed in the next sections. 

111.2.5 Time-resolved reflectivity measurements on Si implanted a-Si 

The intlucnee of the implanted Cu on the melt and solidiftcation behaviour 

described in the ftrst part of this section was investigated by performing the 
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same experiments on samples which were amorphized by Si implantation, see 

section 11.4. The original a-Si thickness after implantation was 265 nm. To be 

as close as possible to the former conditions, its thickness was brought back to 

230 nm by solid phase epitaxial regrowth at 500 oe for 40 minutes. 
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Figure lli.ll. TRR data at ..1.=488 nm and ..1.=647 nm of 230 nm, Si im­
planted a-Si on c-Si upon irradiation with a 7.5 ns FWHM pulse from a 
frequency-doubled Nd:Y AG laser a:t: (a) 0.26, (b) 0.35, (c) 0.44, and (d) 0.59 
.Jcm··2• The top of the laser pulse is taken as origin of the time scale. 

The TRR signals upon irradiation of this material, again with 7.5 ns 

FWHM pulses from a frcquency-cloubled Nd:Y AG laser, are given in figure 

JIJ. lt. Figure lil. I la, for 0.26 .Jcm 2, shows a HRP with a duration of ~10 ns. 

The minimum in the reflectivity after the HRP is much less pronounced for the 

Si implanted than for the Cu implanted materiaL However, thc extremum at 

488 nm is again reached beforc that at 647 nm. The end-reflectivity, for t=80 

ns, is lower than the va\ue for a-Si, as was the case with the Cu implanted 

a-Si. At 0.35 .Jcm·2 (figure JJI.tlb) the duration of the HRP has increased to 

~13 ns. The minimum in the reflectivity is more distinct now with respect to 
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that of tigure liJ. I la, however, its value (31 %) is still above the 27 % reached 

for 0.26 Jcm -2 in the case of the Cu implanted sample. Moreover, a small max­

imum can be distinguished. The fact that this maximum is reached simultane­

ously (t~36 ns) for bath wavelengths indicates that the growth from the surface 

has stopped abruptly at this point. The end-reflectivity again has a value below 

that for IX-Si. Figure lll.llc, at 0.44 .lcm 2, shows a HRP with a duration of 

~ 15 ns. The reflectivity value in the minimum (26 %) now equals that of the 

Cu implanted sample (figures JJJ.2b and 2c). The minimum is also foliowed by 

a maximum, which occurs simultaneously (t~4R ns) for bath wavelengths. Once 

more we abserve that the end-reflectivity is considerably below that at the start 

of the experiment. The difference between the Si and the Cu implanted samples 

becomes even more striking fortigure lll.lld, at 0.59 Jcm -2• The TRR does not 

indicate epitaxial growth here, which the Cu implanted material already showed 

at 0.53 Jcm- 2• This discrcpancy, which will he shown to have no conneetion 

with the Cu, is treated insection JJI.2.7. 

111.2.6 Growth velocity from the surface for the Si implanted IX-Si 

The above described TRR measurements suggest that the growth velocity 

from the surface is Jower for the Si than for the Cu implanted materiaL A 

comparison between the TRR signals at 647 nm, presented in figure III.ll, and 

the calcu!ations in figure 111.4 gives an average velocity of ~1 mjs between the 

onset of growth from the surface and the occurrence of the minimum in the 

reflectivity at 0.26 Jcm -2• The deduced velocity over the same range at 0.35, 

0.44 and 0.59 .Jcm 2 is ~1.1 m/s. From figure JJI.llc, at 0.44 Jcm--2, we also 

determined the average velocity over the interval between the onset of growth 

from the surface (t~ 14 ns) and the achievement of 45 % reflectivity after the 

minimum in the TRR (t~32 ns). The value of ~1.2 mjs detined in this way, is 

on\y slightly higher than the average velocity over the interval from the onset 

of growth to the minimum and less than the ~ 1.5 m/s determined over the sa me 

interval for the Cu implanted materiaL The difference between the growth ve­

locitiesofthe Cu and Si implanted sample is further illustrated in tigure Ill.12. 

lt shows the TR R signa I during the amorphous regrowth phase of bath the Cu 
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Figure Ifl.l2. Time-resolvcd rcflectivity data during the amorphous regrowth 
phase of both the Cu (dotted linc) and the Si (fullline) implanted sample upon 
irradiation at 0.44 Jcm -2• The origin of time is taken at thc onset of 
solid ifica ti on. 

and the Si implanted material, irradiated at 0.44 Jcm -2 (figures Ill.2c and llc) . 

Thc onset of growth has been taken as thc origin of time. Figure 111.12 clearly 

shows that the TRR of the Cu implanted sample has a faster evaJution in time 

than thc Si implanted one. The difference can be explained by assuming that the 

segrcgated Cu hampers growth. This seems contradictory but one has to keep 

in mind that the sum of the solidification veloeities is determined by the heat­

flow, while their ratio is fixed by thc undcrcool ing at both interfaces. Any effect 

of the segrcgatcd Cu which influenccs this undercooling, e.g. a higher value of 

( or a melt temperature reduction, wiJl be most severe at the interface with the 

highest concentration . Since the temperaturc always deercases wi th depth, the 

interior liquid-solid front will move thc fastest thus accumulating the highest 

Cu concentration. As a rcsult, the ratio between both veloeities wil! tend to ap­

proach unity. Bccause the sum of both veloeities is reasonably constant, this 

means that the velocity of growth from the surface incrcases. The effect of the 

Cu on the formation of p-Si is discusscd in section 11.2.8. 
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111.2.7 Melt depth/velocity calculations in comparison with the RBS data. 

E 
c 

250 

200 

- 150 
.L:. ...... 
a. 
<11 

0 

100 

50 

l• RBS l o RBS 
Buried Melt _ 
loyer fl t · .t }calculation 

o re ec 1v1 y --

0.1 Q2 Q3 Q4 Q5 0.6 
Energy density ( J/cm2 ) 

Figure HI.13. (I) Melt depth as a function of energy-density. Results from the 
heat-flow calculations for both a 220 (full line) and 250 nm (dashed line) ex-Si 
laycr on c-Si in comparison with measurements from Cu redistribution profiles. 
The computer simulations were performed without superhealing effecL<> and 
with a slab size of 10 nm. (2) Position of the buried Cu layer as a function of 
energy-dcnsity. Estimatcs from thc TRR data and values deduced from the Cu 
profiles after irradiation. 

The positions of the buried Cu layer and maximum melt depth inferred 

from the RBS data are shown in fïgure JI 1.13 as a function of energy-density. 

Thc melt depth has also been calculated using a heat-flow computer model, see 

chapter IV. The simulations for the 220 nm thick ex-Si layer (full \ine) agree 

very well with the RBS measurements for low energy-densities. However, there 

is a discrepancy for energy-densities approaching the threshold for epitaxial 
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growth. As can be seen, the calculated mclt depth exhibits a strongly decreasing 

slope for these energy-densities because of the increased heat-loss due to the 

presence of the c-Si substrate, which has a larger heat conductivity and thus acts 

as a heat sink. The data obtained with R BS do notshow such a st.rong intlucnee 

of the substrate. The calculations give a value of ~o.7 .Jcm-2 to melt the IX-Si 

layer fully, while the experimental result is only 0 . .53 .Jcm-2• Since both the Cu 

and the Si implanted matcrials have the samc cnergy-density for surface melt­

ing, it is unlikely that thc difference is caused by an error in the determination 

of the pulse energy or by rclaxation of the Si implanted sample during its short 

period of solid phase epitaxial regrowth. Thc effect of the Cu on the melt tem­

pcrature and/or latent heat would have to be enormous to give the ~2.5 % de­

crcase in the threshold energy-dcnsity for epitaxial growth at a maximum 

concentration of <I at.%. However, the discrepancy could be explained as fol­

lows: Thc Cu impJanled sample contains an ~30 nm thick, heavily damaged Si 

laycr just below the IX-Si . Such a layer is always present when implanting at 

room tempcrature. This heavily damaged layer could still act as ac-Si seed for 

epitaxial growth, while having the (low) thermal conductivity of ex-Si . The ef­

fectivc ex-Si thickness would thcn be larger, from a thermal point of view, thus 

rectucing the intlucnee of the c-Si substratc which has a higher thermal 

conductivity. Due t.o the special treatment of the Si implanted material, its 

damaged Si layer is both annealed and covereet by ac-Si layer with less defects. 

Consequently, the reduction of the heat-flow to the substrate is less severe. Th is 

proposit.ion was tested by a determination of the threshold for epitaxial growth 

of the originally 2ó5 nm thick, Si amorphizcct sample. Although the IX-Si layer 

is 35 nm thicker, epitaxial growth occurred at about the same energy density 

as with the annealed (230 nm) sample, which proves that the heavily damaged 

c-Si acts as described . Furthcr cvidencc for the proposed behaviour of the 

damagcd Si layer is given by the maximum melt dcpth calculations for a 

220 + 30 = 250 nm IX-Si layer on e-S i (dashed line). lt is clear that the data now 

fit with the measurements for all energy-densities. Additional computer simu­

lations indicate an effectivc therrnal IX-Si thickness of 240 nrn for the Si irn­

planted sample. Since this is only 10 nm less than that of thc Cu implanted 
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materia1, all furthcr calculations regarding the Cu and the Si amorphized Si wiJl 

be performed with an amorphous layer of 250 nm. This choice has a negligible 

effect on the heat-flow simulations for the Si imp1anted material as long as the 

melt depth is be1ow ~200 nm. The smal! difference in the effective thermal 

a-Si thicknesses also implies that the TRR signals of the Cu- and the Si im­

planted material can be compared on the basis of equal energy-density up to 

~0.44 Jcm-2• 

energy-density .08 Jcm- 2 .17 Jcm- 2 .26 .Jcm- 2 .35 Jcm-2 .44 Jcm-2 

average 4.2 m/s 8.0 m/s 11.1 m/s 14.6 m/s 16 m/s 

me1t velocity 

Tab te IV. Calculated average melt veloeities for ( = 0 u pon irradiation of 
250 nm a-Si on c-Si with a 7.5 ns FWHM putse from a frequency-doubled 
Nd:Y AG laser at 0.08, 0.17, 0.26, 0.35, and 0.44 Jcm- 2• 

Table IV gives the avcrage mclt veloeities at five energy-densities calcu­

Jated without superhealing (( =0) and for an effective a-Si thickness of 250 nm. 

Thc va1ue of ( does nat greatly intlucnee the velocity and melt depth, but does 

determine the superhealing of the I-Si. lt is clear that a ( value of 7 K/(m/s), sec 

section 1.4, would give a considerable superhealing with respect to the melting 

point of a-Si at the melt front. Morcover, the temperature at the surface must 

be even higher to provide the neccssary heat-flow across the I-Si to give such a 

high me1t ve1ocity. 

The position of the buried Cu layer has nat on1y been deduced from the 

RBS data but also from a comparison hetween the TRR results and the 

reflectivity calculations. These estimates are found to be consistent with the 

va1ues from the Cu redistribution, as can beseen in figure 111.13, which justifies 

the use of thc refractive index of c-Si for the reflectivity calculations in section 

111.2.3. Note that the position of the hu ried Cu layer is a bout 1/3 of the maxi­

mum melt depth, irrespective of energy-density. lt can be shown that this results 
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from a difference in growth velocity rather than a difference in the time at which 

soliditication starts (see section V.2). Consequently, the average velocity of 

growth from the rear must be approximately twice that from the surface. 

111.2.8 TEM data of the Si implanted material 

Figure JII.I4. TEM image characteristic for the Si implanted material after 
irradiation at 0.44 Jcm -2• The dashed line indicates the calculated melt depth 
of ~180 nm. 

Figure III.l4 shows a typical TEM image of the Si implanted material af­

ter irradiation at 0.44 Jcm - 2• The dashed line in the tigure indicates the calcu­

lated melt depthof ~ 180 nm. lt is clear that nearly all the melted material has 

transformed into p-Si. This is in sharp contrast with the data for the Cu im­

planted sample, tigures 111.7-9, which showed both amorphous and 

polycrystalline materiaL A detail of the previous TEM image is given in tigure 

111.15. This structure shows some resemblance to the lens shaped p-Si region of 

tigure 111.9. However, there is no a-Si at the surface. Note that the central part 
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of the structure exceeds the calculated melt depth. This has notbeen seen befare 

at this energy-density for the Cu implanted materiaL Figure 111.16 shows a 

typical TEM picture after annealing at 0.57 Jcm 2• Again, the complete melted 

layer has turned into p-Si. A close examination of the p-Si structures revealed 

that the grain size at the interior is slightly coarser than that at the surface. It 

was not possible to distinguish two separate layers, however. This reversed order 

of the FG and LG p-Si regions has been observed befare by Narayan and White 

(1984), also fora large melt depth. We wilt encounter the same situation again 

in chapter V, but for completely different circumstances. 

Figure III.l5. Detail of figure TII.l4. P-Si region showing some resemblance to 
the Jens shaped p-Si structures found in the Cu implanted material after 
annealing at 0.44 Jcm-2 (figure 111.9). The dashed line indicates the calculated 
melt depthof ~180 nm. 

lt is obvious from the TEM results presented above that the implanted Cu 

greatly reduces the nucleation of p-Si during amotphous regrowth. It does not 

seem to be unreasonable to state that all implanted species which show segre-
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gation wiJl give this effect. It is not clear whether the nucleation is mainly ham­

pered by the segregated Cu itself or by its effect on the growth velocities. 

However, the presence of an element with a low solubility in solid Si, such as 

Cu, is known to influence nucleation (Roth and Olson, 1987). 

Figure III.l6. Typical TEM rcsult after irradiation of the Si implanted material 
at 0.57 Jcm -- 2• The dashed line indicates the calculated melt depthof ~205 nm. 
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111.3 The Irradlation of 225 ltftt ti-SI on c-Si with 

18 ns Pulses from a Frequency-Doubled Nd:YAG Laser. 

Th is section deals with the influence of the pulse duration on the transition 

between amorphous regrowth and XCR. To study this influence, an ~230 nm 

thick, Si implanted IX-Si layer on a c-Si substrate was irradiated by quasi 18 ns 

pulses from a frcquency-doubled Nd:YAG laser (see section 11.2.2). Similar data 

for Cu implanted material have been published in Matcrials Research Society 

Symposium Proceedings 74 (1987), 91-102. 

111.3.1 Time-resolved reflectivity data obtained with quasi 18 ns FWHM 

pulses from a frequency-doubled Nd:Y AG laser 
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Figure II 1.17. Time-resolved reflectivity signa Is u pon annealing of 230 nm thick, 
Si implanted a-Si with quasi 18 ns pulses from a frequency-doubled Nd:YAG 
laser at a) 0.13, b) 0.30, c) 0.40; and d) 0.53 Jcm - 2• 

Figure 111.17 presents TRR data at À.= 488 and 647 nm on irradiation of 

230 nm, Si implanted a-Si on c-Si with quasi 18 ns pulses from a frequency-
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doubled Nd:Y AG. For this purposc, two 7.5 ns FWHM pulses were used with 

a delay of ~10 ns between the pulses. The quasi FWHM of the pulse is de­

picted in the figure. Figure 11 1.17a shows the TR R at a total energy-density of 

0.13 .Jcm· 2• The melt dcpth for these conditions is similar to that of tigure 

111.2a, 7.5 ns and 0.09 .Jcm-2, so that both TRR signals can be compared. The 

only significant difference is that the end-refiectivity (R80) is slightly below the 

value for IX-Si now. The fact that figure ll1.2a contains TRR data for Cu im­

planted IX-Si is not relevant for this low energy-density, since there is no signif­

icant segregation. However, this is not true for higher energy-densities, which 

must be compared with their counterparts in figure Ill.ll. The result at 0.30 

.Jcm-2, figure IJI.I7b, can be compared with the 7.5 ns and 0.26 .Jcm-2 exper­

iment depicted in figure JIJ. I lA. The duration of the HRP is now ~15 ns, 5 ns 

longer than for the 7.5 ns pulse. The HRP is foliowed by a minimum and a 

maximum in the reflectivity. Within the experimental error, both extrema are 

reached at the samemoment in time, independent of the wavelength, indicating 

an abrupt end of growth from the surface. Moreover, the reflectivity value in the 

minimum, 43 %, is abovc the 37 % found in figure III.IIA. The end­

reflectivity is about that of c-Si. Figures 111.17c and 17d, for 0.40 and 0.53 

.Jcm -2 rcspectively, are nearly identical. Both curves show a minimum and a 

maximum in the TRR as in figure 111.17a. The reflectivity value in the minima , 

however, has decreased to ~27 % , comparablc to the value found in figures 

III.IIC and 2c. Moreover, there is again a time delay between the time for 

which the minimum is reached at 4RR nm and at 647 nm. The deduced velocity 

of growth, between the onset of solidification from the surface and the occur­

rence of the minimum at 647 nm, is ~1 m/s for both curves. The value of the 

reflectivity at the maximum does oot change much with increasing energy­

density. The moment in time for which the maximum occurs is independent of 

the probe wavclength . Both observations indicate that the maximum in the 

reflectivity is not connected with growth from the surface. As expected, the 

end-refiectivity of curves I 11 .17c and 17d is below the value for et-Si and a bout 

that of c-Si . Epitaxial growth occurrcd at an energy-density only slightly higher 

than that found upon annealing with 7.5 ns pulses, 0.70 res pectivcly 0.63 
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Jcm-2, which proves once more that the putse duration has only a small influ­

ence on the heat-flow for this tx-Si thickness. 

lll.3.2 Calculations of the melt deptb/velocity versus energy-density 
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Figure IJ 1.18. Melt depth versus energy-density for the irradiation of 230 nm 
tx-Si on c-Si with 18 ns FWHM pulses from a frequency-doubled Nd:Y AG laser 
(dolc;), calculated without superhealing and for dZ = 10 nm. The data for 
7.5 ns FWHM pulses (crosses) are addcd for comparison. 

The calculated mclt depth versus energy-density for the annealing of 

250 nm a-Si on c-Si with 18 ns FWHM pulses from a frequency-doubled 

Nd:YAG laser is illustratcd in figure 111.18 (dolc;). For comparison the results 

for the irradiation of the same material with pulses of 7.5 ns FWHM duration 

are added (crosses). The behaviour of the two curves is clearly similar, except 

that the one for the 18 ns pulses is shifted to higher energy-densities. The pri-
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mary roeit depth increases with (500 nm)/(Jcm-2) for energy-densities below 

~0.4 Jcm-2• The figure also shows that the influence of the substrate on the 

increase of the roeit depth with energy-density is more pronounced for the 

18 ns pulses. This manifests itself in the reduced slope of this curve for melt 

depths above ~200 nm. 

Table V gives the calculated average melt velocities. They are more than 

a factor of two smaller than the veloeities for the 7.5 ns pulses at the same 

energy-density. For instance, an average melt velocity of ~8 mjs is obtained at 

0.44 Jcm- 2 for the 18 ns putse and at 0.17 .Jcm- 2 for the 7.5 ns putse. The pulse 

duration apparently has more effect on the me1t velocity than on the maximum 

melt depth for these experimental conditions. 

energy-density .17 Jcm-2 .26 Jcm- 2 .35 Jcm-2 .44 Jcm--2 .53 Jcm- 2 

average 3.6 mjs 5.3 mjs 7.0 mjs 8.1 m/s 9.1 m/s 

melt velocity 

Table V. Average roeit veloeities simutated for ( = 0 upon irradiation of230 nm 
a-Si on e-S i with a 18 ns FWHM putse from a frequency-doubled Nd:Y AG 
laser at 0.17, 0.26, 0.35, 0.44, and 0.53 Jcm-2. 

Ill.3.3 Transmission electron microscopy results 

Figures 111.19a and 19b present TEM pictures which are characteristic for 

the structure after irradiation with a quasi I 8 ns f 0.39 Jcm- 2 putse from a 

frequency-doubled Nd:Y AG laser. Except forasmalla-Si layer at the substrate, 

the pictures show only FG p-Si. This explains why the end-reflectivity value 

approached that of c-Si, see figure ll1.17c. The FG p-Si thickness always ex­

ceeds the calculated primary mclt depth (dashed tine) but shows tocal variations 

up to 60 nm or more, see e.g. figure 111.19b. 

The following picture emerges from the data concerning the annealing of 

230 nm, Si implanted a-Si on c-Si with quasi 18 ns pulses from a frequency­

doubled Nd:Y AG laser. For smal! me\t depths (low energy-densities), 
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Figure III.l9. Transmission electron microscopy images upon annealing of 
230 nm tx:-Si on e-S i with a quasi J 8 ns 1 0.39 .!cm 2 putse from a frequency­
doubled Nd:YAG laser. The calculated primary melt depthof 140 nm is indi­
cated by the dashed line. 

solidilication starts with amorphous growth from both the interior and the sur­

face as with the 7.5 ns pulses. However, the Jonger putse duration results in a 

smaller growth velocity, and solidification is interruptcd by the formation of p-Si 

at a very early stage. The innuence of the Jonger pu!se duration on the growth 

velocity diminishes with increasing melt depth (energy-density). The formation 

of p-Si shiftstoa later stage of solidifïcation and the TRR data for the 7.5 and 

the 18 ns pulses become more and more similar at the same melt depth. How­

ever, the always somewhat lower cooling rate for the 18 ns case results in the 

formation of slightly more p-Si than with the 7.5 ns pulses. 
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111.4 The Annealing of 440 run <l:-Si on 60 nm c-Si on Sapphire with 

7.5 ns FWHM Pulses from a Frequency-Doubled Nd:Y AG Laser 

This section describes the investigation of the intluence of the amorphous 

layer thickness on the melt and solidification behaviour of Cu implanted a-Si 

on c-Si on sapphire when annealed with 7.5 ns FWHM pulses from a 

frequency-doubled Nd:Y AG laser. As mentioned in the introduetion to this 

chapter, the thickness of the a-Si layer is of importance whenever it is exceeded 

by the theoretica! thermal penetration depth. The previous two sections have 

shown that this is nearly always the case for an a-Si thickness of ~230 nm. Jt 

is clear that this situation changes drastically when the a-Si thickness is nearly 

doubled to 440 nm. Thc fact that the bulk of the substrate is sapphire does not 

really matter because the thick a-Si shields the intlucnee of the substrate up to 

large melt depths. Since thc material is irradiated with the same laser pulses as 

used in section III.2, the melt veloeitics will be comparable or even higher due 

to the lower heat-loss to the substrate. A sapphire substrate has the advantage 

that reileetion measurements can be made from the rear, which can give insight 

into the nucleation of thc XCR front from the primary melt. Some data in this 

section have been publishcd in Matcrials Research Society Symposium Pro­

ceedings 74,91-102 (1987). 

III.4.1 Time-rcsolved retlectivity measurements on 

440 nm a-Si on 60 nm c-Si on sapphire 

Figure 111.20 gives thc time-rcsolvcd retlectivity from the front (TRR-F) 

obtained at a probe wavclcngth or R20 nm for the pulscd-laser annealing of 

440 nm a-Si on 60 nm c-Si on sapphire with 7.5 ns FWHM puJses from a 

frequency-doubled Nd:YAG laser. U pon irradiation at 0.24 Jcm· 2, figure 

III.20a, the TRR-F shows a HRP of ~20 ns ciuration foliowed by smal! oscil­

lations on a time scale about ten times fastcr than observed for amorphous re­

growth, which suggcsts XCR. This is substantiated by the observed large 

increase, from 20 to 40 %, of the static retlcctivity. The evolution of these os­

cillations with energy-density can be observed in figure JJJ.20b, for 0.31 Jcm 2• 
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Figure 111.20. Time-resolved reflectivity for the front side, at À = 820 nm, u pon 
irradiation of 440 nm et-Si on 60 nm c-Si on sapphire with a 7.5 ns FWHM 
pulse from a frequency-doubled Nd:Y AG laser at (a) 0.24, (b) 0.31, (c) 0.39, 
and (d) 0.46 Jcm-2• The end-reflectivity (t~oo) is indicated in the fïgures by 
R,. 

The temporal reflectivity signa! clcarly shows additional extrema in the falling 

edge of the HRP compared with fïgure TJI.20a, indicating that the XCR front 

has proceeded further. The static reflectivity value has increased from 25 to 52 

%. Assuming an effective wavelengthof 82~.~m ::= 50 nm, the XCR front ve­

locity is estimated to be 10±2 m/s. Thc oscillations in the TRR-F signa] could 

be detected over an energy-density interval of ::=0.15 Jcm - 2• Figures lll.20c and 

20d show the TRR-F measurements made for 0.39 and 0.46 Jcm- 2• The inter­

ferences from the explosively propagating solid-liquid front are completely 

shielded by the high reflectivity phase of the primary melt. What remains is 

sarnething which look.c; like the TR R data described in the previous two sections; 

a HRP foliowed by a minimum and a maximum on a timescale of tens of 
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nanoseconds. The static reflectivity changes from 25 to 54 % for both energy­

densities, indicating the formation of p-Si. 

It is clear from the TRR measurements of figure 111.20 that XCR occurs 

under these conditions. The sapphire substrate makes it possible to measure the 

TRR from both the front and the rear (TRR-R) simultaneously, which can be 

used to study the initiation and evaJution of the explosively propagating I-Si 

layer. The results are presenled in figure ll1.21. The reflectivity from the front 

is obtained at ...1. = 647 nm, that from the rear at 820 nm where the absorption 

is much smaller. In the first instance, the melt and solidification phenomena are 

described for figure III.21C, at 0.77 .Jcm 2: The TRR-F shows a familiar 

behaviour, a HRP with a duration of ~16 ns, foliowed by a weak minimum and 

a small peak. The most important differencc from figures 111.20c and 20d is the 

appearance of a low reflectivity plateau (LRP) after the small peak. Measure­

ments at two wavelengths simultaneously, either 488 and 647 nm or 647 and 

820 nm, did not reveal a time dclay between the extrema. Moreover , the LRP 

disappears and the small peak becomes more pronounced at Jonger wavelengths. 

The TRR-R of figure 111.21 C contains many interesting details. The signa! 

starts with a fast drop at t~-4 ns to about halfits original value. An analysis 

of similar data for lower energy-densities shows that this initia! drop is caused 

by the heating of the a-Si. The surface starts to melt at t~-2 ns. The inwards 

moving melt front is responsible for the interferences in the TRR-F signa] be­

tween approximately -2 and + 12 ns. The number of interferences indicates a 

melt depth of a bout 300 nm. ft is clear that the resolution of the system was not 

sufficient to fully resolve the oscillations, which is not surprizing for an avcrage 

melt velocity excceding 20 m/s. The liquid-solid front reverses at t = + 12 ns; the 

onset of solidification. The growth velocity from the rear is a little less than 

4 mjs. The start of the solidification from the rear coincides roughly with the 

end of the HRP in the TRR-F signa!. These observations indicate that we are 

dealing with growth of a-Si from both the front and the rear. The slow 

reflectivity oscillations, caused by the internat solidification front, end at 

t~36 ns and the liquid-solid interface reverses again. ft can be inferred from 

the interferences following t~36 ns, that this new melt front covers a distance 
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of about 200 nm. This brings the total melt depth to approximately 

300-100 + 200 =400 nm, a bout the thickness of the original a:-Si layer. Since the 

interferences end again at t~54 ns, the estimated average velocity of the melt 

front is ~2~~ nm ~ 11 m/s. This value clearly indicates that these last inter-
~ ns 

ferences are caused by an explosive\y propagating I-Si layer. Note that the laser 

pulse has long since passed during this XCR process. Both TRR signals exhibit 

a monotonous behaviour beyond t = 52 ns, which can be attributed to the coat­

ing of the materiaL 

The TRR measurements of figures IIJ.21A and 218, at 0.41 and 0.51 

.Jcm-2, can also bedescribed with the melting and solidiftcation scheme discussed 

above. The I-Si thickness increases with energy-density giving rise to more and 

more interference extrema during the melt phase. The velocity of growth from 

the rearis ~1 mfs. This is much less than found at 0.77 Jcm-2, ftgure III.21C, 

since the remaining ex-Si layer at 0.41 and 0.51 Jcm · 2 (> 300 nm) is signiftcantly 

larger than the theoretica! thermal pcnetration depth (~200 nm), which results 

in a weak temperature gradient. The amorphous regrowth from the rearis again 

interrupted by XCR. The unmelted a-Si thickness deercases with increasing 

energy-density resulting in less and less interference extrema during the XCR 

phase. Note that the total number of extrema in the melt and the XCR phase 

is constant for figures 111.21 A to 21 C. Th is observation suggest that the ft na! 

(secondary) melt depth equals the original a:-Si thickness. 

Finally, ftgure lll.21 D gives the TRR-F and TRR-R signals upon epitaxial 

growth at 0.91 .Jcm-2• The reflectivity from the front only shows a long HRP 

with no further structure. That of the rear reveals oscillations of both melt-in, 

which are smeared out considera bly now, and epitaxi al growth. The difference 

in solidification velocity, now ~9 m/s, is clearly visible from the time scale of the 

oscillations. The encircled part of the TRR-R signa! shows the transition be­

tween the melting of a:-Si and that of c-Si. The reflectivity value remains con­

stantfora short while (< l ns) after which it resumes its original course but at 

a slightly wcaker angle. This behaviour proves once more that a-Si has a lower 

rnelting point and a reduced latent heat with respect to c-Si. 
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Figure Jll.21. Time-resolvcd reOectivity signals, from both the front and the 
rear, u pon irradiation at A) 0.41, B) 0.51, C) 0.77, and D) 0 .91 Jcm· 2 The 
signals are normalized with respect to thcir initia] value. 

111.4.2 Melt d~pth/velocity simulations 

Thc calculated melt depth for the 440 nm a-Si Jayer is given in tigure 

Jll.22. The dependenee of the melt depth on energy-density is similar to that 

shown in tigure Ill . l3a with the exception thal the inOuence of the substrate is 
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shifted to much higher cnergy-densities. Figure IJJ.22 clcarly shows that this 

inf1uence becomes noticcable at ~0.35 Jcm-- 2, where the curve for thc 440 nm 

layer splits off 
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Figure lll.22. Melt depth versus energy-density, calculated without superheal­
ing and for dZ = 10 nm, on irradiation of 440 nm tx-Si on 60 nm c-Si on 
sapphire with 7.5 ns FWHM pulses from a frequency-doubled Nd:Y AG laser 
(dashed line). The simulations for thc irradiation of 250 nm tx-Si on c-Si with 
18 (dots) and 7.5 ns (crosses) pulses from thc same laser are added for com­
parison. 

from the one for 250 nm . In fact, thc argument about the damaged c-Si layer 

with its low thermal conductivity also applies to this situation. However, since 

there was no TEM picture available which showed the thickness of this layer, 

the simulations wcre performed with the original thickness. This results, for in­

stance, in a calculated mclt depth of 370 nm at 0.80 Jcm-2, while epitaxial 
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growth occurred experimentally at 0.81 Jcm 2• Fortunately, the effects of this 

uncertainty in the layer thickness are not severe helow 0.53 Jcm--2• 

Table VI presents the average melt veloeities for these experimental con­

ditions. The veloeities are somewhat higher than those in table V. 

energy-density .08 Jcm-2 .17 Jcm 2 .26 Jcm-2 .35 Jcm- 2 .53 Jcm-2 

average 4.3 m/s 8.3 m/s I 1.5 m/s 16.3 m/s 19.9 m/s 

melt velocity 

Table Vl. Average melt veloeities computed for ( =0 upon irradiation of 
440 nm a-Si on 60 nm c-Si on sapphirc with a 7.5 ns FWHM pulse from a 
frequency-doubled Nd:YAG laser at 0.17, 0.26, 0.35, 0.44, and 0.53 Jcm-2• 
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111.5 The irradlation of 225 nm IX-Si on c-Si-with 

32 ns FWHM pulses from a ruby laser 

The experimental conditions for this section: 225 nm, Cu implanted a-Si 

on c-Si irradiated by 32 ns FWHM pulses from a ruby laser, have been shown 

to favour XCR (Sinke and Saris, 1984). lt is clear from the previous three 

sections that the Jonger pulse duration and larger optica! penetration depth of 

the ruby laser will primarily intlucnee the melt velocity for this a-Si thickness. 

Because this could result in the formation of p-Si during melt-in, special care 

was given to the absolute value of the TRR measurements. We estimated the 

values to be accurate within ±I % absolute. Some partsof this work have been 

publisbed in Applied Physics Letters 49(18), 1160-1162 (1986). 

II 1.5.1 Time-rcsolved reflectivity measurements 

The TRR signals at various energy-densities just above the threshold for 

surface melting are given in figurc 111.23. At 0.16 Jcm-2, figure III.23a, the 

maximum rcflectivity reached is approximately 60 %, which is well below the 

value fora thick ( > 20 nm) I-Si layer at this wavelength, angle, and polarization 

(73 %). After this peak, oscillations are observed in the reflectivity, which we 

attribute to XCR. Two minima and one maximum, indicated by consecutive 

numbers, can be distinguished in figure lll.23a. As the energy-density is in­

creased to 0.18 Jcm - 2, figure 111.23b, the first minimum and maximum (I and 

2) have nearly disappeared and the following minimum and maximum (3 and 

4) are now fully developed . At 0.19 Jcm 2, figure 111.23c, the first extrema van­

ish in the tail of the high-reflectivity peak. The oscillations in the TR R could 

be detected in an energy-density interval of ~0.05 .Jcm ·2 • considerably less than 

the 0.15 Jcm- 2 upon irradiation of 440 nm a-Si with 7.5 ns pulses from a 

frequency-doublcd Nd:Y AG laser. Note that these oscillations in the reflectivity 

do not follow a HRP as was the case in the previous section. The simultaneously 

recorded TRR signals at 488 nm did notshow interferences, in agreement with 

expcriments by Thompson and coworkers (1984). This apparent dependenee on 

the probe wavelength is discussed in section 111.5.4. 
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Figurc 111.23. Time-resolved ref1ectivity measurements upon irradiation of 
225 nm, Cu implanted a-Si with 32 ns FWHM pulses from a ruby laser at 
various cnergy-densities. 

Figure 111.23d gives a compilation of four TRR measurements, at 633 nm, 

for incrcasing energy-densities following that of figure 111.23c. The thickness and 

duration of thc primary melt are, forthese pulses, such that the interference ef­

fecLc; are no longer observable. lnstead, il small shouldcr (indicated by the arrow 

in the figure) shows up at t~ 30 ns in thc falling edge of the high ref1cctivity 

pcak for 0.27 .Jcm-2 (solid line), which appears at higher ref1ectivity values for 

increasing energy-dcnsities. At 0.7 .lcm 2 (triangles) the shoulder has evolved 

into a maximum in thc HRP. Like the shouldcr, it occurs around t~30 ns. This 

fixed value suggests that these phenomcna have some corrclation with thc timing 

of the laser pulse. Thc TR R measurements at 488 nm resembie thosc of tigure 

111.23d, showing the same behaviour of the ref1ectivity both with time and 

energy-density. 
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111.5.2 Primary and secondary melt depth determined by RBS 

After annealing the changes in the Cu profile have been measured by RBS. 

As found by Sinke and Saris (1984), the original\y Gaussian implantation pro­

file develops into a double-peaked structure characteristic for XCR, see section 

1.2. Part of the Cu is accumulated at the surface of the sample due to segre­

gation during solidification of the primary melt. At the same time it is trans­

ported to the interior by the self-propagating I-Si layer. The resulting profile can 

be used to infer the primary and secondary melt depth. The data for low 

energy-densities, ranging from 0.14 to 0.27 .Jcm- 2, are shown in figure 111.24. 

Surface melting starts at 0.14 Jcm -2. For 0.16 to 0.19 .Jcm-2 the primary melt 

depth is ~40 nm. As the energy-dcnsity is increased to 0.27 .Jcm 2, the primary 

melt depth increases to ~65 nm. The penetration of the secondary melt front 

exhibits a much faster increase with energy-density. From 0.14 to 0.16 .Jcm-2 it 

rises from 0 to 135 nm. At 0.27 .lcm 2 it almast reaches the c-Sî substrate. 
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Figure III.24. Primary (solid dots) and secondary (open dots) melt depth as a 
function of energy-density as measured by R BS, tagether with estimates for the 
secondary melt depth from TRR data (open squares). 
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III.5.3 Comparison between the TRR and the RBS results: 

evidence for the presence of nuclei in the roeit 

The comparison of the TRR and RBS data leads to a number of interest­

ing observations. The results in tigure lll.24 show that the thickness of the pri­

mary melt is > 20 nm between 0.16 and 0.27 Jcm- 2, yet the conesponding TR R 

data do notshow a HRP. Moreover, the maxima in these TRR signals do not 

reach the 73 %, expected at this wavelength, polarization and angle of inci­

dence. All TRR data are in fact, for at least a part of their high-reflectivity du­

ration, below this value. The reduced reflectivity value can not be explained by 

the temperature dependenee of the optica! properties of I-Si. The data of 

Lampert et al. ( 1981) suggest an increasing reflectivity value with increasing 

temperature, an effect with the opposite sign as observed. We believe that the 

lowering of the reflectivity of the melt is caused by the presence of c-Si nuclei. 

The existence and growth of such nuclei will both red u cc the specular reflectivity 

of the melt and give rise to scattering. In this way the primary melt can reach 

thicknesses beyond 20 nm, while iLc; apparent reflectivity stays below 73 %. 

The presence of c-Si nuclei in the primary melt is corroborated by the fol­

lowing arguments. We have already discussed that none of the TRR measure­

ments in tigure 111.23 exhibits a HRP. One would expect a HRP if the primary 

melt consisled of purel-Si and was thicker than 20 nm. Since the primary melt 

dcpth was greater than 20 nm, this observation implies that the optica! proper­

ties of the I-Si were notconstant in time. Moreover, the falling edges at the end 

of the high reflectivity phascs of the TRR data in tigure lll.23d , are not as ab­

rupt as one obscrves fo r a uniform solid-liquid front moving towards the sur­

face , see e.g. figure Ill.2d. This is most obvious for the two lowest 

energy-densities in tigure IIJ.23d, where a shoulder is visible in the down going 

flank of t.he reflectivity. At 0.70 .Jcm 2, this shoulder has developed into a max­

imum in the reflectivity, which approaches the value of 73 % for pure l-Si at 

A= 633 nm. Thc shoulder and its evolution into a maximum in the reflectivity 

is consistent with the idea of c-Si nuclei in the melt. Once there, the growth of 

the nuclei wiJl be influenced by the absorbed energy from the laser. At low 

energy-densities, the expansion of the nuclei is only hamrered. However, at high 
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energy-dcnsities the nuclei can be mclted. This explains the apparent synchro­

nization with the (end) of the laser putse, since both the growth velocity re­

duction and the melting are caused by the absorbed energy from the laser putse. 

Note that the reduced high reflectivity value and its deercase in time give a 

higher effective absorption, which counteracts the decreasing power of the laser 

putse. A discussion of the origin of the c-Si nuclei is given in chapter V. 

One might argue that the implanted Cu causes such a local melting point 

depression that the melt initiales in the interior, giving a reduced high 

reflectivity value (Peercy et al. 1985). Since there are no interferences visible in 

the high rcftectivity phase e.g. at 0.7 Jcm --2, tigure ITJ.23d, such an internat melt 

must have been situated within 20 nm below the surface, see section III.5.4. 

With a melt velocity as low as I m/s this would meao that thc full reflectivity 

value of 73 % should bc reachcd within 20 ns from the onset of melting, which 

is clearly not the case. Another possibility would be that the a-Si is not melted 

homogeneously, as proposed by Turnbull (1982). In that case, however, it is 

difficult to explain the behaviour of the reflectivity in time and with encrgy­

density unless the unmelted a-Si ultimately transforms into c-Si without going 

through the liquid phase. 

III.5.4 The XCR front velocity and melt depth/velocity calculations 

In order to derive the velocity of XCR from the experiments, we calculated 

the reflectivity, at 488 and 633 nm, for a 15 nm thick I-Si Jayer as a function 

of its position below the surface, sce tigure ITI.25. This specitic I-Si thickness 

was chosen as being realistic for XCR (Thompson et al. I 984; Lowndes et al. 

1986). The optica! constants of the top layer were taken as those of c-Si at the 

mclting temperaturc of a.-Si . The calculated rcftectivity at 488 nm clearly shows 

interferences whilc these were not detected. Moreover, the reflectivity oscil­

lations observed at 633 nm are much smalter than calculated. T his discrepancy 

may he explained by the following arguments. Firstly, in reality the top Jayer 

does notconsist of c-Si, as used in the calculations, but of p-Si, which can have 

a Jarger absorption . Secondly, the thickness of the top layer is not uniform as 

can be inferred from TEM studies (Cullis et al. 1980; Narayan and White, 1984; 
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Bartsch et al. 1986) and any roughness of the liquid-solid interface causes non­

specular reflections thus reducing the amplitude of the interferences. Finally, the 

thickness of the self-propagating I-Si layer wil! increase and decrease with time, 

with a rate and maximum value which depend on the experimental conditions 

such as the temperature gradient and energy-density. 
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Figure 111.25. Calculated reflectivity behaviour at 488 and 633 nm fora 15 nm 
thick I-Si layer as a function of its position below the surface. The optica! con­
stants of the top layer are those of c-Si taken at the melting point of a-Si The 
extrema at 633 nm are labele<l with consecutive numbers, which can be com­
parcd with those in tigure III .23. 

The position of the extrema is, fortunately, not severely influenced by the argu­

ments mentioned above. Therefore wc can use the calculated reflectivity data 

of ligure 111.25 to obtain an estimatc for the velocity of thc explosively propa­

gating solid-liquid front. The calculations show that the first minimum in the 

reflectivity at 633 nm <>Ccurs at a I-Si depth of 20 nm, while every additional 

extremum adds 40 nm to this value ( = À./4). From the measured time delay be­

t ween the minima and maxima in the TR R at 0.16 .Jcm-2 an estimate of 

13±3 m/s is inferred for the fïrst two extrema, falling to 6±3 mjs between the 
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two last ones. The same behaviour is found at 0.18 Jcm- 2• In this case the XCR 

front propagates at a velocity of 13±3 m/s between the tirst three extrema, 

again foliowed by a drop to 6±3 m/s. The number of interference extrema gives 

an estimate for the secondary melt depth. The result thereof is shown in tigure 

111.24 and is in reasonable agreement with the data from the Cu redistribution, 

which justities the presenLed approach. 
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Figurc III.26. Melt depth vcrsus energy-dcnsity, calculated for dZ= 10 nm and 
without superheating, upon annealing of 250 nm ex-Si on c-Si with 32 ns 
FWHM ruby laser pulses (trianglcs). The simulations for the irradiation of the 
same material with 18 (dots), and 7.5 ns (crosses) pulses from a frequency­
doubled Nd:Y AG laser are added for comparison. 

The calculated mclt depth versus energy-density for the anncaling of 

250 nm ex-Si on c-Si with 32 ns FWHM pulses from a ruby laser is given in 

tigure ITI.26 (triangles). For comparison, t.he tigure also contains the data for 

annealing with 18 (dots), and 7.5 ns (crosses) pulses from a frequency-doubled 
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Nd:Y AG laser. The threshold energy-density for surface melting is calculated 

at ~0.13 Jcm-2• This is higher than for the other two curves because of the 

Jonger pulse duration and larger optica! penetration depthof the ruby laser. The 

same arguments apply to the slightly smaller slope of the curve for low energy­

densities: 425 (nm/Jcm- 2). Epitaxial growth occurs at ~0.9 Jcm-2 according to 

the simulations. Both thresholds, for surface melting and epitaxial growth, are 

in good agreement with the experimental values of Sinke and Saris (1984). 

encrgy-densi ty .17 Jcm-2 .26 Jcm-· 2 .35 .Jcm-2 .53 Jcm-2 .71 Jcm-2 

average 2.8 mjs 3.1 mjs 4.0 m/s 5.5 m/s 7.2 mjs 

melt velocity 

Tablc VII. Average melt veloeities calculated for ( = 0 upon irradiation of 
250 nm o:-Si on c-Si with a 32 ns FWHM pulse from a ruby laser at 0.17, 0.26, 
0.35, 0.53, and 0.71 Jcm·-2• 

Table VII gives the calculated avcrage melt veloeities for these exper­

imental conditions. Their values are all below the ones of tables IV, V and VI. 

Ahove ~o.4 .Jcm-2, the clifferencc approaches a factor of 2 respectively 4 with 

the avcrage melt veloeities of table V rcspectively IV and Vl. In first approxi­

mation this implies that the superheating of the I-Si with respect to the melting 

point of o:-Si will also be a factor of 2 respectively 4 lower than in the other 

cases. 
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IV. HEAT-FLOW MODEL OF MELTING AND 
SOLIDIFICA tiON 

I V .1. Introduetion 

Computer models based on heat-flow calculations have become an impor­

tant aid for pulscd-laser annealing experiments. The main objective for devel­

oping these models was the determination of the threshold energy-density for 

melting and epitaxial growth. However, soon after their introduction, they were 

also used to verify theoretica! assumptions concerning melting, solidification, 

diffusion and segregation. Computer simulations played a crucial role in the 

controversy between thermalversus plasma assisted melting (Wang et al. 1978; 

Baeri et al. 1979, van Vechten et al. 1979a, 1979b; Wood and Giles, 1981). 

Recently, heat-flow calculations dominated the discussion about 

superhcatingjundcrcooling, and wcrc of great help in the determination of the 

thermophysical properties of IX-Si (Lowndes et al. 1984; Thompson et al. 1984, 

1985). Finally, computer simulations still are of importance for unravelling the 

basic processes bchind explosivc crystallization and amorphous regrowth (Wood 

et al. 1984; Wood and Geist, 1986a, 19R6b; Tsao and Peercy, 1987) and are 

indispensable for the comparison of experiments performcd under different 

conditions such as othcr wavelengths, putse durations, IX-Si thicknesses, and 

substrates. 

This chapter is divicled into three sections. The first one describes the basic 

theory of heat-now calculations, most of which can bc found in articles by Baeri 

et al. (1979) and Wood and Giles (1981). A more claborate discussion of all 

physical mechanisms involved in pulscd-laser irradiation has been given by van 

Drie! et al. (1982) and Lietoila and Gibbons (1982a, 1982b). In contrast to the 

standard theory which can be found in the articles mentioncel above, our model 

also incorporates superhealing and undercooling. This is not new in itself 

(Thompson et al. 1 985), hut has not been described previously. Thc second sec­

tion deals with thc way in which we simulated amorphous regrowth. Until now 

this phenomenon has never heen modelled. The third and last section of this 
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chapter contains three different approaches to simulate XCR. Two of them are 

unique implementations of nucleation theory into a heat-flow computer model, 

the third one is based on ad-hoc assumptions. The latter having been written 

by Wood and Geist (l986a, l986b). 

104 



IV.2. Fundamental Conceptsof Heat-Flow CalcuJations 

IV.2.1 The mathematica! problem 

Las er 

Subsirale 

4dZ 

z-direclion 

Figure IV. I. Drawing of thc one-dimensional geometry used in the calculations. 

The model described in this section is based on the following assumptions. 

First of all, we assume the problem to be one-dimensionat. This is justified 

whcn the heat-flow directcd towards thc substrate is much greater than that 

directed towards thc absorbing film or in a formula: 

(30) 

where K, and K1 are the thcrmal conductivities of the substratc and absorbing 

film, h the thickncss of the absorbing film and p the radius of the irradiated 

spot. Under normal annealing conditions this is easily satisfied since the thermal 

conductivities do not differ much whilc the radius of the annealing spot is usu­

ally about four orders of magnitude larger than the thickness of thc film. For 
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optica] recording, however, the submicron spot size often tips the scale to a 

combined substrate and film dominated heat flow thus requiring a two dimen­

sional approach. Figure lV.l shows the final one-dimensional geometry used in 

the calculations. The second major assumption made is that the absorbed laser 

light is "instantly" converted to heat. lt has heen shown by Shank et al. ( 1983a, 

1983b) that this so called thermal model can be used down to the picosecond 

regime. For pulses in the femtosecond region the dense electron-hole plasma 

created by the absorbed photons starts to play a role. The third major assump­

tion is that free carrier absorption, i.e. absorption by the free electrans and 

holes, is negligible. Lietoila and Gibbons (19R3b) have calculated that this is 

indeed the case for ). = 532 nm. In fact the free carrier absorption can be ig­

nored for all wavelengths with photon energies reasonably above the band gap 

of Si, i.e.).< ~o.9 ,urn for c-Si and). < ~1.4 ,urn fora-Si. Last of all, it has been 

assumed that a-Si exhibits a well-defined static melting point and latent heat. 

Based on the assumptions discusscd above, the differential equation for the 

heat flow can be written as: 

àT(z,t) a { àT(z,t) } 
Cp(z, T(z,t)) àt -ij; K(z, T(z,t)) àz = S(z,t, T(z,t)) (3 I) 

T(z,t) is the temperature, t represcnts time, z the depth with the surface as ori­

gin, S(z,t,T(z,t)) thc so called souree function, and K(z,T(z,t)) respectively 

Cp(z,T(z,t)) the thermal conductivity and specific heat. The souree function 

S(z,t,T(z,t)) is the driving force for the heat-flow, in our case the absorbed laser 

light: 

S(z,t, T(z,t)) 
àl(z,t) 

àz 
a(z, T(z,t)) l(z,t) 

a(z,T(z,t)) {I - R(t)} /0(t) exp { - r a(Ç,T(Ç,t)) dÇ} (32) 
0 

with a(z,T(z,t)) the absorptive power of the medium, l(z,t) respective\y l0(t) the 

instantaneous intensity in the medium and impinging on the medium, and R(t) 

the reflection coefticient of the medium. 
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IV.2.2 Analytica! approximations 

Carslaw and Jaeger (1959) have shown that an analytica! salution for 

equations (31 and 32) can be given under certain constraints: no temperature 

or spatial dependenee of the constants, no phase changes involved, constant la­

ser power, uniform initia! temperature T0 , and an infïnite sample thickness. In 

this case the salution can be written as: 

+ 2la e{oc2Dt-ocz} x e~fc { ajï5{ - 2%, } (33) 

+ i. ,c•'D•+-.) x e,fc { •JDi + 2}Dt- } l 
where D == ~ is the thermal diffusivity and erfc{Ç} respectively ierfc{Ç} are 

the normal and the integrated form of lhe so called complementary error func­

tion (Abramowitz and Stegun, 1964): 

ierfc{Ç} = ro[l- e~f{x}]dx 
~ 

erfr:{Ç} 1 -erf{Ç} 

Expression 33, which is not very transparent, can be further approximated in 

two cases. First the situation in which the absorption length I/ a is much smaller 

than the thermal diffusion length jDt . This condition is often fulfïlled when 

a-Si is irradiated with pulses of long duration . 

1 In: jDt { a- ~ vDt -> T(z ,t) = T0 + 2/0 (1 - R) -K- ierfc (34) 

For z = 0 this equation red u ces to: 

2/o( I - R) !Dfnt . 
T(O,t) = T0 + K v~ (35) 
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This result can be used to delermine the threshold energy-density, E0 , for which 

melting occurs at the surface, i.e. T(O,t) =T m• for laser pulses with a duration 

of t seconds. Using that /0 = 7 for these conditions, eq . 35 can be rewritten 

as: 

2(E0/r)(J - R) fD} 
Tm - To = K V~ -+ Eo K(T m - To) j; (36) 

2( I - R)jiii; 

Eo depends on the square root of the putse duration and is completely inde­

pendent of the absorption coefficient. 

The other simplifïed expression can be obtained when the absorption 

length is much larger than the thermal penetration depth, a situation which is 

encountered in the irradiation of c-Si with short laser pulses: 

1 a/0(1 - R) 
a- ~ J5l -+ T(z,t) = T0 + C t e-u.z 

p 

Also this expression can be further reduced for z=O: 

al0(1 - R) 
r,(o t) = r. + ~"--:------'-, 0 c 

p 

(37) 

(38) 

Applying the sameprocedure on eq . 3R as used to derive eq . 36 from eq. 35, we 

obtain: 

(39) 

In this case, the threshold energy-dcnsity for surface melting is proportion al to 

the inverse of the absorption cocfficient and completely independent of the putse 

duration . The formulas given in this section wiJl be used to test the computer 

simulations based on a description of the heat-flow problem in terms of a 

lïnite-difference equation as given in the ncxt section . 
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IV.2.3 Finite-difference description of the heat-flow problem 

Unfortunately, the optica! and thermophysical properties of Si are far from 

constant as was discussed in section 1.3. Morcover, one of the main objectives 

in developing computer models was to calculate the melt depth, and thus the 

model must cope with phase transitions. Finally, no pulsed-laser bas a power 

which is constant in time. It is clear from this discussion that eqs. 31 and 32 

must be transformed into a finite-difference form and solved numerically. Both 

time and depth are divided into discrete steps nxdt respectively ixdZ. The first 

term of eq. 31, containing the derivative of the temperature versus time, trans­

farms into: 

oT(z,t) 
Cp(z, T(z,t)) - 0-'-1---'-

( . . )) T(i,n + l) - T(i,n) 
-+ CP 1, T(1,n dt 

The term containing the second derivative of the temperature versus depth is 

now written as the d ifference of tbc heat-flow between slab i-1 and i, tbe Ie ft 

hand side, ancl that between i+ I and i, the right hand side: 

a { oT(z,t) } i); K(z,T(z,t)) àz 
T(i- 1 ,n) - T(i ,n) 

-+ K( i, i - I ) ---'---'----'---~ 
dZ2 

T(i + I ,n)- T(i,n) + K(i,i-!- 1) ------­
dZ2 

2 K(i,n) K(j,n) . 
Whcre K(i,j) = (" ) (" ) , the cffectivc heat conductivity coeffictent be-

K t,n + K J,n 
twecn two neigbbouring slabs. Finally, thc souree function described by eq. 32 

transfarms into: 

ol(z,t) 
S(z,t,T(z,t)) = 

àz 
l(i,n) {I _ e -IX(i.T(i.n)) dZ} 
dZ . 

The combination of the last tbrec expressions gives tbc final finite-difference 

equation for the heat-flow problem: 

T(i,n + I) - T(i,n) 
Cp(i, T(i,n)) dt 

1 [ T(i- l ,n) - T(i,n) 
dZ 1c(i,i- I) dZ 
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. ') T(i,n) - T(i + l ,n) ] 
- K( I -1- 1 ,I dZ (40) 

= ~~~) {I _ e -at (i, T(i,n)) dZ} 

When a slab dZ consists of more than one phase, all its properties are averaged 

with respect to the fractions of the phases. With the transformation of the dif­

ferential equation 31 into the finite-difference form of equation 40, we are now 

able to perfarm a completely realistic calculation including depth and temper­

ature dependent parameters. The incorporation of phase changes will be dis­

cussed in the next section. 

IV.2.4 Boundary conditions, stability and phase changes 

The heat-flow problem has two boundary conditions, one related to the 

heat-flow out of the surface and one associated with the substrate temperature 

for Z->oo. Next it wit! he shown that there is virtually no loss of heat from the 

surface for pulses in the nanosecond regime. In principle there are two loss 

mechanisms: radiation and convection. The first one is governed by the Stefan­

Boltzmann law. Using the maximal value for the emisivity (1) to calculate the 

toss of heat by black-body radiation during one microsecond fora surface at the 

melting temperature of c-Si we get 0.2 Jm-2• Compared to the threshold 

energy-density of 2000 Jm· 2 for melting c-Si with a 7.5 ns FWH M putse from a 

frequency-doubled Nd:Y AG laser this is completely negligible. The conveelion 

of heat from the surface is even less important. With an average heat transfer 

coefficient of 15 Wm--2 K _, for a surface perpendicular to the ground plane 

(Smith and Stammers, 1973), our standard annealing geometry, the heat con­

veelion gives a loss of only 0.02 .Jm-2 under the same conditions. The fact that 

there is no heat-flow through the surface implies that the temperature gradient 

~~ must be zero there, which is accounted for in the simulations by adding a 

dummy slab with the same temperature as the surface. 

The other boundary condition T(oo, t) = T0 has its implications for the 

total number of slabs for which the temperature must be calculated. In our 
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model the absorbing film is divided into slabs of equal thickness dZ. The 

substrate has only one slab of thickness dZ at the beginning of the calculation. 

Every time that the temperature of the last slab rises above T0 , an extra slab is 

added with doubled thickness of the previous one (dZ, 2dZ, 4dZ, ... , see tigure 

IV.!). This procedure minimizes the total computing time while maintaining a 

good sim u lation of the temperature profile in the substrate. The heat-flow in the 

substrate is only by diffusion, which gives a decreasing temperature gradient 

with depth. This makes it possible to use largerslabs at greater depth without 

much loss of accuracy. 

To obtain the right solution, dZ and dt must at least fuifliJ the stability 

criterion for parabalie partial differential equations (Arden and Astill, 1970): 

2 
K dt < l.. -+ dt < dZ 

C dZ2 2 2 D 
p 

(41) 

This expression can be deduced if one bears in mind that the increase in tem­

pcrature during dt is notallowed to exceed the original temperature difference 

between neighbouring slabs. The lowest diffusivity value D = 8.8 x I0-5m2 s -1, 

reached for c-Si at room temperature, results in a dt of <0.57 ps for the fre­

quently used slab size of 10 nm. The choice of the slab size depends on the type 

of calculation. Simulations invalving large gradients and temperature or heat­

flow sensitive effects require small slab sizes. The total calculation time scales 

with dZ-3, since the number of time steps is proportional to dZ-2 and the num­

her of slabs to dZ- 1• This strong dependenee on the slab size severely limits the 

possibility of variation due to total run time restrictions. unfortunately not 

possible to use a more complex discretization scheme. The advantage of higher 

order methods is that they use larger time steps at the cost of computational 

effort. However, the pulse power is usually so large and changes so rapidly that 

large time steps can not be afforded . Moreover, this extreme driving force can 

cause the melt front to move at veloeities up to hundreds of meters per second 

signifying that a slab of 10 nm is melted in only 100 ps. Unless stated other­

wise, all calculations invalving Si were done with dt = 0.5 ps for dZ = I 0 nm. 
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In general there are two ways to deal with phase changes in the model. 

The first one is by using a continuous transition in which the effect of the latent 

heat Lh is incorporated in the specific heat. This is done by adding a Gaussian 

term which has its peak at the melting point and the latent heat as its integrated 

value. This approach has the disadvantage that the steps in temperature, for 

given dt, can be so large that the latent heat is not correctly accounted for. To 

avoid this, the phase change has to be made discontinuous. Without the dy­

namica] velocity-superheatingjundercooling effect this is rather easy since there 

is only one melting temperature. As soon as the temperature of a given slab re­

aches Tm, the in- or outgoing flow of energy, dQ, in a time step dt is used to melt 

or solidify: 

dQ = - aoz Lh __. aoz (42) 

where oDZ represents the change in the amount of solid material in the slab. 

The temperature is again allowed to change when the slab is completely melted 

respectively solidified. lf the velocity- superheating/undercooling relation is built 

in, the melt temperature becomes dynamica! T:t', and dQ is used both to 

melt/solidify and to heat/cool the slab: 

(43a) 

in which CP (T:t'- T) dZ accounts for the energy needed to change the temper­

ature of the s lab from T to T:t!'" . The dynamica! melt temperature can be ex­

pressed in termsof the melt velocity V, see eq. 16 in section 1.4 with 0 = T:t'. 

T'!!n = T + r V m m '> 

This result is again used in equation 43a leading to: 

oDZ = 
CP (Tm - T + ( V) dZ - dQ 

Lh 

(43b) 

(43c) 

This is the input for the new amount of solid material in the slab, DZ, phase 

change velocity, and melt temperature: 
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oz = DZotd + aoz (44a) 

vnew = 
aoz ---

dt 
(44b) 

'J%n = Tm + ( V new (44c) 

The constants in these equations still depend on the phase of the Si and possibly 

even on whether melting or solidification occurs (see section 1.4). The model as­

sumes that crystalline growth occurs as soon as I-Si is in contact with c-Si; it is 

not necessary to have an intcrfacial temperature above 1685 K to obtain 

epitaxial growth. 

There is yet anothcr change of phasc involved. As already mentioneet in 

chapter I, when Si is forced to solidify with a velocity exceeding 15 m/s it can 

grow only in the amorphous phase. This is not incorporated in the model but 

can easily be implemenled by means of a statement which changes the latent 

heat and melting temperature of all non-salid slabsin that case. It is necessary 

to do this for all non-solid slabs and not just for the one which is solidifying 

because c-Si can nol grow on top of a-Si. The special cases of XCR and amor­

phous regrowth from both the interior and the surface are described in two 

separate sections of this chapter. 

IV.2.5 The souree function 

The souree function is the basis of the calculations. It contains three ele­

ments: the retlectivity, temporal pulse shape, and absorption . The reflectivity 

shows a rather abrupt increase from ~45 % to ~75 % upon melting, for wave­

lengtbs in the visible region. The high retlectivity va lue of I-Si is reached for a 

melt depth exceeding approximately two times its optica! penetration depth, 

~20 nm. A linear interpolation between the retlectivity values of the solid and 

the Iiquid, with the melt depth as parameter, is usect in the model. In general it 

is very difficult to do heat-flow calculations on interference structures such as 

silicon on sapphirc. The correct way would be to do a simultaneous optica! ma­

trix calculation to obtain the temporal retlectivity. This procedure is, however, 

seldom found in the literaturc because it costs a lot of computing time. lnstead 
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the ref1ectivity value of the solid is adapted to give the measured threshold 

energy-density for melting. Since the high absorptivity of I-Si damps interfer­

ences, it is thus possible to calculate the melt depth as a function of energy­

densjty of these structures. 

The temporal shape of the power of most pulscd-lasers is approximately 

Gaussian. Th is a lso leads to a Gaussian intensity at the surface: 

E 2 2 Po(t) = tot e- (1-11) f(2u) 

$a 
(45) 

The putse duration is expressed in terms of the full width at half maximum 

value r:P. This value is converted to obtain a, which governs the width of the 

Gaussian a= <p/J8 ln(2). The integral versus time of eq.45 gives the energy­

density, represented by E,0 ,. The position in time of the peak value is given by 

Jl . In thc calculations we have chosen 11 = 2.25 a and a total pulse duration of 

4.5 a. To correct for the fact that the Gaussian is not integrated from -oo to 

+ oo but from -2.25 u to + 2.25 u , the inputted energy-density is multiplied by 

1.025 in the program. 

Equation 40 shows that the absorbed energy in slab i during time step n 

is given by J(i,n) {I - e a(i.T(i,nlld7 }dt. One could choose dZ ~ a1:t ~10 nm so that 

the exponential factor can be lincarized into cx(i,T(i,n)) l(i,n) dZ dt . The result­

ing slab size is, however, exccssively smaller than that needed on the basis of 

heat diffusion. Moreover, it would lead to unrealistic computing times. The tirst 

real slab starts with the full intensity, corrected for the surface reflectivity. The 

absorption of every following slab is cvaluated with the end intensity of its 

predecessor. lf nccessary a non-coherent ref1ection from the substrate can be 

taken into account. This double pass absorption scheme gives another, more 

sophisticated, possibility to deal with interference structures. The method ena­

bles onc tostart with a high effective surface reflectivity, which deercases with 

temperature to a lower value. This is caused by screening of the ref1ection from 

the substrate due to the high absorption between the surface and the substrate 

at high temperatures. Both methods, thc adaption of the surface ref1ectivity and 

the double pass absorption, can only be used to calcu\ate global parameters, 
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such as the maximum melt depth or the threshold energy-density for epitaxial 

growth, and not to gain insight into local features as the temperature profile or 

melt velocity. 
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IV.3 The Testihg of the Model 

IV.3.1 Heat diffusion 

Ditfusion calculations 
t = 15 ns x = equidistant . fixed diffusivity 

• = dZ. 2dZ. 4dZ ..... fixed diffusivity 
• = dZ. 2dZ . 4dZ ..... reel diffusivity 

u 1000 0 

Ol 
'- 800 ::J -0 
'- 600 Ol 
a. 
E 

- theory 
~ .. ---~ .... 
~~-~ --------~ 
~.~ ----------- c -Si --------· 

• 
~ 400 

200 

0 
0 50 100 150 200 250 

Depth (nm) 

Figure IV.2. Comparison between the simulations for dZ= 10 nm and the the­
ory for pure heat diffusion from a surface held at I 000 oe for 15 ns. The ther­
mal diffusivity was either set at JO 6 m2 s 1, characteristic for cx:-Si (x, •), or that 
of c-Si, ~1.5 x I0- 4 m2 s 1 e·T/405 K (squares). 

The correctness of the heat diffusion algorithm was tested separately for 

an equidistant subdivision and for onc having dZ, 2dZ, 4dZ,... slabsizes. In 

both cases the impinging laser intcnsity was zero and the temperature of the first 

slab fixed at 1000 oe. The thermal diffusivity was taken as either I0-6 m2 s ·' , 

charactcristic for o:-Si, or 1.5 x 10 4 m2 s 1 e·Tt40s K, that of c-Si. For pure heat 

diffusion, the the temperature profile in the medium is given by: 

T(z,t) = T0 - AT erfc { 2)-nr } (46a) 

where AT is the temperature difference between the heat souree and the medium 

at z-+oo and D must be constant. Toa first approximation this can be written 

as: 

116 



T(z,t) (46b) 

Beyond this simplitied expression one has to use tabels, e.g. by Abramowitz and 

Stegun ( 1964). When comparing the simulated result with expresslons 46a and 

46b, one has to take into account that the algorithm calculates the temperature 

averaged over the slabsize. As can be seen in figure JV.2, the outcome of the 

heat diffusion simulation for thc top layer is in excellent agreement with ex­

pressions 46a and 46b. The same procedure was foliowed to test the heat dif­

fusion in the substrate. Figure IV.2 shows that the increasing slabsize still gives 

the correct representation of the temperature profile. To illustrate the effect of 

the temperature dependenee of the thermal properties, a simulation for the real 

K and CP of c-Si is added in fîgure IV.2. lt is clear from this comparison that, 

under idcntical conditions, the temperature gradient in c-Si is much smaller than 

that in rx-Si 

JV.3.2 Absorption 

The implementation of the optica! absorption in thc model can be tested 

by a comparison with the analytica] expression for that case, given in equation 

37. In order to obtain the pure optica! absorption regime, without any diffusion, 

the thermal conductivity coefficient K was set to zero. The incident power 

(l-R) 10 was taken as 1.87 x 1010 Wm-2 , giving an equivalent energy-density of 

0.05 .Jcm- 2 after 15 ns. CP and a had the values of 2 x 106 .Jm- 3K- 1 and 107 m· 1 

rcspcctively. The chosen parameters give a calculatcd surface temperature of 

I 234 oe at t =I 3 ns. Both the analytica! and the calculated temperature profile 

are given in figure IV.3. 

IV.3.3 Melting and solidification 

Since phasc changes could not be incorporated into the analytica] ex­

pressions of section IV.2.2, the implementation of melting and solidification can 

not compared with thcm. The only way to prove the correctnessof the model in 

this respect is to compare the calculations with the cxperiments, which is re-
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Figure IV.3. Test of the implementation of pure optica! absorption in the model 
for (X= 107 m-·•, R =0.44, t =I 3 ns, I(= 0 Wm · 2K - I, lo = 3.33 x I 010 Wm -2, and 
dZ= 10 nm . 

scrved for chapter V. However, the conservalion of energy during the melting 

processcan he tested rather easily . In that case thc initia! temperature is set to 

1459 K, just one degree helow the melting point of a-Si, and superhealing is 

neglected ((=0). This procedure ensures that all ahsorbed energy is used for 

melting and not for heating. Several calculations have heen performed in this 

way, each with a different energy-density . The calculated melt depths were all 

in excellent agreement with the ahsorbed energy. 

Although superhealing and undercooling can also not be analytically veri­

fied; it is interesting to look at the implications of e.g. superhealing on the melt 

velocity and melt depth . 
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Figure 1V.4. Example of thc intlucnee of superheating on thc simulated 
temporal melt depth for irradiation of 220 nm a-Si on c-Si with a 7.5 FWHM 
& 0.2 Jcm-2 pulse from a frequency-doubled Nd:Y AG laser, dZ = 10 nm. 

Figure JV.4 shows the melt dcpth versus time upon irradiation by a 7.5 ns 

FWHM & 0.2 .Jcm ·2 pulse from a frequcncy-doubled Nd:YAG laser of a 

220 nm thick a-Si on c-Si Jayer, for different values of (. The superheating has 

only a small effect on the melt velocity and melt depth. However, the time at 

which thc maximummelt depth is reached shifts to longervalues with increasing 

(. This is caused by the fact that thc release of heat from the superheated I-Si 

is by diffusion, a slow process comparcd to the input of energy by the laser 

pulsc. Thc effect of undcrcooling on thc phenomenon of amorphous rcgrowth 

from both thc interior and thc surface is discussed insection IV.8.1 and chapter 

V. 
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IV.4 The Modelhtg of Amorphous R~growth from the Surface 

and Explosive Crystalllzation 

IV.4.1 Amorphous regrowth from the surface 

The physical principles of amorphous regrowth from the surface are not 

well understood. The now generally accepted cxplanation for this phenomcnon 

was given by Cullis et al. (1982, 1984). They proposed that its cause is the pos­

sibility of "nucleation" of a-Si at the free surface in the presence of I-Si, highly 

undercooled with respect to the melting point of a-Si. This severe undercooling 

results from the growth of a-Si from the interior in combination with a melting 

point depression due to segregation of implanted impurities at the solidification 

front. Both the "nucleation" temperature and the value of the velocity­

undercooling relationsh ip are unknown for a-Si. These two parameters can in 

principle be obtained from a comparison between simulations and measure­

ments. The "nucleation" tempcrature determines the moment in time at which 

growth from the surface starts. The value of(, and its dependenee on impurity 

segregation, can be deduccd from the temporal evolution of the regrowth veloc­

ity. lt is very unlikely that growth of o:-Si can occur from the surface at a tem­

pcrature above its meJting point. 

The framework described above can be realized in a computer model by 

introducing two separate dynamica! mclt temperatures and solidification veloci­

ties, one for the interior and one for the surface. Solidification from the surface 

is allowed tostart as soon as the tempcrature of the first slab deercases below 

its own melting point. The value of thc velocity-undcrcooling parameter ( plays 

an important role in these calculations. As already mentioned, it is unrealistic 

that the growth of ex-Si from the surface can take place at a temperature above 

its melting point. This signifies that, in thc a bsence of a melting point depression 

due to impurity segregation, it will never occur for ( equals zero. 

An illustration of the influence of ( on the regrowth from the surface is given in 

figure JV.5. The simulated situation is the irradiation of 220 nm ex-Si on c-Si 

with a 7.5 ns FWHM & 0.44 .Jcm· 2 putse from a frequency-doubled Nd:Y AG 

laser. Both melt temperatures wcre taken as that of a-Si. The figure shows that 
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Figure IV.5. The intlucnee of the va!ue of' on the growth of a-Si from the in­
terior and the surface. The soliditkation process was calculated for irradiation 
of 220 nm a-Si on c-Si with a 7.5 ns FWHM & 0.44 Jcm-2 pulse from a 
frequency-doubled Nd:YAG laser. The maximum melt depth was ~170 nm, 
dZ = lO nm. 

( delermines the ratio between the two growth velocities. lt can be proven that 

this ratio goes to unity for ( ----+ oo and/or for smal! melt depths, which would 

result in a meeting point of both fronts in the middle of the originally melted 

region. lt was derived in section 1.4 that the value of ( fora-Si can be anything 

between 0 and 7 K/(m/s). 

Both solidifïcation veloeitics depend strongly on temperature. This makes 

that the simulation of amorphous regrowth is more sensitive to the size of the 

slabs than that of e.g. the mclt depth, since a difference of only a few Kelvin 

between the (virtual) interface tcmpcraturc and the (calculated) temperature at 

the center of the slab has a relatively large effect on the solidification velocities. 

The absolute value of thc calculated solidification velocity from the rear is 

therefore too high and that from thc surface too low. Thc dominant temperature 

gradient is that in the intcrior a-Si layer. ft reaches values of the order of 

20 K/nm for the conditions of figure IV.5. The effect of the slabsize dZ on the 

thickness of the regrown surface Jayer versus time is illustrated in figure IV.6. 
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Figure IV.6. The effect of the slabsize on the simulation of regrowth from the 
surface for (=7 K/(m/s) and dZ=2.5 (fullline), 5 (dash dot), 10 (dashed), and 
20 nm (dots). 

The results seem to converge at a slabsize of about I nm. This would yield a 

total computation time of two full days. Fortunately, it is a lso possible to obtain 

a reasonable estimatc from an extrapatation of the data in fîgure IV.6. 

I V .4.2 Explosive crystallization 

This section about XC R is built up out of two subdivis ions: one concerning 

homogeneaus I heterogeneaus nuclca tion and one devoted to the model by 

Wood and Gcist (1986a, 1986b). The thcory of nucleation used has already been 

presented in chapter I. In this fîrst section the focus will be on the implementa­

tion of two nucleation concepts: homogeneaus (bulk) nucleation and heteroge­

neaus (interface) nucleation. The two concepts do not differ much in the 

computer simulations, except for the value of the constants and the imbedding 

into the program. For each step in time dt, the number of new nuclei have to 

he calculated as wellas the growth of the existing ones. Eventually this gives the 

total amount of solidifîed material and the released latent heat. For convenience, 
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the surface energy y is taken temperature independentand a possible incubation 

time for nucleation has been omitted. First we consider the case of homogeneaus 

nucleation. 

The change in volume dV during the increment in time dt can be written 

as: 

N 

dV = dN vnucl + I 43'/t [(ri +u dt)3 - r(] 
i= I 

(47a) 

where dN is the iocrement in the number of critica! nuclei, Vnud the volume of 

the critica! nucleus, r; the radius of the existing nucleus i, and u the growth ve­

locity of the nuclei. lf we consicter the fact that r; ~ u dt, equation 47a can he 

reduced to the sum of the volume change due to new nuclei and the total area 

of all existing nuclei times the increment in radius: 

dV = dN Vnw:t + 0 101 u dt (47b) 

The same reasoning can be used to obtain the change in the total area, which 

leads to equation 48: 

dO = dN Onucl + 8nR101 u dt (48) 

The change in the total area is the sum of the change due to new nuclei, 

dN Onuct, and the iocrement in radius times 8n times the total rad ius of the ex­
N 

isting nuclei, R,0 , = ,Lr;. So eventually it all comes down to the total radius and 
i= I 

the number of nuclei : 

dR = dN r nucf + N u dt (49) 

The numher of new nuclei , dN, formed in the time dt is calculated by multiply­

ing the nucleation rate r from equation 24 , by the effective volume of I-Si, the 

slabsize ctz minus the amount of solidifïed material DZ, and the increment in 

time dt, dN = I (dZ - DZ) dt. Equation I (i of chapter I gives the growth ve­

locity, u= -85 ms-1 (I - T; I 1685 K), where we used the experimentally deter­

mined value of 17 K/(m/s) for ( to obtain the prefactor of -85 ms- 1 • This all 

culminates in a change in the amount of solidified material, equation 47h, and 
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the corresponding release of latent heat dV Lh. In the case just described, 

nucleation and growth occur whenever I-Si is present, even during melting. This 

is the difference of our approach with that of Wood et al. (1984), who simuialed 

homogeneaus nucleation on an ad hoc basis by releasing a eertaio fraction of the 

latent heat for all slabs for which the temperature was below a nucleation tem­

pcrature T. at the moment in time at which solidifïcation starts. Figure IV.7 

shows an example of a simulation including homogeneaus nucleation for C =0. 

Thc conditions were chosen to correspond with an experiment showing XCR by 

Sinke and Sa ris ( 1984): 220 nm a-Si on e-S i irradiated with a 32 ns FWHM & 

0.2 Jcm- 2 pulse from a ruby laser (À =694 nm). lt is clear from the figure that 

homogeneaus nucleation is extremely sensitive to the surface energy y. More­

over, its value had to be reduced to about 50 % of the 0.4 Jm-2 obtained with 

expression 26 to see some effect. This observation is in good agreement with the 

discussion concerning this subject in scction I .4. The simulations including ho­

mogeneous nucleation do not agree with the observation that the laser pulse first 

creates a so called primary melt, from which XCR starts (Thompson et al. 

1984; Sinke and Saris, 1984). Th is could be the result of the omission of super­

healing, which would give a higher temperature in the I-Si during melting and 

thus a Jower nucleation rate. 

The rnadeling of heterogeneaus (interface) nucleation basically uses the 

same equations as for homogeneaus nucleation but with some adjustments. 

Nucleation is only permitted in a eertaio slab when it is melting or solidifying. 

Moreover, the nucleation ra te and thc radius/volume of thc crit ica! nucleus must 

be adjusted to account for the reduced surface energy term in equation 22. In 

this scction we use the approach in which the region in which nuc1eation takes 

place is proportion a I to the radius of the critica] nucleus, see I .4. The outcome 

of the simulations does not differ much from those of homogeneaus nucleation 

except for the important fact that the value of the surface energy does not need 

to be changed drastically to obtain XCR (see figures IV.7 and IV.8). Again 

there is no indication of a primary melt, the nucleation and growth of p-Si starts 

immediatcly after melting of the surface. As with homogeneaus nucleation, this 

could result from the omission of superheating. 
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Rccently, Wood and Geist (1986a, 1986b) published a computer model 

which described XCR on an ad hoc basis. With this model, the authors were 

able to simulate the experimental rcsults of Thompson et al. (1984) . The repre­

sentation of XCR was incorporated in the following way. The absorbed energy 

from the impinging laser pulse mell<> the rx-Si. Jf the melted slab has been below 

a certain nu.cleation temperature T" for a certain period of time -r., the slab is 

converled to FG p-Si and is given the melting temperature of c-Si. The remain­

ing part of the latent heat is used to melt underlying rx-Si. After nucteation, the 

samc slab acts as a seed for both the I-Si to FG p-Si transition, causing XCR 

to move inwards, and the I-Si to LG p-Si transformation, which grows upwards 

to the surface. This last process again involved a nucleation timer 'k · The model 

does not contain any physical mechanism for nucleation and T. and -r., 'k have 

no direct physical meaning. The simulation of the experiments by Thompson et 

al. (1984) were done fora melting point of rx-Si of 1483 K, nucleation temper­

ature of 1523 K, FG p-Si nucleation time of 4 ns, and LG p-Si nucleation time 

of 8 ns. The authors did not investigatc whether or notthese parameter values 

were universa!, i.e. if this set of valucs could be used for all experimental condi­

tions (Wood, 1986). 

A simulation of the melt and solidification bchaviour for the samc experimental 

circumstances as used above for both homogeneous and heterogeneaus 

nucleation, with the aid of the computer model hy Wood and Geist (1986), is 

given in figure JV.9. The calculation with the built in valuc of 4 ns for the 

nucleation time-r", doesnotshow XCR. However, the reduction of'" to 2 and 

I ns resulted in the formation of 70 and 130 nm FG p-Si. The model did not 

indicate any LG p-Si formation for the given conditions. A further analysis of 

this modeland its resull<; wilt he given in chapter V. 
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Figure JV.9. Simulation with the aid of the computer model by Wood and Geist 
(l986a, 1986b) of thc melting and solidification of 220 nm t>:-Si on c-Si upon 
irradiation with a 32 ns FWH M & 0.2 Jcm 2 ruby laser pulse (.À.= 694 nm), for 
three values of the nucleation time r" , and dZ = 10 nm. 
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V. COMPARISON BETWEEN THEORY 
AND EXPERIMENTS 

V .1 Introduetion 

This chapter gives the synthesis of the experimental results presented in 

chapter Ill and the model calculations introduced in chapter IV. The main part 

of this introduetion consists of a summary of the conclusions which can be 

drawn from the experiments in chapter lil. Section V.2 contains a comparison 

between the experiments that show growth from the surface and model calcu­

Jations. The analysis of the data results in an estimate for the value of ( for 

a-Si and reveals the influence of Cu, and probably also of every other element 

that shows segregation in Si, on amorphous regrowth. Section V.3 deals with the 

nucleation of XCR, both on itself and during amorphous regrowth. The previ­

ously determined estimate for the value of (is used in simulations to obtain the 

melt and solidification veloeities as a function of time. The comparison between 

the experiments and the simulations leads to the formulation of a criterion for 

the initiation of XCR during amorphous regrowth. As an illustration of the 

universa! character of this criterion it will be shown that, under special condi­

tions, amorphous regrowth and XCR can also occur when working with c-Si. 

Associated heat-flow calculations yield a melting point of o:-Si which is in good 

agreement with that dctermined by Thompson et al. (1985). The section ends 

with a discussion of the implication of the dcrived criterion for the ruby laser 

experiments. Eventually this leads to the condusion that the o:-Si containcd c-Si 

nuclei befare melting, probably formed during the heating phase of thc laser 

putse, which dominate solidification at low intensities. This is foliowed by sec­

tion V.4, which contains the first model calculations of XCR via the process of 

heterogeneaus nucleation proposed by Tsao and Peercy (1987). This new model 

is compared with the one obtained from Wood and Geist ( 1986), leading to a 

discussion of the value of the two computer models and their parameters. The 

chapter ends with a summary of the conclusions and a discussion of their 
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meaning for the understanding of the melt and solidifïcation phenomena in 

IX-Si on laser annealing. 

The data obtained on the annealing of 225, Cu implanted, and 230 nm, 

Si implanted IX-Si with 7.5 ns FWHM pulses from a frequency-doubled 

Nd:YAG laser indicate the following melting and solidification scheme: (1) The 

absorbed energy of the laser pulse melts the IX-Si to a certain depth, which de­

pends on the energy-density. (2) The I-Si starts to solidify into IX-Si at the I-Si/ 

IX-Si interface with an average velocity of ~2 mjs. (3) Growth of a-Si is also in­

itiated at the surface with an average velocity of~ I mjs. (4) P-Si is nucleated 

at a liquid-solid interface during this soliditkation into IX-Si. (5) Part of the re­

maining I-Si and regrown IX-Si are transformed into p-Si. It is clear from the 

TRR and TEM results that the segregating Cu frustrates amorphous regrowth 

and the formation of p-Si but is not essential for the onset of growth from the 

surface. 

In essence the same scheme applies u pon irradiation of the above described 

Si implanted material with quasi 18 ns pulses from a frequency-doubled 

Nd:Y AG laser. In this case, however, the Jonger putse duration makes things 

happen at higher energy-densities. Except for low energy-densities, there is vir­

tually no difference between the TRR data for a 7.5 ns or a 18 ns putse for 

equal melt dcpths. This implies that the temperature gradient is mainly deter­

mined by the unmelted IX-Si thickness for both cases. TEM micrographs only 

show p-Si which extends beyond the calculated melt depth throughout the 

irradiated spot. LG p-Si was not found. This points again towards growth of 

a-Si from both the interior and the surface, internipled by the formation of p-Si. 

The Jonger putse duration slightly enhances thc formation of p-Si with respect 

to the 7.5 ns pu\ses. 

The TRR-F and TRR-R measurements upon annealing of 440 nm, Cu 

implanted a-Si on 60 nm c-Si on sapphire with pulses of 7.5 ns FWHM dura­

tion from a frequency-doubled Nd:Y AG laser revealed the initiation and devel­

opment of XCR. Again the scheme discussed above applies. First the laser putse 

melts the a-Si to a certain depth. Then solidification occurs at both the interior 

and the surface. However, p-Si is nucleated in a very early stage, initiating 
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XCR, which erases all traces of the original growth of a-Si. The fact that the 

doubling of the a-Si thickness has far more effect than the extension of the pulse 

duration proves that the effective thermal renetration depth is limited by the 

a-Si thickness for the case of the thinner layers. 

When a 32 ns FWHM ruby laser is used to anneal the Cu implanted 

sample, the TRR does not appear to show amorphous regrowth anymore. In­

stead, interferences from an explosively propagating I-Si layer can be detected 

for low energy-densities. A maximum mean velocity of I 3±2 m/s could be de­

termined for the XCR front from these interferences. The high reflectivity peak 

at moderate energy-densities, associated with surface melting, does not reach the 

valuc for pure I-Si. lts behaviour in time and with energy-density, points to­

wards the presence of p-Si in the primary melt. 

In the remaining part of this chapter we focus on the comparison between 

the experiments and the model calculations in order to unravel the observed 

phenomena and to study the underlying physical principles and parameters. 
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V.2 Amorphous Regrowth: 

a Comparison between Model Calculatfons and Experiments 

There are two adjustable parameters in the model described in chapter IV: 

(, the velocity-superheating/undercooling factor, and T,..,.,, the initiation temper­

ature for growth from the surface. The va\ue of ( determines the ratio between 

both solidification velocities, see section IV.8. T,..it mainly influences the starting 

point in time for growth from the surface. ( is affected by the preserree of im­

purities at the solidification fronts, while T,..,., could e.g. depend on the structure 

and composition of the surface. lf a-Si really has a well defined melting point, 

however, T,.",., is not expected to differ from it. Moreover, the variation in start­

ing time as a function of T,..,., is of the order of the experimental uncertainty in 

the timing. We have therefore chosen to fixT,..,., at 1460 K and perfarm a one 

parameter fit to (. Very little is known about the parameters governing amor­

phous regrowth. Computer simulations can yield an estimate for the value of ( 

and wiJl increase the insight into the role of impurities on the phenomenon of 

amorphous regrowth from the surface. 

To be able to campare the simulations with the experiments, the TRR data 

were translated into an a-Si thickness, and the simulations have been used to 

obtain a reflectivity value with the aid of the data given in figure 111.4 for 

).=633 nm. The fact that many TRR measurements were obtained at a differ­

ent wavelength, .À.= 647 nm, is of no concern since the location of the extrema 

is nearly the same for both probe wavelengths. A reasanabie estimate for the ( 

of a-Si can only be obtained from the comparison between simulations and well 

defined and clear TRR data. This means that, in the first instance, the exper­

iments on the Cu implanted material and with the extended pulse duration can 

not be used for this purpose, which leaves the irradiation of the Si implanted 

~X-Si with 7.5 ns pulses. To avoid computational difficulties, all simulations in 

this chapter were performed with a symmetrical velocity­

superheating/undercooling relationship. The argument against such a symmetrie 

relation given by Tsao et al. (1986) is based on the difference in entropy between 

c-Si and I-Si. Since the entropy difference hetween ex-Si and 1-Si is smaller, the 
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proposed asymmetry must be reduced. Moreover, the effect of superheating on 

solidiftcation is always small (see section IV.3.1 ). 
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Figure V.I. Thickness versus time of the solidifted n:-Si surface Iayer after 
irradiation of 230 nm, Si implanted n:-Si with a 7.5 ns FWHM pulse from a 
frequency-doubled Nd:Y AG laser at 0.44 .Jcm 2• Comparison between values 
deduced from the measured TRR data (full line) and model calculations for 
dZ--->0 and ( = 4 (dots), 6 (dash dots), and 8 (dashes) K/(m/s). 

Figure V. I shows the thickness versus time of the solidifted n:-Si surface 

layer after irradiation of 230 nm, Si implanted n:-Si with a 7.5 ns FWHM & 

0.44 Jcm-2 pulse from a frequency-doubled Nd:Y AG laser, both deduced from 

the TRR data (full line) and simulated for ( =4 (dots), 6 (dash dot), and 8 

(dashes) K/(m/s). Thc calculated curves are extrapolations for dZ--->0, see section 

JV.4.\. The error bars in the experimental curve are based on an uncertainty in 

the initia! (statie) reflectivity of ±2 %. The error increases with increasing 

thickness because the extrema are filled up at greater depth due to absorption. 

lt is obvious that growth from the surface can be simulated rather well for (~6 

K/(m/s). The slope ( = velocity) of the experimental curve seems to increase in 

time while that of the simulations decreases, but this is only a minor effect. The 

fit is further illustrated in ftgure V.2, which shows the measured and simulated 

135 



TRR data for growth from the surface. The measured temporal reflectivity 

evolves slight\y faster than the simulated on es after the minimum at t~ 15 ns. 

Note that this situation applies for self-implanted materiaL 
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Figure V.2. Comparison between the measured and the simulated TRR signals 
for the annealing of 230 nm, Si implanted ex-Si by a 7.5 ns FWHM & 0.44 
Jcm- 2 pu\se from a frequency-doubled Nd:Y AG laser. The simulations were 
performed for dz_.o and ( = 4 (dots), 6 (dash dot), and 8 (dashed) K/(m/s). 

Based on the data discussed above and given the experimental uncertainties we 

come to the following conclusion: 

The value of' for the solidification of oc-Si is 6±2 K/(m/s). 

This value is within the range of 0-7 K/(m/s) deduced in section 1.4 and equal 

totheupper limit for superhealing in c-Si discussed by Peercy et al. (1987). Note 

that this value applies to solidification i.e. it gives thc relation between the ve­

locity of and the undercooling at the solidification front. 

lt is interesting to compare thc simulated curves of figures V.l and V.2 

with the data for the Cu implanted sample. Figure V.3 shows the deduced 

temporal thickness of the regrown surface layer together with the simulated data 

of ligure V.I. The experiment does not fit the simu\ations for ( between 4 and 

8 K/(m/s), except for times < 5 ns. The experimental curve exhibits an increas-
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ing slope for ex-Si thicknesses below 20 nm. Beyond this value the growth pro-
I 

ceeds with a more or less constant velocity of 1.5 mjs. For comparison, the 

calculated curves correspond to a growth velocity of approximately 1.2, 1.1, and 

l.O m/s for C values of 8, 6, and 4 K/(m/s) respectively. The final ex-Si surface 

layer thickness, 70 nm, is more than 20 nm above the value for the Si im­

planted materiaL 
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frequency-doubled Nd:Y AG laser at 0.44 Jcm- 2• Comparison between values 
dcduced from the measured TRR data (full line) and model calculations for 
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Figure V.4 shows the associated measurcd and simulated TRR signals. lt is 

again obvious that the experimental data can not be fitted for a fixed value of 

(. We have already stated in chapter 111 that the segregating Cu could increase 

the effcctive value of ( and /or cause a significant melting point depression. Both 

phenomena tend to equalize the solidification velocities, decreasing that from the 

rear and increasing that from the surfacc, sec section III.2.6. This hypothesis is 

clearly supported by the temporal behaviour of the experimental data in figure 

V.4. In conclusion: 
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Figure V.4 . Comparison between the measured and the simulated TRR signals 
for the annealing of 225 nm, Cu implanted a-Si by a 7.5 ns FWHM & 0.44 
Jcm· 2 pulse from a frequency-doubled Nd:YAG laser. The simulations were 
performed for dZ~o and ( = 4 (dolc;), 6 (dash dots), and 8 (dashes) K/(m/s). 

the segregating Cu increases the effective value of ( 

It it very likely that all elements which show segregation will have this effect on 

amorphous regrowth. 

Unfortunately, the model can notdeal with a full calculation inclusive of 

the segregation of Cu and a melting point depression. This is not merely an im­

plementation problem. It would require the velocity and concentration depend­

ent segregation coefficient and the value of aT meu/a[Cu] for the Cu/1-Si/a-Si 

system, which are completely unknown. Assuming equal velocities, we obtain a 

total solidification velocity of ~3 m/s, in good agreement with model calcu­

lations, see figure V.7. 

Figure V.5 shows the temporal surface layer thickness both deduced from 

the TR R signa! after irradiation of the Si implanted material with an 18 ns & 

0.44 Jcm - 2 pulse and simulated for ( = 6 K/(m/s) . The curves are reasonably 

similar, despite the different pulse shapes in the experiment and the simulation. 

This is in line with our earlierstatement that the pulse duration has only a mi-
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nor effect on the solidification. The curvature of the experimental data, indicat­

ing a continuously increasing velocity, is somewhat more pronounced than for 

the 7.5 ns pulse. This could, however, be caused by the difference in melt depth 

between the two situations. Figure V.6 shows the TRR signals conesponding 

with the data of figure V.5. 
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V .3 The Nucleation of Explosive Ctystallization 

V.3.1 The nucleation of XCR duringa-Si growth 

The analysis in the previous section has yielded an estimate for the value 

of ( for a-Si. This estimate enables us to calculate the melt and solidification 

veloeities versus time for the various experimental conditions. Figure V.7 shows 

such a sim u lation for the irradiation of 230 nma-Si with a 7.5 ns FWHM pulse 

from a frequency-doubled Nd :Y AG laser at an energy-density of 0.44 Jcm-2• 
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Figurc V.7. Simulatcd melt and solidification veloeities versus time for the 
irradiation of 230 nm a-Si with a 7.5 ns FWHM pulse from a frequency­
cloubled Nd:Y AG laser at an energy-density of 0.44 Jcm- 2 and ( = 6 Kj(mjs). 
Positive veloeities correspond with melting and negative veloeities with 
solidification. Note the change in the velocity scale. 

The simula tions indicatc a maximum melt velocity of 20 mjs. Solidification 

starts with amorphous growth from the rear (full line) , which is foliowed by 

amorphous growth from the surface (dashed line). The total solidification ve­

locity, the sum of the absolute value of the growth velocity from the rear and 

that from the surface, has a maximum of approximately 7 mjs. The experiment 

on ly showed amorphous regrowth upto ~48 ns after the peak of the laser pulse. 
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According to the simulations, there is still a I-Si layer of about 20 nm present 

at that time. Note that the model prediets that the velocity of growth from the 

surface has a reasonably constant value of ~1 mjs during tensof nanoseconds . 
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Figure V.8. Simulated melt and solidification veloeities versus time upon 
annealing of 230 nm a-Si with an 18 ns FWHM & 0.44 Jcm- 2 pulse from a 
frequency-doubled Nd:Y AG laser, for ( = 6 K/(m/s). Positive veloeities cone­
spond with melting, negative veloeities with solidification. Note the change in 
the velocity scale. 

The simulated temporal melt and solidification veloeities upon irradiation of 

230 nm o:-Si with an 18 ns FWHM pulse from a frequency-doubled Nd:Y AG 

laser at an energy-density of 0.44 Jcm 2 are depicted in figure V.8 . The melt 

velocity is approximately halved compared to the data for the 7.5 ns pulse. 

However, the Jonger pulse duration hardly influences solidification. The maxi­

mum total solidification velocity is ~5.5 mjs, only 1.5 mjs less than for the 

shorter pulse. This difference will be even smaller if we campare results of equal 

melt depth instead of equal energy-density. Experimentally, amorphous re­

growth ends approximately 50 ns after the peak of the laser putse. The simu­

lations indicate the preserree of a I-Si layer of about 30 nm at that moment. The 
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growth velocity from the surface (dashed line) is again approximately l m/s 

during tens of nanoseconds, analogous to the behaviour for the shorter pulse. 

The scenarios discussed above both suggest that it is the combination of 

velocity and time, rather than just the velocity, which triggers the formation ~f 

p-Si during amorphous regrowth. Unfortunately the definition of the moment 

of nucleation, forthese experiments, is insuftïciently accurate for a quantitative 

analysis. The situation is much better for the experiments on the 440 nm thick 

a-Si Jayer. The simultaneously recorded TRR-F and TRR-R signals enable us 

to determine the moment of nucleation more precisely. lt is therefore the com­

parison between these experiments and thcir simulation which ultimately leads 

toa criterion for the initiation of XCR during amorphous regrowth. 
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Figure V.9. Simulated melt and solidification veloeities versus time for the 
irradiation of 440 nm a-Si on 60 hm c-Si on sapphire with a 7.5 ns FWHM 
pulse from a frequency-doubled Nd:Y AG laser at an energy-density of 0.44 
.Jcm ·2, for ( = 6 K/(m/s). Positive veloeities correspond with melting, negative 
veloeities with solidifïcation. Note the change in the velocity scale. 

The simulated temporal melt and solidification veloeities upon annealing 

of 440 nm a-Si on 60 nm c-Si on a sapphire substratc with a 7.5 ns FWHM 
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& 0.44 Jcm -2 pulse from a frequency-doubled Nd:Y AG laser are depicted in 

figure V.9. As can be expected, the temporal behaviour of the melt velocity is 

nearly the same as for the thinner layer and the same pulse, see figure V.7. The 

maximum value is a little higher and the slope of the falling edge (deceleration) 

somewhat weaker because of the thicker unmelted ex-Si layer and thus less loss 

of heat. This effect is much more pronounced for the solidification velocities. 

Apart from a short period of time, both the regrowth velocity from the rear (full 

line) and that from the surface (dots) are below I mjs. The solidification front 

from the surface in fact never propagates raster than 0.5 m/s, according to the 

simulations. 
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Figure V.lO. TRR mcasurements from the front (upper curve) and the rear 
(lower curve) for irradiation with a 7.5 ns FWHM & 0.41 Jcm-2 pulse from a 
frequency-doubled Nd:Y AG laser of 440 nm ex-Si on 60 nm c-Si on sapphire. 
Both signals are normalized with respecttotheir initia! (statie) reflectivity value. 
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Figure V.IO shows the TRR-F and TRR-R signals upon irradiation at 

0.41 Jcm- 2, which can be compared with the data in tigure V.9. The slight dif­

ference in energy-density between the simulation and the experiment is not sig­

nificant. Melting starts approximately 2 ns before and ends about 10 ns after 

the top of the laser putse according to the TRR data, in good agreement with 

the simulation. Next, the liquid-so1id front reverses and the TRR-R signa! dc­

crcases slightly, foliowed by a slow increase. The onset of the fa lling edge in the 

high reflectivity phase of the TRR- F measurements occurs a bout 15 ns after the 

peak of the laser pulse. It has been argtied in chapter lll that this feature marks 

thc beginning of growth from the surfacc. Th is timing is in reasonable agreement 

with the sim u lation which gives ~ 17 ns asthestarting point. The position of the 

minimum in the TRR-F corresponds with the end of regrowth from the surface. 

This can be inferred from the observation that there is no time delay between 

the minima at different wavelengths , see section JJI.4 . Both the TRR data and 

the simulation indicate that there is still a I-Si layer of more than 100 nm left 

at that time. The TRR-R suggests that the solidification from the interior has 

also stopped at this point and is foliowed by the initiation of XCR aftera de1ay 

of about 4 ns . 

The T R R measurements of the three cases just described all indicate the 

end of amorphous regrowth at a time for which the conesponding simulations 

still exhibit a I-Si layer which is undercooled with respect to the o:-Si melting 

point. We therefore believe that the end of amorphous regrowth in the exper­

iments is caused by the nucleation of p-Si at the upper solidificat ion front and 

that this nucleation is soon foliowed by the form a tion of p-Si at the interior 

liquid-solid interface. The smal! peak after the minimum in the TRR-F canthen 

be associated with the transformation of the thin (<20 nm) o:-Si surface layer 

into p-Si. This statement is consistent with the observed time delay between the 

end of growth from the surface and the initiation of XCR at the rear. The time 

delay is, howcver, too short to explain the observed phenomena by the 

nucleation at thc o:-Si surface layer alone. Even with the maximum c-Si growth 

velocity of 15 m/s it takes Jonger than the observed 4 ns to solid ify the more 

than 100 nm of I-Si. This hypothesis is confirmed by the data in figure V.11. 
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Figure V.ll. RBS measurement of the Cu distribution befare (dashed line) and 
after (full line) irradiation of 440 nm ex-Si on 60 nm c-Si on sapphire with a 
7.5 ns FWHM & 0.49 Jcm-2 pulse from a frequency-doubled Nd:Y AG laser. 

It shows the Cu profile before and after irradiation of this material at an 

energy-density of 0.49 Jcm- 2• After annealing (dashed line) , the Cu profile 

clearly shows two peaks; one ~100 nm below the surface and one at the original 

ex-Si/c-Si interface. The Jatter one originates from the XCR front which starts 

at ~200 nm and ends at or very near the substrate. The buried Cu peak at 

~100 nm results from two p-Si fronts: again the one startingat ~200 nm, since 

it travels both ways thereby transforming as well ex-Si as I-Si into p-Si, and the 

one starting from the upper solidification front going downward . They appar­

ently travelled about the same distance, since the peak lies half-way between the 

melt depth inferred from the conesponding TRR data and the simulation . In 

summary, the TRR, RBS and s imulated data show that the p-Si was nucleated 

at the solidification front from the surface, after ~I 0 ns of growth at a velocity 

<0.5 mjs. The data for the thinner ex-Si layer in this section suggest that this 

incubation time is ~20 ns at about I mjs. This brings us to the following con­

clusions: 
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l. Amorphous regrowth is the basic solldification process on irradiation of 

IX-Si with short laser pulses. 

2. Polycrystalline Si is nucleated if the growth of IX-Si proceeds at a velocity of 

0.5(1) mfs during 10(20) ns. 

The presence of a non-negligible incubation time was never observed before. The 

analysis in section 1.4 indicates that it is not impossible. Moreover, an iocu­

bation time of the same order of magnitude has been derived by Devaud (1986). 

The nucleation mechanism itself is unknown. Two possible candidates are 

nucleation in solid &aSi, (Roorda et al. 1988) and nucleation at the a-Si/I-Si 

interface (Tsao and Peercy; 1987). The observed velocity dependenee of the in­

cubation time seems to favour the latter one. 

The phenomenon of the initiation of XCR during amorphous regrowth, 

just described, is oot limited to the irradiation of a-Si on c-Si but can also occur 

in c-Si on sapphire. For energy-densities below the threshold for total melt­

through, solidification proceeds via epitaxial growth on the remaining c-Si. 

However, amorphous regrowth wilt take place for energy-densities sufficient to 

completely melt the c-Si layer. The idea behind this is that the sapphire 

substratc will look amorphous to the solidifying Si because it has a lattice con­

stant which is ~I 0 % smaller. Th is is demonstrated in figure V.l2 which shows 

the TRR-F and TRR-R signals upon irradiation of 200 nm c-Si on sapphire 

with 7.5 ns FWHM pulses from a frequency-doubled Nd:Y AG laser at (a) 

0.9 Jcm-·2 and (b) 1.05 Jcm- 2• The TRR-F signa! in figure V.l2a, at 0.9 Jcm- 2, 

has a HRP with a duration of ~40 ns. Apart from the HRP, there is no further 

structurc. The conesponding TRR-R mcasurement is full of oscillations due to 

the inward moving melt- and upward moving solidification front. The end of 

the meit-in phase can be recognized by the reversal of the liquid-solid interface 

at t~5 ns. The interferences caused by the propagating mclt front are not re­

solved, which can be understood if one bears in mind that the reflectivity oscil­

lations following t = 5 ns are also present during meit-in but now within a time 

interval of only 7 ns. Thc TRR-R signa! does oot have a plateau, which indi­

cates that the melt front did oot reach the sapphire substrate for this energy­

density. Moreover, the moment in time for which the H RP ends corresponds 
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with the end of the interferences in the TRR-R signa!. From the oscillations 

during the solidification phase we estimate a melt depth of ~180 nm and a 

soliditkation velocity of ~6 mjs. The (statie) reflectivity values befare and after 

the experiment were identical. In summary, the TRR-F and TRR-R measure­

ments offigure V .l2a correspond with melting and epitaxial regrowth of the e-S i 

layer. 
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figure V.l2. TRR-F and TRR- R measurements at À.= 647 nm u pon annealing 
of 200 nm c-Si on sapphire with 7.5 ns FWHM pulses from a frequency­
doubled Nd:Y AG laser at (a) 0.90 Jcm 2, and (b) 1.05 Jcm-2• 
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This situation is different for the case of 1.05 Jcm-2, tigure V.l2b. The 

fïrst interesting observation is that the HRP in the TRR-F bas a duration of 

only ~25 ns. This is rather unexpected, since the HRP duration of the exper­

iment at 0.9 Jcm-2 was ~40 ns. Furthermore, the TRR-F signa! contains a 

structure after the HRP, at t~45 ns, similar to those observed on irradiation 

of the 440 nm a:-Si on 60 nm on sapphire with the samelaser (see figure 111.21). 

The simultaneous measurement of the TRR-F at two wavelengtbs revealed that 

the minimum is a real interference minimum and that the small maximum is 

caused by the end of growth from the surf ace. The TRR- R signa! also has in­

triguing features. It is obvious that the interferences during melting are again 

unresolved. However, the minimum at t~o ns is now foliowed by a HRP with 

a surprisingly long duration of approximately 16 ns. The end of the HRP in the 

TRR-R at t~21 ns is foliowed by that in the TRR-F with a delay of about 

5 ns. A heat-flow calculation revealed that both events occur at a temperature 

of 1470±40 K, close to the 1460±25 K for the melting point of a:-Si determined 

by Thompson et al. (1985). The HRP's are succeeded by slow oscillations in the 

reflectivity. The time scale of the oscillations indicates a soliditïcation velocity 

of ~ 1 m/s from the surface and ~2 m/s from the rear. It is clear that the am­

plitude of the slow interferences in the TRR-R does not compare with that in 

tigure V.12a. The reduced va\ue of the tïrst maximum points towards growth 

of a phase with a higher absorption compared to c-Si. The slow interferences are 

suddenly foliowed by a fast phenomenon. From the magnitude of the sharp 

peak at t~53 ns, and from experiments with two probe wavelengtbs it follows 

that the liquid-solid front reverses once more at the onset of the fast feature at 

t~47 ns. The irradiated area showed a decreased reflectivity and enhanced ab­

sorption after the experiment. A TEM picture of the material after irradiation 

at 1.16 Jcm-2 is given in tigure V.l3. The image features a comp\etely crystal­

lized layer with a very interesting polycrystalline structure which we have seen 

before insection 111.2.8: fine grain p-Si at the surface and large grain p-Si at the 

interior. This inversion of the FG and LG p-Si, if compared to XCR, bas also 

been observed in IX-Si at high energy-densities by Narayan and White (1984), 

who did not give an explaination for it. 
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The following scheme emerges when the TRR-F and TRR-R signals of 

figure V.l2b are compared. The laser pulse melts the c-Si layer up to the 

sapphire substrate. Since the Si does not fit on the sapphire, it can not grow 

epitaxially and the temperature of the liquid decreases below 1685 K, the melt­

ing point of c-Si. Solidification can only start after that the temperature has 

dropped below the melting point of a-Si. This solidification bottle-neck explains 

the relatively long duration of the HRP in the TRR- R signa!. At this point the 

liquid has no Jonger any memory of the fact that it was formed out of c-Si and 

it starts to solidify into a-Si, first at the interior later also at the surface. 

Nucleation occurs at the upper solidification front after about 20 ns of growth 

at a velocity of approximately I m/s. The c-Si nuclei expand rapidly in the melt 

and the with this growth associated release of latent heat raises the temperature 

so that the a-Si at the interior is melted again. Since crystallization proceeds to­

wards the rear, the grain size will increase in that direction due to preferential 

growth. This explains the occurrence of FG p-Si at the surface and LG p-Si at 

the interior. 

Figure V.l3. TEM image of after irradiation of 200 nm c-Si on sapphire with 
a 7.5 ns FWHM & 1.16 Jcm--2 pulse from a frequency-doub\ed Nd:YAG laser. 

The experiments with the c-Si on sapphire show once more that XCR is 

initiated after ~20 ns of amorphous growth at a velocity of about l m;s. Fur­

thermore, it can be concluded that the sapphire indeed acts as an amorphous 

substrate at these solidification velocities. The comparison between the TRR 

data and model calculations yields that amorphous · regrowth occurred at a 
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temperature of 1470±40 K, close to the 1460±25 K found for the melting point 

of a-Si by Thompson et al. (1985) under similar conditions. 

V.3.2. The initiation of XCR in the ruby laser experiments 

1t is clear from the data presented in chapter lli that the ruby laser ex­

periments do not satisfy the schemes derived in the previous section. The 

seemingly instantaneous presence of c-Si nuclei in the primary melt at low 

energy-densities, suggested for the ruby laser measurements, is in contrast to the 

apparent incubation time for nucleation of tens of nanoseconds in the 

Nd:YAG experimcnts. In general there are thrce possible causes for the presence 

of nuclei in the liquid: (I) homogeneaus nucleation in the 1-Si, (2) heterogeneaus 

nucleation at a 1-Si/a-Si interface, and (3) at nuclei already present befare melt­

ing . The first possibility can be ru\ed out based on the experimentsof Devaud 

and Turnbull (1985) previously discussed. The second mechanism would require 

a very short ( < 1 ns) incubation time and is therefore unrealistic given the val­

ues found in section V.3.1 which are reasonably long ( > 10 ns). The third pos­

sibility, however, is not unrealistic at all. 

Homogeneaus nucleation can also occur in the solid phase, as was dis­

cussed in section 1.4. An extrapolation of the data of Roth and Olson (I 987) to 

1460 K, the apparent melting point of a-Si when irradiated with pulses in the 

nanosecond regime (Thompson ct al. 1985, Sinke ct al. 1988), yields a 

nucleation rate of one per 10 Jlm~ per nanosecond. Roorda et al. (1988) recently 

showed that a density of ~10 17 nuclei per m ~ can be achieved in only one 

32 ns FWHM putse from a ruby laser, thc same laser conditions as in our ex­

perimcnts, at 90 % of the energy-dcnsity for surface melting. U pon melting, the 

density of nuclei can bc many orders of magnitude higher since the nucleation 

ra te iocrcases drastically with tempcrature. Narayan et al. ( 1984) observed the 

presence of microcrystallites near the surface and the a-Si/c-Si interface in 

high-resalution TEM (HTEM), in as-implanted layers which would normally 

be considered completely amorphous. The size of these nuclei is so small 

(<30Á) that they can not be detectcd by normal TEM, e.g. in figure 11.15. Also 
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a HTEM study of our 225 nm Cu implanted rx-Si, however, did nat give any 

evidence for the existence of such c-Si embryos. Therefore we can state that: 

The fomtation of c-Si nuclei during heattng of solid <X-Si dominates 

melting and solidification at low energy-denslttes for long laser puJses. 

High energy-density pulses result in a short healing time of the solid and high 

temperatures in the liquid, thus low densities and/or melting of nuclei. Simu­

lations, including superhealing and refiectivity effects, show that the surface 

temperature reaches the c-Si melting point at ~o.s .Jcm-2 for the ruby laser ex­

periments. The actual melting temperature of the nuclei can be anything be­

tween the melting point of rx-Si , for smal\ particles, and that of c-Si, for large 

particles (see eq. 22). Therefore, it is presumably not necessary to exceed the 

melting temperature of c-Si in order to melt all nuclei. The Nd:Y AG exper­

iments have larger healing rates and higher 1-Si temperatures. Heat-flow calcu­

lations indicate that the surface temperature reaches the melting point of c-Si 

already for 0.2 Jcm 2• The infiuence of nucleation in the solid phase is therefore 

not only reduced but also confined to a narrow energy-density interval, which 

explains the inconspicuousness of solid phase nucleation in the experimenlc; with 

the Nd:YAG laser. 
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V.4 The Simulation of Explosive Crystallization 

via Heterogeneous Nucleation 

V.4.1 General considerations 

The Nd:Y AG laser experiments have shown the existence of an incubation 

time for the nucleation of p-Si at the I-Si/a-Si front. In the previous section we 

have discussed that the ruby laser experiments indicate the formation of c-Si 

nuclei in the solid a-Si during heating. This suggests that XCR is initialed by 

this mechanism, but does not necessarily mean that its also sustairred in this 

way. lt is therefore still interesting to investigate whether the process of heter­

ogeneaus nucleation at the 1-Si/a-Si front, proposed by Tsao and Peercy ( 1987), 

can be the nucleation rnechanisrn which drives the explosively propagating I-Si 

layer. The basic rnethods for the sirnulation of heterogeneaus nucleation have 

been presenled in chapter IV. However, the initiation and growth of LG p-Si 

remains to be discusscd . 

The basic ideas underlying our model are that the FG p-Si is formed at the 

1-Si/a-Si interface and that growth of LG p-Si initiates at the 1-Si/ FG p-Si front. 

Nucleation was allowed to take place as soon as the melt front stopped. In other 

words, an incubation time of 0 ns. The underlying idea is that the already 

present c-Si embryos will initiate XCR as soon as the temperature at the inter­

face approaches the melting point of the a-Si . The formation ra te of the FG p-Si 

is described by equations 24a and 24b of chapter I, where the density of atoms 

in the volume of the liquid N1.s ; = 5.5 x 1028 m 1 is replaced by the density of 

atoms per unit area of the e-S i (I 00) plane ().R x 1018 m 2 , see section 1.4. The 

growth velocity of the LG p-Si is determined by the ( value for c-Si: I m/s for 

every 17 K undercooling of the melt with respect to 1685 K. All calculations 

shown were performed for a symmetrical velocity-superheatingjundercooling 

relationship, with a ( value of 7 K/(m/s) for the a-Si, and with fully ternperature 

dependent parameters. The surface encrgy y between the liquid and the crystal , 

the only surface energy which enters into the calculations, is a fit parameter in 

the model. For that purpose, expression 26 is multiplied by aso called reduction 

factor. 
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V.4.2. Simulations 

Figure V.l4a shows the simulation of the irradiation of 220 nm a-Si with a 

32 ns FWHM & 0.20 Jcm-2 pulse from a ruby laser for a y reduction of 0.8. 

The slab size dZ was taken as 5 nm with a conesponding time step dt of 

0.02 ps. The simulation of 90 ns, consumed 48 minutes on an IBM 3081 fora 

program code in pascal. The first two frames, for 4.4 and 9.4 ns after the top 

of the laser pulse, correspond with melt-in. The final primary melt depth is 

30 nm, slightly less than the experimental result. The primary melt has com­

pletely solidified into LG p-Si at t = 14.4 ns, and a I-Si layer of ~30 nm, with 

some FG p-Si in it, has formed underneath. The next three frames depiet the 

evolution of a self-propagating 1-Si layer. lt covers a distance of about 110 nm 

in approximately 16 ns, with an average velocity of 6 m/s. lt never propagates 

faster than 8 m/s according to the calculations. The corresponding TRR data 

gave a maximum velocity of 13±2 m/s, while the RBS data indicated a sec­

ondary melt depth of~ 190 nm, 50 nm more than in the simu\ations. The cal­

culations show an explosively propagating layer of ~40 nm, with an effective 

I-Si thickness of a bout 30 nm. Th is last value is of the same order as measured 

in the experiments by Thompson et al. (1984), for different conditions. Note that 

the melt front is sharp while solidification proceeds via a mushy state, a mixture 

of c- and I-Si. This would result in weak interferences from the front and strong 

interferences from the rear, as has indeed been observed (see e.g. figs . 111.20 and 

111.21). The calculated average FG p-Si grain diameter is roughly 20 nm, not 

unreasonable when compared with TEM studies (Narayan and White, 1984; 

Wood et al. 1984; Narayan et a l. 1985). 

A schematic picture of the cvolution of XCR upon irradiation at 0.46 

Jcm- 2 is shown in tigure V.l4b. Melting occurs much earlier and deeper now, 

compared to the case of 0.2 Jcm· 2• The maximum primary melt depth of 

130 nm is reached approximately 11 ns after the top of the laser pulse. The last 

two frames, taken at 18.4 and 25.4 ns respectively, contain the actual evaJution 

of XCR. lt is striking that the self-propagating 1-Si is thinner than for the lower 

energy-density. The final FG p-Si layer contains grains with a diameter of again 

roughly 20 nm and extends toa depth of 205 nm . The maximum XCR velocity 
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RUBY LASER; 32 ns FWHM; 0.2 Jcm-2, 220 nm a -Si 

RUBY LASER, 32ns FWHM;0,46Jcm-2,220nm a-Si 

Figure V.l4. Simulation of explosivc crystallization upon irradiation of 220 nm 
ll-Si with 32 ns FWHM pulses from a ruby laser at (a) 0.20 .Jcm-2 and (b) 
0.46 Jcm- 2 for C = 7 K/(m/s), y~0.32 Jm-- 2, DZ = 5 nm, and dt =0.02 ps. The 
cross-hatched region represents tl-Si, the dotted area stand for FG p-Si and the 
shaded region for LG p-Si. 
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is ~ 9 m/s, slightly higher than in the simuiatien previously discussed. Unfor­

tunately it is not possible to compare this value with an experimental one be­

cause the interferences from the self-propagating I-Si are shielded by the 

primary melt for this energy-density. This situation is also encountered in the 

simulations, XCR is already decaying at t = 25.4 ns while there is still a !-Si 

Jayer of more than 20 nm present at the surface. The simulated LG and the FG 

p-Si thicknesses are within the error margins of the values determined by RBS. 

The increase of the XCR velocity with increasing energy-density has also been 

observed in other experiments (Lowndes et al. I 987). 

The simulations show that heterogeneaus nucleation could be the driving 

mechanism of explosive crystallization. The agreement between the ruby laser 

experiments and the simu]ations is good at higher energy-densîties but not 

around 0.2 Jcm· 2• Th is is not surprizing if one considers that the reflectivity 

reduction measured at low energy-dens itîes will greatly înfluence the exper­

imental results. The effect of the reduced reflectivity dimin ishes at higher 

energy-densities as can beseen in tigure 111 .23d . Moreover, the XCR front cov­

ers a large distance at low energy-densities. In the experiment this inevitably 

leads to the build up of a considerable Cu concentration at the solidifïcation 

front of the explosively propagating I-Si layer, which can severely influence the 

fïnal FG p-Si thickness. Experiments by Lawndes et al. (1987) clearly show that 

the secondary melt depth in Cu and Ge implanted samplescan exceed that in 

Si implanted samples by more than 100 nm. The extension of XCR also de­

pends on the value and behaviour of (. The use of a symmetrical relation for ( 

in the simulations causes a superheating of several tensof Kelvin, which reduces 

the nucleation rate. A simulation with Cm"'= 0 K/(m/s) yielded a secondary melt 

depth of I 90 nm and an average grain diameter of I I nm for the conditions of 

figure V.l4a. These results are in excellent agreement with the experiments, 

which indicatcs that the asymmetry in the velocity-superheating/undercooling 

relation is important for the simula tion of XCR. 

Apart from experimental and theoretica! uncertainties there are also nu­

merical diffïculties involved in the simulation of XCR. It is clear that these 

simulations depend on a correct rcpresentation of the interfaces . Unfortunately 



there is no real interface in a calculation with discrete slabs. The result will 

therefore be influenced by the slab size. 

RUBY LASER; 32 ns FWHM ; 0.2 J cm-2: 220 nm a -Si 

Figure V.l5. Simulation of explosive crystallization for the circumstances of 
figure V.l4a but now fora slab size DZ of 10 nm. 

Figure V.l5 shows a simulation equivalent to that in figure V.\4a but now for 

a subdivision into elements of 10 nm inslead of 5 nm. The solidification is 

rather different in this case. The FG p-Si extends 100 nm, 40 nm Jess than with 

the 5 nm slabs. The self-propagating I-Si layer is thinner and its velocity lower. 

A reduction of the slab size to 2.5 nm is very unpractical since this would give 

a total computation time of more than six hours for just one set of parameters 

values. Another difficulty is connected with the treatment of the substrate in the 

program in combination with the irradiation of a reasonably thin a-Si layer with 

a ruby laser. The optica I penetration depth of the ruby laser wave1ength in a-Si 

is about 200 nm. This mcans that a respectable fraction of the energy is ab­

sorbed in the c-Si substrate for layer thicknesses of this order. Therefore, one 

has to trcat at least a part of the substrate in the sa me way as the a-Si layer (see 

section IV.3). This only makes sense if this c-Si layer is on the order of an ab­

sorption length which increases the total absorbing film thickness to a few 
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microns. This approach again leads to unrealistic computing times. The effect 

of the omission of absorption in the substrate is not very important at high 

energy-densities for which melting occurs at the beginning of the laser pulse. 

This abruptly changes the absorption depth from 200 nm to 10 nm, which 

sereens off the substrate. At low energy-densities, however, melting takes place 

at the end of the laser pulse and the substrate is heated both directly via ab­

sorption and indirectly via diffusion. A simulation without direct heating there­

fore results in a temperature gradient which is too steep compared to reality. 

The usually large variation of the FG p-Si thickness for energy-densities just 

above the threshold for surface melting, see figures l.l and III.24, implies that 

a slightly steeper temperature gradient can have a large effect on the extension 

of the XCR front. 

How realistic are the basic assumptions and parameter vaJues used? The 

model assumes that heterogeneaus nucleation occurs at the melt front, starting 

from the moment of maximum melt depth, which gives FG p-Si. The LG p-Si 

nucleates on top of the FG p-Si. The evidence in favour of heterogeneaus 

nucleation and the argumcnts against homogeneaus nucleation have been given 

in several places in this thesis and in literature (Devaud and Turnbull, 1985; 

Tsao and Peercy, 1987; Peercy ,et al. 1987). The expressions used for heteroge­

neaus nucleation are based on very crude assumptions. A more detailed de­

scription has been given by Tsao and Peercy (1987), however, also their model 

depends heavily on the value of the various parameters such as surface energy 

and pre-exponential factors . They used the Turnbull approach to obtain the 

surface energy for the c-Si/1-Si interface, giving ~0.26 .Jm-2• This value is even 

less than the experimentally determined lower limit of 0.3 Jm-2 (Devaud and 

Turnbull, 1985). Our simulations yielded reasanabie results for a v reduction of 

0.8, corresponding with v ~ 0.32 Jm-2 at the melting point of IX-Si. The effective 

value during XCR is somewhat higher since nucleation takes place at the melt 

front where the temperature is above the melting point of IX-Si because of 

superheating. Simulations in which the LG p-Si is also formed by heterogeneaus 

nucleation did not give any reasanabie results. The relatively high temperature 

in the primary melt prevents nucleation but does not severely reduce the growth 
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velocity. Without simultaneous growth of LG p-Si, the release of Jatent heat is 

nat sufficient to sustain XCR except for very low values of the surface energy. 

In conclusion, the parameter values used are not unrealistic but the theory un­

fortunately contains too many uncertain factors in order to draw any decisive 

conclusions concerning the driving mechanism of XCR from the simulations. 

The model of Wood and Geist (1986a , 1986b) has the same starting-point: 

the nucleation of FG p-Si, which acts as a seed for the LG p-Si. Howevcr, their 

model uses a nucleation tcmperature and nucleation timers to describe XCR, 

while our model uses physical exprcssions. Their approach has two disadvan­

tagcs. Firstly, the values of the nucleation temperature and nucleation times 

must be universa! to give the model any importance. This can hardly be ex­

pected, given the various temperature and velocity dependent expressions. Sec­

ondly, the formalism makes it possible that FG p-Si is nucleated at various 

places in the melt. This especially for large primary melt depths with weak 

temperature gradient in the I-Si. 
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V .5 Final Discussion 

In the statement of the problem, section 1.2, we have described many dif­

ferent experimental results on pulsed-laser annealing of a-Si: pure explosive 

crystallization, pure amorphous regrowth, a spatial mixture of XCR and amor­

phous regrowth, and internat melting. The results in chapter III have shown 

that this list must be extended by amorphous regrowth foliowed by XCR. 

However, this wide variety of melt and solidification phenomena can now be 

understood at least qualitatively. Low heating rates lead to bulk nucleation in 

the ~X-Si (Roth and Olson, 1987; Roorda et al. 1988). The thus formed c-Si 

nuclei initiate explosive crystallization upon melting of the remaining oc-Si 

(Bruines et al. 1986b; Lowndes et al. 1987). The temperature gradient in the 

unmelted material determines whether the ~X-Si 1ayer is completely or only par­

tially transformed into p-Si by the XCR . High heating rates suppress bulk 

nucleation in the solid phase and the a-Si mell<> without showing explosive 

crystallization (Cullis et al. 1982, 1984; Campisano et al. 1985; Bruines et al. 

1986a). In absence of ac-Si seed, so1idification starts with growth of ~X-Si from 

the interior, followed by growth of ~X-Si from the surface. A solidification time 

which exceeds the incubation time, i.e. for 1ow solidification veloeities andjor 

large melt depths, results in the initiation of explosive crystallization during 

amorphous regrowth (Bruines et al. 1987a, 1987b). lf it is the incubation time 

which exceeds the time to solidify, i.e. for high solidification veloeities and/or 

small melt depths, one observes pure amorphous regrowth (Cullis et al. 1982, 

1984; Campisano et al. 1985). 

In first instanee one would expect that the density of nuclei at the onset 

of mclting scates linear1y with time. lt is therefore remarkable that the 32 ns 

FWHM pu1ses from the ruby laser were long enough to cause nuc1eation in the 

solid, while the quasi 18 ns pulses from the frequency-doub\ed Nd:Y AG laser 

did notshow any evidence for that. A shorter putse duration, however, does not 

only result in a higher heating rate but also in a higher temperature during the 

melting phase which can cause the mclting of the c-Si embryos. Relaxation ef-
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fects as described by Sinkeet al. (1987) could also play an importantroleon this 

time scale. 

The onderstanding of amorphous regrowth from both the interior and the 

surface has increased in both a qualitative and a quantitative way. We have 

shown that the presence of segregating impurities is not necessary for the oc­

currence of the process. Forthermore a computer model has been developed to 

sirnulale amorphous regrowth. The comparison between model calculations and 

experiments yields a value of 6±2 K/(m/s) for the vclocity-undercooling param­

eter (of IX-Si. Our experiments indicate that the effect of segrcgating impurities 

at the solidification front can be described by an increase in the effective value 

of(. This results in an increasing velocity from the front and a decreasing ve­

locity from the rear. This process stops when both veloeities are equal. Another 

interesting observation is that there is an incubation time for the nucleation of 

p-Si at the IX-Si /c-Si interface of ~20 ns (~ 10 ns) at an interface velocity of I 

mjs (0.5 m/s). It is thc combination of this incubation time and the effect of 

segregating impuritics on the solidification velocities, which caused the total ab­

sence of p-Si in the experiments by Cull is et al. (1982, 1984) and Campisano et 

al. (1985). The question why growth of a-Si can initiale from the surface is, 

however, still unresolved. It would e.g. he interesting to know if it is related with 

the prescnce of a native oxyde layer. 

The generally good agreement in this thesis between the heat-flow calcu­

lations and the measurements show that heat-flow calculations have matured. 

lt is now possible to extract the relevant parameters and thus be a bie to compare 

experiments performed under different experimental conditions. For instance, 

our calculations indicate that the solidification velocity is mainly determined by 

the thickness of the unmeltcd IX-Si layer when working on substrates such as c-Si 

and sapphire, which act as a heat sink, and with pulses in the nanosecond re­

gime. This means that the pulse duration has only a minor effect on the 

solidification velocity and that one must compare on basis of equal remaining 

a-Si layer thickness. lf unknown, it can be calculated fairly accurately. More­

over, heat-flow calculations can be used to test theories concerning bulk 

nucleation, amorphous regrowth , a nd superheating/undercooling or to deter-
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mine the constants associated with them. Jt is clear that a heat-rate dependent 

melting point of a-Si, as suggested by Sinkeet al. (1987), would severely com­

plicate matters. However, it could also be the solution to the different melting 

points found for pulsed- and cw-laser annealing. 

In summary, the initiation of explosive crystallization and amorphous re­

growth is now understood in a semi-quantitative way i.e. there are still param­

eters to be determined, such as the asymmetry in the velocity­

undercoolingjsuperheating relation, and the first principles are provided to 

model all of the melt and solidification phenomena encountered . 
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SUMMARY 

Pulscd-lasers are frequently used nowadays for matcrials processing and 
data recording. These applications are often based on inducing phase changes 
such as melting, crystallization, and amorphization. The use of short light 
pulses, with correspondingly high heating and cooling rates, makes it possible 
to prepare and study matcrials in a state far from equilibrium. Silicon has since 
long been a model system for these studies because of its high purity, industrial 
use, and simplicity compared to compounds. Recently this interest concentraled 
on the annealing behaviour of the amorphous phase of silicon. This resulted in 
the discovery of a wide variety of melt and soliditïcation phenomena, obtained 
under different experimental conditions, which were not well understood i.e. 
there was no framework which enabled the comparison between experiments or 
that could predict the outcome for given parameters. This thesis presents a sys­
tematic experimental study of pulscd-laser irradiation of mainly amorphous 
silicon, supported by phase change models and computer simulations. 

Chapter r begins with a short general introduction, which is foliowed by a 
description of the basic, and often apparently contradictory, experimental ob­
servations found in literature. Two phenomena are discussed at length: explosive 
crystallization, a self-sustained crystallization process, and amorphous regrowth 
whereby solidification proceeds via growth of amorphous silicon from both the 
interior and the surface. The chapter continues with a presentation of the rele­
vant optica! and thermophysical properties of silicon, of which the melting point 
and latent heat of the amorphous phase are still under discussion . Finally we 
give a description of the kinetic theory for phase changes. The velocity­
superheating/undercooling relation is introduced and its symmetry properties 
with respect to mclting or solidification are discussed. Furthermore we present 
the fundamentals for bulk and interface nucleation in an undercooled melt or a 
metastable solid. rt is shown that bulk nucleation in the undercooled melt of 
amorphous silicon is completely negligible. Both other mechanisms can not be 
ruled out a-priori. 

Jn chapter Jl we give a description of the experimentalset-up used. At first 
we give the basic considerations and elements for melting silicon. The impor­
tancc of having a uniform spatial cnergy-density profile is discussed as well as 
the way in which wc obtained this goal. The second part of the chapter presents 
thc time-resolved ref!ectivity set-up. We discuss the necessity and difficulties of 
nanosecond time resolution, single-frequency probe lasers and absolute 
reflectivity measurements. Thc discussion of the temporal resolution returns in 
the description of the electronics used to record the fast phenomena in real-time. 
Th is is foliowed by the measurement of the overall time resolution of the system 
by recording the response after excitation with a 120 picosecond light pulse. The 
chapter ends with a discussion of the preparation and characterization of 
amorphous silicon. 

The third chapter starts with the presentation of our conceptual frame­
work descrihing the importance of the various experimental parameters and 
their consequences. lt is shown that the thickness of the unmelted amorphous 
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silicon must be used as a reference for camparing experiments. The bulk of 
chapter III consists of the presentation of the experimental data. Firstly the 
irradiation with a 7.5 ns FWHM putse from a frequency-doubled Nd:Y AG la­
ser of 225 nm, Cu implanted, and 230 nm, Si implanted, amorphous silicon. The 
measurements indicate that solidification proceeds via amorphous regrowth 
from the interior and the surface, foliowed by the formation of polycrystalline 
silicon from within the layer. The segregating Cu effectivety hampers 
crystallization. 

Secondly we present the results upon irradiation of 230 nm, Si implanted, 
amorphous silicon with an 18 ns putse from again the frequency-doubled 
Nd:Y AG laser. The more than doubled pulse duration has only a smal! effect 
on the solidification; for this layer thickness the heat-flow is dominaled by the 
amorphous silicon layer and not by the putse duration of the laser. Once more, 
solidification proceeds via amorphous regrowth from the interior and the surface 
foliowed by nucleation of polycrystalline silicon. 

The experiments with the Nd:Y AG laser are concluded by the discussion 
of the data on the irradiation of 440 nm, Cu implanted , amorphous silicon on 
60 nm crystalline silicon on sapphirc. The transparency of the sapphire enabled 
us to record the onset of amorphous regrowth from both the front and the rear, 
as wel! as the moment of nucleation of explosive crystallization. 

The last section describes the annealing of 225 nm, Cu implanted amor­
phous silicon with 32 nm FWHM pulses from a ruby laser. The data show only 
explosive crystallization. From the behaviour of the reflectivity, both in time and 
with energy-density, it is inferred that this explosive crystallization is ignited by 
crystalline silicon nuclei in the primary melt, presumably formed in the solid 
phase during healing by the relatively long ruby laser pulse. 

Chapter IV is devoted to the concept of heat-flow calculations as well as 
to melting and solidification models. lt starts with the presentation of the gen­
eral diffcrentia\ equation and several of its approximative solutions. The differ­
entia\ equation is transformed into a finite difference form to cope with phase 
changes and temperature andjor position dependent parameters. Moreover we 
present the basic expressions for thc incorporation of superhealing and under­
cooling. This section is foliowed by various test performed to verify the algo­
rithm used. The chaptcr continues with a description of the roodels for 
amorphous regrowth from thc surface and for bulk respectively interface 
nucleation in the melt i.c. for cxplosive crystallization, developed by us. 1t is 
shown that the outcome of these roodels depends rather strongly on the slab size, 
so that it is sametimes nccessary to extrapolate. Finally we discuss and test the 
computer model developed by Wood and Geist to describe explosive 
crystallization, which was given to us. 

The fifth and final chapter gives the synthesis of the experiments and the 
calculations. 1t starts with a comparison between the measured and the simu­
laled time-resolved reflectivity signals for amorphous regrowth from the surface. 
The experiments can be simuialed rather well for a velocity-undercooling pa­
rameter ( of 6±2 K/(m/s). Furthermore it can be concluded that the segregating 
Cu increases the effective value of (, either directly or via a melting point de­
pression. lt is very likely that all segregating elements will show this effect. 
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Next, the derived value for ( is used to calculate the solidification velocity, 
both from the rear and the surface, versus time. The combination of the exper­
imental data with the simulations reveals the presence of a barrier for the 
nuc!eation of crystalline silicon at a moving liquid-/amorphous silicon interface. 
This so called incubation time amounts 10 ns at 0.5 mjs and 20 ns at I m/s. It 
is therefore unlikely that interface nucleation can initiate explosive 
crystallization without a preceeding amorphous regrowth phase. 

The existence of a nucleation barrier is further elucidated by an experiment 
on crystalline silicon on sapphire. The sapphire act as an amorphous substrate 
at total melt-through, and the liquid silicon is forced to cool down below its 
crystalline melting point. It is shown that amorphous regrowth starts at a tem­
pcrature of 1470±40 K, in excellent agreement with the 1460±25 K previously 
found for the melting point of amorphous silicon. The amorphous regrowth is 
foliowed by explosive crystallization after a certain incubation time. TEM pic­
tures show fine-grain polycrystalline silicon at the front and large-grain 
polycrystalline material at the rear of the sample. This order, which is reversed 
with respect to "normal" explosive crystatlization, points towards nucleation at 
the upper front, with the lowest solidification velocity. 

Chapter V ends with the presentation of the simulation of explosive 
crystallization via interface nucleation in absence of an incubation time. lt is 
stated that, after initiation by another mechanism, interface nucleation could 
be the driving process for explosive crystaltization. The symmetry of the 
velocity-superheatingjundercooling relation is of importance here, the exper­
iments are simulated perfectly for a superheating which is negligible, i.e. for 
(m.1,~0 Kf(mfs) . Finally we discuss the basic differences between our modeland 
the one presented by Wood and Geist. 
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SAMENVATTING 

Gepulste lasers worden tegenwoordig vaak ingezet bij het bewerken van 
materialen en het opslaan van gegevens. Deze toepassingen zijn meestal 
gebaseerd op het induceren van fase-overgangen zoals smelten, kristalliseren en 
amortiseren . Het gebruik van korte laserpulsen en de daarmee gepaard gaande 
hoge opwarm- en afkoelsnclheden, maakt het mogelijk om materialen in een 
toestand te brengen en te bestuderen die ver uit evenwicht is. Sinds lange tijd 
wordt silicium als een modelsysteem beschouwd voor de bestudering van deze 
toestand vanwege zijn zuiverheid, industrieel belang en relatief eenvoudige 
kristalstructuur. Recentelijk heeft het onderzoek zich geconcentreerd op silicium 
in zijn amorfe toestand. Dit heeft geleid tot de ontdekking van vele verschillende 
smelt- en stolverschijnselen, verkregen onder evenzovele experimentele 
omstandigheden en ogenschijnlijk zonder enig verband bij gebrek aan een 
referentiekader. Dit proefschrift bevat de resultaten van een systematisch 
uitgevoerde experimentele studie van de bestraling van voornamelijk amorf 
silicium met een laserpuls, ondersteund door modelvorming en 
computersimulaties. 

Het eerste hoofdstuk begint met een korte algemene introduktie die gevolgd 
wordt door een historisch overzicht van de, soms tegenstrijdig lijkende, 
resultaten in de literatuur. Twee phenomenen komen daarbij uitvoerig aan bod: 
(I) explosieve kristallisatie, een zichzelf in stand houdend kristallisatieproces, en 
(2) amorfe teruggroei waarbij stolling plaatsvindt middels groei van amorf 
silicium vanaf de ondergrens en de bovengrens van de smelt. Hoofdstuk I gaat 
verder met een opsomming en analyse van de relevante optische en 
thermodynamische parameters van silicium, waarbij opgemerkt dient te worden 
dat de smelttemperatuur en smeltwarmte van amorf silicium nog steeds ter 
discussie staan . Als laatste wordt de kinetische theorie voor fase-overgangen 
uitvoerig beschreven . De relatie tussen de snelheid van het grensvlak waar de 
fase-overgang plaatvindt en de daar optredende oververhitting of onderkoelings 
wordt geïntroduceerd en we bespreken zijn symmetrie ten opzichte van smelten 
of stollen . Bovendien presenteren we de fundamenten van volume- en 
grensvlaknucleatie in zowel een onderkoelde vloeistof als in een metastabiele 
vaste stof. Het zal worden aangetoond dat men volurnenucleatie in de 
onderkoelde smelt van amorf silicium volkomen kan verwaarlozen . De andere 
mogenlijkheden kunnen niet a-priori uitgcsloten worden . 

Hoofdstuk 11 beschrijft de manier waarop de experimenten zijn uitgevoerd . 
In het eerste deel worden de belangrijkste facetten van de opstelling voor het 
smelten van silicium besproken . Speciale aandacht krijgt daarbij het belang van 
een ruimtelijk uniforme energieverdeling en de manier waarop dat door ons 
verwezenlijkt is. Het tweede deel van het hoofdstuk bevat de bespreking van de 
opstelling voor het meten van het verloop van de ret1ectie in de tijd . Met name 
wordt uitgelegd dat dit soort experimenten een tijdresolutie in het 
nanosecondegebied vereist , hetgeen hoge eisen aan de electronica stelt en de 
inzet van z.g. één-frekwentie testlasers noodzakelijk maakt. Bovendien worden 
de mogelijkheden en moeilijkheden van het doen van absolute ret1ectie metingen 
besproken . De kwestie van de tijdresolutie komt weer terug in de beschrijving 
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van het electronische gedeelte van de opstelling. De uiteindelijke tijdsresolutie 
van het totale systeem wordt getest door de respons na excitatie met een 
lichtpuls van 120 picoseconde te analyseren. Het hoofdstuk wordt afgesloten 
met een bespreking van de productie en karakterisering van de gebruikte amorf 
silicium preparaten. 

Het derde hoofdstuk begint met de presentatie van een referentiekader 
waarmee al onze experimenten met elkaar vergeleken kunnen worden. Zo moet 
bijvoorbeeld de dikte van de ongesmolten amorfe siliciumlaag als basis genomen 
moet worden bij het vergelijken van de verschillende metingen. Vervolgens 
worden alle experimenten uitvoerig beschreven. Ten eerste de resultaten 
verkregen door bestraling met een 7.5 ns puls van een frequentie verdubbelde 
Nd:Y AG laser van 225 nm, met Cu geïmplanteerd en 230 nm, met Si 
geïmplanteerd, amorf silicium. De resultaten wijzen erop dat stolling in eerste 
instantie plaats vindt door groei van amorf silicium aan zowel het achtervlak als 
het voorvlak van de smelt. Dit proces wordt gevolgd door de vorming van 
polykristallijn silicium vanuit het binnenste van de laag. Het Cu, dat zich 
ophoopt aan de stolfronten, remt de vorming van het polykristallijne materiaal. 

De tweede klasse van experimenten betreft het bestralen van het reeds 
eerder genoemde Si geïmplanteerde materiaal met de Nd:Y AG laser doch nu 
voor een pulsduur van 18 ns. Deze meer dan verdubbelde pulsduur heeft slechts 
een gering effect op de stolling. Voor de gegeven omstandigheden wordt de 
afvoer van warmte gedomineerd door de dikte van de amorfe silicium laag en 
niet door de pulsduur van de laser. 

De serie metingen met de Nd:Y AG laser wordt afgesloten met de 
bestraling van 440 nm, Cu geimplanteerd, amorf silicium op 60 nm kristallijn 
silicium op saffier, met een 7.5 ns puls. Weer vindt de stolling plaats via groei 
van amorf silicium vanaf onder- en bovenkant, zij het met een snelheid die 
ongeveer gehalveerd is t.o.v. de twee voorgaande situaties. Ook nu wordt de 
groei onderbroken door de vorming van polykristallijn silicium. Het is mogelijk 
om beide stolverschijnselen van twee kanten in de tijd vast te leggen, aangezien 
het saffieren substraat transparant is. Op deze wijze zijn de verschillende 
tijdstippen van amorfe teruggroei en de vorming van polykristallijn silicium 
bepaald . 

Hoofdstuk 111 wordt afgesloten met de presentatie van 225 nm Cu 
geïmplanteerd amorf silicium met een 32 ns puls van een robijn laser. De stolling 
verloopt hierbij meteen via explosieve kristallisatie, zonder dat daar amorfe 
teruggroei aan voorafgaat. Uit het gedrag van de reflectie, zowel in de tijd als 
versus energiedichtheid, valt af te leiden dat er zich kristallijne kiemen in de 
vloeistof bevinden. Deze kiemen, die waarschijnlijk nog in de vaste stof gevormd 
zijn tijdens de opwarmfase van de relatief lange laserpuls, zijn verantwoordelijk 
voor het starten van explosieve kristallisatie. 

Hoofdstuk IV is gewijd aan warmtestroom berekeningen en fase-overgang 
modellen. Eerst wordt de algemene differentiaalvergelijking voor het 
warmtestroomprobleem gegeven, gevolgd door enige analytische oplossingen die 
onder sterk vereenvoudigde omstandigheden gevonden kunnen worden. Om het 
probleem in zijn volle complexiteit aan te kunnen moet gebruik gemaakt worden 
van computersimulaties. Daartoe wordt de differentiaalvergelijking omgezet in 
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een eindige elementen vorm. Daarbij horen nog additionele vergelijkingen om 
fase-overgangen te beschrijven, met name die in aanwezigheid van 
oververhitting en onderkoeling aan het fasefront Daarna volgt een sectie waarin 
de diverse aspecten van het computer model getest worden. 

Het hoofdstuk wordt voortgezet met de beschrijving van de door ons 
ontwikkelde modellen voor amorfe teruggroei van het oppervlak en volume­
respectievetijk grensvlaknucleatie d.w.z. voor explosieve nucleatie. De bereikte 
resultaten hangen sterk af van de stapgrootte in de diepte zodat soms van een 
extrapolatie gebruik gemaakt moet worden. Tenslotte bespreken we het 
computermodel voor explosieve kristallisatie dat wij van de heren Wood en 
Geist gekregen hebben. 

Het vijfde en laatste hoofdstuk geeft de synthese tussen de experimenten 
en de berekeningen. Eerst wordt een vergelijking gemaakt tussen het gemeten 
en het berekende verloop van de relleetie in de tijd. De experimenten zonder Cu 
kunnen redelijk goed gesimuleerd worden voor een snelheids-onderkoelings pa­
rameter ( van 6±2 Kj(mjs). Bovendien kan er geconcludeerd worden dat het 
zich aan het stolfront ophopende Cu ogenschijnlijk de waarde van ( verhoogd. 
Dat laatste kan zowel een echte verhoging zijn als een effectieve verhoging ten 
gevolge van een smeltpuntsverlaging. Het is zeer waarschijnlijk dat alle zich aan 
het stolfront ophopende elementen eenzelfde effect vertonen. 

De in het eerste gedeelte van hoofdstuk V bepaalde waarde van ( wordt 
vervolgens gebruikt om beide stolsnelheden, zowel die van het voorvlak a Is die 
van het achtervlak, uit te kunnen zetten tegen de tijd. Een vergelijking tussen 
de experimenten en de berekeningen laat zien dat er een barriere bestaat voor 
nucleatie van kristallijn silicium aan een bewegend vloeibaar/amorf silicium 
grensvlak. Deze z.g. incubatietijd bedraagt 10 ns bij 0.5 mjs en loopt op tot 20 
ns bij I mjs. Het kan daarom uitgesloten worden dat grensvlaknucleatie 
verantwoordelijk is voor het starten van explosieve nucleatie, zonder dat daar 
amorfe teruggroei aan vooraf is gegaan. 

Het bestaan van een nucleatiebarriere wordt verder aangetoond d.m.v. een 
experiment met kristallijn silicium op saffier. Saffier is als een amorf substraat 
bij totaal doorsmelten, het vloeibare silicium wordt daardoor gedwongen om af 
te koelen tot beneden zijn kristallijne smeltpunt. Uiteindelijk vindt stolling plaats 
via amorfe terugggroei bij een temperatuur van 1470±40 K, in goede 
overeenstemming met het gevonden smeltpunt voor amorf silicium van 
1460±25 K. Na een zekere incubatietijd wordt het stolproces overgenomen door 
explosieve kristallisatie. TEM foto's tonen fijnkorrelig silicium aan het 
oppervlak met daaronder grofkorrelig materiaal. Deze volgorde, die geinverteerd 
is t.o.v. het "normale" explosieve kristallisatie proces, wijst op nucleatie aan het 
bovenste grensvlak, met de laagste stolsnelheid. 

Hoofdstuk V wordt afgesloten met de bespreking van de simulatie van 
explosieve kristallisatie middels nucleatie aan het grensvlak, zonder 
incubatietijd. Aangetoond wordt dat, na ontsteking door een ander mechanisme, 
nucleatie aan het vloeibaar/amorf grensvlak de drijvende kracht achter 
explosieve nucleatie zou kunnen zijn. De symmetrie van de relatie tussen de 
snelheid van het fasegrensvlak en de daar optredende oververhitting of 
onderkoeling is van belang voor een correcte weergave van de werkelijkheid. De 
experimenten worden perfect gesimuleerd als de oververhjtting verwaarloosbaar 
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is, ofwel Cm.1,~0 K/(m/s). Als laatste worden de belangrijkste verschillen tussen 
ons model voor explosieve kristallisatie en dat verkregen via de heren Wood en 
Geist besproken. 
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De aanname voor de distributiefunctie van hete electronen in halfgeleiders van 

Hänsch en Miura-Mattausch leidt er onbedoeld toe dat alle stromen evenwijdig 

aan het electrische veld staan. Gelukkig is dat niet van invloed op de 

gepresenteerde resultaten. 

W. Hänsch en M. Miura-Mattausch, .Journal of Applied Physics 60 , 650 

( 1986). 
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Tränkle et al. (1987) gebruiken ten onrechte een tweedimensionale theorie in 

hun artikel over de bandgap renormalisatie in quantumputten . 

G. Tränkle, H. Leier, A. Forschel, H. Haug en C. Elf, Physical Review Letters 

58,419 (1987). 

liJ 

Bij de bepaling van de invloed van As en In verontreinigingen op het smelt- en 

stolgedrag van Si onder bestraling met een laserflits door Peercy et al. (1985), 

wordt het effect van de hoge As en In concentratics op de absorptie ten onrechte 

onvermeld gelaten. 

P.S. Pcercy, M .O. Thompson en .l.Y. Tsao, Applied Physics Letters 47 , 244 

(1985) 

P.S. Peercy, M.O. Thompson, .I .Y. Tsao en J .M. Poate , Matcrials Research 

Society Symposium Proceedings 51 , 125 (1985) 

IV 

De bewering van Kobayashi et al. (1982) dat de variatie in de Hall mobiliteit 

van de clectronen in Si op saffier een gevolg is van het effect van spanningen op 

de effectieve massa is fout. 

Y. Kobayashi, M. Nakamura enT. Suzuki, Applied Physics Letters 40 , 1040 

(1982) 



V 

Het gebruik van een diffusieproflel voor de Al concentratie tussen een GaAs en 

een AlAs laag in een superrooster door Jusserand et al. (19&5) is in strijd met 

hun eigen conclusies. 

B. Jusscrand, F. Alexandre, D. paquet enG. Le Roux, Applied Physics Letters 

47, 301 (1985) 

vr 
Sapriet et al. (1983) houden geheel ten onrechte geen rekening met de oxidatie 

van het AlGaAs oppervlak bij de bepaling van de elastische kanstantes voor 

oppervlakte golven . 

.J. Sapriel, J.C. Michel, J.C. Toledano, R. Vacher, J.Kervarec en A. Rcgreny, 

Physical Review 8 28, 2007 (l9lD) 

VII 

De instelling van nog meer mogelijkheden tot het verkrijgen van reductie op een 

treinkaartje zal leiden tot minder in plaats van tot meer rendement voor de 

Nederlandse Spoorwegen . 


