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Climate Simulation of an Attic Using Future Weather Data Sets  
- Statistical Methods for Data Processing and Analysis 
 
VAHID MOUSSAVI NIK 
Department of Civil and Environmental Engineering 
Division of Building Technology 
Chalmers University of Technology 

 

Abstract 

The effects of possible climate changes on a cold attic performance are considered in this work. The 

hygro-thermal responses of the attic to different climate data sets are simulated using a numerical 

model, which has been made using the International Building Physics Toolbox (IBPT).   

Cold attic, which is the most exposed part of the building to the environment, is classified as a risky 

construction in Sweden. Mould growth on internal side of the attic roof, due to condensation of 

water vapor from the surrounding environment has been increasing over the last decade, and 

thereby the risk for degrading the performance of construction.  

The attic studied in this work is a naturally ventilated space under a pitched roof on top of a 2 storey 

building. Climate inside the attic has been simulated using different weather data sets for the period 

of 1961-2100 in four cities of Sweden: Gothenburg, Lund, Stockholm and Östersund. The weather 

data sets, which are the results of climate simulations, enclose different uncertainties. The 

uncertainties related to differences in spatial resolutions, global climate models (GCMs), CO2 

emission scenarios and initial conditions are considered here. At the end enormous climate data sets 

are used in this study. 

Analysis of the long term climate data demands suitable statistical methods. Two methods have 

been applied from meteorology: a nonparametric method for assessing the data without tracking of 

time, and a parametric method for decomposition of the parameter variabilities into three 

constructive parts. Looking into the decomposed components of the parameter and its variabilities 

enables to analyze the data with different time resolutions. 

Applying the selected statistical methods helps in understanding of the importance of different 

uncertainties of the weather data and their effects on the attic simulation. 

Keywords: HAM simulation, attic, climate change, variability decomposition, climate uncertainty 
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Nomenclature 

Symbol Unit Description 

ax  Yule-Kendall skewness 

e mbar Partial pressure at the surface 

F - Absorption of radiation by water vapor 

IDH W/m2
 Direct Solar radiation on Horizontal surface or solar beam 

IdH W/m2
 Diffusive Solar radiation on Horizontal surface 

IDN W/m2
 Direct normal radiation 

IH  W/m2  Global radiation 

I’
DN W/m2

 Intensity of direct radiation in the direction of normal 

i(λ) W/m2 μm intensity of radiation of wavelength λ 

i0(λ)   W/m2 nm Mean value of spectral radiation in an interval centered on λ 

ke - Correction factor 

m - Optical air mass 

ma kg Mass of air 

mv kg Mass of vapor 

mx  median  

Nc - Cloud coverage 

Nd - Number of day  

P Pa Pressure 

R� J/K.mol Gas constant (8.314 J/K.mol)  

Sx  Interquartile range 

SH kg/kg Specific humidity  

T oC or K Temperature 

,y dT
 

oC
 

Daily mean temperature on day d and in year y  

yT ′  oC mean temperature anomaly of the season (or period) in year y 

,y dT ′′
 

oC
 

Residual daily anomaly temperature 

T  
oC 30-year mean temperature of a season (or period) 

d̂T  oC mean seasonal cycle  

W kg/kg Humidity ratio 

zt degree Zenith angle 

αd - Coefficient of absorption for particular scatter 
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αr - Coefficient of absorption for molecular scatter 

β - Coefficient of turbidity 

γ  kg/kg  Specific humidity  

θh degree Solar height 

λ  μm Wavelength 

σtot  Total variability 

σ'  Interannual variability 

σy"  Intraseasonal variability 

σ̂   Variability induced by the seasonal cycle of the season 

σtot
2    Total daily variance  

σ'2  Interannual variance 

σy"
2  Intraseasonal variance in year y 

σ�2   Variance induced by the seasonal cycle 

Ø - Relative humidity 

ω kg/ kg Humidity ratio 

 

Abbreviations 

AOGCM  coupled Atmosphere-Ocean General Circulation Model 

CCSM3 Community Climate System Model 

ECMWF European Centre for Medium range Weather Forecasts 

GCM General Circulation Models – Global Climate Model 

GHG Green House Gas 

HadCM3 Hadley Centre Coupled Model 

IPCC Intergovernmental Panel on Climate Change 

MSLP Mean Sea Level Pressure 

PROBE Prototype Biomass and Evapotranspiration model 

RCA  Rossby Centre regional Atmospheric climate model 

RCM Regional Climate Model 

SRES Special Report on Emissions Scenarios 

SST sea surface temperature 
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1. Introduction 

Durability and performance of buildings is strongly affected by the environmental conditions. The 

outdoor climate is one condition which plays a big role in the functioning of buildings. The building 

performance should be adjusted to the variable outdoor climate conditions; both in short term and 

long term. Designing of the building services and construction should be optimized to fulfill the 

expected indoor conditions and durability of the building during its lifetime. The sustainable design, 

construction and retrofitting of buildings demands a long term view of their performance. It is 

possible to make such a projection by knowing the future climate conditions.  

Studying the sustainability of the Swedish built environment can be done by hygro-thermal analysis 

of buildings towards climate change. In this work the analysis has been provided for a cold attic. The 

ventilated attic with pitched roofs, or cold attic, is a common construction part of the Swedish 

buildings. Attic is the most exposed part of the building to the environment. Daily, seasonal and 

diurnal weather impacts and variations are directly manifested on the roof surfaces. Depending on 

how well the attic is separated from the surroundings thermally and also in terms of moisture and 

air-tightness, these climatic loads may have consequences like melting and freezing of snow, 

condensation and freezing of water vapor from air and, as a result, mossy covering or mould growth. 

Problems with high humidity levels in cold attics have been remarkably increasing in Sweden over 

the last decade. Beside of negative effects on the construction durability, the significant mould 

growth on the wooden parts of cold attics can degrade the indoor air quality by inducing the mould 

odor. Nowadays cold attics are classified as the most problematic part of the existing buildings in 

Sweden. 

The analysis of the future hygro-thermal performance of the cold attic is possible by using the future 

weather data, which have been provided by the Rossby centre, a climate modeling research group at 

the Swedish Meteorological and Hydrological Institute (SMHI). Climate models can never be certain. 

There are different uncertainty factors in simulation of the climate. These uncertainties appear in 

the building simulations. On the other hand, working with the future climate extends the analysis 

tens of decades. For example in this report simulations have been done for 140 years on hourly 

basis. Handling the huge data sets and considering the uncertainty factors demand suitable 

statistical methods.  

In this work the indoor climate of a cold attic have been studied numerically. The heat and moisture 

(HAM) simulation of the attic has been done in the Simulink toolbox of Matlab using the 
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International Building Physics Toolbox (IBPT). Simulations are done on hourly basis. The total time of 

simulation is 140 years in most of the cases, from 1961 to 2100. Different weather data sets are 

applied to the attic model as the outdoor climate. The weather data sets are simulation results of 

different climate models. There are different sources of uncertainty in climate models which affect 

the weather data and consequently the attic simulation results. These uncertainty factors are 

considered in this work: spatial resolution, global climate model, CO2 emission scenario and initial 

conditions. For each uncertainty factor the indoor climate of the attic is simulated and results are 

presented in separate chapters.  The attic has been simulated for four cities in Sweden: Gothenburg, 

Lund, Stockholm and Östersund. Each chapter discusses the outdoor and indoor climate conditions 

of one or more cities in different seasons.   

In meteorology different weather data sets are usually compared for long periods, i.e. 30 years. 

Some of the statistical methods, which have been used in meteorology to study the long term data 

sets, are applied in this work. The methods can be divided into two groups: nonparametric and 

parametric. In the nonparametric methods there is no track of time. One of the nonparametric 

methods, which is introduced in this work, is a hypothesis developed by Ferro (Ferro et al. 2005). 

The parametric methods are able to track the time. Here, a decomposition method of Fischer and 

Schär (Fischer & Schär 2009) is used. In this method the variabilities of parameters are decomposed 

into three constructive components. Looking into the decomposed components of the parameter 

and its variabilities enables to analyze the data with different time resolutions. 

This report contains the following chapters: 

In chapter 2 the weather data, which has been received from the Rossby centre, and the process of 

preparation of the data for HAM simulations are described.  

Chapter 3 contains a short description of the attic model. It is more described in paper II. 

Chapter 4 is about the statistical methods that are used in this work. The climate data in the next 

chapters are analyzed using the methods. Paper III is also about the statistical methods. 

In chapter 5 the effects of having different spatial resolutions, 25km and 50km, on the distribution of 

the outdoor and indoor climate data is studied using the nonparametric statistical methods. 

Chapter 6 concentrates on the effects of having different global climate models (GCMs) on the 

results. Different GCMs generate different climate conditions. The nonparametric and parametric 

comparison of the outdoor and indoor climate data reveals the uncertainties caused by the GCMs. 

Paper V also considers the same problem. Paper V considers a similar subject. 
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In chapter 7 the climate conditions for three cities of Gothenburg, Stockholm and Östrersund are 

presented. The effects of having different CO2 emission scenarios in each city are considered. More 

description is available in paper IV. 

Chapter 8 compares three different initial conditions for the climate data of Stockholm during 

winter. Again the nonparametric and parametric comparison of the indoor and outdoor is 

presented.  

In chapter 9 some conclusion are presented.  
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2.  Weather data 

The weather data is received from the Rossby centre in Swedish Meteorological and Hydrological 

Institute (SMHI). There are different sets of data which are the simulation results of several climate 

models. Different parameters in the climate models cause variations in the climate data sets. The 

weather data is mostly provided for the period of 1961-2100 (140 years). In some cases it is less than 

140 years. In most of them the number of days in each year is the same as the calendar, for example 

there is one leap year after 3 years. But some of the models generate data for years with equal days, 

365 days or even 306 days. So in some cases when there is a comparison between models, the 

number of days is not the same. But it can be neglected for long term comparisons.  

In this chapter different features of the weather data that have been used in this project is 

described: global climate model (GCM), regional climate model (RCM), emission scenarios, etc. For 

ease of use in the future a short description of the naming method for the weather files and its 

meanings is presented. The weather data need to be processed and prepared for the building 

simulations.  The process is described in the section of “Preparing the parameters of the weather 

data for simulations”.  

2.1. About the climate model from the Rossby centre 

As the concerns on climate change impacts keep on increasing, the use of climate change projections 

is becoming increasingly essential on all sectors that deal with weather, water and climate (Persson 

et al. 2007). 

It was appointed by the Swedish Government in June 2005, to assess the vulnerability of the 

Swedish society to climate change, by means of mapping regional and local consequences of climate 

change, related costs and damages. In addition, the Commission was to suggest measures to reduce 

the vulnerability and consider some other aspects on taking action. 

Several sets of climate data have been used as input data for the numerical simulations. The climate 

data has been provided by the Rossby Centre which is a part Swedish Meteorological and 

Hydrological Institute (SMHI).  The Rossby Centre pursues advanced climate modeling: development, 

evaluation and application of regional climate modeling in climate and climate change research.  

The climate data that has been used in this project is a version of the Rossby Centre regional 

atmospheric model, RCA3.  This model includes a description of the atmosphere and its interaction 

with the land surface. It includes a land surface model and a lake model, PROBE. The performance of 
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RCA3 has been evaluated with “perfect” boundary condition experiments in which the model is run 

using boundary conditions from ECMWF Reanalysis experiment ERA40. ERA40 has been recognized 

as the most comprehensive account of the state and behavior of the atmosphere during the last four 

decades. RCA3 has converged to both ERA40 and concurrent observations of different kinds (Persson 

et al. 2007).  

The use of regional climate models is not in predicting weather. Instead they provide a consistent 

and comprehensive tool for understanding the physics and sensitivity of the regional climate system.  

 

2.1.1. Climate modeling and experimental setup 

Climate modeling is pursued by means of models of varying complexity ranging from simple energy-

balance models to complex three-dimensional coupled global models. On a global scale GCMs 

(global climate models, also known as general circulation models) are used. These consist of 

individual model components describing the atmosphere and the ocean. They also describe the 

atmosphere-ocean interactions as well as with the land surface, snow and sea ice and some aspects 

of the biosphere. Regional climate models (RCMs) are used to downscale results from the GCMs, to 

achieve a higher spatial resolution over a specific region. The main advantage of the finer resolution 

that is feasible in RCMs, is a better description of local topography, land-sea distribution and other 

land surface properties. These have an influence on surface and near-surface climate conditions 

(Persson et al. 2007).  

The uncertainties of projected regional climate change arise from a number of factors. One is the 

external forcing scenarios like emission scenario which changes the greenhouse gas and aerosol 

concentrations. Another factor concerns the changes in the large-scale circulation determined by the 

GCM. It depends both on the model formulation and internal variability. Different RCMs can respond 

differently to the forcing conditions. A handle on these uncertainties can be gained when several 

models, forcing scenarios and simulations are considered. Whenever the results do not vary much 

across models and scenarios, it can be taken as an indication of robustness and perhaps of a useful 

degree of certainty (Persson et al. 2007). 

Future climate change depends on changes in the external forcing of the climate system and, 

depending on which time-scale considered, to some degree on unforced internal variability in the 

climate system. Future changes in the atmospheric content of greenhouse gases and aerosols are 

not known, but the changes are assumed to be within the range of a set of scenarios developed for 

the IPCC (Intergovernmental Panel on Climate Change). These scenarios build on consistent 
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assumptions of the underlying socioeconomic driving forces of emissions, such as future population 

growth, economic and technical development. The global mean net warming response is rather 

uniform across these emissions scenarios during the next few decades but diverges more and more 

after that. The three emissions scenarios which have been used sample quite a lot of the spread of 

the scenarios developed for the IPCC, as well as the ensuing global mean warming (Persson et al. 

2007). 

The regional climate change signal is to a large extent determined by the large-scale climate 

response to emissions that is solved with a GCM. This enters in regional climate modeling as 

boundary conditions. Changes in seasonal mean temperature and precipitation over Europe are 

examples of variables for which there is uncertainty associated with the boundary conditions.  

Uncertainties due to boundary conditions and radiative forcing dominates for changes in seasonal 

mean conditions (Persson et al. 2007).  RCM uncertainty can also be large, especially for extreme 

conditions (E. Kjellström et al. 2007). The sampling uncertainty is generally less significant for larger 

projected changes than smaller ones. 

2.1.2. Naming of the weather files 

At the Rossby centre a pattern is used for naming the weather files. Here is an example of the file 

name:    

RCA3_ECHAM5_A1B_1_50km_p1_q2m.dat 

1) RCA3 shows the regional climate model 

2) ECHAM5 shows the forcing global climate model 

3) A1B shows the emission scenario 

4) (A1B)_1 shows the initial condition 

5) 50km shows the spatial resolution in extracting the data  

6) p1 shows the location of the data or the city 

7) q2m shows the parameter 

 

The Rossby acronyms are as the following: 

1) Regional climate model 

RCA3 

HIRHAM: not available  

RACMO: not available 

REMO: not available 
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2) Forcing global climate model 

CCSM 

CNRM 

ECHAM5 

HADCM3 

IPSL 

3) Emission scenario 

A2 

B2 

A1B 

4) Initial condition 

In the data that we have there are three initial conditions for A1B emission scenario 

A1B_1 

A1B_2 

A1B_3 

5) Spatial resolution in extracting the data 

50 km: all the data sets are with this spatial resolution 

25 km: has been provided for the following data sets up to the time of writing this report 

 RCA3_ECHAM5_A1B_3 

                           RCA3_ERA40  

12.5 km: No data has been received with this spatial resolution up to the time of writing 

this report. 

6) Location 

The data have been provided for four cities in Sweden. The data have been extracted 

from the closest gridboxes to the centre of the city. 

p1: Gothenburg 

p2: Lund 

p3: Stockholm 

p4: Östersund 

7) Parameters 

lwdwnsrf: downward longwave radiation at the surface [W/m2] (time resolution: 30 

minutes)  

swdwnsrf: corresponding shortwave radiation [W/m2] (time resolution: 30 minutes)  

t2m: air temperature at the 2-metre level [K] (time resolution: 3 hours)  
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q2m: specific humidity at the 2m level [kg water/kg air] (time resolution: 3 hours) 

u10m: WE wind speed components at the 10-metre level [m/s] (time resolution: 3 hours)  

v10m: SN wind speed components at the 10-metre level [m/s] (time resolution: 3 hours)  

totprec: total precipitation [mm] (time resolution: 30 minutes) 

snowprc: snow precipitation [mm] (time resolution: 30 minutes)  

totcov: total cloud coverage [0-1] (time resolution: 3 hours)  

ps: total air pressure [N/m2](time resolution: 30 minutes)  

lowcc: cloudiness of low-level clouds [0-1]  

midcc:  cloudiness of mid-level clouds [0-1]  

highcc: cloudiness of high-level clouds [0-1]  

precwtr: rain precipitation [mm] (time resolution: 6 hours)  

2.2. Regional climate model 

The regional climate model system developed at the Rossby Centre has been used for downscaling 

the climate simulations. The climate scenarios used here are produced by RCA3, a version of the 

Rossby Centre regional atmospheric model (E. Kjellström et al. 2005). RCA cover Europe with a 

rotated longitude-latitude grid with a horizontal resolution of 0.44o (approximately 50 km) and 24 

vertical levels in the atmosphere. The time step is 30 minutes in RCA3. The weather data of four 

different GCMs have been used for doing the simulations. The transient experiments with RCA3 are 

continuous for the whole time period including also the recent decades.  

There are some other regional climate models like HIRHAM, RACMO and REMO. The only RCM which 

has been used in this work is RCA3. 

RCA3 has been evaluated against present-day climate. Given appropriate boundary conditions these 

studies show that RCA is capable of reproducing many aspects of the observed climate, both in 

terms of means and variability. For RCA3 Kjellström et al. (2005) show that seasonal mean 

temperature errors were generally within ±1oC except during winter when two major biases were 

identified; a positive bias in the north-eastern parts of the model domain, and a negative bias in the 

Mediterranean region. The reasons for these biases were traced back to the cloud water content, 

the downward longwave radiation, and the clear-sky downward shortwave radiation. They all 

contribute to underestimations in the diurnal temperature range and the annual temperature range 

in many areas in the model. These underestimations are most pronounced in the extremes. 

Compared to the observational climatologies RCA3 tends to overestimate precipitation in northern 

Europe during summer and underestimate it in the southeast (Persson et al. 2007). 
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2.3. Global climate model 

A global climate model (GCM) is a mathematical model of the general circulation of a planetary 

atmosphere or ocean which is based on the Navier-Stokes equations on a rotating sphere with 

thermodynamic terms for various energy sources like radiation and latent heat. Climate model 

experiments can be carried out using coupled atmosphere-ocean general circulation models 

(AOGCMs). These models are applied with different external forcing factors as changing greenhouse 

gas concentrations, changes in solar intensity, etc. AOGCMs generally have a rather coarse spatial 

resolution (often 100-300 km). A commonly used approach to improve the resolution is to use a 

regional climate model (RCM) for downscaling the results from the AOGCM. 

Differences between different GCMs depend both on differences in the formulation of the GCMs 

and on differences in initial conditions used in the GCMs in the different climate change 

experiments. 

The Rossby centre has used the driving data from three global climate models, HadAM3H, 

ECHAM4/OPYC3 and ECHAM5/MPI-OM. In addition to initial conditions, the driving data consists of 

lateral boundaries and sea ice/sea surface temperatures. These fields are taken from the global 

model every six hours in the simulations. 

The following are short descriptions of the different global climate models: 

HadAM3H is the atmospheric component of the Hadley Centre coupled atmosphere ocean GCM 

HadCM3 that can be run with higher resolution (1.875° longitude × 1.25° latitude). Because 

HadAM3H excludes the ocean, the simulations with this model used sea surface temperature (SST) 

and sea ice distributions derived from observations in the control period (1961-1990). For the future 

time period it used the same observed data plus the climate change signal from earlier, lower 

resolution HadCM3 experiments. 

HadCM3 (abbreviation for Hadley Centre Coupled Model, version 3) is a coupled atmosphere-

ocean general circulation model (AOGCM) developed at the Hadley Centre in the United Kingdom. It 

was one of the major models used in the IPCC Third Assessment Report in 2001. 

Unlike earlier AOGCMs at the Hadley Centre and elsewhere (including its predecessor HadCM2), 

HadCM3 does not need flux adjustment (additional "artificial" heat and freshwater fluxes at the 

ocean surface) to produce a good simulation. The higher ocean resolution of HadCM3 is a major 

factor in this; other factors include a good match between the atmospheric and oceanic 

components; and an improved ocean mixing scheme. HadCM3 has been run for over a thousand 

years, showing little drift in its surface climate (Gordon et al. 2000). 

http://en.wikipedia.org/wiki/Navier-Stokes�
http://en.wikipedia.org/wiki/General_circulation_model�
http://en.wikipedia.org/wiki/Hadley_Centre�
http://en.wikipedia.org/wiki/United_Kingdom�
http://en.wikipedia.org/wiki/IPCC_Third_Assessment_Report�
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HadCM3 is composed of two components: the atmospheric model HadAM3 and the ocean model 

(which includes a sea ice model). Simulations often use a 360-day calendar, where each month is 30 

days. 

 

ECHAM5 is a coupled atmosphere-ocean GCM developed at DKRZ, the Deutsches 

Klimarechenzentrum GmbH, and the Max-Planck Institute for Meteorology in Hamburg. It was run at 

T42 spectral resolution corresponding to a horizontal grid spacing of 2.8o in the atmospheric part. 

ECHAM5/MPI-OM is the successor of ECHAM4/OPYC3. One of the improvements of the model 

compared to ECHAM4/OPYC3 is that it does not require a flux adjustment between the atmosphere 

and the ocean. The current simulation is one of the contributions to the IPCC AR4 work from the 

DKRZ and the Max-Planck Institute for Meteorology. In a comparison with observations 

ECHAM5/MPI-OM has been shown to perform well in terms of surface pressure patterns in west-

central Europe indicating that the large-scale circulation over Europe is realistic. The simulation was 

performed at T63 resolution (1.875° × 1.875°). 

 

CCSM3: The Community Climate System Model (CCSM3) is a state-of-the-art coupled global 

circulation model that has been developed under the auspices of the National Center of 

Atmospheric Research (NCAR) Boulder, USA. The modules for the atmosphere, land surface, sea ice, 

and ocean components are linked through a coupler that controls the exchange of energy and water 

between the components. The current version 3 of CCSM has been released in June 2004 and since 

then it has been widely used for climate studies (Wyser et al. 2006). 

 

CNRM: The CNRM-CM3 global coupled system is the third version of the ocean-atmosphere model 

initially developed at CERFACS (Toulouse, France), then regularly updated at Center National 

Weather Research (CNRM, METEO-FRANCE, Toulouse). CNRM-CM3 also now includes a 

parameterization of the homogeneous and heterogeneous chemistry of ozone, a sea ice model, 

GELATO2, and TRIP river routing from Tokyo University (Salas-Mélia et al. 2006).  

 

IPSL: The IPSL ”Earth system model” builds on all model developments achieved in four of the IPSL 

laboratories, LMD,LODYC, LSCE, SA, and from collaborations with LGGE for the high latitudes climate, 

LOA for the modeling of direct and indirect effects of the aerosols, UCL/ASTR for the new version of 

the sea-ice model, and CERFACS for the coupler. Successive versions of the global coupled model 

have been developed since 1995. They benefit from interactions within the GASTON group, created 

http://en.wikipedia.org/wiki/360-day_calendar�


12 

 

at that time to favor technical exchanges between French groups in Toulouse and Paris working on 

ocean-atmosphere coupled simulation (Marti et al. 2006).  

In this report there is no result with the IPSL global climate model. 

2.4. ERA40 data 

ERA40 is a re-analysis driven experiments which have been performed with the RCA in the Rossby 

centre to provide a realistic baseline regional climate. The climate projections based on global 

scenarios can be compared to ERA40. The boundary conditions for the experiments are taken from 

the European Centre for Medium range Weather Forecasts (ECMWF) ERA40 data set, extended with 

operational analyses to cover the whole period from 1961 to 2005. These data were downloaded on 

a 2o horizontal resolution and 60 vertical levels, and interpolated for use with the RCA grid (Persson 

et al. 2007). 

2.5. Future emissions scenarios 

Three emission scenarios are available in this work: B2, A1B and A2 emissions scenarios from the 

IPCC Special Report on Emissions Scenarios (SRES). HadAM3H and ECHAM4/OPYC3 were run with 

observed forcing conditions for the time period until 1990 and with these emissions scenarios after 

that. ECHAM5/MPI-OM was run with observed forcing conditions until the year 2000 before 

switching to the A1B emissions scenario (Persson et al. 2007). 

The IPCC SRES scenarios include emissions of anthropogenic greenhouse gases and aerosol 

precursors and/or types. Corresponding atmospheric concentration projections are also made 

available, after running the emissions through carbon cycle models. Because of the simplicity of the 

RCA radiation code, the net effect of these changes was approximated by an equivalent increase in 

the CO2 concentration. In the RCAO experiments the equivalent CO2 concentrations were held 

constant for the whole 30-year periods. The control run value of 353 ppmv (1961-1990) was raised in 

the B2 simulations to 822 ppmv and in the A2 simulations to 1143 ppmv representing the period 

2071-2100. In the RCA3 simulations the equivalent CO2 concentrations were allowed to change with 

time and the numbers for each year are interpolated linearly from the decadal values shown in Table 

2 (Persson et al. 2007). 

Table 2.1 shows the radiative forcing and the CO2 concentration. The anthropogenic radiative forcing 

includes the effect of greenhouse gases plus the indirect and direct effects of aerosols under the 

SRES B2, A1B and A2 emissions scenarios. The equivalent CO2 concentration for a certain time is 

calculated using the radiative forcing (F=5.35ln(CO2/CO2ref) where CO2ref is the concentration in 1990. 
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The RCA radiation code enables the use of a variable CO2 concentration (as well as water vapor), 

whereas other anthropogenic greenhouse gases are accounted at their present levels. It means the 

historical equivalent CO2 concentrations need to be lower than the ones inferred from the 

greenhouse gas concentrations in the atmosphere, to compensate for the constant methane etc. 

concentrations. The equivalent CO2 concentration profiles in this case also include a net negative 

forcing contribution of atmospheric aerosols (Persson et al. 2007). 

Table 2.1 Radiative forcing and the CO2 concentration for different CO2 emission scenarios (NA= Not 
Applicable). [Table is from(Persson et al. 2007)] 

Year Radiative forcing [W/m2] Equivalent CO2 concentration [ppmv] 

 
B2 A1B A2 B2 A1B A2 

1950 NA NA NA NA 313 NA 
1960 0.39 0.39 0.39 313 313 313 
1970 0.41 0.41 0.41 314 314 314 
1980 0.68 0.68 0.68 331 331 331 
1990 1.03 1.03 1.03 353 353 353 
2000 1.33 1.33 1.32 373 373 373 
2010 1.82 1.65 1.74 409 396 403 
2020 2.36 2.16 2.04 453 436 426 
2030 2.81 2.84 2.56 492 495 470 
2040 3.26 3.61 3.22 536 572 532 
2050 3.7 4.16 3.89 581 634 602 
2060 4.11 4.79 4.71 628 713 702 
2070 4.52 5.28 5.56 678 781 823 
2080 4.92 5.62 6.4 730 832 963 
2090 5.32 5.86 7.22 787 871 1123 
2100 5.71 6.05 8.07 847 902 1316 

 

2.6. The spatial resolution of the weather data 

The Rossby centre provides the weather data using the RCA3 for different spatial resolutions: 

50km×50km, 25km×25km and 12.5km×12.5km. All of the data sets have been provided for the 

50km-grid (we call it coarse grid). For some cases the 25km-grid resolution is available (we call it fine 

grid). The city area is covered by nine 50km grids. The 5th grid is the closest to the centre.  For the 

25km resolution, the number of grids is multiplied by four. Four 25km grids should be selected as the 

corresponding grids for the central grid in the coarse resolution. The information for selecting the 

grids is described here. The comparison of the spatial resolutions has been made which is described 

in chapter 5.  

Extracting the weather data for cities for finer scales 
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Starting with the 50km grid, there are 9 grid boxes where number 5 is the central one (the one with 

latitude and longitude closest to the grid box). This can be illustrated by the numbers 1-9. 

7     8     9 

4     5     6 

1     2     3 

The data are written from southwest to northeast where 5 is the gridbox closest to the city 

locations. Downscaling from 50km-grid to 25km-grid changes the plot as the following. Each number 

has been written four times corresponding to the finer 25km-grid. 

7     7     8     8     9     9 

7     7     8     8     9     9 

4     4     5     5     6     6 

4     4     5     5     6     6 

1     1     2     2     3     3 

1     1     2     2     3     3 

As long as we are only interested in the 50km-grid simply grid number 5 is extracted for the city, grid 

7 for the northwest etc. When data for the 25km-grid is extracted any of the four grid boxes labeled 

5 above may be the central grid box closest to the city in question. As an example if it is the one in to 

the southwest (lower left) it means that the 9 points of 25km-grid data (columns 1-9) 

7     8     9 

4     5     6 

1     2     3 

 will correspond to  

4     5     5 

4     5     5 

1     2     2 

 in the above downscaled plot. So, if we want to compare with the 50km-grid we have to take the 

four labeled 5 in the lowermost figure that corresponds to 5,6,8,9 in the 25km-grid. 

For getting the weather data for different cities the data of the closest grid point to the 

latitude/longitude of the city is extracted. Also the data from the 8 surrounding grid boxes is 

extracted. 

Below are the indices that have been used in the Rossby centre for extracting the data (numbers are 

indices in the regional model domain covering all the Europe). The central values in the respective 

pairs indicate longitudinal and latitudinal indices to be extracted. For example for Gothenburg at 

50km would be grid box (43, 64) where 43 is the west-east index and 64 the north-south. 
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p(1) = 42,44,63,65 Gothenburg at 50km 

p(2) = 43,45,58,60 Lund at 50km 

p(3) = 46,48,75,77 Östersund at 50km 

p(4) = 49,51,66,68 Stockholm at 50km 

p(1) = 84,86,126,128 Gothenburg at 25km 

p(2) = 86,88,117,119 Lund at 25km 

p(3) = 92,94,151,153 Östersund at 25km 

p(4) = 99,101,133,135 Stockholm at 25km 

Comparing the two sets of data (50 km vs. 25 km) shows that the central numbers differ by either 2n 

or 2n-1. So, for aggregating 4 grid boxes in the 25km-grid to compare with the corresponding one of 

the central grid box at the 50km grid slightly different grid boxes should be used for the different 

cities. This means that we should use;  

Grid boxes 5,6,8,9 for Gothenburg 

Grid boxes 1,2,4,5 for Stockholm 

Grid boxes 2,3,5,6 for Lund 

Grid boxes 2,3,5,6 for Östersund 

Where 1-9 are according to the data which are written from southwest to northwest 

7     8     9 

4     5     6 

1     2     3 

2.7. Initial conditions 

Climate simulations with global climate models for the 20th and 21st centuries generally start with 

preindustrial conditions. This is often taken as the year 1860 which is well before any large changes 

in atmospheric composition due to human activities. In this way the climate models can simulate the 

evolution of climate change taking into consideration the effect of changes in forcing (like 

greenhouse gas (GHG) concentrations, aerosol content, etc). The problem is that the initial 

conditions back in 1860 are not known. There are no surface based observations of climate variables 

like temperature and precipitation, but only at a few points and mostly so in Europe and North 

America, the southern hemisphere is virtually free of observations.  

There should be a start point to set up and perform climate simulations. Initial conditions are 

needed for the full three-dimensional fields in the atmosphere and oceans. Also starting conditions 



16 

 

for the soil models and sea-ice models are needed. In addition to this it is needed to prescribe the 

physiography (orography, type of soils, vegetation cover, etc). 

Climate models are set up and run for pre-industrial conditions as part of their testing. These runs 

start from some (more or less) arbitrary initial conditions representative of preindustrial conditions 

(prescribed GHG concentrations, aerosol content, solar constant, vegetation cover, etc.). These 

simulations should not show any long-term drift in long simulations (of the order of 1000 years or 

so) as forcing conditions are kept constant. These simulations are referred to as (preindustrial) 

control runs. Such a long simulation does not show long-term trends but it shows variability from 

year to year and from decade to decade (as does the climate system). 

By taking some arbitrary conditions from the 1000 year control run it is possible to get initial 

conditions representative of preindustrial conditions. This is what was done at the Max-Planck 

Institute when they set up the ECHAM_A1B_1/2/3 simulations. So, they simply took a state from the 

long control run, for example 1st of January in model year 230, as initial conditions for one 

experiment, 1st of January from model year 562 for the second and 1st of January from model year 

980 for the third. The evolution with time in these three simulations differs as the initial conditions 

are not the same. These differences are present throughout the simulations, i.e. both in the 20th and 

the 21st century. 

2.8. Preparing the weather data for simulations 

The weather data that is received from the Rossby centre should be prepared for the simulations in 

order to fit the proper format of the weather data in IBPT. Conversion of the raw data to the proper 

input data for the simulation is done by coding in Matlab. The conversion is done in three phases: 1) 

changing the format of the data, 2) changing the time step to one hour, 3) calculating the proper 

parameter from the raw data. The first two are applied to all the data sets and the last one to data 

sets like relative humidity and direct normal radiation or solar beam. 

The weather data that are used in the simulations are matrices containing 12 parameters: 

1. Time [sec] 

2.  Air temperature [ oC]: It is multiplied by 10 to avoid decimals. 

3. Relative humidity [%] 

4. Global radiation [W/m2] 

5. Diffusive horizontal radiation [W/m2] 

6. Direct normal radiation or Beam [W/m2] 

7. Long wave sky radiation [W/m2] 
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8. Global illuminance: It is not used in the simulations, set as zero. 

9. Diffuse horizontal illuminance: It is not used in the simulations, set as zero. 

10. Direct normal illuminance: It is not used in the simulations, set as zero. 

11. Wind direction [degree]  

12. Wind speed [m/s]: It is not used in the simulations, set as zero. 

2.8.1. Time 

Its unit is second. Different parts of the weather data that we have from the Rossby centre at SMHI 

have been collected in each 3 hours or each 30 minutes. Calculation of the hourly data is done by 

coding in Matlab. The Simulink simulations are done on hourly time resolution (3600 seconds). 

2.8.2. Air temperature 

Its unit is degree Celsius. In the weather data that we use in IBPT it is multiplied by 10 to avoid 

decimal places.  But during calculations it is multiplies by 0.1 to get the real temperature. 

2.8.3. Relative humidity 

The relative humidity in the weather file should be in percent. For example it is 90(%) not 0.9. 

In the calculated data from the Rossby centre there is no ‘relative humidity’. There we have ‘specific 

humidity’.  The following procedure is done in Matlab to find the relative humidity from the specific 

humidity and total air pressure from the Rossby centre data. 

Definitions 

Humidity ratio, W (alternatively, the moisture content or mixing ratio, also in some references its 

symbol is ω) is ratio of the mass of water vapor to the mass of dry air (Moran & Shapiro 2003). 

𝜔𝜔 =  𝑚𝑚𝑣𝑣/𝑚𝑚𝑎𝑎     (2.1) 

The humidity ratio can be expressed in terms of partial pressures and molecular weights (Moran & 

Shapiro 2003): 

                     𝜔𝜔 = 𝑚𝑚𝑣𝑣
𝑚𝑚𝑎𝑎

= 𝑀𝑀𝑣𝑣𝑝𝑝𝑣𝑣𝑉𝑉/𝑅𝑅�𝑇𝑇
𝑀𝑀𝑎𝑎𝑝𝑝𝑎𝑎𝑉𝑉/𝑅𝑅�𝑇𝑇

= 𝑀𝑀𝑣𝑣𝑝𝑝𝑣𝑣
𝑀𝑀𝑎𝑎𝑝𝑝𝑎𝑎

     

𝜔𝜔 = 0.622 𝑝𝑝𝑣𝑣
𝑝𝑝−𝑝𝑝𝑣𝑣

    (2.2) 

Specific Humidity is the ratio of the mass of water vapor to the total mass of the moist air. 

       𝑆𝑆𝑆𝑆 =  𝛾𝛾 = 𝑀𝑀𝑤𝑤/(𝑀𝑀𝑤𝑤 + 𝑀𝑀𝑑𝑑𝑑𝑑 )    

In terms of humidity ratio: 

𝛾𝛾 = 𝑊𝑊/(1 + 𝑊𝑊)    (2.3) 
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Relative humidity, Ø is the ratio of the mole fraction of water vapor, yv , in a given moist air sample 

to the mole fraction in a saturated moist air sample, yv,sat , at the same mixture temperature and 

pressure (Moran & Shapiro 2003): 

        ∅ = 𝑦𝑦𝑣𝑣
𝑦𝑦𝑣𝑣,𝑠𝑠𝑠𝑠𝑠𝑠

)𝑇𝑇,𝑝𝑝     

Since pv=yv p and pg=yv, sat p; 

∅ = 𝑝𝑝𝑣𝑣
𝑝𝑝𝑔𝑔

)𝑇𝑇,𝑝𝑝      (2.4) 

 

What we have from the Rossby centre 

p: total air pressure (pdry air+pvapor or pa+pv) [Pa]  

  γ: Specific Humidity [kg water/kg air] 

The applied procedure 

Here the procedure of reaching to the relative humidity from the specific humidity is described.  

a) Using γ and (2.3) results in finding the humidity ratio, W or ω. 

b) Using ω, total air pressure (p) and (2.2) results in finding the vapor pressure, pv.    

If the total air pressure, p, is not available we can use p=101325 Pa as a standard 

value for air pressure. 

c) Finding the saturation pressure of water vapor in Pascal according to the 

following relations (ASHRAE 2001): 

When water temperature ≤ 0°C ; 

ln 𝑝𝑝𝑣𝑣𝑣𝑣 =
𝐶𝐶1

𝑇𝑇
+ 𝐶𝐶2 + 𝐶𝐶3𝑇𝑇 + 𝐶𝐶4𝑇𝑇2 + 𝐶𝐶5𝑇𝑇3 + 𝐶𝐶6𝑇𝑇4 + 𝐶𝐶7 ln 𝑇𝑇 

 where 

  C1=-5.674 535 9 E+03 

  C2= 6.392 524 7 E+00 

  C3=-9.677 843 0 E-03 

  C4= 6.221 570 1 E-07 

  C5= 2.074 782 5 E-09 

  C6=-9.484 024 0 E-13 

  C7= 4.163 501 9 E+00 

   

When water temperature > 0°C ; 

ln 𝑝𝑝𝑣𝑣𝑣𝑣 =
𝐶𝐶8

𝑇𝑇
+ 𝐶𝐶9 + 𝐶𝐶10𝑇𝑇 + 𝐶𝐶11𝑇𝑇2 + 𝐶𝐶12𝑇𝑇3 + 𝐶𝐶13 ln 𝑇𝑇 

(6 of chap. 6 of ref. [1]) 
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 where 

  C8=-5.800 220 6 E+03 

  C9= 1.391 499 3 E+00 

  C10=-4.864 023 9 E-02 

  C11= 4.176 476 8 E-05 

  C12=-1.445 209 3 E-08 

  C13= 6.545 967 3 E+00 

ln=natural logarithm 

pvs=saturation pressure, Pa 

 

d) Finding the relative humidity, Ø, using relation (2.4). 

e) RH should be between 0 and 1. In some instances, the calculated RH is more than 

1. They are replaced with one in the code. 

 

2.8.4. Global radiation 

It is global shortwave radiation. The global radiation is in W/m2 and it is provided in the weather 

data from the Rossby centre. Sometimes the global radiation is mixed with the total solar radiation; 

the sum of direct, diffuse, and ground-reflected radiation; however, because the ground reflected 

radiation is usually insignificant compared to direct and diffuse, for all practical purposes global 

radiation is said to be the sum of direct and diffuse radiation only.  

Global radiation = direct solar radiation + diffuse radiation from the sky 

Total radiation = global radiation + reflected radiation from ground and other parts of the 

environment (Kunzel 1996) 

2.8.5. Diffuse horizontal radiation 

The diffuse horizontal radiation is not available in the Rossby centre data. It has been calculated 

according to Taesler and Andersson (Taesler & Andersson 1984). For finding the diffuse horizontal 

radiation we need to know about the cloudiness and direct radiation (normal and then horizontal). 

Calculating the beam is described later. Here relations which have been used to calculate the diffuse 

horizontal radiation are described: 

       When the sky is clear: 

𝐼𝐼𝑑𝑑𝑑𝑑 = 𝜂𝜂 𝐼𝐼𝐻𝐻    (2.5) 

𝜂𝜂 = 1
1+8 (sin 𝜃𝜃ℎ )0.7    (2.6) 

http://rredc.nrel.gov/solar/glossary/gloss_s.html#solarradiation�
http://rredc.nrel.gov/solar/glossary/gloss_d.html#directnormalirradiance�
http://rredc.nrel.gov/solar/glossary/gloss_d.html#diffuseskyradiation�
http://rredc.nrel.gov/solar/glossary/gloss_g.html#groundreflectedradiation�
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       When the sky is clear: 

𝐼𝐼𝐻𝐻 = 𝐼𝐼𝑑𝑑𝑑𝑑 + 𝐼𝐼𝐷𝐷𝐷𝐷     (2.7) 

𝐼𝐼𝐷𝐷𝐷𝐷 = 𝐼𝐼𝐷𝐷𝐷𝐷 sin 𝜃𝜃ℎ    (2.8) 

  

        IH: global radiation (W/m2)  

        IdH: diffusive horizontal radiation (W/m2) 

        IDH: direct horizontal radiation or BEAM (W/m2) 

        η: A coefficient that has been determined by fitting a curve to the measurements of  

                               solar radiation carried out by Lunelund over the period 1927-33. 

        θh: solar height (degree) 

2.8.6. Direct normal radiation or Beam 

The direct irradiance on an area perpendicular to the sun.  

The direct normal solar radiation, beam, is not provided by the Rossby centre. It has been calculated 

based on the work by Taesler and Andersson. Their method is called ENLOSS model (Taesler & 

Andersson 1984). In some other references it is called SOLTIMSYN model (IEA 1996). 

a) What we have from the Rossby centre  

  IH: Global radiation 

Nc: Cloud coverage. Hourly cloud coverage.  

       A number between 0 (0/8) and 1 (8/8) 

 

b) The applied procedure 

1) We need the solar height in the calculations. If we name the hourly angle that is found from 

the HAM-Tools simulation ¥ then the solar height is: 

θh=90-¥                       

2) Finding the air mass 

“In astronomy, airmass is the optical path length through Earth's atmosphere for light from a 

celestial source. As it passes through the atmosphere, light is attenuated by scattering and 

absorption; the more atmosphere through which it passes, the greater the attenuation. “ 

(cited from Wikipedia) 

Airmass normally indicates relative airmass, the path length relative to that at the zenith at 

sea level, so by definition, the sea-level airmass at the zenith is 1. Airmass increases as the 

angle between the source and the zenith increases, reaching a value of approximately 38 at 

the horizon. Airmass can be less than one at an elevation greater than sea level. 
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There are different relations and estimations for finding the air mass. Taesler has used a 

relation in his work (Taesler & Andersson 1984) , but there are other relations with better 

results. The one that has been used here is the Young formula.  

 

Figure 2.1 Different airmass formula plots (picture is from Wikipedia) 

 

Here is the Young relation: 

𝑚𝑚 = 1.002432  𝑐𝑐𝑐𝑐𝑐𝑐2𝑧𝑧𝑡𝑡+0.148386 cos 𝑧𝑧𝑡𝑡+0.0096467
 𝑐𝑐𝑐𝑐𝑐𝑐 3𝑧𝑧𝑡𝑡+0.149864  𝑐𝑐𝑐𝑐𝑐𝑐 2𝑧𝑧𝑡𝑡+0.0.0102963 cos 𝑧𝑧𝑡𝑡+0.000303978

      

        (2.9) 

 m: air mass (optical air mass) [-] 

 zt: zenith angle [degree] zt=90- θh  

Note that in the Matlab code, angles have been multiplied by 
𝜋𝜋

180
 to be in Radian. 

3) Finding partial vapor pressure at the surface in mbar (e) 

𝑒𝑒 = 𝑝𝑝𝑣𝑣
100

    (2.10) 

pv: vapor partial pressure. Has been described in section 2.8.3. 

4) Finding absorption of radiation by water vapor (F) 

𝐹𝐹 = 70 + 2.8 𝑒𝑒 𝑚𝑚    (2.11) 

 F: absorption of radiation by water vapor 

 e: vapor pressure at the surface [mbar] 

 m: air mass  

In the Matlab code F matrix is checked. Whenever the global radiation, IH, is equal to   

zero the F value is set to be zero. 

5) Introducing the coefficient of turbidity (β) 
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Turbidity is the cloudiness or haziness of a fluid caused by individual particles (suspended 

solids) that are generally invisible to the naked eye, similar to smoke in air. The 

measurement of turbidity is a key test of water quality. [7] 

The coefficient of turbidity, β, is from table 6.1 of ref. [4]. Also you can find it in ref. [5]. 

            Table 2.2    Coefficient of turbidity 

Month β 

January 0.04 

February 0.04 

March 0.05 

April 0.06 

May 0.07 

June 0.07 

July 0.065 

August 0.06 

September 0.055 

October 0.05 

November 0.04 

December 0.04 

 

6) Introducing the Spectral distribution 

Table 2.3 shows the spectral distribution of solar radiation outside the atmosphere 

according to Houghton and Thekaekara (Taesler & Andersson 1984). The intensity of 

radiation in the wavelength region 0.115-50 nm is divided into 78 band width.  
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  Table 2.3     Spectral distribution of solar radiation outside the atmosphere 

λ i0(λ) λ i0(λ) λ i0(λ) 

0.115 0.000007 0.43 1.66 0.9 0.902 

0.14 0.00003 0.44 1.833 1 0.757 

0.16 0.00023 0.45 2.031 1.2 0.491 

0.18 0.00127 0.46 2.092 1.4 0.341 

0.2 0.0108 0.47 2.059 1.6 0.248 

0.22 0.0582 0.48 2.1 1.8 0.161 

0.23 0.0675 0.49 1.975 2 0.104 

0.24 0.0638 0.5 1.966 2.2 0.08 

0.25 0.0718 0.51 1.906 2.4 0.063 

0.26 0.132 0.52 1.856 2.6 0.049 

0.27 0.235 0.53 1.865 2.8 0.039 

0.28 0.225 0.54 1.805 3 0.031 

0.29 0.488 0.55 1.747 3.2 0.0229 

0.3 0.52 0.56 1.716 3.4 0.0168 

0.31 0.698 0.57 1.734 3.6 0.0137 

0.32 0.84 0.58 1.737 3.8 0.0112 

0.33 1.072 0.59 1.721 4 0.0096 

0.34 1.087 0.6 1.687 4.5 0.006 

0.35 1.107 0.62 1.622 5 0.0038 

0.36 1.081 0.64 1.563 6 0.0018 

0.37 1.19 0.66 1.505 7 0.001 

0.38 1.134 0.68 1.445 8 0.006 

0.39 1.112 0.7 1.386 10 0.00025 

0.4 1.447 0.72 1.331 15 0.000049 

0.41 1.773 0.75 1.251 20 0.000015 

0.42 1.77 0.8 1.123 50 4E-07 

 λ: wavelength (μm) 

 i0(λ): mean value of spectral radiation in an interval centered on λ (W/m2 nm) 

 

7) Calculating the intensity of direct radiation in the direction of normal (I’
DN) 

In the SOLTIMSYN model developed by the SHMI, the calculations are based on the spectral 

distribution of solar radiation outside the atmosphere. 

On its passage through the atmosphere, the intensity of radiation in the different 

wavelength regions diminishes owing to molecular scatter and absorption in accordance 

with; 

𝑖𝑖(𝜆𝜆) = 𝑖𝑖0(𝜆𝜆) 𝑒𝑒−(𝛼𝛼𝑟𝑟+𝛼𝛼𝑑𝑑)𝑚𝑚     (2.12) 

 𝑖𝑖(𝜆𝜆): intensity of radiation of wavelength λ (W/m2 μm) 

 λ: wavelength (μm) 
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 m: optical air mass see relation (2.9) 

 𝛼𝛼𝑟𝑟 : coefficient of absorption for molecular scatter see relation (2.13) 

 𝛼𝛼𝑑𝑑 : coefficient of absorption for particular scatter see relation (2.14) 

The coefficient αr describes Rayleigh scatter and is a function of wavelength in accordance 

with; 

𝛼𝛼𝑟𝑟 = 0.00816  𝜆𝜆−4    (2.13) 

The coefficient αd is a function of wavelength and is subject to high degree of variation 

depending on the turbidity of the atmosphere;  

𝛼𝛼𝑑𝑑 = 𝛽𝛽 𝜆𝜆−1.3    (2.14) 

 𝛽𝛽: coefficient of turbidity according to Table 2.2 

Using the coefficient of absorption in accordance with equations (2.13) and (2.14), 

coefficient of turbidity in accordance with Table 2.2 and the optical air mass as determined 

by equation (2.9), the intensity of radiation at the surface of the earth is calculated in 

accordance with equation (2.12) for an arbitrary wavelength. By integrating (2.12) over the 

wavelength region of interest, 0.115-50 nm, we obtain the intensity of direct radiation in the 

direction of the normal as; 

𝐼𝐼𝐷𝐷𝐷𝐷′ = ∫ 𝑖𝑖(𝜆𝜆)𝑑𝑑𝑑𝑑𝜆𝜆=50
𝜆𝜆=0.115    (2.15) 

𝐼𝐼𝐷𝐷𝐷𝐷′  is calculated inside two loops: 

 For time=1:24*365 

        𝐼𝐼𝐷𝐷𝐷𝐷′ (time)=0 

  For i=2:end i is counter for the wavelength, Table 2.3 

 

𝐼𝐼𝐷𝐷𝐷𝐷′ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐼𝐼𝐷𝐷𝐷𝐷′ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 

 

𝑎𝑎𝑎𝑎𝑎𝑎 �
𝑖𝑖0(𝜆𝜆𝑖𝑖) exp�−�0.00816  𝜆𝜆𝑖𝑖−4 + 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝜆𝜆𝑖𝑖−1.3� 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 �

2 � + 

 

𝑎𝑎𝑎𝑎𝑎𝑎 � 
𝑖𝑖0(𝜆𝜆𝑖𝑖−1) exp⁡[−�0.00816  𝜆𝜆𝑖𝑖−1

−4 + 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  𝜆𝜆𝑖𝑖−1
−1.3� 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ]

2 �  

 

× (𝜆𝜆𝑖𝑖 − 𝜆𝜆𝑖𝑖−1) 

 

  End of i 
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𝐼𝐼𝐷𝐷𝐷𝐷′ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐼𝐼𝐷𝐷𝐷𝐷′ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 × (1 − 𝑁𝑁𝑐𝑐)  Effects of cloudiness is calculated at this 

step 

 End of time 

  

Note: In the case of using the values the same as table 2.2, the result of the 

calculation should be multiplied by 1000. 

8) Calculating a correction factor (ke) 

The correction factor, ke, takes account of the eccentricity of the earth’s orbit around the 

sun. 

 

𝑘𝑘𝑒𝑒 = 1
1353

(1353 + 45.326 cos𝜔𝜔𝑁𝑁𝑁𝑁𝑑𝑑 + 0.88018 cos 2𝜔𝜔𝑁𝑁𝑁𝑁𝑑𝑑 − 0.00461 cos 3𝜔𝜔𝑁𝑁𝑁𝑁𝑑𝑑 +

1.8037 sin𝜔𝜔𝑁𝑁𝑁𝑁𝑑𝑑 + 0.09746 sin 2𝜔𝜔𝑁𝑁𝑁𝑁𝑑𝑑 + 0.18412 sin 3𝜔𝜔𝑁𝑁𝑁𝑁𝑑𝑑)  

                          (2.16) 

𝜔𝜔𝑁𝑁 = 2𝜋𝜋/366 

𝑁𝑁𝑑𝑑: 𝑑𝑑𝑑𝑑𝑑𝑑 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  1, 2, … ,365 (366) 

 

9) Calculating the Direct Normal Radiation  

The direct radiation in the normal direction, corrected for the appropriate distance between 

the earth and the sun, and with respect to the absorption in water is obtained from; 

𝐼𝐼𝐷𝐷𝐷𝐷 = 𝑘𝑘𝑒𝑒(𝐼𝐼𝐷𝐷𝐷𝐷′ − 𝐹𝐹)   (2.17) 

 𝐹𝐹: absorption of radiation by water vapor from (2.11) 

10) Checking and correcting the 𝐼𝐼𝐷𝐷𝐷𝐷  

At the instances without any total radiation, IH=0, the normal direct radiation is replaced 

with zero. 

At the instances with the negative 𝐼𝐼𝐷𝐷𝐷𝐷 , which means 𝐼𝐼𝐷𝐷𝐷𝐷′ < 𝐹𝐹, normal direct radiation is 

replaced with zero. 

 

11) Finding Direct Solar radiation on Horizontal surface (IDH) 

𝐼𝐼𝐷𝐷𝐷𝐷 = 𝐼𝐼𝐷𝐷𝐷𝐷 sin θh     (2.18) 

12) Finding Diffusive Solar radiation on Horizontal surface (IdH) 

 

When there is no cloud in the sky and Nc=0; 

𝐼𝐼𝑑𝑑𝑑𝑑 = 𝜂𝜂 𝐼𝐼𝐻𝐻    (2.19) 
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𝜂𝜂 = 1
1+8 (sin 𝜃𝜃ℎ )0.7    (2.20) 

                     𝐼𝐼𝐷𝐷𝐷𝐷 = 𝐼𝐼𝐻𝐻 − 𝐼𝐼𝑑𝑑𝑑𝑑    

When the sky is cloudy and Nc>0; 

 𝐼𝐼𝐷𝐷𝐷𝐷  is calculated from (2.18) 

𝐼𝐼𝑑𝑑𝑑𝑑 = 𝐼𝐼𝐻𝐻 − 𝐼𝐼𝐷𝐷𝐷𝐷     (2.21) 

The coefficient η has been determined by fitting a curve to the measurements of solar 

radiation carried out by Lunelund over the period 1927-33, the results of which are set out in 

table II:1 in Brown and Isfält (IEA 1996). 

 

13) Checking and correcting the 𝐼𝐼𝑑𝑑𝑑𝑑and 𝐼𝐼𝐷𝐷𝐷𝐷  

In some instances 𝐼𝐼𝐷𝐷𝐷𝐷 > 𝐼𝐼𝐻𝐻 which causes negative 𝐼𝐼𝑑𝑑𝑑𝑑  in (2.21). In this case the IdH is 

replaced with zero.  

At the instances with no total radiation, IH=0, the direct horizontal radiation, IDH, and 

diffusive horizontal radiation, IdH, is replaced with zero. 

2.8.7. Long wave sky radiation 

The long wave radiation is available from the Rossby data in W/m2 for each 30 minutes. 

2.8.8. Global illuminance 

It is not used in the simulations, set as zero. 

2.8.9. Diffuse horizontal illuminance 

It is not used in the simulations, set as zero. 

2.8.10. Direct normal illuminance 

It is not used in the simulations, set as zero. 

2.8.11. Wind direction  

Wind direction is in degree, between 0o and 360o.  

The speed data that we have from the Rossby centre contains two elements of the speed vector; 

1. Speed vector in the horizontal direction. The positive direction is from West to East. 

2. Speed vector in the vertical direction. The positive direction is from South to North. 

It is important to note that the arrow tip of the speed vector is located on the coordinate origin. 
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To find the wind direction, the arctangent of the angle between two velocity elements is found, then 

we add 180o to the result to set the angle in the proper way for weather data. 

The Matlab command is: Direction=atan2(u, v)*180/π + 180 

u is the wind speed in the W-E direction and v is the S-N element. 

 

2.8.12. Wind speed 

Wind speed is in m/s. It is found in this way: 

𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = �𝑢𝑢2 + 𝑣𝑣2 

In the weather data wind speed is multiplied by 10 to avoid decimals. 

 

  

E (90o) W (270o) 

S (180o) 

N (0o) 

+u 

+v 
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3. The attic model 

In this chapter a brief description about the attic model is presented. Most of the information about 

the attic model is available in paper iii and some other references. The outdoor climate data which 

has been introduced as the weather data in chapter one is applied to the numerical model of the 

attic to simulate the indoor climate. For each outdoor climate data the HAM (Heat, Air and 

Moisture) simulation is done for the whole period. The length of the periods is mostly 140 years. 

Simulations are made on hourly steps. The environment is the Simulink toolbox of the Matlab 

software. The International Building Physics Toolbox (IBPT) is used to define the building 

components in the Simulink. IBPT is defined as a library in the Simulink environment. 

3.1. The attic 

Figure 4.1 shows the attic over the residential 2-storey house. The characteristics of the building are 

described in paper II. The results in this paper are related to the exhaust-only ventilation of the 

model (Angela Sasic Kalagasidis et al. 2009). 

                        

     Figure 3.1. The sketch of the cold attic and the house. 

3.2. Simulation environment 

The HAM simulations have been made in the Simulink toolbox of Matlab (www.mathworks.com) 

using the IBPT library (www.ibpt.org). More information is available in “HAM-Tools - An Integrated 

Simulation Tool for Heat, Air and Moisture Transfer Analyses in Building Physics” (A. Sasic Kalagasidis 

2004). 
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4. Statistical methods 

Working with future climate scenarios in hygro-thermal simulation of buildings extends the 

simulation time to tens of decades. In many cases the results are based on hourly or daily 

calculations. Though it is possible to do the simulations on an hourly basis for a long period, 

assessing and presenting the results demands suitable statistical methods. For example there are 

hourly weather data sets from 1961 to 2100. Imagine simulation of a building and analyzing the 

results for 140 years, on hourly basis, for three different emission scenarios, different resolutions 

and different global climate models. It is not possible to analyze the results using the ordinary 

methods that are used in building physics. Handling huge amounts of data demands suitable 

methods. 

None of the future weather data sets is certain. All are the simulation results and nobody is sure if 

one is going to happen or not. The meteorologists usually do not base their conclusions on short 

time periods when they are working with the future climate. For example they study or compare the 

behavior of a parameter in long time periods like 30 years. The trends and the variances are 

considered for different time periods and different data sets.  

Different statistical methods for analyzing and presenting the weather data and simulation results 

have been used. Some of them are very well known and do not need extra description like 

probability distribution function (PDF), cumulative distribution function (CDF), histogram etc. Some 

of the methods need more description which is provided in this chapter.  

The statistical methods which are considered here are divided to parametric and nonparametric 

methods. Nonparametric statistical methods, unlike parametric statistics, make no assumptions 

about the probability distributions of the variables being assessed. We use the nonparametric 

methods for comparing the data sets as groups of numbers. The robust nonparametric methods are 

useful for quick comparison of different sets. It is easy to handle huge data sets using these methods 

when there is no need for tracking the time (or any other relevant parameter). The nonparametric 

model and method which are introduced here are boxplot and a hypothesis which has been 

developed by Ferro (Ferro et al. 2005).  

In the parametric methods we have the track of time (or any other relevant parameter). In the case 

of analyzing the data using more statistical power we use the parametric methods. Parametric 

methods make more assumptions than non-parametric methods. They can produce more accurate 

and precise estimates but the robustness of the method can be questioned. The method that is 
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introduced in this chapter is a robust method which has been developed by Fischer and Schär 

(Fischer & Schär 2009). 

Both the Ferro and Fischer methods have been developed and used in meteorology and are capable 

for analyzing the long term simulation results. The nonparametric method is used to compare 

different data sets and different resolutions. The parametric method, which is based on 

decomposition of the parameter variabilities, is useful in comparing different scenarios, boundary or 

initial conditions. The method provides a suitable view of the data which enables to measure the 

effects of influential parameters on the data variations. 

4.1. Boxplot 

The box plot is based on robust statistics. Robust statistics is more resistant (robust) to the presence 

of outliers comparing to the classical statistics which is based on the normal distribution. Boxplot 

gives a general view of the data. Before describing the boxplot it is necessary to know about some 

statistical concepts: 

Quantiles 

Quantiles are the points that are taken at regular intervals from the cumulative distribution function 

(CDF) of a variable. If we divide an ordered data into n equal-sized subsets then we will get n-

quantiles; the quantiles are the data values marking the boundaries between consecutive subsets. In 

other words the kth n-quantile for a variable is the value x such that the probability that the variable 

will be less than x is at most k / n and the probability that the random variable will be more than x is 

at most (n − k) / n. There are n – 1 quantiles, with k an integer satisfying 0 < k < n (see the Wikipedia 

or any statistical textbook). 

Quartiles 

The 4-quantiles are called quartiles. In descriptive statistics, a quartile is any of the three values 

which divide the sorted data set into four equal parts, so that each part represents one fourth of the 

sampled population. The lower quartile or first quartile, Q1, cuts off the lowest 25% of the data. The 

second quartile or median, Q2, cuts data set in half. The upper or third quartile, Q3, cuts off highest 

25% of data. The difference between the upper and lower quartiles is called interquartile range. 

 



33 

 

                  

Figure 4.1. Components of a boxplot 

The diagram shows the following information about the data: 

1. The lower whishker 

2. The lower quartile (Q1) 

3. The median (Q2)  

4. The upper quartile (Q3) 

5. The upper whishker 

6. The outliers 

An outlying observation, or outlier, is one that appears to deviate significantly from other members 

of the sample in which it occurs. 

Whishker is the line extends to at most 1.5 times the box width (the interquartile range) from either 

or both ends of the box. They must end at an observed value, thus connecting all the values outside 

the box that are not more than 1.5 times the box width away from the box. Accepting this definition 

results in having some values as outliers which are physically possible to happen. 

Figure 4.2. compares a boxplot and probability distribution function (pdf) of a normal N (0,1σ2) 

distribution.  

-15

-10

-5

0

5

10

15

20

25

30

35

40

Te
m

pe
ra

tu
re

 v
al

ue
s 

(o C 
)

6 

1 
6 

5 

4 
3 

2 

http://en.wikipedia.org/wiki/Interquartile_range�


34 

 

 
Figure 4.2. Boxplot and a probability density function (pdf) of a Normal N (0,1σ2) population (figure is 
from Wikipedia) 

4.2. The Ferro hypothesis 

Ferro et al. present a simple nonparametric technique based on quantiles for exploring and 

comparing differences in pairs of probability distribution functions (Ferro et al. 2005). The method 

uses quantiles to investigate the reason of changes in the probability distribution. The method 

checks if the changes are due to the shifts in location, scale or both. Changes in location and scale 

are often measured by sample means and variances, respectively.  

The aim is to understand any differences between the probability distributions of two variables. X 

and Y denote two variables. Their distribution functions are ( ) ( )F x P X x= ≤  and ( ) ( )G y P Y y= ≤  

where P(A) denotes the probability of an event. Ferro proposes the following hypothesis to 

understand the changing distributions: 

: ( ) ( )
: ( ) ( )
: ( ) ( )
: ( ) ( )

o

S X Y

L X Y

LS X X Y Y

H F z G z
H F z G z
H F z G z
H F z G z

σ σ
µ µ
µ σ µ σ

=
=

+ = +
+ = +    

(4.1) 

for all z−∞ < < ∞  and unknown constants μX, μX, σX>0 and σY>0. 

http://en.wikipedia.org/wiki/Probability_density_function�
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Hypothesis Ho claims no difference between F and G. For HS the difference is only in scale. In HL the 

difference is only in location. Finally in HLS the difference is only in location and scale.  

There are three useful statistics for summarizing a distribution which are defined based on quantiles; 

1- Median:  

0.5ˆXm x=
    (4.2) 

2- Interquartile range:  

0.75 0.25ˆ ˆXs x x= −
    (4.3) 

3- Yule-Kendall skewness measure: 

0.75 0.5 0.25ˆ ˆ ˆ( 2 ) /X Xa x x x s= − +
   (4.4) 

These statistics are resistant measures of the location, scale and shape (asymmetry) of F and can be 

compared with corresponding measures of G.  

Ferro has also used the quantile-quantile plot for the comparison. The cited hypothesis corresponds 

to different linear relationships between the two sets of quantile: 

:

: ( / )

: ( )

: ( ) /

o p p

S p Y p X

L p Y p X

LS p Y Y p X X

H y x
H y x
H y x
H y x

σ σ

µ µ

µ σ µ σ

=

=

= + −

= + −
   

(4.5) 

for all 0<p<1. The last three equalities (Hs, HL and HLS) are the quantiles for the distribution obtained 

by adjusting F to have, respectively, the same scale, location, and location and scale as G. 

The location parameters, μX and μY, are estimated by the medians, mX and mY. The scale parameters, 

σX and σY, are estimated by the interquartile ranges, sX and sY.    

4.3. The decomposition method 

Different changes in the weather data may affect building performance: long term changes like 

annual temperature increment or short term changes like increase in intraseasonal day-to-day 

variability. Besides of comparing the values of the large data sets there is also a need to find and 

compare the variations of the data sets and studying the influence of different changes of the 

climate on the building performance. We need to have the track of time in different scales. 

In this section a parametric method which has been developed by Fischer and Schär is described 

(Fischer & Schär 2009). In meteorology weather data sets are usually compared in long time scales, 
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i.e. 30 years. The method is based on decomposition of the variabilities of a parameter to three 

components: interannual, intraseasonal and seasonal cycle. At the first step a parameter is 

decomposed to four components according to relation 3.6. After calculation of the variances, the 

corresponding variabilities are calculated.  

Here the method is described for the daily temperature.  

, ,
ˆ

y d d y y dT T T T T′ ′′= + + +
    

(4.6) 

,y dT : Daily mean temperature on day d (of a total D) and in year y (of a total Y) 

T : The 30-year mean temperature of the season (or period) 

d̂T : The mean seasonal cycle relative to T  

yT ′ : The mean temperature anomaly of the season (or period) in year y 

,y dT ′′ : The residual daily anomaly with respect to other components. 

The method can be used for different time periods. For example the daily mean temperature can be 

decomposed in each 30-year period which implies Y=30 in the formulation. If we consider the spring 

season (March-April-May) then the total number of days in each year will be equal to 92 days 

(D=92). 

The mean seasonal cycle and mean temperature anomaly in (4.6) are defined as: 

,
1

1ˆ ( )
Y

d y d
y

T T T
Y =

= −∑
    

(4.7) 

,
1

1 ( )
D

y y d
d

T T T
D =

′ = −∑
    

(4.8) 

This implies:
1

ˆ 0
D

d
d

T
=

=∑ , 
1

0
Y

y
y

T
=

′ =∑ and ,
1

0
D

y d
d

T
=

′′ =∑ . 

The total daily variance can be defined as: 

2 2
, ,

1 1 1 1

1 1 ˆ( ) ( )
Y D Y D

to t y d d y y d
y d y d

T T T T T
YD YD

σ
= = = =

′ ′′= − = + +∑∑ ∑∑

  

(4.9) 

The variances of each time component are defined as the following; 
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The interannual variance: 2 2

1

1 Y

y
y

T
Y

σ
=

′ ′= ∑  

The variance induced by the seasonal cycle:
2 2

1

1 ˆˆ
D

d
d

T
D

σ
=

= ∑  

The intraseasonal variance in year y:
2 2

,
1

1 D

y y d
d

T
D

σ
=

′′ ′′= ∑ . 

Having these definitions, relation (9) can be written as: 

2 2 2 2

1

1ˆ
Y

tot y
yY

σ σ σ σ
=

′ ′′= + + ∑
    

(4.10) 

With the variances, the variability of each component may be found. The total summer temperature 

variability σtot is defined as the standard deviation of all summer daily mean temperatures in a 30-

year period. The variability components are: interannual variability (σ'), intraseasonal variability 

(σy"), and the variability induced by the seasonal cycle of the season (σ̂ ). 
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5. Spatial resolution 

Most of the weather data have been extracted with the resolution of 50km. For these two sets of 

weather data the spatial resolution of 25km is also available; RCA3_ECHAM5_A1B_3 and 

RCA3_ERA40. It is important to know how much the spatial resolution will affect the results. 

Extracting data from different grids for each spatial resolution has been described in section 2.7. In 

this section we investigate how much the two resolutions of weather data are different and how big 

is the effect of that difference on the simulation results. Three statistical methods have been 

selected: histogram, boxplot and the Ferro method where have been described in chapter 4. These 

robust nonparametric methods are applicable for handling the huge data sets. It is important to 

remember that there is no time lag between data sets. In other words the data behaves the same 

during time for the both resolutions. For example if the warmest day occurs in day n in the finer 

resolution, then the coarser one also has the highest temperature in day n. 

The hourly indoor and outdoor climate data is available for long periods; 140 and 45 years. Checking 

the compatibility of the two spatial resolutions can be done by comparing the resolutions for the 

whole period of 140 years or for some specific time periods. The latter provides a more precise 

comparison especially for the nonparametric methods which the time is not specified.  

Different parameters in different seasons for two periods of 1961-1990 and 2071-2100 have been 

compared together. Because of having four 25km grids corresponding to one 50km grid, the average 

value of the four 25km grids has been taken in each time step. So the comparison is between the 

50km grid and the average value of 25km grids. Simulation of the attic has been made using the 

central 50km grid weather data and the four corresponding 25km grids.  

The nonparametric methods are used for checking the uncertainties related to the spatial resolution 

of a climate model when the only difference is the grid size in extracting the data from the climate 

model.  
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5.1. Histogram 

Histogram is a useful tool to plot the density of a data. Histogram displays the tabulated frequency 

graphically as bars. In the following figures the distribution of parameters for the spatial resolutions 

of 25km and 50km are shown. Figures do not illustrate the time. They show the frequency of the 

data for being in a specific interval in the selected period.  

Temperature and relative humidity of the outer and inner climate and also the global radiation in 

Gothenburg are illustrated in the following figures. Figures 5.1 and 5.2 compare the outdoor 

temperature in four seasons for the periods of 1961-1990 (CTL) and 2071-2100 (SCN). Figures 5.3 

and 5.4 compare the relative humidity for that periods and figures 5.5 and 5.6 make the same 

comparison for global radiation, all for outdoor conditions. Histograms show that the data 

distributions in two resolutions are very alike. There are some differences for each time period 

which is reasonable; the two data sets do not have exactly the same location as a result of different 

resolutions.  

Looking at figures 5.7 and 5.8 illustrates the difference between indoor temperatures which happens 

because of the difference in the input data. The correlation between the 25km and 50km data sets 

for the indoor climate is not the same as the correlation of the outdoor parameters. The hygro-

thermal simulation of the attic is not a linear process. There are several parameters which are 

influencing the indoor conditions, for example the indoor relative humidity is the result of outdoor 

temperature and relative humidity, solar radiation, wind speed etc. So the simulation results have 

been affected by the spatial resolution differences of all the involved parameters. But as it is visible 

the magnitudes of the correlations have the same order indoor and outdoor. Figures 5.9 and 5.10 

show the difference of the indoor relative humidity distribution for two resolutions. 
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Figure 5.1. Outdoor temperature distribution during CTL for two spatial resolutions in RCA3-
ECHAM5-A1B-3 
 

 
Figure 5.2. Outdoor temperature distribution during SCN for two spatial resolutions in RCA3-
ECHAM5-A1B-3 
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Figure 5.3. Outdoor relative humidity distribution during CTL for two spatial resolutions in RCA3-
ECHAM5-A1B-3 

  

Figure 5.4. Outdoor relative humidity distribution during SCN for two spatial resolutions in RCA3-
ECHAM5-A1B-3 
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Figure 5.5. Global radiation distribution in CTL for two spatial resolutions in RCA3-ECHAM5-A1B-3 

 

Figure 5.6. Global radiation distribution in SCN for two spatial resolutions in RCA3-ECHAM5-A1B-3 
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Figure 5.7. Indoor temperature in CTL for two spatial resolutions in RCA3-ECHAM5-A1B-3 

 
Figure 5.8. Indoor temperature in SCN for two spatial resolutions in RCA3-ECHAM5-A1B-3 
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Figure 5.9. Indoor relative humidity in CTL for two spatial resolutions in RCA3-ECHAM5-A1B-3 

 

Figure 5.10. Indoor relative humidity in SCN for two spatial resolutions in RCA3-ECHAM5-A1B-3 
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Figure 5.11. Outdoor temperature distribution during 1961-1990 (CTL) in Gothenburg and Stockholm 
for the spatial resolutions of 50km in RCA3-ECHAM5-A1B-3 
 
Figure 5.11 shows how the histogram looks when the two data sets are really different. Here the 

outdoor temperature during 1961-1990 has been illustrated for two cities of Gothenburg and 

Stockholm. These cities have different climate conditions which is completely visible in the figures.  

5.2. Boxplot 

Boxplot, which is a robust nonparametric statistical model, has been described in section 4.1. 

Temperature and relative humidity of the outdoor and indoor climate for different time periods are 
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possible to happen. 
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neighbor-girds. There are some slight differences in medians, quartiles, whiskers and outliers. It is 

reasonable to have these differences in grids with different locations.  

 

Figure 5.12. Temperature distribution in the four 25km grids of Gothenburg during 1961-2100, left: 
outdoor, right: indoor  

 

Figure 5.13. Relative humidity distribution in the four 25km grids of Gothenburg during 1961-2100, 
left: outdoor, right: indoor  
 

Figures 5.14 and 5.15 compare 25km spatial resolution with the 50km resolution. Figures show that 

the total distributions of the temperature and relative humidity in the period of 140 years inside and 

outside the attic are very alike for both the resolutions. It is necessary to remember that the four 

25km grids are the closest grids to the 50km grid but they are not exactly covering the 50km grid. 

We should expect some small differences. The differences might be generated by location shift or 

resolution alteration. The boxplots tell us roughly about the range of data sets. At this level the 

figures show that the different resolutions are adjusted together. 
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Figure 5.14. Temperature distribution of the average of four 25km grids and the 50km grid in 
Gothenburg during 1961-2100, left: outdoor, right: indoor  
 

 

Figure 5.15. Relative humidity distribution of the average of four 25km grids and the 50km grid in 
Gothenburg during 1961-2100, left: outdoor, right: indoor 

 

Using boxplot helps to compare the climate conditions in different cities rapidly. For example by 

looking at figures 5.16 and 5.17 we can see the difference between Stockholm and Lund. Lund has a 

warmer and drier weather. These figures also confirm the idea of using boxplots for illustrating the 

differences between large sets of data. There is obvious location difference between four cities. The 

effect of location difference is visible in the following figures. Having these differences also assures 

us about different resolutions and having small alterations there. 
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Figure 5.16. Temperature distribution in four cities for the 50km grid during 1961-2100, left: 
outdoor, right: indoor  
 

 

Figure 5.17. Relative humidity distribution in four cities for the 50km grid during 1961-2100, left: 
outdoor, right: indoor 
 
 

It is possible to increase the accuracy of this kind of nonparametric comparison by decreasing the 

time period. For example the following figures compare the two resolutions for different seasons in 

two time periods, 1961-1990 (CTL) and 2071-2100 (SCN). 
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                       Spring                               Summer 

 
                     Autumn                                                               Winter  

Figure 5.18. Outdoor temperature distribution of the average of four 25km grids and the 50km grid 
in Gothenburg in four seasons during 1961-1990.  

 
                       Spring                               Summer 

 
                     Autumn                                                               Winter  

Figure 5.19. Outdoor temperature distribution of the average of four 25km grids and the 50km grid 
in Gothenburg in four seasons during 2071-2100. 
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                       Spring                               Summer 

 
                     Autumn                                                               Winter  

Figure 5.20. Indoor temperature distribution of the average of four 25km grids and the 50km grid in 
Gothenburg in four seasons during 1961-1990.  

 
                       Spring                               Summer 

 
                     Autumn                                                               Winter 

Figure 5.21. Indoor temperature distribution of the average of four 25km grids and the 50km grid in 
Gothenburg in four seasons during 2071-2100.  
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5.3. The Ferro hypothesis 

Ferro et al. presented a simple nonparametric method based on quantiles for exploring and 

comparing differences in pairs of probability distribution functions (Ferro et al. 2005). The method 

has been described in section 4.2. The method checks if the changes are due to the shifts in location, 

scale or both. Changes in location and scale are often measured by sample means and variances, 

respectively.  

There are some parametric statistical tests for checking the similarity of distribution of weather 

variables like; T test for equality of means which is unable to detect changes in scale and the F test 

for equality of variances which is unable to detect changes in location (Von Storch & Zwiers 2001). 

In this section the Ferro hypothesis has been applied for comparing two different spatial resolutions 

of data. At the first step we need to calculate the quantiles of the data distribution. In this work 100 

quantiles, from 0.01 to 1 with the step of 0.01, have been calculated by coding in the Matlab 

software. The cumulative distribution function (CDF) of the data, e.g. temperature, is divided into 

100 equal parts and the 100 corresponding quantiles are calculated. The median, Interquartile range 

and Yule-Kendall skewness are calculated using relations (4.2) to (4.4). These values are used to 

apply the Ferro hypothesis according to relation (4.5). H0, Hs, HL and HLS are calculated. Plotting these 

results and comparing them with the quantile-quantile graph of the 25km and 50km resolutions 

helps to investigate the differences and similarities of the two resolutions. Results are described in 

the following. The data with the 25km spatial resolution are the mean values of four 25km grids 

corresponding to the analyzed 50km gird. 

5.3.1. The quantile-quantile plots 

In the following figures the data with the 50km resolution have been assumed as the first parameter 

(related to the values on the X-axis). 

In Figure 5.22 the temperature distribution for the spatial resolutions of 25km and 50km are 

compared together using the Ferro hypothesis. Temperature values are for Gothenburg during 

spring in the period of 1961-1990.  
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Figure 5.22. Comparison of outdoor temperature distribution in spring for two spatial resolutions of 
25km and 50km during 1961-1990 for RCA3-ECHAM5-A1B-3. 
 

The X-axis values of the all the figures are the 100 quantiles of the first parameter. The Q-Q line is 

the calculated 100 quantiles of the first parameter, e.g. temperature of the 50km resolution, versus 

100 quantiles of the other parameter, e.g. temperature of the 25km resolution. The Ho line is the 

100 quantiles of the first parameter versus itself. So it is a straight line with the slope of 45 degrees. 

In the ideal case when the two sets of data are the same the Q-Q and Ho lines are coincident which 

means the distribution of the data sets are exactly the same. 

In the upper left box in the Figure 5.22 the HS line is the 100 quantiles of the first parameter, 50km 

resolution, versus the rescaled values of the same parameter. The scale factor is the ratio of 

interquartile ranges of the two sets of data (S25km/S50km). The interquartile range is a measure for the 

size of the box in the boxplot. For example when there are two sets of data, in the one with the 

bigger interquartile range the 50% of the data has been distributed in a wider range. So it will have a 

bigger box in the boxplot comparing to the data set with smaller interquartile range. The HS line tells 

how much the distribution of the 50km data would be different if the interquartile range was equal 

to the 25km inter quartile range.  
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In the figure showing the HL line, upper right in Figure 5.22, the Y-axis values are calculated by 

subtracting the median of the 50km grid from the X-axis values and adding the median of the 25km 

resolution as described by the corresponding yp in relations (4.5). Comparison of this line Ho line 

shows how having the median of 25km will affect the 50km distribution. In other words the 

dislocation of the HL line comparing with Ho line emphasizes the difference in medians between the 

two sets of data. For example it tells how much the location of the box will be shifted in the boxplot 

by changing the median of the 50km data set with the 25km.  

The distribution of the 50km data set has been affected by both the scale and location factors in the 

HLS line. It is shown in Figure 5.22, bottom. It shows that by rescaling the interquartile range and 

shifting the median of the 50km data set, using the factors corresponding to the 25km data set, the 

quantile-quantile plot of the new distribution of the 50km data set (HLS) almost matches the 

quantile-quantile plot of the 50km and 25km girds (the Q-Q line). It means that if the values of two 

data sets were exactly the same but one of them (50km) had the scale and location factors of the 

other one (25km), then the quantile-quantile plot (Q-Q line) would be HLS. We know that the 50km 

and 25km data sets are equal in size and they are distributed almost in the same span. Matching of 

the HLS and Q-Q assures us about having very similar distribution in the 25km and 50km sets of the 

data. The differences between two sets of data are mostly on the tails which correspond to the 

extreme values of the data which also have the lower probability. Usually the tail values are 

corresponding to the outliers in the boxplot. 

Comparing the HLS plot in Figure 5.21 with the boxplots reveals some information about the 

differences between two resolutions and differences between the methods of comparing data sets. 

In Figure 5.22 the difference between the HLS line and Ho starts to increase from temperature around 

18 degrees. According to the other graphs in Figure 5.22 the difference is more caused by the scale 

difference. Boxplot does not show such information about the data sets. 

Applying the Ferro hypothesis for comparing different resolutions of the data is very useful. Beside 

of having a good view of the data distribution by using quantile and increasing the accuracy of the 

comparison, the method tells about the source of the difference; scale or location.  
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Figure 5.23. Comparison of outdoor temperature distribution in spring for two spatial resolutions of 
25km and 50km during 2071-2100 for RCA3-ECHAM5-A1B-3. 
 

Figure 5.23 makes the same comparison using Ferro hypothesis for the spring temperature 

distribution in Gothenburg during 2017-2100. The coincidence of the HLS and Q-Q lines confirms the 

similarity of the data sets. The small offset of the Q-Q line between 0oC and 5oC is caused by the 

location differences according to the HL and Q-Q lines. 

In the following some other data sets are compared for different resolutions using the Ferro 

hypothesis. Here we compare the location and scale shifts together by showing HLS and Q-Q lines. 

The largest difference between the 50km and 25km data happens in Stockholm. 
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Figure 5.24. Comparison of indoor temperature distribution in spring for two spatial resolutions of 
25km and 50km during CTL (left) and SCN (right) periods for RCA3-ECHAM5-A1B-3. 
 

 

Figure 5.25. Comparison of outdoor relative humidity distribution in spring for two spatial 
resolutions of 25km and 50km during CTL (left) and SCN (right) periods for RCA3-ECHAM5-A1B-3. 
 

 

Figure 5.26. Comparison of indoor relative humidity distribution in spring for two spatial resolutions 
of 25km and 50km during CTL (left) and SCN (right) periods for RCA3-ECHAM5-A1B-3. 
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Figure 5.27. Comparison of outdoor temperature distribution in Stockholm for two spatial 
resolutions of 25km and 50km during CTL period for RCA3-ECHAM5-A1B-3. 

 
Figure 5.28. Comparison of indoor temperature distribution in Stockholm for two spatial resolutions 
of 25km and 50km during CTL period for RCA3-ECHAM5-A1B-3. 
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Figure 5.29. Comparison of outdoor temperature distribution in Stockholm for two spatial 
resolutions of 25km and 50km during SCN period for RCA3-ECHAM5-A1B-3. 

 
Figure 5.30. Comparison of indoor temperature distribution in Stockholm for two spatial resolutions 
of 25km and 50km during SCN period for RCA3-ECHAM5-A1B-3. 
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6. Global Climate Models 

One of the future climate uncertainties is uncertainties related to the global climate model (GCM). 

Most of the weather data that have been used in this project are from the ECHAM5 global climate 

model, but there are some other weather data which have been used for checking the effects of 

having different GCMs. In this chapter simulation results of these GCMs are considered: CCSM3, 

CNRM, ECHAM5 and HadCM3. These global climate models have been described in section 2.3. 

All the weather data from different GCMs have been extracted with the spatial resolution of 50km 

using RCA3. The emission scenario and initial conditions are the same for all the GCMs; A1B_3.  

Hygro-thermal responses of the attic have been analyzed in the city of Stockholm in different 

seasons. The period of the simulations is 1961-2100. Results are mainly considered for the periods of 

1961-1990 (CTL) and 2071-2100 (SCN).  

The outdoor and indoor climates have been compared for different GCMs using the nonparametric 

and parametric methods. The parametric method is decomposition of parameters and their 

variabilities which has been described in chapter 3. For the CTL period the GCMs have been also 

compared with the ERA40 which can be used as a reference.  

Looking into differences of the GCMs and comparing the indoor and outdoor climate helps in 

understanding the sensitivity of the simulation results to different GCMs. It helps to make more 

general conclusions for the future performance of buildings. 

In section 6.1 the indoor and outdoor climate are compared using boxplots and quantile plots. 

Section 6.2 compares decomposition components of the temperature, relative humidity and global 

radiation. It is followed by comparing the indoor and outdoor variabilities for different GCMs in the 

CTL and SCN periods.  

Paper V concerns about the same subject during autumn in Stockholm. 

6.1. Nonparametric comparison of GCMs 

It is interesting to see how much having different global climate models affects the weather data. In 

this section the outdoor and indoor climate for different global climate models are compared 

together using the nonparametric methods. To have a better illustration of the climate data 

different parameters are compared in four seasons during two periods of 1961-1990 (CTL) and 2071-

2100 (SCN). 
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             Spring                  Summer 

 
          Autumn                   Winter 

Figure 6.1. Outdoor temperature distribution in Stockholm for different GCMs during CTL period. 
 
Figure 6.1 shows the temperature distribution of the outdoor climate in Stockholm during CTL 

period for different GCMs. Figure 6.2 shows the same values for inside the attic. The indoor 

temperature shows almost the same pattern as the outside for the differences between the GCMs. 

The appearance of the boxplots is almost following the same order indoor and outdoor. It tells again 

about the linear correlation between the indoor and outdoor temperature. Figures 6.3 and 6.4 show 

the outdoor and indoor temperature distribution during the SCN (2071-2100) period. The same as 

the CTL period there is linear correlation between the indoor and outdoor temperatures.  

During the CTL period ERA40 is used as a reference.  
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             Spring                  Summer 

 
          Autumn                   Winter 

Figure 6.2. Indoor temperature distribution in Stockholm for different GCMs during CTL period. 

 
             Spring                  Summer 

 
          Autumn                   Winter 

Figure 6.3. Outdoor temperature distribution in Stockholm for different GCMs during SCN period. 
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Spring                  Summer 

 
Autumn                   Winter 

Figure 6.4. Indoor temperature distribution in Stockholm for different GCMs during SCN period. 
 
Looking at figures 6.1 and 6.3 reveals the effects of global warming on the temperature 

distributions. All the global climate models show a warmer climate in the future. For example 

looking into summer in figures show the box has been shifted upward in the SCN period and the 

medians have reached to values around 2oC more than the CTL period. The pattern which the 

boxplots of the four GCMs make in each season during CTL is somehow repeated during the SCN 

period. Differences between GCMs are more visible in the coldest and warmest seasons; winter and 

summer. The extreme values of each model are mostly in these two periods. During both the CTL 

and SCN periods the HADCM global model has the widest temperature span. The whishkers show 

the lowest temperature in winter and highest in summer for this GCM. The indoor temperature 

projects the same variations inside. Looking at Figure 6.3 the ECHAM5 predicts warmer winters for 

the future comparing to the rest. The CCSM3 have the coolest summers during SCN the same as the 

CTL period. 

Figures 6.5 to 6.8 show the quantile (inverse CDF) plot of the relative humidity distribution for 

different GCMs during two periods inside and outside the attic. Figures 6.5 and 6.7 illustrate that the 

GCM with the lowest relative humidity distribution during CTL excluding spring, CNRM, predicts the 
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lowest distribution also in the SCN period. In the same manner HADCM has a high distribution during 

both periods in most of the seasons.  

Figure 6.5. Outdoor relative humidity distribution in Stockholm for different GCMs during CTL. 
 

But the situation is not the same inside; for example in figure 6.5 during the CTL period CNRM has 

the lowest values in autumn but the indoor relative humidity reaches to high values comparing to 

other GCMs in Figure 6.6. The indoor relative humidity is not a linear function of the outdoor.  
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Figure 6.6. Indoor relative humidity distribution in Stockholm for different GCMs during CTL. 

 
Figure 6.7. Outdoor relative humidity distribution in Stockholm for different GCMs during SCN. 
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Figure 6.8. Indoor relative humidity distribution in Stockholm for different GCMs during SCN. 

 

During the SCN period despite of having higher outdoor relative humidity in all seasons for HADCM, 

the indoor relative humidity mostly has the lowest values. It is very visible in figures 6.7 and 6.8. It 

might be effects of having high solar radiation and temperature with the highest and lowest extreme 

values. Generally, checking the extreme values of different parameters helps in comparing different 

GCMs. 

During winter the outdoor relative humidity is higher than other seasons. Having lower outdoor 

temperature results in lower indoor temperature and lower vaporization and moisture transfer to 

the outdoors which increases the relative humidity inside the attic.  

The outdoor relative humidity during summer and winter does not show a big difference between 

two periods. The RH increment is more visible in autumn and spring. For all the GCMs the relative 

humidity will increase in the future. Having higher relative humidity and temperature may cause to 

more mould growth problems.  
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6.2. Parametric comparison of different GCMs 

In this section the indoor and outdoor climate of the attic are analyzed using the decomposition 

method which has been described in chapter 4. It is not possible to show and discuss all the results 

in this report, so results for Stockholm during summer for two periods of 1961-1990 (CTL) and 2071-

2100 (SCN) are presented here. 

Figures 6.9 to 6.17 show different decomposition components of the indoor and outdoor 

temperature for two periods. The components are 30-year mean (T ), seasonal mean ( yT T ′+ ), 

mean cycle ( d̂T T+ ) and daily mean ( ,y dT ) temperatures. Relations (4.6) to (4.8) show the 

calculation of each component. In the following figures for the daily mean and seasonal mean 

temperatures, the temperature values of the 15th year in each period has been used. It means for 

the CTL and SCN periods the values of the years 1975 and 2085 are applied to the calculations 

respectively.  

  
Figure 6.9. Decomposition components of the outdoor temperature in Stockholm during CTL period 
in summer, ERA40 climate model. left: outdoor climate, right: indoor climate 

 
Figure 6.10. Decomposition components of the outdoor temperature in Stockholm during summer, 
CCSM3 global climate model, left: CTL period, right: SCN period 
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Figure 6.11. Decomposition components of the indoor temperature in Stockholm during summer, 
CCSM3 global climate model, left: CTL period, right: SCN period 
 
 

 
Figure 6.12. Decomposition components of the outdoor temperature in Stockholm during summer, 
CNRM global climate model, left: CTL period, right: SCN period 
 
 

 
Figure 6.13. Decomposition components of the indoor temperature in Stockholm during summer, 
CNRM global climate model, left: CTL period, right: SCN period 
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Figure 6.14. Decomposition components of the outdoor temperature in Stockholm during summer, 
ECHAM5 global climate model, left: CTL period, right: SCN period 
 
 

 
Figure 6.15. Decomposition components of the indoor temperature in Stockholm during summer, 
ECHAM5 global climate model, left: CTL period, right: SCN period 
 
 

 
Figure 6.16. Decomposition components of the outdoor temperature in Stockholm during summer, 
HADCM global climate model, left: CTL period, right: SCN period 
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Figure 6.17. Decomposition components of the indoor temperature in Stockholm during summer, 
HADCM global climate model, left: CTL period, right: SCN period 
 
Comparing the outdoor temperature during CTL period in different GCMs show that the CCSM3 has 

the lowest 30-year mean and seasonal mean. The values are respectively around 2 and 1 degree less 

than the ERA40 in Figure 6.9. The other GCMs have the 30-year mean values between 11.5 to 12.3 

degrees. Tables 6.1, 6.2 and 6.3 also compare the 30-year mean and seasonal mean of the four 

GCMs. In CCSM3, CNRM and ECHAM5 the seasonal mean is higher than the 30-year mean. It means 

in the 15th year of the CTL period the summer mean temperature is higher than the mean 

temperature of all the summers in the CTL period. Looking at the outdoor temperature during SCN 

period shows that in all the GCMs the difference between the 30-year mean and seasonal mean 

decreases. On the other hand both the mean values are higher than the CTL period. It means the 

temperature increment in the future, during summer in this case, is more influenced by the 

temperature raise in the whole period, comparing to the CTL period. All the GCMs predict the global 

warming and the temperature increment of around 2 degrees for these figures. It means having 

higher temperatures during summer in the future is more trend-induced and the seasonal increment 

plays the second role (in the cases that have been considered here). During the SCN period there is 

only one GCM having a higher seasonal mean than the 30-year mean: CNRM in Figure 6.12. In the 

GCMs with the lower seasonal mean than the 30-year mean, the daily temperature (dashed line) in 

more instances is under the solid line (30-year mean).  

According to tables 6.1 and 6.2 there can be a significant difference between the 30-year mean 

values of different GCMs. For example the HADCM3 and CCSM3 models show the temperature 

difference of around 3 degrees both inside and outside during the SCN period. It is a considerable 

difference which can affect the future designing policies.  
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Table 6.1. Comparing different mean values of the GCMs for the outdoor climate 
CTL period (1961-1990) SCN period (2071-2100) 

 ERA40 CCSM3 CNRM ECHAM5 HADCM3 CCSM3 CNRM ECHAM5 HADCM3 
30-year mean (Summer)  

T  11.96 10 12.3 11.47 12.08 11.9 13.82 13.5 14.7 

RH  0.83 0.83 0.84 0.85 0.85 0.86 0.87 0.88 0.89 

GR  169 165 163 157 161 149 146 137 137 
Seasonal mean (Summer)  

yT T ′+  11.46 10.2 13.45 12.57 11.3 11.76 14.3 12.65 14.5 

yRH RH ′+  0.82 0.84 0.83 0.82 0.85 0.88 0.89 0.87 0.91 

yGR GR ′+  177 155 175 174 158 141 137 142 119 

 
Table 6.2. Comparing different mean values of the GCMs for the indoor climate 

CTL period (1961-1990) SCN period (2071-2100) 

 ERA40 CCSM3 CNRM ECHAM5 HADCM3 CCSM3 CNRM ECHAM5 HADCM3 
30-year mean (Summer)  

T  14.7 13.1 15.1 13.96 15.31 12.9 14.8 13.4 15.87 

RH  0.69 0.68 0.71 0.72 0.69 0.69 0.73 0.71 0.68 
Seasonal mean (Summer) 

yT T ′+  15.4 13.4 14.9 13.95 15.9 13.0 14.1 13.1 14.98 

yRH RH ′+  0.68 0.72 0.72 0.73 0.69 0.67 0.75 0.7 0.73 

 
Table 6.3. Percentage differences between CTL and SCN periods 

Difference in 2071-2100 (SCN-CTL)/CTL [%] 

Outdoor Indoor 

 CCSM3 CNRM ECHAM5 HADCM3 CCSM3 CNRM ECHAM5 HADCM3 
30-year mean (Summer) 

T  18.88 12.4 17.67 21.6 -1.4 -2 -3.7 3.68 

RH  3.87 3.4 4.2 5 1.1 3 -0.3 -1.73 

GR  -9.46 -10.2 -12.7 -14.9 NA NA NA NA 
Seasonal mean (Summer) 

yT T ′+  14.9 5.1 0.62 28.4 -3.1 -5.2 -5.8 -5.8 

yRH RH ′+  4.3 5.6 6 7.3 -7.6 3 -4.2 6 

yGR GR ′+  -9.4 -21.8 -18 -24.9 NA NA NA NA 

 
Looking at relation (4.8) and the definition of the mean cycle in the beginning of this section helps to 

understand the concept of the mean cycle. Looking at the mean cycle and 30-year mean period in 

figures tells more about the GCMs. The mean cycle shows how the temperature varies during 

summer in the 30-year period. In all the GCMs the mean cycle reaches to its maximum level in mid 

July during the CTL period. It shifts to late July and early August during the SCN period. The 

amplitude of the mean cycle fluctuations around the 30-year mean temperature tells how much the 

point we are looking at, is far from the mean value. Having a mean cycle with smaller fluctuations 
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around the 30-year mean deals with stronger trend/period induced changes or weaker short time 

effects of the GCM. For example having a warmer summer with smaller fluctuations of the mean 

cycle during SCN period, comparing to CTL, means the GCM tends to increase the total mean 

temperature and there is less chance to have big seasonal variations in a year. In other words the 

GCM keeps the temperature values closer to the mean value and does not let the temperature to 

have high fluctuations around the mean value. Comparison of the mean cycle and the daily 

temperature shows how far the daily temperature is from the mean temperature of that day in the 

whole 30-year period. This difference is less in the attic and the indoor daily temperature profile 

follows the mean cycle pattern more than the outdoor.  

 

Figure 6.18. Percentage of variations in two periods for the GCMs. Values are from Table 6.3. 
 

Temperature inside the attic changes more rapidly. Having a wavy daily mean temperature profile 

with sharper edges denotes the big changes of the indoor temperature. The difference between the 

indoor and outdoor 30-year mean value during the SCN period is less than the CTL period in all the 

GCMs. For example in the case of ECHAM5 in figures 6.14 and 6.15 the difference between the 

indoor and outdoor 30-year mean temperatures is around 2.5oC during the CTL period and close to 

zero degrees in the SCN period (see tables 6.1 and 6.2). Similarly the indoor and outdoor seasonal 
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the outdoor and indoor conditions between two periods. It shows that the SCN outdoor 30-year 

mean is around 18% more than the CTL period for the ECHAM5, but the indoor temperature is 

around 4% less. Also in CCSM3 and CNRM despite of having higher 30-year for the outdoor 

temperature, the 30-year mean temperature inside the attic does not increase during SCN period. In 

all the GCMs the global radiation decreases during the SCN period. It affects the indoor temperature 

of the attic. On the other hand in HADCM3, with the highest increment and decrement of the 30-

year mean values of temperature and global radiation respectively, the 30-year mean of the indoor 

temperature increases. It may be explained by the large increment of the seasonal mean in 

HADCM3. Table 6.3 shows that the seasonal mean temperature in SCN is around 28% more than the 

CTL period. It is a large increment in comparison with the other GCMs.  

According to Table 6.3, relative humidity increases in the future for all the GCMs. But the indoor 

conditions do not show the same trend. The 30-year mean value increases in CCSM3 and CNRM and 

decreases in ECHAM5 and HADCM3. Figure 6.18 gives a total view of the changes between two 

periods. It is not easy to find a pattern for variations of the indoor relative humidity between 

different GCMs according to variations of the other parameters. We face the nonlinearity of the 

moisture conditions in the building. This fact makes the prediction of the indoor conditions difficult 

and time consuming in the case of having different uncertainties in the outdoor conditions. 

Figures 6.19 to 6.23 show the variability components of different parameters for the indoor and 

outdoor climate and compare the CTL and SCN periods. The order of appearance of the variability 

components is the same for all the GCMs for two periods except the indoor relative humidity in 

Figure 6.23; the intraseasonal and seasonal variabilities have different orders between GCMs and 

between indoor and outdoor relative humidity. 

 
Figure 6.19. Global radiation variability components in Stockholm during summer, left: CTL period, 
right: SCN period 
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Figure 6.20. Outdoor temperature variability components in Stockholm during summer, left: CTL 
period, right: SCN period 

 

 
Figure 6.21. Indoor temperature variability components in Stockholm during summer, left: CTL 
period, right: SCN period 

 

 
Figure 6.22. Outdoor relative humidity variability components in Stockholm during summer, left: CTL 
period, right: SCN period 
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Figure 6.23. Indoor relative humidity variability components in Stockholm during summer, left: CTL 
period, right: SCN period 
 

The magnitude of the temperature total variability increases in the attic. Looking at figures 6.20 and 

6.21 and comparing the indoor and outdoor variabilities of the CTL and SCN periods confirms the 
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climate increases for all the GCMs. In Table 6.4 the CCSM and CNRM have the maximum increment 

of around 10% during SCN period comparing to the CTL period. The indoor temperature does not 

show the same changes as the outdoor climate. For example in the CCSM the indoor intraseasonal 

variability decreases in the future despite of having higher values for the outside. On the other hand 

in CNRM both the indoor and outdoor values are increasing in the SCN period. It shows that the 

variations of indoor conditions, even for the temperature, are not following exactly the outdoor 

variations. Different variabilities of a parameter are representing the changes of that parameter in 

different time scales and periods. 

Table 6.4. Percentage differences (100*[SCN-CTL]/CTL ) of different variability components between 
the CTL and SCN periods for the outdoor climate 

GCM Variability Temperature Relative humidity Global radiation  

CCSM 

Interannual 7.2 -28.5 -11.2 

Outdoor 
Intraseasonal 10 -18.7 -4.1 
Seasonal 51 -25.8 -7 
Total 15.3 -19.5 -4.8 
Interannual 21.3 -3.2 

NA Indoor 
Intraseasonal -11 5.7 
Seasonal -10.7 -14.3 
Total -9.7 -5 

CNRM 

Interannual 42.3 -35.6 -3 

Outdoor 
Intraseasonal 9.9 -17.2 -4.4 
Seasonal 33.3 -25.9 -11.2 
Total 14.9 -18.8 -5.7 
Interannual 42 -21 

NA Indoor 
Intraseasonal 7 3.2 
Seasonal -15.8 -21 
Total 0.8 -12.3 

ECHAM5 

Interannual -0.4 -29 -10.7 

Outdoor 
Intraseasonal 3.4 -24.3 -5.7 
Seasonal -1.8 -35 -20.4 
Total 1.7 -25.4 -9.5 
Interannual -19.3 -2.2 

NA Indoor 
Intraseasonal -11.1 -0.2 
Seasonal -14.3 -9.6 
Total -12.6 -5.2 

HADCM 

Interannual 11.2 -30.4 -14.9 

Outdoor 
Intraseasonal 4 -23.9 -5.9 
Seasonal -11.7 -48.3 -21.5 
Total 1.5 -27.3 -9.8 
Interannual 20.8 5.7 

NA Indoor 
Intraseasonal -4.9 5.5 
Seasonal 8.5 4.7 
Total -0.6 5.8 
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Looking to the indoor and outdoor variations in different periods using variabilities may give us 

different images of the variations. The indoor temperature intraseasonal variabilities are magnified 

inside the attic, the value of each GCM in Figure 6.21 is bigger than the outdoor value in Figure 6.20. 

Having lower values of intraseasonal variability for the outdoor relative humidity during SCN in all 

the GCMs shows that changes in the future are more affected by the seasonal cycle comparing to 

CTL. It means the changes are more trend-induced. In all the GCMs excluding ECHAM5 the 

intraseasonal variability of the indoor relative humidity increases and does not show the same 

behavior as the outdoor conditions between the two periods. The intraseasonal variabilities of the 

relative humidity have smaller values inside the attic. Also the changes between two periods are 

much smaller than the outside. Inside the attic variations of the relative humidity from the 30-year 

mean value is less than the outside during the both periods. Having lower relative humidity inside 

the attic during summer decreases the variations. Looking at the other indoor variability changes in 

table 6.4 and comparing with the outdoor values shows the more steady conditions of the indoor 

relative humidity. On the other hand the intraseasonal variabilities of the indoor temperature are 

larger than the outdoor. The daily variations of the temperature around the seasonal cycle are 

magnified in the attic. But the differences between the GCMs decrease inside the attic. For example 

the difference of the indoor temperature intraseasonal variability between CCSM3 and CNRM is less 

than the outdoor for both the periods in figures 6.20 and 6.21. 

Seasonal variability is the variability which has been induced by the seasonal cycle. Having a more 

pronounced seasonal cycle implies larger temperature differences in the season which will enhance 

the seasonal variability (σ̂ ) and consequently the total variability (σtot). Changes in the seasonal cycle 

may also affect the shape (skewness) of the daily temperature distribution (Fischer & Schär 2009).  

The mean seasonal cycle in relation (4.7) calculates the mean value of deviations from the 30-year 

mean value in the whole period of 30 years for each day. So it gives a periodical view of each day. In 

this case the period is 30 years and the number of days is 92, equal to the number of summer days. 

In other words relation (4.7) generates a periodical view of the deviations from the 30-year mean 

value for the season we are looking at. Relation (4.8), which was used for calculation of the 

interannual variability, provides the annual view of deviation from the 30-year mean value for the 

season. The seasonal variability represents the magnitude of the daily variations of the season in the 

whole period. It gives an estimation for the amplitude of seasonal variations in the period. 

In figures 6.20 and 6.21 during the CTL period HADCM3 has the largest seasonal variability outdoors 

but the smallest indoors. It is the same for the relative humidity. According to Table 6.4 during SCN 

period in CCSM the outdoor temperature seasonal variability increases to 51% more than the CTL 
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period. But it decreases for 17% in CNRM. Different GCMs do not show the same pattern of changes 

for the seasonal variability of temperature. For the relative humidity all the GCMs show the 

decrement in the future, indoor and outdoor. The only exception is the HADCM3 for the indoor 

climate. It is interesting to see that the outdoor condition of the HADCM3 shows the biggest 

decrement of the relative humidity seasonal variability, it is around -48%. The indoor conditions are 

affected by many other factors.  

Having larger seasonal variabilities of temperature in a GCM during the SCN period in summer 

means the number of summer days with higher temperature values increase (if we assume the daily 

temperature does not go much below the 30-year mean in summer). In other words the number of 

hot days in summer will increase. Looking more general, it means in the whole period of SCN the 

summer temperature profile reach to higher (or lower) temperature levels comparing to CTL. So the 

periodical summer temperature profile will fluctuate more. In the case having lower seasonal 

variability, considering the higher 30-year mean temperature in SCN, the summer season follows the 

trend more than the CTL period. The indoor temperature during SCN follows the trend more than 

CTL in all the GCMs expect HADCM3.  

During summer the intraseasonal variability affects the total variability more than the others. In 

paper V which the variabilities have been calculated during autumn the seasonal variability takes the 

upper hand. During summer there is more chance to have high peaks in the temperature profile. It 

means more irregularity or sharper fluctuations happen in the temperature profile which makes the 

intraseasonal variability the dominant variability. Selecting the time period in analyzing the data 

affects the analysis and the consequent conclusions.  

The outdoor temperature total variability increases in all the GCMs, but not with the same rate. The 

maximum is for CCSM3, 16%. ECHAM5 and HADCM3 show a small increment. It is not possible to 

predict variations of the indoor total variability based on the outdoor. The total variability of the 

relative humidity during summer decreases for all GCMs, indoor and outdoor, except the indoor 

relative humidity of HADCM3. The warm summers of the SCN period decreases the variation level of 

the relative humidity.  

In analyzing the future performance of the buildings affected by the future climate it is important to 

select the proper time scale for the phenomenon which is going to be considered. For example the 

main reason of the temperature variations and the rate of it might be different in different seasons. 

Also one phenomenon may be more influenced by seasonal variations but another one by daily 

variations. 
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7. Emission scenarios 

In this chapter the hygro-thermal responses of the cold attic in different climate scenarios is 

considered. The difference of the scenarios is in having different CO2 emission scenarios.  The 

correlation between the climate in attic and the outer climate and also the sensitivity of the 

simulation results to different emission scenarios have been analyzed using the decomposition 

method which has been described in section 4.3.  

In meteorology several climate scenarios have been simulated for the future climate. One important 

parameter in climate scenarios is the CO2 emission scenario. The emission scenarios are predicted 

based on different assumptions like human activities, plant coverage, etc. Applying different 

emission scenarios to the same climate model results in different weather conditions. The CO2 

emission scenarios have been described in section 2.5. 

The weather data that have been used in these simulations are related to the RCA3 regional climate 

model and ECHAM5 global climate model. The spatial resolution is 50km. In this chapter climate 

conditions for these cities are presented: Gothenburg during autumn, Stockholm during winter and 

Östersund during summer. In each city three different emission scenarios have been considered: 

A2_1, A1B_1 and B1_1. There is no difference between the CTL period for all the emission scenarios. 

The decomposition components of the outdoor and indoor temperature and relative humidity and 

also the global radiation are compared for different scenarios. The variabilities of these parameters 

have been calculated and compared together in figures. The results of two periods have been 

studied; 1961-1990 and 2071-2100 which are named CTL and SCN. The climate conditions have been 

analyzed by decomposing of the parameters and their variabilities. The method is the same as the 

parametric method which has been used in the previous chapter. 

In paper IV with the title of “influence of the uncertainties In future climate scenarios on the hygro-

thermal simulation of an attic” the same subject has been analyzed for the city of Lund in south 

Sweden during spring season.  
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7.1. Gothenburg during autumn 

 
         CTL period - All the scenarios                                            SCN period - A2_1 scenario 

 
           SCN period - A1B_1 scenario                 SCN period - B1_1 scenario 

Figure 7.1. Decomposition components of global radiation in Gothenburg during autumn. 
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CTL period - All the scenarios                                 SCN period - A2_1 scenario 

 
SCN period - A1B_1 scenario   SCN period - B1_1 scenario 

Figure 7.2. Decomposition components of outdoor temperature in Gothenburg during autumn. 

 

CTL period - All the scenarios                                SCN period - A2_1 scenario 

 
SCN period - A1B_1 scenario  SCN period - B1_1 scenario 

Figure 7.3. Decomposition components of indoor temperature in Gothenburg during autumn. 
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CTL period - All the scenarios                                SCN period - A2_1 scenario 

 
SCN period - A1B_1 scenario                     SCN period - B1_1 scenario 

Figure 7.4. Decomposition components of outdoor relative humidity in Gothenburg during autumn. 

 

         CTL period - All the scenarios                                            SCN period - A2_1 scenario 
 
 

 

           SCN period - A1B_1 scenario                 SCN period - B1_1 scenario 

Figure 7.5. Decomposition components of indoor relative humidity in Gothenburg during autumn. 
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                         Outdoor   Indoor 

Figure 7.6. Temperature variability components in Gothenburg during autumn. 
 

 
                         Outdoor   Indoor 

Figure 7.7. Relative humidity variability components in Gothenburg during autumn. 
 

 
Figure 7.8. Global radiation variability components in Gothenburg during autumn. 
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7.2. Stockholm during winter 

 
             CTL period - All the scenarios                     SCN period - A2_1 scenario 

 
             SCN period - A1B_1 scenario                     SCN period - B1_1 scenario 

Figure 7.9. Decomposition components of global radiation in Stockholm during summer. 
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             CTL period - All the scenarios                    SCN period - A2_1 scenario 

 
             SCN period - A1B_1 scenario                   SCN period - B1_1 scenario 

Figure 7.10. Decomposition components of outdoor temperature in Stockholm during winter. 

 
             CTL period - All the scenarios                    SCN period - A2_1 scenario 

 
SCN period - A1B_1 scenario                   SCN period - B1_1 scenario 

Figure 7.11. Decomposition components of indoor temperature in Stockholm during winter. 
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             CTL period - All the scenarios                    SCN period - A2_1 scenario 

 
            SCN period - A1B_1 scenario                    SCN period - B1_1 scenario 

Figure 7.12. Decomposition components of outdoor relative humidity in Stockholm during winter. 

 
             CTL period - All the scenarios                    SCN period - A2_1 scenario 

 
             SCN period - A1B_1 scenario                     SCN period - B1_1 scenario 

Figure 7.13. Decomposition components of indoor relative humidity in Stockholm during winter. 
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                         Outdoor   Indoor 

Figure 7.14. Temperature variability components in Stockholm during winter. 
 

 
                         Outdoor   Indoor 

Figure 7.15. Relative humidity variability components in Stockholm during winter. 
 

 
Figure 7.16. Global radiation variability components in Stockholm during winter. 
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7.3. Östersund during summer 

 
             CTL period - All the scenarios                    SCN period - A2_1 scenario 

 
             SCN period - A1B_1 scenario                     SCN period - B1_1 scenario 

Figure 7.17. Decomposition components of global radiation in Östersund during summer. 
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             CTL period - All the scenarios                    SCN period - A2_1 scenario 

 
             SCN period - A1B_1 scenario                     SCN period - B1_1 scenario 

Figure 7.18. Decomposition components of outdoor temperature in Östersund during summer. 

 
            CTL period - All the scenarios                 SCN period - A2_1 scenario 

 
         SCN period - A1B_1 scenario              SCN period - B1_1 scenario 

Figure 7.19. Decomposition components of indoor temperature in Östersund during summer. 
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             CTL period - All the scenarios                    SCN period - A2_1 scenario 

 
             SCN period - A1B_1 scenario                     SCN period - B1_1 scenario 

Figure 7.20. Decomposition components of outdoor relative humidity in Östersund during summer. 

 
          CTL period - All the scenarios               SCN period - A2_1 scenario 

 
          SCN period - A1B_1 scenario               SCN period - B1_1 scenario 

Figure 7.21. Decomposition components of indoor relative humidity in Östersund during summer. 
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                         Outdoor   Indoor 

Figure 7.22. Temperature variability components in Östersund during summer. 
 

 
                         Outdoor   Indoor 

Figure 7.23. Relative humidity variability components in Östersund during summer. 
 

 
Figure 7.24. Global radiation variability components in Östersund during summer. 
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7.4. Some general points 

For all the cases the temperature is higher in A2-1, then A1B_1 and B1_1 has the lowest 

temperature. The global radiation has the opposite order. The increment of the emissions decreases 

the global radiation. The indoor conditions and their variabilities are very similar for different 

emission scenarios except in Östersund during summer. The variabilities decrease during the SCN 

period. It shows that the changes are more trend-induced having different emission scenarios.  

The effects of different variability components on the increment or decrement of the total variability 

depends on the season to large extent and also the place. The total variability is more affected by 

the seasonal variability in Gothenburg during autumn, but in Stockholm during winter the 

intraseasonal variabilities have larger values. In Gothenburg and Stockholm the interannual 

variability of the outdoor temperature increases by increment of the emissions. It works in the 

opposite way for the total variability of the global radiation.  
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8. Initial Conditions 

As it is described in section 2.7 using different initial conditions in climate simulation generates 

different climate conditions. In this chapter three climate data sets which are the same in the type of 

RCA, GCM, spatial resolution, emission scenario, etc. are considered. The only difference between 

the data sets is the initial conditions. The regional climate model is RCA3, the global climate model is 

ECHAM5 and the emission scenario is A1B. The climate data have the resolution of 50km. Three 

different initial conditions are specified by numbers; 1, 2 and 3.  

Weather conditions of Stockholm during winter are considered in this chapter. Stockholm has shown 

the coldest winter among the cities with the available climate data. So looking into the winter 

season of Stockholm provides the chance of comparing different initial conditions considering the 

lowest extreme values. 

In this chapter the simulation results of 140 years (1961-2100) are divided into seven 20-year 

periods: 1961-1980, 1981-2000, …, 2081-2100. These seven data sets are compared together using 

nonparametric and parametric methods.  

8.1. Nonparametric comparison 

The outdoor and indoor climate conditions for different initial conditions are compared together. As 

it has been described in chapter 3 there is no track of time in the nonparametric methods. By diving 

the period into 20-year sequences and looking into the winter season, the time resolution increases 

for the nonparametric comparison.  

Figures 8.1-8.7 show the boxplots of the temperature distribution in Stockholm during winter for 

different time periods. All the data sets with different initial conditions show the gradual increment 

of temperature by passing the periods. There is no certain rule between data sets with different 

initial conditions. For example during one period the outliers of ECHAM5-A1B-1 have the lowest 

values, but another data set has the lowest temperature in another period. One data set may have 

the biggest size of the box in one period for and smallest in another. 

The indoor temperature does not necessarily show the same relation as the outdoor temperature 

between different data sets. Even warmer outdoor climate does not result in warmer indoor climate 

(see Figure 8.5). The indoor temperature does not show the gradual increment. In the last period, 

2081-2100, the median of the outdoor temperature is around 4 degrees more than the median of 

1961-1980. But the difference for the indoor temperature is at most one degree. According to 
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figures 8.1 to 8.7 it is not possible to connect the indoor and outdoor temperatures on regular basis. 

For example if we do not know the name of the indoor temperature data sets, it is not possible to 

distinguish them according to patterns of the outdoor temperature distribution.   

 
Figure 8.1. Temperature distribution of Stockholm in winter during 1961-1980 for three initial 
conditions. Left: outdoor, right: indoor. 
 

 
Figure 8.2. Temperature distribution of Stockholm in winter during 1981-20 for three initial 
conditions. Left: outdoor, right: indoor. 
 

 
Figure 8.3. Temperature distribution of Stockholm in winter during 21-2020 for three initial 
conditions. Left: outdoor, right: indoor. 
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Figure 8.4. Temperature distribution of Stockholm in winter during 2021-2040 for three initial 
conditions. Left: outdoor, right: indoor. 
 
 

 
Figure 8.5. Temperature distribution of Stockholm in winter during 2041-2060 for three initial 
conditions. Left: outdoor, right: indoor. 
 
 

 
Figure 8.6. Temperature distribution of Stockholm in winter during 2061-2080 for three initial 
conditions. Left: outdoor, right: indoor. 
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Figure 8.7. Temperature distribution of Stockholm in winter during 2081-21 for three initial 
conditions. Left: outdoor, right: indoor. 
 

Figures 8.8-8.14 show the quantile plots (inverse CDF) of the relative humidity distribution in 

Stockholm during winter for the seven periods. The differences between data sets with different 

initial conditions are more visible for the indoor relative humidity. In figures 8.8 to 8.14 there is no 

certain connection between the outdoor and indoor relative humidity distributions; the same as the 

temperature distribution. The outdoor relative humidity quantiles are very close to each other for 

different initial conditions. There is specific order between data sets in the periods.  

In most the periods the data set with the initial condition of 3 has a considerable difference with the 

other data sets; except the last two periods where the first initial condition has quite different 

distribution.  

In Figure 8.13 the second and third data sets show a sudden decrement of the indoor relative 

humidity. Otherwise there is a tendency to increase the indoor relative humidity from the first 

period (1961-1980) to the last one (2081-2100).   

 
Figure 8.8. Relative humidity distribution of Stockholm in winter during 1961-1980 for three initial 
conditions. Left: outdoor, right: indoor. 
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Figure 8.9. Relative humidity distribution of Stockholm in winter during 1981-20 for three initial 
conditions. Left: outdoor, right: indoor. 
 
 

 
Figure 8.10. Relative humidity distribution of Stockholm in winter during 21-2020 for three initial 
conditions. Left: outdoor, right: indoor. 
 
 

 
 
Figure 8.11. Relative humidity distribution of Stockholm in winter during 2021-2040 for three initial 
conditions. Left: outdoor, right: indoor. 
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Figure 8.12. Relative humidity distribution of Stockholm in winter during 2041-2060 for three initial 
conditions. Left: outdoor, right: indoor. 
 
 

 
Figure 8.13. Relative humidity distribution of Stockholm in winter during 2061-2080 for three initial 
conditions. Left: outdoor, right: indoor. 
 
 

 
Figure 8.14. Relative humidity distribution of Stockholm in winter during 2081-21 for three initial 
conditions. Left: outdoor, right: indoor. 
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8.2. Parametric comparison 

In this section the outdoor and indoor climate are compared for different initial conditions 

considering the time. First the 20-year and seasonal mean values are compared together. The 

seasonal mean values have been calculated for the 10th year of each period. Tables 8.1 to 8.5 contain 

the mean values of global radiation, outdoor and indoor temperature and relative humidity.  

In table 8.1 the 20-year mean value of the global radiation decreases for all the initial conditions 

passing the periods. The rate of decrement is not the same. For example between 2021-2040 and 

2041-2060 the 20-year mean decreases around 1.4 W/m2 for the second data set but 0.4 W/m2 for 

the first one.  

Having different initial conditions may affect the weather data considerably. Table 8.2 show that the 

20-year mean temperature increases for 5.2oC in the data with the first initial condition. The 

increment is around 4.1oC for the third initial condition. There is around 1oC difference between the 

temperature increments of the two data sets. The temperature difference between different data 

sets in the same periods is usually less than one degree.  

The 20-year mean of the indoor temperature in Table 8.3 does not show the increment by passing 

the periods the same as the outdoor temperature. The second and third initial conditions show the 

biggest difference between the 20-year mean values during 2061-2080 and 2081-2100. It is 

interesting to see that they have very close values of outdoor mean temperature for the same 

periods in tables 8.2. The indoor temperature variations are not predictable based on the outdoor 

variations using this scale of time. Having different initial may cause the considerable 20-year mean 

temperature difference of around 1.5oC in the attic (like the 2061-2080 period).  

The 20-year mean values of relative humidity are very close for different periods and initial 

conditions during winter. 

 
Table 8.1. Seasonal and 20-year mean global radiations of different periods for three initial 
conditions [W/m2] 
Mean value 

[W/m2] 
Initial 

condition 
1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

20-year  
1 13.31 13.73 13.1 12.9 12.5 12.06 11.1 
2 13.71 13.75 12.9 13.17 11.77 11.47 10.99 
3 13.14 13.21 13.3 13.03 12.05 11.54 11 

Seasonal  
1 14.05 14.07 12.45 11.24 14.35 12.3 10.34 
2 14.77 12.03 13.67 13.5 9.76 11.36 11.15 
3 13.73 13.54 13 11.64 14.71 12.28 8.34 
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Table 8.2. Seasonal and 20-year mean of the outdoor temperature in different periods for three 
initial conditions 
Mean value 

[ oC ] 
Initial 

condition 
1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

20-year  
1 -6.92 -7 -6.31 -4.82 -3.59 -2.86 -1.73 
2 -7.22 -6.85 -5.37 -5.34 -3.14 -2.42 -2.07 
3 -6.52 -5.56 -6.20 -5.29 -4.22 -2.72 -2.07 

Seasonal  
1 -6.84 -6.53 -8.6 -2.36 -4.99 -2.7 -0.25 
2 -7.15 -3.16 -5.09 -5.53 -0.88 -0.61 -4.21 
3 -7.87 -4.92 -6.40 -2.73 -6.66 -3.12 -0.34 

 

Table 8.3. Seasonal and 20-year mean of the indoor temperature in different periods for three initial 
conditions 
Mean value 

[ oC ] 
Initial 

condition 
1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

20-year  
1 -7.85 -8.56 -7.77 -7.69 -6.71 -7.56 -7.54 
2 -8.44 -7.26 -7.72 -7.99 -8.56 -8.23 -8.6 
3 -7.12 -8.95 -7.26 -6.19 -7.46 -6.78 -6.94 

Seasonal  
1 -8.87 -8.06 -7.94 -7.64 -6.82 -9.07 -7.68 
2 -8.72 -8.26 -7.08 -9.77 -6.68 -11.23 -5.44 
3 -7.83 -8.52 -4.57 -5.33 -7.57 -7.5 -6.2 

 

Table 8.4. Seasonal and 20-year mean of the outdoor relative humidity in different periods for three 
initial conditions 
Mean value 

 [ - ] 
Initial 

condition 
1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

20-year  
1 0.93 0.94 0.93 0.93 0.93 0.93 0.93 
2 0.94 0.93 0.93 0.94 0.93 0.93 0.93 
3 0.94 0.93 0.94 0.94 0.93 0.93 0.93 

Seasonal  
1 0.93 0.93 0.93 0.95 0.90 0.95 0.94 
2 0.93 0.92 0.94 0.96 0.93 0.96 0.94 
3 0.96 0.93 0.94 0.95 0.92 0.94 0.94 

 

Table 8.5. Seasonal and 20-year mean of the indoor relative humidity in different periods for three 
initial conditions 
Mean value 

 [ - ] 
Initial 

condition 
1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

20-year  
1 0.983 0.988 0.99 0.99 0.99 0.992 0.988 
2 0.983 0.989 0.988 0.99 0.99 0.986 0.991 
3 0.987 0.991 0.99 0.987 0.986 0.987 0.99 

Seasonal  
1 0.99 0.99 0.993 0.992 0.987 0.995 0.984 
2 0.981 0.994 0.987 0.99 0.991 0.994 0.99 
3 0.988 0.988 0.987 0.986 0.991 0.986 0.991 
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Figures 8.15 to 8.17 show the mean cycle temperature ( d̂T T+ ) for indoor and outdoor climate of 

the three initial conditions. The gradual increment of the outdoor temperature by passing the time is 

recognizable. The effect of having different initial conditions on the indoor temperature is more 

visible in these figures. For example the indoor mean cycle temperature of 1981-2000 for the second 

initial condition in Figure 8.16 is mostly more than -10oC, but for the other initial conditions it has 

smaller values in many days. On the contrary of 1981-2000, Figure 8.16 has colder winter during 

2081-2100 comparing to other initial conditions. The mean cycle represents the periodical mean of 

each day. It gives information about each day in the whole period. It has the time resolution of one 

day. So having different initial conditions affects the indoor temperature on daily basis. In the case of 

simulating the phenomenon which is very dependent on daily variations of the indoor temperature 

it may be necessary to consider different initial conditions. Figures 8.18 to 8.20 compare the mean 

cycle of the first and last periods, 1961-1980 and 2080-2100, for different initial conditions. The 

comparison has been made also by fitting a cubic function to the mean cycle profile. Figures 8.18 

and 8.20 show that the difference between the climate data with three initial conditions increases 

inside the attic. For the future climate the trends of the outdoor temperature are closer than the 

indoor temperature. An obvious case is the difference of the second initial condition from the tow 

others, specially indoors. The indoor conditions magnify the differences.  

 

 

Figure 8.15. Mean cycle of winter temperature in Stockholm for A1B-1. Left: outdoor, right: indoor 
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Figure 8.16. Mean cycle of winter temperature in Stockholm for A1B-2. Left: outdoor, right: indoor 
 

 

Figure 8.17. Mean cycle of winter temperature in Stockholm for A1B-3. Left: outdoor, right: indoor 
 
 

  
Figure 8.18. Outdoor temperature in two periods for three different initial conditions. Left: mean 
cycle, right: cubic fit to the mean cycle 
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Figure 8.19. Mean cycle of indoor temperature in two periods for three different initial conditions 

 

 
Figure 8.20. Cubic fit to the mean cycle of indoor temperature in two periods for three different 
initial conditions 
 

The concept of different variabilities has been described in the previous chapters. Tables 8.6 to 8.10 

show variability components of global radiation, outdoor and indoor temperature and relative 

humidity.  

For the global radiation the seasonal variability plays the major role in increasing the total variability. 

In all the other tables the intraseasonal variability affects the total variability more than other 

variabilities. The global radiation total and seasonal variabilities decrease for all the initial conditions. 

The values for the last period are very close to each other for all the three cases. Different variability 

parameters are very similar but the rate of decrement is not the same. 

The total variability of the outdoor and indoor temperature is more influenced by the intraseasonal 

variability. In tables 8.7 and 8.8 the intraseasonal variability has larger values for all the initial 

conditions. For the outdoor temperature both the intraseasonal and total variabilities decrease at 

the end of the whole period. The rates are not the same, but the values are close to each other. It 

                               Dec                               Jan                               Feb
-18

-16

-14

-12

-10

-8

-6

-4

-2
Te

m
pe

ra
tu

re
 [ 

o C
]

 

 

A1B-1 -  1961-1980
A1B-2 -  1961-1980
A1B-3 -  1961-1980

                               Dec                               Jan                               Feb
-16

-14

-12

-10

-8

-6

-4

-2

Te
m

pe
ra

tu
re

 [ 
o C

]

 

 

A1B-1 -  2081-2100
A1B-2 -  2081-2100
A1B-3 -  2081-2100

                               Dec                               Jan                               Feb
-12

-10

-8

-6

-4

-2

Te
m

pe
ra

tu
re

 [ 
o C

]

 

 
A1B-1 - 1961-1980
A1B-2 - 1961-1980
A1B-3 - 1961-1980

                               Dec                               Jan                               Feb
-14

-12

-10

-8

-6

-4

-2

Te
m

pe
ra

tu
re

 [ 
o C

]

 

 
A1B-1 - 2081-2100
A1B-2 - 2081-2100
A1B-3 - 2081-2100



104 

 

shows that the variations of the outdoor temperature are not very influenced by the initial 

conditions. There are some other reasons that may affect the variations more than having different 

initial conditions. For example having different global models cause larger differences in the 

variations. The differences between temperature variabilities are more inside the attic. Looking at 

Figure 8.20 and comparing the mean cycle of the second initial condition with the others confirms 

that the second initial condition generates a quite different seasonal temperature profile inside the 

attic. The variations of the temperature total variability are not the same for the three data sets 

inside the attic. But in all of them the total variability does not changes that much and keeps in the 

same level during different periods.  

The indoor and outdoor relative humidity variabilities are very similar in tables 8.9 and 8.10. It is 

possible to neglect the effects of different initial conditions on changes of relative humidity 

variability.  

Table 8.6. Variabilities of the global radiation for three initial conditions [W/m2] 
Initial 

condition 
Variability 1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

1 

Interannual 1.15 0.99 1.16 1.17 1.34 1.11 1.14 
Intraseasonal 5.89 5.42 5.78 6.11 6.02 6.18 6.32 

Seasonal 14.14 14.7 13.83 13.9 13.68 13.66 12.08 
Total 15.36 15.7 15.03 15.23 15.01 15.03 13.68 

2 

Interannual 1.15 0.91 1.43 0.71 1.29 1.10 1.09 
Intraseasonal 5.91 5.58 5.78 5.85 6.27 5.91 6.26 

Seasonal 14.85 14.8 14.1 14.24 12.63 12.28 12.12 
Total 16.02 15.84 15.31 15.41 14.17 13.67 13.68 

3 

Interannual 1.36 0.85 1.36 1.07 1.25 1.11 1 
Intraseasonal 6.22 5.60 6.10 5.69 5.75 6.30 6.27 

Seasonal 13.81 14.44 14.39 14.01 12.77 12.81 11.96 
Total 15.21 15.51 15.68 15.16 14.06 14.32 13.54 

 
Table 8.7. Variabilities of the outdoor temperature for three initial conditions [oC] 

Initial 
condition 

Variability 1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

1 

Interannual 1.75 1.6 1.7 1.62 1.48 1.43 1.22 
Intraseasonal 5.4 5.03 5.29 4.38 3.92 3.65 3.23 
Seasonal 1.41 2.14 1.49 1.67 1.73 1.45 1.31 
Total 5.85 5.7 5.75 4.95 4.53 4.17 3.7 

2  

Interannual 1.8 1.81 2.07 1.06 1.07 1.73 1.25 
Intraseasonal 5.48 5.26 4.92 4.4 3.64 3.18 3.19 
Seasonal 1.87 1.95 1.69 1.75 1.36 1.33 1.4 
Total 6.07 5.89 5.60 4.85 4.03 3.86 3.7 

3  

Interannual 2.21 1.33 1.80 1.82 1.64 1.20 0.93 
Intraseasonal 5.50 4.92 5.17 4.53 4 3.54 3.22 
Seasonal 1.76 2.24 1.58 1.59 1.21 1.45 1.48 
Total 6.18 5.56 5.70 5.14 4.49 4 3.67 
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Table 8.8. Variabilities of the indoor temperature for three initial conditions [oC] 
Initial 

condition 
Variability 1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

1 

Interannual 1.30 1.28 1.54 1.68 1.01 1.42 0.9 
Intraseasonal 4.57 4.66 4.27 4.30 4.10 4.13 3.86 
Seasonal 2.30 2.82 2.12 1.90 1.79 2.67 2.34 
Total 5.28 5.59 5.02 4.99 4.59 5.12 4.60 

2  

Interannual 1.53 1.24 0.88 1.76 1.52 1.60 1.86 
Intraseasonal 4.47 4.15 4.48 4.57 4.59 4.32 4.59 
Seasonal 3.07 2.28 2.09 2.09 2.39 2.47 3.24 
Total 5.63 4.90 5.03 5.32 5.39 5.22 5.92 

3  

Interannual 1.54 1.25 2.24 1.73 1.14 0.96 0.95 
Intraseasonal 4.49 5.11 4.72 3.80 4.32 4.08 4.24 
Seasonal 2.33 2.47 2.35 1.77 2.89 3.16 2.85 
Total 5.28 5.81 5.73 4.53 5.32 5.25 5.20 

 
Table 8.9. Variabilities of the outdoor relative humidity for three initial conditions [ - ] 

Initial 
condition 

Variability 1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

1 

Interannual 0.01 0.01 0.01 0.02 0.02 0.01 0.01 
Intraseasonal 0.06 0.06 0.06 0.06 0.07 0.06 0.07 
Seasonal 0.02 0.02 0.02 0.01 0.02 0.02 0.02 
Total 0.07 0.06 0.07 0.06 0.07 0.07 0.07 

2  

Interannual 0.01 0.01 0.02 0.01 0.02 0.02 0.01 
Intraseasonal 0.06 0.06 0.06 0.06 0.07 0.07 0.06 
Seasonal 0.02 0.02 0.01 0.01 0.02 0.02 0.02 
Total 0.06 0.06 0.07 0.06 0.07 0.07 0.07 

3  

Interannual 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
Intraseasonal 0.06 0.06 0.06 0.06 0.06 0.07 0.06 
Seasonal 0.02 0.02 0.02 0.02 0.02 0.02 0.01 
Total 0.06 0.06 0.06 0.06 0.06 0.07 0.07 

 
Table 8.10. Variabilities of the indoor relative humidity for three initial conditions [ - ] 

Initial 
condition 

Variability 1961-1980 1980-2000 2001-2020 2021-2040 2041-2060 2061-2080 2081-2100 

1 

Interannual 0.01 0 0 0 0 0 0 
Intraseasonal 0.02 0.02 0.02 0.01 0.01 0.01 0.01 
Seasonal 0.01 0.01 0.01 0.01 0.01 0 0.01 
Total 0.03 0.02 0.02 0.02 0.02 0.01 0.01 

2  

Interannual 0.01 0 0 0 0 0.01 0 
Intraseasonal 0.02 0.02 0.02 0.01 0.01 0.02 0.01 
Seasonal 0.01 0.01 0.01 0.01 0 0.01 0.01 
Total 0.02 0.02 0.02 0.01 0.01 0.02 0.02 

3  

Interannual 0.01 0 0 0 0 0 0 
Intraseasonal 0.02 0.01 0.01 0.01 0.02 0.02 0.01 
Seasonal 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
Total 0.02 0.01 0.02 0.02 0.02 0.02 0.02 

 

Having different initial conditions do not induce considerable changes in the variations of the 

parameters during the different time periods that have been considered. Having the same climate 
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models and emission scenario causes the very similar behavior of the climate simulations which 

keeps the variation of the parameters along the simulation time in the same level. The difference in 

the initial conditions is more appeared in the values of the parameters not their variations.  

It is interesting to see that the nonparametric comparison of the relative humidity reveals the 

differences between climate data with different initial conditions more than the parametric 

methods. Also looking at the temperature mean cycle was a useful method to understand the 

differences. 
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9. Conclusions 

The analysis of the attic climate using different weather data sets considering the uncertainties of 

the climate models was presented. Some general conclusions based on the results are presented 

hereafter. Each chapter contains more detailed conclusions. 

9.1. Statistical methods 

It is important to analyze the long term data sets with proper statistical methods. The nonparametric 

statistical method of boxplot and the Ferro hypothesis are robust for comparison of different data 

sets without having any assumption about probability distribution of the data. They are applicable 

when the distribution of the data in time is not important. The Ferro hypothesis is very applicable for 

the comparison of data with different spatial resolutions. It provides a good view of the data 

distribution by using quantiles and increases the accuracy of the comparison in the comparison to 

the box plots. The method also distinguishes if the differences are caused by scale or location 

difference.  

The parametric method of decomposition of variabilities is a robust method for analyzing the data. 

Decomposition of the climate parameters and calculation of their variability components enable to 

have a multi-time-scale analysis of the data. The method provides statistics about the data and its 

variations for a long period with different time resolutions. It considers daily, seasonal, annual and 

periodical variations of the data. Different variabilities of a parameter, which are calculated by this 

method, represent the changes of that parameter in different time scales and periods. However, 

selection of the time period in the analysis affects the results and the consequent conclusions. In 

analyzing the future performance of the buildings it is important to select the proper time scale for 

the phenomenon which is going to be considered. 

9.2. Spatial resolution  

The comparison of the spatial resolution has shown that the data sets are very similar for the 25km 

and 50km resolutions. The biggest difference is in Stockholm mostly during the period of 1961-1990. 

The differences between two spatial resolutions are mostly related to the extreme value. It is 

possible to rely on the 50km spatial resolution of the data. 
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9.3. Global climate models 

According to nonparametric comparison of the data sets with different global climate models (GCM) 

the differences between GCMs are larger during summer and winter, when the extreme values 

occur. Having different GCMs may affect the values considerable, i.e. may change the 30-year mean 

temperature around 3 degrees. The difference in relative humidity conditions between different 

GCMs is not as large as the temperature or global radiation. For all the GCMs the relative humidity 

will increase in the future and the increment is more visible during autumn and spring. Having higher 

relative humidity and temperature may cause more mould growth related problems. 

Selecting the GCM can affect the future designing policies. The HADCM global model has shown the 

most extreme values. 

All the GCMs show that the changes in the future are trend induced. On the other hand the outdoor 

temperature total variability increases in all the GCMs, but not with the same rate.  

The indoor temperature of the attic is very dependent on the outdoor temperature and global 

radiation. Most of the global radiation models show that the indoor temperature does not increase 

with the same rate as the outdoor temperature because of having lower global radiation in the 

future. The nonlinearity of the hygro-thermal response of the attic does not allow finding a 

correlation for the variations of the indoor relative humidity between different GCMs according to 

the variations of the other weather parameters. This fact makes the prediction of the indoor 

conditions difficult and time consuming in the case of having different uncertainties in the outdoor 

conditions. 

Variations of the indoor conditions, even for the temperature, are not following exactly the outdoor 

variations. Inside the attic the differences between the GCMs is less than the outside. The outdoor 

climate conditions distinguish the difference of the global climate models more than indoor. It is 

then not possible to predict variations of the indoor total variability based on the outdoor.  

The GCMs are different in the mean values especially for the temperature. For variabilities, the 

biggest difference is for the intraseasonal variability between different GCMs. It means the daily 

anomalies, which are not induced by the seasonal cycle and periodical variations, induce 

considerable variations in the GCMs.  

9.4. Emission scenarios 

Studying the climate data sets with different emission scenarios shows that, by increasing the CO2 

emission, the temperature increases and global radiation decreases. The attic climate conditions and 
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their variabilities are very similar for different emission scenarios. The indoor conditions do not 

project the difference of emission scenarios as much as the outdoor climate.  It is shown that the 

variabilities decrease during the SCN period. It is also shown that having different emission scenarios 

induces considerable changes in the trend comparing to changes because of anomalies.  

The effects of different variability components on the increment or decrement of the total variability 

depends on the season to large extent and also to the location. 

9.5. Initial conditions 

All the data sets with different initial conditions show the gradual increment of temperature by 

passing the periods. But the attic temperature does not show the like-wise gradual increment. 

Though the relative humidity inside the attic reflects the differences between different initial 

conditions, there is no certain connection between the outdoor and indoor relative humidity 

distributions. The global radiation decreases for all the initial conditions passing the periods. 

Having different initial conditions may affect the weather data considerably but not its variations. 

Having the same climate models and emission scenario causes the very similar behavior of the 

climate simulations, i.e. it keeps the variation of the parameters along the simulation time in the 

same level. The difference in the initial conditions is more visible in the absolute values of the 

parameters and not in their variations. The variations are more controlled by the climate model.  

Having different initial conditions affects the indoor temperature on daily basis. In the case of 

simulating a phenomenon, which is very dependent on daily variations of the indoor temperature, it 

may be necessary to consider different initial conditions. The differences between temperature 

variabilities are visible inside the attic. 

It is interesting to see that the nonparametric comparison of the relative humidity reveals the 

differences between climate data with different initial conditions more than the parametric 

methods. Also looking at the temperature mean cycle was a useful method to understand the 

differences. 
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Ideas for the future work 

In most of the presented cases the climate conditions have been analyzed by decomposing the 

climate parameters and their variabilities into their constructive components. An idea came into 

mind during this work, but it has not been tested yet. The idea is to run the building simulations with 

the decomposed weather data. So in the case of having four decomposition components, the 

simulation is run four times. The simulation time will not be the same for the components because 

of the decomposition of the parameters into components with different time scales. Surely in the 

nonlinear model, the composition of the simulation results does not give the same result as the 

ordinary simulation. The variabilities of component give a view of variations of the components in 

the considered time period. It might be possible to run the simulations not for the whole period, but 

for the whole range of variations. But it depends on the time response of the model. If this idea 

proves to work then it may be possible to decrease the number of simulations for different weather 

data sets. For example it might be possible to avoid hourly simulations of the whole period. 

The energy simulation of a prototype Swedish residential building has been done using the same 

climate data as the attic simulations. The energy consumption for different cases will be analyzed to 

find out the effects of climate change and climate uncertainties on energy calculations. The 

described idea may work better in the energy simulations. 

Calculations will be made on representative building constructions, construction parts or details, so 

called test cases, whose design is known as particularly sensitive to climate variations. Results of 

calculations will give a base for risk analyses, which can give predictions on consequences of 

deviations in performance of buildings. Finding the probable frequency of normal and extreme 

natural phenomena will be considered. 
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1. INTRODUCTION 
Studying the effects of the climate change on buildings contains two major fields: energy consumption 
and durability. In the field of durability the moisture effects on the building play a significant role. In 
Sweden the last 10-15 years have been mild and wet compared to previously. Precipitation increased 
considerably during the period (+11 %), whereas temperature increase were weaker (+ 0.7 oC). The 
direction in which the most recent decade deviated from earlier observations is to a large degree 
consistent with what is suggested by climate scenarios. A consequence of increasing humidity and 
temperature in outdoor environment is higher risk of the mould growth in buildings.  

The conditions for the mould growth on wooden surfaces can be described by mould growth index 
(MGI), which basically tells how large part of a surface is covered by mould. MGI can be numerically 
evaluated from the known hygrothermal conditions at a surface, e.g. from the temperature and relative 
humidity and their time distribution. This paper concerns the using a reliable mould growth model for 
long time periods, such as those discribed by the  climate scenarios. 

 

1.1 Ventilated attic as a representative building part in the analysis 
Attic is the most exposed part of a building to the environment. Diurnal, daily and seasonal 

variations in weather impacts are directly manifested on roof surfaces. Depending on how well the 
attic is separated from the surroundings (thermally, but also in terms of moisture and air-tightness), 
these climatic loads may have problematic consequences, Nielsen et al.5: melting and freezing of snow,  
condensation and freezing of water vapor from air and, as a result, mossy covering or a mould growth, 
etc.  

For energy saving purposes the present Swedish building tradition recommends well-insulated attic 
floors under pitched roofs (cold attics). In practice, these attics often face problems of the mould 
growth due to the water condensation and accumulation (from air) on internal side of the roof, 
Hagentoft et al.1. According to the future climate scenarios for Sweden, it is possible that the risk of 
the mould growth will increase. 

2. HYGRO-THERMAL MODEL OF THE ATTIC 
The cold attic under investigation is a typical construction in Sweden. It is placed above a two-

storey house, 11 m long and 7 m wide, as it is shown in Figure 1. The volume of the attic is 
approximately 80 m3. The roof is covered with concrete tiles on the outer side, followed by a vapor 
tight underlay (roofing felt) and lined with 19 mm thick spruce boards on the internal side. The attic 
floor is insulated with a 400 mm thick loose-fill insulation with an air barrier below and gypsum board 
as internal lining. The roof is pitched at a 30 o angle and oriented south-north. 



 
Fig. 1 The sketch of the attic . 

 
In this study, the house is ventilated by mechanical exhaust only system. The air extraction rate 

from the house is 200 m3/h (0.5 1/h). The attic is assumed ventilated through openings 20 mm wide, 
which are placed along roof eaves. The airflow rate through the opening is approximated by a power-
low equation with the flow coefficient that equals 78 m3/h/m (per length of eave), at 50 Pa pressure 
difference, and with the flow exponent of 0.5, Mattsson4. The airtightness of the house is specified to 1 
l/m2s of the surface area that separates the indoor climate from the outdoor one, which corresponds to 
3 1/h at 50 Pa. The overall distribution of air leakages in the house is uniform. The air leakages in the 
ceiling contribute with 0.65 1/h, or 22 % to the total air change rate through the house.   

2.1 The numerical model of the attic analyzed  
In order to assess the hygro-thermal conditions in the attic, a numerical model was developed using 

the building simulation package HAM-Tools, Sasic6. The program is designed using Simulink, a 
graphical programming environment incorporated in Matlab (www.mathworks.com). The 
numerical model of the attic is validated against field measurements, see Sasic6. 

3. CLIMATE DATA 
A set of 110 years of meteorological data were used in the investigation for the city of Gothenburg 

in Sweden (latitude = 57° 42´ N, longitude = 11° 58´ E and altitude of 31 m). That included hourly 
data of: ambient temperature, relative humidity, wind speed, wind direction, long-wave radiation and 
solar irradiation (i.e. global, direct and diffuse). The data originate from the climate model experiment 
A2 (RCA3ECHAM4A2 in full extent) that was carried out at the Rossby Centre, a climate modelling 
unit from the Swedish Meteorological and Hydrological Institute, Kjellström3.  

4. MOULD GROWTH MODEL 
The model used in this work is based on the experimental investigations of Hukka and Viitanen2. In 

their model, the MGI takes values between 0 and 6, where 0 means no growth of mould and 6 means 
very heavy and tight growth. The model applies only for wooden surfaces.  

In this investigation the mould index is calculated for an internal side of the roof, i.e. at the surface 
of the wooden underlay towards the inside of the attic. Daily averaged relative humidity and 
temperature at the north roof are used for the calculation of the MGI. 

5. RESULTS AND DISCUSSION 
An important issue in studying the moisture problems is finding the mould growth risk in the 

building. Mould growth process depends on temperature, humidity and time. The long processing time 
in this study exposed some uncertainties about the model. If we apply the model to 110 years 
continuously then the mould index increases to values more than 6 after approximatelly three years 
and, at the end of the period, the MGI values are accumulated and increased to values more than 200. 
Thus, it seems that the model does not limit the MGI itself. We had to limit the maximum MGI to 6 by 



inserting a numerical limitation in the model. The gray line in Figure 2 shows the annual mean of MGI 
when the maximum is limited to 6. It shows that the MGI increases to large values after few years. 
There is a sharp decreament after 2010 and increament before 2030. After 2040 the annual mean MGI 
has high values up to end of the century with slightly increasing trend and small fluctuations. There is 
a doubt if these high mean values are the cosequence of weather conditions or numerical damping of 
the MGI to values less than 6.  

The black line in Figure 2 shows the annual mean MGI when it starts from zero in each year. It 
means that in calculating the MGI all the years have the same initial condition. The mould growth in 
the next coming year is not affected by the hygrothemral conditions of the previous year. The graph 
shows again the increasing trend after 2040. It means that the weather conditions in the future can lead 
to more mould growth. 

According to Figure 2 the model tells us about the higher mould grwoth risk in the future, but how 
accurate is it? Having the mean value around 5 for many years (the gray line) means a really big 
problem in the future. Is this the true outcome of the climate change  or is it the overstimation of the 
model? 

 
Fig. 2. Calculation of the mould index in 110 years continuously and separately 

 
Figure 3 shows the calculated mould growth index when the weather data of one year is applied 

cyclically to a long period. The black graph is when the 1997 weather data is applied. In 1997 the 
annual mean values of temperature and relative humidity are 8.9oC and 83.8%. It shows that the MGI 
increases in the first five years. During this period the mould index does not reach its maximum level. 
So year by year, more and more surface is covered by mould. In the sixth year the maximum mould 
growth occurs and after that the MGI shows the same profile for all the next coming years. Here the 
maximum value is numerically constrained to 6. The same analysis was made with the climate data 
from 1993, where the annual mean values of temperature and relative humidity are 9.2oC and 80.2%. 
As it can be seen, MGI becomes periodically steady already after one year. Since the maximum value 
in this case is always less than 6, it is not necessary to apply the numerical limit. 

The reliability of the MGI model can be questioned again: does this kind of a steady state peiodical 
behaviour really happen in the nature or is it because of the numerical limitations that are applied to 
the model? Figure 3 tells us that there is no difference in the mould growth risk after the sixth year in 
the case of 1997 and after one year for 1993. Is it what we expect in reality? 

 

 



 
 

Figure 3. Calculation of the mould index continuously in some years using the same weather data 
 
Probably the periodic steady state treatment of the mould index is a natural phenomenon when the 

same weather conditions are applied to each year. This kind of periodic steady state responses happens 
a lot in the simulation of different natural concepts.  

The question is that how much reliable is the risk assessment according to each of that mould 
indices. Especially in the case of comparing different years together. This problem is more 
pronanunced when we work with long periods where we have to use annual mean or multi year mean 
values to present the results.  

All these issues will be further analyzed and investigated in an on-going PhD-project about the 
effects of climate change on buildings. 
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1 INTRODUCTION 
Climate change scenarios for the future build on 
emissions scenarios and climate model simulations. 
The uncertainties regarding future population growth 
and economic development make it impossible to re-
ly on any simple forecasts for the future. Instead 
there has been a development of different scenarios 
all with their specific emissions of greenhouse gases 
and aerosol precursors. Simulated changes in future 
climate parameters can then be based on entire prob-
ability distributions of these variables.  

In Sweden the last 15-20 years have been mild 
and wet compared to previously (Alexandersson, 
2006). After a few relatively cool years in the mid 
1980s, practically all years have been warmer than 
the preceding long-term average. Precipitation and 
temperature increased considerably during the period 
(+11 % and + 0.7°C respectively). The direction in 
which the most recent decade deviated from earlier 
observations is to a large degree consistent with 
what is suggested for the future by climate scenarios 
(Persson et al., 2007).  

Present Swedish building regulations (BBR 2006) 
and codes are based on past weather data. For build-
ing physical phenomena with short-time response 
such as heat, snow and wind loads, regional varia-
tions of climatic impacts are sufficiently described 
by a few single parameters or statistically averaged 
diurnal variations (a reference year). Moisture safety 

issues regard long-time processes where events from 
quite a number of years in the past play a crucial 
role. This is because moisture loads depend on sev-
eral correlated climatic parameters, as well as the 
impact they have on the construction. Moisture dam-
ages are frequent and costly. Future climate change 
according to available scenarios could magnify the 
problem. 

1.1 Ventilated attic as a representative building 
part in the analysis 

The attic is the most exposed part of a building to 
the environment. Diurnal, daily and seasonal varia-
tions in weather impacts are directly manifested on 
roof surfaces: snow cover, wetting by rain, staining 
due to the sun, exposure or wind washing. Depend-
ing on how well the attic is separated from the sur-
roundings (thermally, but also in terms of moisture 
and air-tightness), these climatic loads may have 
problematic consequences (Nielsen et al. 2007): 
melting and freezing of snow,  condensation and 
freezing of water vapor from air and, as a result, 
mossy covering or a mould growth, etc.  

For energy saving purposes the present Swedish 
building tradition recommends well-insulated attic 
floors under pitched roofs (cold attics). In practice, 
these attics often face problems of the mould growth 
due to the water condensation and accumulation 

Hygro-thermal response of a ventilated attic to the future climate load in 
Sweden 

Angela Sasic Kalagasidis & Vahid Moussavi Nik 
Chalmers University of Technology, Gothenburg, Sweden 

Erik Kjellström 
Swedish Hydrological and Meteorological Institute, Norrköping, Sweden 

Anker Nielsen 
Chalmers University of Technology, Gothenburg, Sweden 

 
 

 
 

 
 

 
 

ABSTRACT: Universal in most climate change scenarios for the 21st century is the increase of the global 
mean temperature. By the end of the century the increase may be 1-6 oC depending on the chosen emission 
scenario. Climate scenarios for Sweden point to a warmer and more humid climate in future. It can be ex-
pected that the building parts, which are already susceptible for moisture load, will degrade more in future. In 
Sweden, a ventilated cold attic is a typical representative of a moisture-sensitive construction part. This paper 
investigates numerically the hygro-thermal response of a typical ventilated attic to a possible future climate 
load in Sweden. The hygro-thermal conditions in the attic are assessed by a mould growth index (MGI). The 
results showed the increment of MGI in future for all test cases.  The analysis showed that the orientation of a 
roof and the moisture load to the attic from a dwelling underneath are the influencing parameters on MGI. 
Since the latter is governed mainly by the ventilation system in a house, the type of the ventilation system is 
important design parameter for the prevention of future moisture problems in ventilated attics.  



(from air) on the internal side of the roof (Geving 
1997, Samuelson 1998; Hagentoft et al. 2008). Ac-
cording to the tradition, ventilation is seen as a re-
medy for this problem. According to scenarios of the 
future climate, it is possible that the risk of the 
mould growth will increase. 

1.2 The scope and organization of the work 
This work encloses numerical results on hygro-

thermal response of a ventilated attic on future cli-
mate variations. The configuration of the test attic, 
the cases analyzed and the assumptions adopted in a 
simulation program for heat, air and moisture 
(HAM) analyses in whole buildings are presented in 
section 2. Future climate scenario data, which are 
based on simulations with climate models, used in 
this work are presented in section 3. Hygro-thermal 
response of the test attic is assessed by a mould 
growth index (MGI). This parameter gives indica-
tions on higher moisture levels in building construc-
tions. Section 4 gives the outlines of the MGI model 
used.  Finally, results on MGI for the selected attics 
(two cases) are given for the period 1991-2100 in 
section 5. 

2 HYGRO-THERMAL MODELS OF THE 
HOUSE AND THE ATTIC 

In this section, the basis for the developing the nu-
merical HAM model is briefly outlined. 

The cold attic under investigation is a typical con-
struction in Sweden. It is placed above a two-storey 
house, 11 m long and 7 m wide, as it is shown in 
Figure 1. The volume of the attic is approximately 
80 m3. The roof is covered with concrete tiles on the 
outer side, followed by a vapor tight underlay (roof-
ing felt) and lined with 19 mm thick spruce boards 
on the internal side. The attic floor is insulated with 
a 400 mm thick loose-fill insulation with a vapor and 
air barrier (plastic foil) below and gypsum board as 
internal lining. The roof is pitched at a 30 o angle. 
The roof sides face south and north.  

2.1 Air movement through the house and the attic 
As it is discussed in Mattsson (2005), the ventila-

tion system in the house and the distribution of air 
leakages are the two most decisive parameters re-
garding the transport of air through the attic floor in 
low-rise buildings. The largest risk of air leakage 
from the dwelling to the attic is in houses with natu-
ral ventilation, closely followed by mechanical ex-
haust-supply system. Exhaust-only ventilation 
showed as the best choice for prevention of the air 
transport through the attic floor. Furthermore, the 
highest infiltration rates from the dwelling to the at-
tic were found for the uniform distribution of air 

leakages in a building envelope, and the smallest 
when the leakages were concentrated around ceiling.  

In this study, two ventilation systems are assumed 
in the dwelling: mechanical exhaust only and me-
chanical exhaust-supply system. Accordingly, there 
are two test cases: b for the house with exhaust only 
ventilation system and c for the house with exhaust-
supply system. The air extraction rate from the house 
in both cases is 200 m3/h (0.5 1/h). The supply fan 
has 85 % capacity of the exhaust fan. Other possible 
cases are given in Sasic (2007). 

The attic is assumed ventilated through openings 
20 mm wide, which are placed along roof eaves. The 
airflow rate through the opening was measured by 
Mattsson (2007); it can be approximated by a power-
law equation with the flow coefficient that equals 78 
m3/h/m (per length of eave), at 50 Pa pressure differ-
ence, and with the flow exponent of 0.5.  

  
 
 

 
Figure 1. The sketch of the cold attic and the house. 

2.2 Air tightness of the building envelope 
The airtightness of the house is specified to 1 

l/m2s of the surface area that separates the indoor 
climate from the outdoor one and for the pressure 
difference of 50 Pa across the building envelope. 
The indicated value is 25 % higher than 0.8 l/m2s, 
which was used as a limit in the former Swedish 
regulation (BBR, 2006). In this way the test house is 
closer to the “house in use”, where more air leakages 
possibly appear with time due to settlement of a con-
struction, aging of materials and constructional 
changes introduced by tenants.  

The leakage characteristic of a building envelope 
is often described by a single value, the n50 value, 
which gives the total air change rate through the 
house at 50 Pa:  
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where k50= the mean leakage factor of the building 
envelope, m3/m2/s/Paβ; A = the area that separates 
the indoor climate from the outdoor one; V = the vo-
lume of the house; β = 0.65 is the flow exponent in 
the equation. For the house in question, k50=3.6 
m3/m2/s/Pa (corresponds to 1 l/m2s at 50 Pa) and, 
when the floor is assumed airtight, n50 = 3 1/h. 

The total flow through the house, VnRa ⋅= 50 , can 
be partitioned in the flow through the ceiling 

65050 .
ccc AkRa ⋅⋅=  (2)  

and through the walls 
65050 .

www AkRa ⋅⋅=  (3)  

where Ac and Aw = area of the ceiling and the walls, 
m2; kc and kw = the mean leakage factors for the ceil-
ing and the walls.  

The air leakages in the ceiling contribute with 
Rac= 0.65 1/h, or 22 % to the total air change rate 
through the house. This value, which is based on the 
experimental investigation of Mattsson (2007), as-
sumes one hatch door and eight spot-lights in the 
ceiling. The air tightness of the ceiling is the same 
for cases b and c. 

2.3 Mass balance of air in the model 
Air flow through all building components of in-

terest is illustrated by the network in Figure 2. The 
pressure states on the outer sides of walls, roofs and 
gables are governed by the wind. The pressure inside 
the house is influenced by the wind, the pressure in 
the attic and by the temperature difference between 
the outdoor and indoor air – the stack effect.  

The model distinguishes the windward and the 
leeward side of the building. Overpressure caused by 
the wind at the windward side will contribute to the 
greater air inflow in the lower part of the subjected 
surface, e.g. below the neutral pressure plane. Con-
sequently, due to the under pressure, the air outflow 
at the leeward side will increase in the upper part of 
the surface. These effects are indicated by placing 
the neutral pressure plane at the windward side 
above the neutral pressure plane on the leeward side, 
as it is depicted in Figure 2.  

Pressure in the house is found iteratively from the 
mass balance equation: 

∑∑ =
i j

ijm 0  (4) 

where mij = the mass air flow rates through a leakage 
area, which is placed on the façade number i: 

β∆∆ρ )PP(kAm i,windj,i,stackiijjij +=  (5) 

where  j = denotes the position on the facade in re-
spect to the neutral pressure plane; ρ = the density of 
air, kg/m3; k = the mean leakage factor of the surface 
as defined in equations 2 and 3; ∆Pstack and ∆Pwind = 
pressure differences across the surface caused by 
stack and wind effects respectively, Pa.  

Due to the wind, the positions of local neutral 
pressure planes (at each façade) change in time and, 
accordingly, the total pressure difference ∆Pstack,ij + 
∆Pwind,i and the airflow area Aij above or below NPP 
change.  

Pressure in the attic is found in a similar way, i.e. 
by finding the mass balance of all flows through the 
attic. The stack effect is neglected here. 
 

 
Figure 2. The airflow model of the house and the attic, which is 
incorporated in A-model from Figure 1 
 

2.4 The numerical model of the cold attic 
In order to assess the hygro-thermal conditions in the 
attic, a numerical model was developed using the 
building simulation package HAM-Tools (Sasic, 
2004). The program is designed using Simulink, a 
graphical programming environment incorporated in 
Matlab (www.mathworks.com). It is developed as a 
library of block diagrams, where each block repre-
sents a particular building structure. The models for 
walls, which are basically one dimensional (1D), 
support coupled heat, air and moisture transfer proc-
esses through porous building materials (see Sasic, 
2004). The model for air space in the attic is lumped 
(well mixed air assumption), while the air model in 
the house is multi-nodal, as it is depicted in Figure 2. 
In this way, the combined wind-driven and buoy-
ancy-driven air flow rate from the dwelling to the at-
tic is taken into account. More details on the airflow 
model can be found in Sasic (2007). The program 
HAM-Tools has proven as a reliable simulation tool 
for the investigation of hygro-thermal conditions in 
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ventilated attics (Sasic, 2004 and 2007; Sasic and 
Mattsson 2005) 

It must be noted that the HAM model is designed 
only for simulations that are in the attic rather than 
the house, but the airflow model (A model) is for the 
whole house and hence the dimensions of the house 
are important for these airflow calculations. Though 
there is no HAM model of the house, the indoor cli-
mate is assumed known, i.e. governed by the outdoor 
air temperature as it is specified in prEN 15026. In 
this way the climate in the house is the same in all 
calculations. If this instance is not assumed, it would 
be difficult to compare the cases since the indoor 
climate will change from case to case, depending on 
the airflow rate through the house. 

Most of the material database was obtained from 
the final report on material properties submitted to 
the committee of Annex 24 (Kumaran, 1996).  

3 CLIMATE DATA FROM CLIMATE 
SCENARIOS 

A set of 110 years of meteorological data were used 
in the investigation. These included hourly data of: 
ambient temperature, relative humidity, wind speed, 
wind direction, long-wave radiation and solar irra-
diation (i.e. global, direct and diffuse). The data 
originate from the climate model experiments that 
were carried out at the Rossby Centre, the climate 
modelling unit at the Swedish Meteorological and 
Hydrological Institute. 

3.1 Global and regional climate models 
Climate model experiments can be carried out us-

ing coupled atmosphere-ocean general circulation 
models (AOGCMs). These models are applied with 
different external forcing factors as changing green-
house gas concentrations, changes in solar intensity, 
etc. AOGCMs generally have a rather coarse spatial 
resolution (often 100-300 km). A commonly used 
approach to improve the resolution is to use a re-
gional climate model (RCM) for downscaling the re-
sults from the AOGCM (e.g. Christensen et al., 
2007).  

RCA3 is the latest version of the Rossby Centre 
regional atmospheric model, which includes a de-
scription of the atmosphere and its interaction with 
the land surface. RCA3 has been run on a rotated la-
titude-longitude grid with a spatial resolution of 
0.44o, corresponding to 49 km. The time step used 
for the calculations is 30 minutes. In terms of forc-
ing, some parts are identical between the simula-
tions; the land surface (forest, open land and snow) 
is initiated from HIRLAM climatology (Undén et al., 
2002), aerosols are kept constant throughout the si-
mulations, and the solar constant is held constant at 
1370 W/m2. Other external forcing factors are: 

greenhouse gases and sea surface temperatures 
(SST). Further documentation of RCA3 and the ex-
periments used here can be found in Kjellström et al. 
(2005). 

In the present study results from two specific cli-
mate change experiments were used: 

ERA (RCA3ERA in full extent) covers the 45-
years period 1961 - 2005. Lateral boundary data and 
SSTs are taken from the European Centre of Me-
dium range Weather Forecast (ECMWF) ERA40 
reanalysis data set for the time period until August 
2002. Thereafter data is taken from the operational 
analysis at the ECMWF. In terms of the greenhouse 
gas forcing, a linear increase with time in carbon 
dioxide is imposed, i.e. 1.5 ppm per volume and 
year. 

A2 (RCA3ECHAM4A2 in full extent) covers the 
140-years period 1961-2100 with lateral boundary 
conditions and SSTs originating from the 
ECHAM4/OPYC3 AOGCM, developed at the Max-
Planck Institute for Meteorology in Hamburg. 
Greenhouse gases and radiative effect of sulphur 
aerosols are accounted for in terms of changes of the 
equivalent CO2 concentration following observed 
conditions (1961-1990) and the A2 emission scena-
rio from the Special Report on Emission Scenarios 
(SRES) by the Intergovernmental Panel on Climate 
Change (IPCC) for the period 1991-2100. In the sce-
nario, the equivalent CO2 concentration increases as 
shown in Table 1.  

 
Table 1 Equivalent CO2 concentration (in ppm per volume and 
year) following the A2 emission scenario from the Special Re-
port on Emission Scenarios (SRES) by the IPCC 

Year CO2 Year CO2 
1960 313 2050 602 
1990 353 2060 702 
2000 373 2070 823 
2010 403 2080 963 
2020 426 2090 1123 
2030 470 2100 1316 
2040 532   

3.2 Important feature of the A2 climate data set  
The numerical analyses presented in this paper 

are based on data from the A2 climate scenario for 
the city of Gothenburg in Sweden (latitude = 57° 42´ 
N, longitude = 11° 58´ E and altitude of 31 m). The 
results based on the ERA data set are possible only 
for the past; they are given here only for the period 
1991-2000 in order to emphasize the difference from 
the A2 scenario. The results are enclosed in Figures 
3 and 4, representing the annual mean temperature 
and relative humidity inside and outside the attic. As 
it can be seen, the annual outdoor air temperature 
and relative humidity from A2 are higher in compar-
ison to the data from ERA; consequently the temper-



ature and the relative humidity inside the attic are al-
so higher in comparison to the results based on ERA.  

The differences between the regional scenarios 
originate from the global datasets used. The global 
model used for the ERA data set, the ECMWF oper-
ational model, assimilates observations (from weath-
er balloons, synoptic stations, etc) thereby forcing 
the model to stay close to the real state of the climate 
system. Consequently, the ERA data set complies 
well with the measurement (see Sasic et al., 2008). 
As a contrast, the boundary conditions used in the 
calculations of A2 are taken from an AOGCM, 
which simulates the climate by using the external 
forcing only (greenhouse gas concentration, aerosol 
concentration, solar constant, etc). Therefore, the 
AOGCM driven simulation does not necessarily fol-
low the actual day-to-day or even year-to-year varia-
tions. But, in a long-term (e.g. 30-year) perspective it 
should capture multi-year annual and seasonal aver-
ages as well as higher order variability in a statistical 
sense. The particular AOGCM used shows a too 
zonal atmospheric circulation in the 20th century 
both at relatively short time scales as shown in Figs. 
3 and 4 and on longer 30- or 40-year time scales. 
This implies that westerly winds bringing mild air in 
over northern Europe in winter are too strong and 
too frequent which in turn leads to too high tempera-
tures and too much precipitation during winter and 
slightly too low temperatures during summer.  

4 MODEL OF THE MOULD GROWTH 

At the moment there is no standard method to calcu-
late or to evaluate the mould growth in buildings. 
The model used in this work is based on the experi-
mental investigations of Hukka and Viitanen (1999). 
In their model, the intensity of the mould growth is 
expressed by MGI, a number between 0 and 6, where 
0 means no growth of mould and 6 means very 
heavy and tight growth. The model applies only for 
wooden surfaces.  

In this investigation the mould index is calculated 
for internal sides of the roof, at the surface of the 
wooden underlay towards the inside of the attic. Dai-
ly averaged relative humidity and temperature at the 
each surface, on the north and south side, are used 
for the calculation of the MGI. 

Some problems with MGI accumulation were ex-
perienced, which is illustrated in Figure 5. When 
MGI is calculated continuously for long time pe-
riods, the mould index increases considerably and 
the model seems to overestimate the risk of the 
mould growth. To avoid the overestimation, the 
mould growth model was applied to each year sepa-
rately. It means that the mould index starts from zero 
in each year. The mould growth model of Hukka and 
Viitanen (1999) is frequently used in building phys-
ics investigations and hence in this study. 

 
 

Figure 3. Annual average air temperature inside and outside the 
attic (case b), based on A2 and ERA weather data. 
 

Figure 4. Annual average relative humidity inside and outside 
the attic (case b), based on A2 and ERA weather data. 

Figure 5. Calculation of the mould index in 110 years conti-
nuously and separately. 

5 RESULTS 

The mould indices that are discussed in this section 
are based on separate calculation of MGI for each 
year which are relating to black line in figure 5. 
 

 



5.1 The reference results 
As it is explained in section 3, the climate data from 
the early part of the scenario A2 differ considerably 
from the ERA data. The differences are also visible 
through the annually averaged MGI, as it is shown in 
Figure 6. The results cover the decade from 1991-
2000. The MGI based on A2 is substantially higher.  

However, both cases indicate higher risk for 
mould growth for case c than b. This is a reasonable 
result, since the air infiltration rate from the dwelling 
to the attic is much higher in c then in b. Conse-
quently, the convectively transferred moisture from 
the dwelling is also higher. Table 2 illustrates the in-
filtration air flow rates for the cases, based on one-
year calculation. 

 
Table 2 Airflow rates through the attic floor (from inside the 
dwelling to the attic) and through the attic ventilation (from 
outdoors). Yearly averages. 

Cases 
Infiltration from the 
dwelling,  
1/h volume attic 

Ventilation through the open-
ings along eaves,  
1/h volume 

b 0.05 3.9 
c 0.32 3.6 

 
By comparing the results in Figures 3, 4 and 6, 

one may note the complex behavior of the mould. 
For example, the mould growth risk is very low 
(MGI<0.5) in 1993 for both the A2 and ERA case. In 
1994 (A2), the annual mean temperature and relative 
humidity inside the attic increase for + 0.1 oC and 
+1% respectively. The mould index sharply increas-
es for about two units (see the black dashed line in 
Figure 6). At the same time and based on the ERA 
case, the annual mean temperature and relative hu-
midity inside the attic increase for +0.6 oC and + 1% 
but the increment of the mould index is negligible. 
This means that the climate presentation through an-
nual averaged temperature and relative humidity is 
informative but insufficient for the assessment of the 
hygro-thermal conditions in the attic. 

 

Figure 6. Annual mean mould index for A2 and ERA weather 
data. 

5.2 Results for the period 1991-2100 
The simulation results of the attics b and c using the 
A2 scenario are presented in the following. The 
HAM modeling tool prepares the results for each 
hour of the study period. In order to avoid variability 
on smaller time scales, the results are presented as 5- 
years averages.  

The air temperature inside the attic is presented in 
Figure 7. The trend is obvious – it gets warmer in the 
attics. At the same time, the temperature in the attic 
c is constantly higher than in the attic b. Again, this 
is a consequence of higher air infiltration rates in 
case c. 

In the presence of the exhaust-supply ventilation 
system in the dwelling, the air pressure in the attic is 
lower than in the dwelling; this causes more air infil-
tration from the dwelling through the attic floor. It 
results in higher temperature and higher relative hu-
midity in the attic comparing with the case with the 
exhaust ventilation (case b). The higher relative hu-
midity in case c is obvious in Figure 8.  

At the end of the century, the climate in both at-
tics is almost the same but the differences in MGI 
remain (yet, with a decreasing trend). 

 

Figure 7. 5-years mean temperature inside the attic during 
1991-2100 with A2 weather data. 

 

Figure 8. 5 years mean relative humidity of the attic during 
1991-2100 with A2 weather data. 

 



While Figure 7 shows the increasing trend of the 
temperature inside the attic, the relative humidity in 
Figure 8 remains rather stable with the variations 
within 3 %. However, the relative humidity is rather 
high and in a combination with a warmer climate in 
the attic, it could result in more problems with the 
mould growth in the future. This is confirmed with 
the result in Figure 9.  

The results presented show the importance of the 
choice of the ventilation system in the house. Ac-
cording to Figures 7 and 8 the larger difference be-
tween the cases occurs in relative humidity (about 
1.5 %). It means that the risk of the mould growth, 
which increases by increasing the moisture in the at-
tic, can be decreased considerably by selecting a 
suitable ventilation system. An exhaust only ventila-
tion system keeps the attic drier by preventing the in-
filtration from the dwelling through the attic floor. 

There is more chance for the mould growth on the 
north roof of the attic. South roof receives more so-
lar radiation which increases its temperature to high-
er values than the north roof. It helps to keep the 
south roof drier and decrease the risk of mould 
growth. 

 

Figure 9. 5 years mean mould index of the attic during 1991-
2100 with A2 weather data. 

6 CONCLUSIONS 

Climate change scenarios for the future, which all 
together point to an increase in global temperature, 
are built on emissions scenarios and on climate 
model simulations. There is a considerable variabili-
ty in this parameter from year to year reflecting the 
natural variability of the climate. Other than that, 
there are also variations on longer time scales, for 
example decades. These features are partly due to 
natural variability but are also caused by other fac-
tors.  

One future scenario for Sweden is presented in 
this work. Based on the data from the selected cli-
mate scenario, the hygro-thermal conditions inside a 
ventilated attic have been investigated numerically.  

The hygro-thermal response of the attic is as-
sessed by the mould growth index (MGI), a parame-
ter showing the risk for the mould growth on internal 
wooden side of the roof.  

According to the calculations, the MGI will in-
crease by the end of the century, indicating a warmer 
and more humid climate in the future. Given the 
same conditions, the MGI in the attic above the 
house with exhaust-supply ventilation system is sub-
stantially higher than in the attic above the house 
with exhaust-only system. Also, the north side of the 
roof is shown as more susceptible for the moisture 
growth than the south roof.  

The results presented are the first ones on the hy-
gro-thermal response of buildings on future climate 
changes. In continuation, the research will focus on 
other building parts that are known as being suscept-
ible to moisture and mould growth. Based on that, an 
update of the principal solutions for building struc-
tures in Sweden will be proposed.  

An important part of all work that is related to fu-
ture climate change is to address the uncertainties in 
the climate scenarios. Figure 6 gives a hint of some 
of the uncertainties related to this as there are consi-
derable differences already between the recent past 
climate as downscaled from i) a reanalysis and ii) an 
AOGCM integration. This example show that differ-
ent evolutions of the climate show different temporal 
trends and variability. Such differences, that are due 
to natural variability and model formulation, are to a 
high degree also present in future climate scenarios. 
In addition to these uncertainties also uncertainties 
due to emission scenarios have to be addressed. 
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ABSTRACT 
During the last few years global warming and its effects on climate have been a debated issue. 
The building industry plays a large part in the human activities which can be influenced by 
the climate change.  Energy consumption and durability of buildings depend a lot on the 
weather conditions. Many of the developed countries will set their strategies on the probable 
future conditions considering the limited resources of energy. 
Working with future climate scenarios in hygro-thermal simulation of buildings extends the 
simulation time to tens of decades. Most of the available methods for hygro-thermal 
assessment of buildings are suitable for short periods. In many cases they are based on hourly 
or daily calculations. Though it is possible to do the simulations on an hourly basis for a long 
period, assessing and presenting the results demands a suitable statistical method. In 
meteorology different methods have been used and introduced for handling the long time data 
series. Some of those methods can be applied in the field of building physics for assessing the 
future performance of the structures.  
Two statistical methods, one nonparametric and one parametric, are presented here. These 
methods, which have been developed and used in meteorology, are capable for analyzing the 
long term simulation results. The nonparametric method is used to compare different data sets 
and different resolutions. The parametric method, which is based on decomposition of the 
parameter variabilities, is useful in comparing different scenarios, boundary or initial 
conditions. The method provides a deep and general view of the data and measures the effects 
of influential parameters on the data variations. 
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1. Introduction 
 
Building is in direct contact with nature 
and it is always being influenced by the 
climate conditions. Climate conditions are 
the most important input data in building 
envelope simulations. The meteorologists 
all around the world are warning about the 
global warming and the future climate 
changes. Several scenarios of the future 
climate have been developed based on 
different conditions like initial or boundary 
conditions, emission scenarios, etc. Each 
scenario generates its weather data usually 
on 60 or 30 minutes scale.  These detailed 
data are available for tens of decades.  
The climate data are used in building 
simulations to study the effects of future 
climate on buildings. The results can be 
very useful in setting strategies for making 
the structures, assessing the risks, 
managing the resources, decreasing the 
energy usage and predicting the 
functioning of buildings. But it is 
important to remind that none of the future 
weather data sets is certain. All are the 
simulation results and nobody is sure if one 
is going to happen or not. The 
meteorologists usually do not base their 
conclusions on short time periods when 
they are working with the future climate. 
They study or compare the behavior of a 
parameter in long time periods like 30 
years. The trends and the variances are 
considered for different time periods and 
different data sets.  
Usually the time period in building 
simulations is couple of years and the 
available assessing methods satisfy the 
needs. But working with the future climate 
scenarios opens doors to vast amounts of 
data. For example there are hourly weather 
data sets from 1961 to 2100. Imagine 
simulation of a building and analyzing the 
results for 140 years, on hourly bases, for 
three different emission scenarios, different 
resolutions and different global climate 
models. It is not possible to analyze the 
results using the ordinary methods that are 
used in building physics. Handling huge 

amounts of data demands suitable 
methods. 
Two methods which have been developed 
in the field of meteorology are presented 
here. The first one is a nonparametric 
method based on calculation of quantiles. 
The method has been developed by Ferro 
et al [1]. Also the usefulness of the boxplot 
has been examined on some data samples. 
The nonparametric method has been used 
to check the uncertainties of the different 
spatial resolutions of data sets. The second 
method is a parametric method which is 
based on decomposition of the variabilities 
of a parameter. The method has been 
developed by Fischer and Schär [2]. It 
explores the changes of a parameter in 
different time scales. Variability changes 
on different time scales might be caused by 
different mechanisms. This paper is more 
focused on the method itself and not the 
physical aspects.  
The weather data that has been used in this 
paper is from the regional climate model 
developed by Swedish Meteorological 
Hydrological Institute (SMHI).  
 
2. NONPARAMETRIC METHODS 
  
The nonparametric method is used for 
comparison of the data sets with two 
spatial resolutions for the city of 
Gothenburg in Sweden. For the finer 
resolution the weather data have been 
extracted from the 25km×25km grids. The 
size of the girds is 50km×50km in the 
coarser grid. There is no time lag between 
data sets. In other words the data behaves 
the same during time for both the 
resolutions. For example if the warmest 
day occurs in day n in the finer resolution, 
then the coarser one also has the highest 
temperature in day n. The nonparametric 
methods are also useful to compare 
different sets of data quickly.    
Before describing the Ferro method it is 
necessary to know about quantiles and 
quartiles. Also looking at some data sets 
using boxplot helps to understand the 
method better. A brief description about 



quantile, quartile and boxplot is available 
in the appendix. 
 
2.1 Boxplot 
 
Boxplot is suitable for visualization and 
studying huge amounts of data. It displays 
differences between populations without 
making any assumptions of the 
underlying statistical distribution; it is non-
parametric. Boxplot is based on quartiles.  
Boxplot can be a quick way for checking 
different sets of data graphically.  
Figure 1 shows temperature distribution in 
a period of 140 years for four 25km 
neighbor grids. The boxplots are very 
similar which means that the temperature 
values are quite the same but with some 
slight differences which are expected since 
the grids do not have the same location. 
Each temperature corresponds to a certain 
time in the period. But the boxplot does not 
say anything about the time. It just shows 
the span of the values and the distribution. 
In other words the boxplot treats the 
temperature series just as a bunch of 
numbers, not a time dependent series.   

 
Figure 1. Outdoor temperature of the four 
25km grids in Gothenburg 
 
In figure 2 the weather temperature of an 
area which is covered by a 50km grid is 
shown. The four 25km grids are almost 
covering the same region as the 50km grid 
but not exactly. So some small differences 
are expected. The differences can be 
caused by the location shift or the 
resolution alteration. We like to know how 
big the difference is between two grid 

resolutions for the same area. In the case of 
25km girds, the average value of four grids 
has been used. Boxplots compare the 
temperature values for two different 
resolutions. It shows that the temperature 
values and their probability distribution are 
almost the same. The differences are 
mostly on outliers which correspond to 
very high or very low quantiles. It means 
that the differences are mostly on extreme 
values of the data and with a low 
probability. We can conclude the two 
resolution data sets are roughly the same. 

 
Figure 2. Outdoor temperature for the 
average of four 25km and 50km grids in 
Gothenburg 

 

Figure 3. Outdoor temperature in four 
cities for the 50km grid 
 
Figure 3 shows the temperature in four 
cities of Sweden; Gothenburg, Lund, 
Stockholm and Ostersund. Using boxplot 
helps to compare the climate conditions in 
different cities very quickly. For example 
the difference between Stockholm and 
Lund is very visible. Lund has a warmer 
climate. The figure confirms the idea of 
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using boxplots for illustrating the 
differences between large sets of data. 
There is obvious location difference 
between four cities.  
 
2.2 The Ferro hypothesis 
 
Ferro et al. present a simple nonparametric 
technique based on quantiles for exploring 
and comparing differences in pairs of 
probability distribution functions [1]. The 
method uses quantiles to investigate the 
reason of changes in the probability 
distribution. The method checks if the 
changes are due to the shifts in location, 
scale or both. Changes in location and 
scale are often measured by sample means 
and variances, respectively.  
 
2.2.1 The method 
The aim is to understand any differences 
between the probability distributions of 
two variables. X and Y denote two 
variables. Their distribution functions are

( ) ( )F x P X x= ≤  and ( ) ( )G y P Y y= ≤  
where P(A) denotes the probability of an 
event. Ferro proposes the following 
hypothesis to understand the changing 
distributions: 

: ( ) ( )
: ( ) ( )
: ( ) ( )
: ( ) ( )

o

S X Y

L X Y

LS X X Y Y

H F z G z
H F z G z
H F z G z
H F z G z

σ σ
µ µ
µ σ µ σ

=
=

+ = +
+ = +

 (1) 

for all z−∞ < < ∞  and unknown constants 
μX, μX, σX>0 and σY>0. 
 
Hypothesis Ho claims no difference 
between F and G. For HS the difference is 
only in scale. In HL the difference is only 
in location. Finally in HLS the difference is 
only in location and scale.  
There are three useful statistics for 
summarizing a distribution which are 
defined based on quantiles; 
1- Median:  

0.5ˆXm x=                (2) 
2- Interquartile range:  

0.75 0.25ˆ ˆXs x x= −                (3) 

3- Yule-Kendall skewness measure: 
0.75 0.5 0.25ˆ ˆ ˆ( 2 ) /X Xa x x x s= − +      (4) 

These statistics are resistant measures of 
the location, scale and shape (asymmetry) 
of F and can be compared with 
corresponding measures of G.  
Ferro has also used the quantile-quantile 
plot for the comparison. The cited 
hypothesis corresponds to different linear 
relationships between the two sets of 
quantile: 

:

: ( / )

: ( )

: ( ) /

o p p

S p Y p X

L p Y p X

LS p Y Y p X X

H y x
H y x
H y x
H y x

σ σ

µ µ

µ σ µ σ

=

=

= + −

= + −

(5) 

for all 0<p<1. The last three equalities (Hs, 
HL and HLS) are the quantiles for the 
distribution obtained by adjusting F to 
have, respectively, the same scale, 
location, and location and scale as G. 
The location parameters, μX and μY, are 
estimated by the medians, mX and mY. The 
scale parameters, σX and σY, are estimated 
by the interquartile ranges, sX and sY. 

 
2.2.2 Application of the method 
The temperature distribution for the spatial 
resolutions of 25km and 50km are 
compared together using the Ferro 
hypothesis. The temperature values are for 
Gothenburg during spring in the period of 
1961-1990. 
Figures 4-6 show the comparison of two 
spatial resolutions. The Q-Q line is the 
calculated 100 quantiles of the first 
parameter versus 100 quantiles of the other 
parameter, e.g. temperature of the 50km 
resolution versus temperature of the 25km 
resolution. The Ho line is the 100 quantiles 
of the first parameter (which is temperature 
of the 50km resolution) versus itself. So it 
is a straight line with the slope of 45 
degrees. In the ideal case when the two sets 
of data are the same the Q-Q and Ho lines 
are coincident which means the 
distribution of the data sets are exactly the 
same.  



 
Figure 4. Visualizing the effects of location 
difference on the data distribution 
 
In figure 4 the x-vector values of the HL 
line are the 100 quantiles of the first 
parameter. The y-vector values are 
calculated by subtracting the median of the 
50km grid from the xp values and adding 
the median of the mean 25km resolution as 
described by the corresponding yp in 
relations (5). The dislocation of the HL line 
comparing with Ho line emphasizes the 
difference in medians between the two sets 
of data. For example it tells how much the 
location of the box will be shifted in the 
boxplot by replacing the median of the 
50km data set with the 25km.  
The HS line in figure 5 is the 100 quantiles 
of the first parameter versus the rescaled 
values of the same parameter. The scale 
factor is ratio of interquartile ranges of the 
two sets of data (S25km/S50km). The 
interquartile range is a measure for the size 
of the box in boxplot. The HS line says 
how much the distribution of the 50km 
data would be different if the interquartile 
range was equal to the 25km interquartile 
range. The x-vector values are the 100 
quantiles of the 50km grid and the y-vector 
values are the same values multiplied by 
the scale factor. The HS line shows how 
much having the interquartile range of the 
25km can affect the data distribution of the 
50km comparing to 50km itself. 
The distribution of the 50km data set has 
been affected by both the scale and 
location factors in the HLS line in figure 6. 
It shows that by rescaling the interquartile 
range and shifting the median of the 50km 

data set, using the factors corresponding to 
the 25km data set (see HLS in relation 5), 
the quantile-quantile plot of the new 
distribution of the 50km data set (HLS) 
almost matches the quantile-quantile plot 
of the 50km and 25km girds (Q-Q). It 
means that if the values of two data sets 
were exactly the same but one (50km) had 
the scale and location factors of the other 
(25km), then the quantile-quantile plot 
would be the HLS line. Matching of the HLS 
and Q-Q assures us about having very 
similar values and similar distribution of 
the values in the two data sets. 

 
Figure 5. Visualizing the effects of scale 
difference on the data distribution 
 

 
Figure 6. Visualizing the effects of scale 
and location difference on the data 
distribution 
 
Figure 6 shows that the differences 
between two sets of data are mostly on the 
tails which correspond to the extreme 
values of the data which also have the 
lower probability. The tail values are 
corresponding to the outliers in the 
boxplot.  
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3. PARAMETRIC METHOD 
 
Different changes in the weather data may 
affect building performance: long term 
changes like annual temperature increment 
or short term changes like increase in 
intraseasonal day-to-day variability. 
Besides of comparing the values of the 
large data sets there is also a need to find 
and compare the variations of the data sets 
and studying the influence of different 
changes of the climate on the building 
performance. We need to have the track of 
time in different scales.  
In this section a parametric method which 
has been developed by Fischer and Schär is 
described [2]. In meteorology different 
weather scenarios are compared using a 30 
year period. Usually the period of 1961-
1990 is assumed as the reference period. 
The variations of parameters in different 
scenarios, data sets or periods can be 
analyzed according to the reference period. 
In each period different mean values like 
daily, annual or the whole mean of period 
can be examined.  
In the following the decomposition method 
and some results have been described for 
two periods of 1961-1990 (CTL) and 
2071-2100 (SCN). It is assumed that we 
are analyzing the summer season in each 
period. 
 
3.1 The decomposition method 
This method is based on decomposition of 
the variabilities of a parameter to three 
components: interannual, intraseasonal and 
seasonal cycle [2]. Here the method is 
described for the daily temperature. The 
daily mean temperature is decomposed in 
each 30-year period. 

, ,
ˆ

y d d y y dT T T T T′ ′′= + + +                  (6) 

,y dT : Daily mean temperature on day d (of 
a total D=92 days) and in year y (of Y=30 
years) 
T : the 30-year mean summer temperature

d̂T : the mean seasonal cycle relative toT

yT ′ :the mean summer temperature anomaly 
in year y 

,y dT ′′ :the residual daily anomaly with 
respect to other components. 
 
The mean seasonal cycle and mean 
temperature anomaly in (6) are defined as: 

,
1

1ˆ ( )
Y

d y d
y

T T T
Y =

= −∑
                 

(7) 

,
1

1 ( )
D

y y d
d

T T T
D =

′ = −∑
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This implies: 

1

ˆ 0
D

d
d

T
=

=∑ , 
1

0
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T
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0
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T
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The total daily variance can be defined as: 
2 2

,
1 1

,
1 1

1 ( )

1 ˆ( )

Y D

tot y d
y d

Y D

d y y d
y d

T T
YD

T T T
YD

σ
= =

= =

= −

′ ′′= + +

∑∑

∑∑            
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The variances of each time component are 
defined as the following;  

The interannual variance: 2 2

1

1 Y

y
y

T
Y

σ
=

′ ′= ∑   

The variance induced by the seasonal 

cycle: 2 2

1

1 ˆˆ
D

d
d

T
D

σ
=

= ∑  

The intraseasonal variance in year y: 

 2 2
,

1

1 D

y y d
d

T
D

σ
=

′′ ′′= ∑ . 

Having these definitions, relation (9) can 
be written as: 

2 2 2 2

1

1ˆ
Y

tot y
yY

σ σ σ σ
=

′ ′′= + + ∑
              

 (10) 

With the variances, the variability of each 
component may be found. The total 
summer temperature variability σtot is 
defined as the standard deviation of all 
summer daily mean temperatures in a 30-
year period. The variability components 
are: interannual variability (σ'), 
intraseasonal variability (σy"), and the 
variability induced by the summer seasonal 
cycle (σ̂ ). 
 
 



3.2 Application of the method 
Changes of variability during different 
time periods have its physical reasons. For 
example different mechanisms have been 
considered for increment of the interannual 
temperature variability in summer; green 
house-gas forcing, changes in the summer 
atmospheric circulation or land-atmosphere 
interactions.  By comparing varabilities of 
the indoor/outdoor parameters for different 
time periods we can investigate the 
probable changes and study the effects of 
the changes on our research interest, i.e. 
heating/cooling demand, mould growth, 
etc. Figure 5 shows the percentage of the 
changes in different variabilities in two 
periods for the weather temperature and 
cooling demand during summer. The 
comparison is between the two periods of 
1961-1990 (CTL) and 2071-2100 (SCN).   

 
Figure 5. The percentage of the changes in 
different variabilities in two periods            
[100×(SCN-CTL)/CTL] for the outer 
temperature (up) and cooling demand in a 
building (bottom).   
 

By knowing the physical reasons behind 
the variations of the different variability 
components in the climate and comparing 
the variability changes for different 
parameters in building we can find the 
effects of the outer climate on the building 
performance in detail. This paper just 
introduced the method and we do not 
explain the physical reasons.  
Using this method enables us to study the 
physical behavior of the data laconically 
without losing the track of time.  
 
 
 
4. CONCLUSION 
 
The methods that have been introduced are 
examples of the methods that may be 
useful in building physics for studying the 
future performance of the structures. 
The boxplot and Ferro hypothesis are 
suitable for having a general view of the 
data, comparing long data sets together and 
getting information about the distribution 
of the data. These methods do not show 
any information about the time. But they 
are useful for checking different 
resolutions of a data set. By narrowing the 
quantile range in the Ferro method, i.e. 
calculating 100 quantiles, we can compare 
data sets with a very fine accuracy.  
Applying the decomposition method and 
doing this kind of comparison enables us to 
consider different parameters that may be 
evolved in a physical phenomenon besides 
having a good track of time. The big 
advantage of the method is generating a 
useful abstract of the vast amount of data. 
This method is useful to investigate the 
sensitivity of the building performance to 
different changes of the outdoor climate. 
For example it helps to understand if a 
change is more trend-induced or influenced 
by seasonal cycle. The method also can be 
used to prioritize the influence of the 
parameters and their variations during 
different time periods according to their 
effect on the building performance. 
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APPENDIX 
 
The box plot is based on robust statistics. 
Robust statistics is more resistant (robust) 
to the presence of outliers comparing to the 
classical statistics which is based on the 
normal distribution. Boxplot gives a 
general view of the data. 

         
Figure A1. Components of a boxplot 
 
The diagram shows the following 
information about the data: 

1. The lower whishker 
2. The lower quartile (Q1) 
3. The median (Q2)  
4. The upper quartile (Q3) 

5. The upper whishker 
6. The outliers 

 
Quantiles are the points that are taken at 
regular intervals from the cumulative 
distribution function (CDF) of a variable. 
If we divide an ordered data into n equal-
sized subsets then we will get n-quantiles; 
the quantiles are the data values marking 
the boundaries between consecutive 
subsets. Other words the kth n-quantile for 
a variable is the value x such that the 
probability that the variable will be less 
than x is at most k / n and the probability 
that the random variable will be more than 
x is at most (n − k) / n. There are n – 1 
quantiles, with k an integer satisfying 0 < k 
< n (see the Wikipedia or any statistical 
textbook). 
The 4-quantiles are called quartiles. In 
descriptive statistics, a quartile is any of 
the three values which divide the sorted 
data set into four equal parts, so that each 
part represents one fourth of the sampled 
population. The lower quartile or first 
quartile, Q1, cuts off the lowest 25% of the 
data. The second quartile or median, Q2, 
cuts data set in half. The upper or third 
quartile, Q3, cuts off highest 25% of data. 
The difference between the upper and 
lower quartiles is called interquartile 
range. 
An outlying observation, or outlier, is one 
that appears to deviate markedly from 
other members of the sample in which it 
occurs. 
Whishker is the line extend to at most 1.5 
times the box width (the interquartile 
range) from either or both ends of the box. 
They must end at an observed value, thus 
connecting all the values outside the box 
that are not more than 1.5 times the box 
width away from the box. Accepting this 
definition results in having some values as 
outliers which are physically possible to 
happen. 
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ABSTRACT 
There is much concern about the effects of possible future climate changes on buildings. The 
future climate scenarios are based on numerical simulations. Each scenario of a climate model 
is the result of some changes in the boundary or initial conditions, emission scenario, etc. 
Consequently each weather scenario has different sources of uncertainty which affects the 
building simulation results. Having long term series of data makes the procedure of studying 
the influence of uncertainties difficult.  
In this paper the hygro-thermal response of a representative building part (cold attic) in 
different climate scenarios have been studied. The difference of the scenarios is in having 
different CO2 emission scenarios.  The correlation between the climate in attic and the outer 
climate and also the sensitivity of the simulation results to different emission scenarios have 
been analyzed by using a statistical method based on decomposition of variabilites. The 
analysis is given for the city of Lund in Sweden and for the period from 1961 to 2100. The 
results show that the variabilities of the building simulation results are not following the same 
pattern as the weather data. It is not possible to analyze the future performance and risks 
based on one scenario. 
 
 
1. INTRODUCTION 
In meteorology several climate scenarios 
have been simulated for the future climate. 
One important parameter in climate 
scenarios is the CO2 emission scenario. 
The emission scenarios are predicted based 
on different assumptions like human 
activities, plant coverage, etc. Applying 
different emission scenarios to the same 

climate model results in different weather 
conditions.  
Problems with high humidity levels in cold 
attics have been remarkably increasing in 
Sweden over the last decade. Beside clear 
evidence – the significant mould growth on 
the wooden parts of cold attics, which is 
recently confirmed in about 60-80 % 
single-family houses in south-west coastal 
Sweden [1], mould odors in indoor air 

mailto:vahid.nik@chalmers.se�
mailto:angela.sasic@chalmers.se�


seem to be one of the most frequent side 
effects. Thus, cold attics are classified as 
the most problematic constructions in 
existing buildings with large existing and 
future mould problems [9]. 
In this paper we study the differences in 
the hygro-thermal response of a cold attic 
when it is subjected to three different 
emission scenarios. The investigation is 
done by numerical simulations and by the 
model of a cold attic, which has been 
validated according to measurements [8]. 
The simulations have been made for the 
period of 1961-2100 and for the city of 
Lund in southern Sweden. 
Comparing the indoor and outdoor climate 
conditions for three scenarios reveals the 
differences and similarities of the scenarios 
and also shows the coherent uncertainties 
of working with the future climate. The 
spring season has been studied because it 
has the critical temperature and humidity 
conditions for the mould growth in the attic 
[7], i.e. the mould growth is often set on 
during this period. 
In order to find the changes in the 
simulation results and to handle the long 
series of data, we use a statistical method – 
the decomposition method [2].  
The results of two periods have been 
studied; 1961-1990 and 2071-2100 which 
are named CTL and SCN. 
 
2. DECOMPOSITION METHOD 
 
This method is based on the decomposition 
of the variabilities of a parameter to three 
components: interannual, intraseasonal and 
variability induced by seasonal cycle [2]. 
Here the method is described for the daily 
temperature. The method is briefly 
described hereafter and exemplified for the 
daily mean temperatures.  

, ,
ˆ

y d d y y dT T T T T′ ′′= + + +                  (1) 

,y dT : Daily mean temperature on day d (of 
a total D=92 days of spring) and in year y 
(of Y=30 years) 
T : 30-year mean spring temperature 

d̂T : mean seasonal cycle relative toT  

yT ′ : mean summer temperature anomaly in 
year y 

,y dT ′′ : residual daily anomaly with respect 
to other components. 
 
The mean seasonal cycle and mean 
temperature anomaly in (1) are defined as: 
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The total daily variance can be defined as: 
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The variances of each time component are 
defined as the following;  

The interannual variance: 2 2
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y
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The variance induced by the seasonal 

cycle: 2 2
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The intraseasonal variance in year y: 

 2 2
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Having these definitions, relation (4) can 
be written as: 

2 2 2 2

1

1ˆ
Y

tot y
yY

σ σ σ σ
=

′ ′′= + + ∑
              

 (5) 

With the variances, the variability of each 
component may be found. The total 
summer temperature variability σtot is 
defined as the standard deviation of all 
summer daily mean temperatures in a 30-
year period. The variability components 
are: interannual variability (σ'), 
intraseasonal variability (σy"), and the 
variability induced by the summer seasonal 
cycle (σ̂ ). 
Variability components for the indoor and 
outdoor temperature and relative humidity 



are calculated. Comparing these 
variabilities for different scenarios guides 
in finding similarities/differences between 
the scenarios and the building performance 
in each climate scenario.  
 
3. THE WEATHER DATA 
 
Climate model experiments can be carried 
out using coupled atmosphere-ocean 
general circulation models (AOGCMs). 
These models are applied with different 
external forcing factors as changing 
greenhouse gas concentrations, changes in 
solar intensity, etc. AOGCMs generally 
have a rather coarse spatial resolution 
(often 100-300 km). A commonly used 
approach to improve the resolution is to 
use a regional climate model (RCM) for 
downscaling the results from the AOGCM. 
The climate scenarios used here are 
produced by RCA3, which is the latest 
version of the Rossby Centre regional 
atmospheric model [4, 7]. Rossby Centre is 
a part of the Swedish Meteorological and 
Hydrological Institute (SMHI).  
In this paper the spring (March-April-May) 
climate data for two periods of 1961-1990 
(CTL) and 2071-2100 (SCN) for the city of 
Lund have been used.  
 
3.1.  Future emissions scenarios 
Three following emission scenarios are 
used; B1-1, A1B-1 and A2-1 from the 
IPCC Special Report on Emissions 
Scenarios (SRES). The global climate 
model was run with observed forcing 
conditions until the year 2000 [6]. So there 
is almost no difference in the climate 
conditions between different scenarios 
until 2000.  
The net effect of the changes in emissions 
of anthropogenic greenhouse gases and 
aerosol precursors and/or types is 
approximated by an “equivalent” increase 
in the CO2 concentration. The 
anthropogenic radiative forcing includes 
the effect of greenhouse gases plus the 
indirect and direct effects of aerosols under 
the SRES B2, A1B and A2 emissions 

scenarios. Table 1 shows the 
anthropogenic radiative forcing and the 
equivalent CO2 concentration in the period 
of 140 years for the three emission 
scenarios [6]. 
 
Year       Radiative 

forcing [W/m2] 
  Equivalent CO2 
concentration [ppmv] 

  B2 A1B A2 B2 A1B A2 
1960 0.39 0.39 0.39 313 313 313 
1970 0.41 0.41 0.41 314 314 314 
1980 0.68 0.68 0.68 331 331 331 
1990 1.03 1.03 1.03 353 353 353 
2000 1.33 1.33 1.32 373 373 373 
2010 1.82 1.65 1.74 409 396 403 
2020 2.36 2.16 2.04 453 436 426 
2030 2.81 2.84 2.56 492 495 470 
2040 3.26 3.61 3.22 536 572 532 
2050 3.7 4.16 3.89 581 634 602 
2060 4.11 4.79 4.71 628 713 702 
2070 4.52 5.28 5.56 678 781 823 
2080 4.92 5.62 6.4 730 832 963 
2090 5.32 5.86 7.22 787 871 1123 
2100 5.71 6.05 8.07 847 902 1316 

Table 1. The anthropogenic radiative 
forcing and the equivalent CO2 
concentration aerosols under the SRES B2, 
A1B and A2 emissions scenarios. 
 

  
Figure 1. Temperature components during 
the CTL period (1961-1990) according to 
relation (1). 
 
The Daily temperature, relative humidity 
and global radiation have been 
decomposed to four components according 
to relation (1). Figure 1 shows the Daily     
( ,y dT ), 30-year mean (T ), seasonal mean    

( yT T ′+ ) and mean cycle ( d̂T T+ ) 
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temperatures for the CTL period. 
Decomposing the daily parameters in the 
CTL period according to relation (1). 
Figures 2 and 3 illustrate the components 
for relative humidity and global radiation 
in the same period. 
 

 
Figure 2. Components of relative humidity 
according to relation (1). 

 
Figure 3. Components of global radiation 
according to relation (1). 
 
 
4. ATTIC  
 
The cold attic under investigation is a 
typical construction in Sweden. It is placed 
above a two-storey house, 11 m long and 7 
m wide, as it is shown in Figure 1. The 
volume of the attic is approximately 80 m3. 
The roof is covered with concrete tiles on 
the outer side, followed by a vapor tight 
underlay (roofing felt) and lined with 19 
mm thick spruce boards on the internal 
side. The attic floor is insulated with a 400 
mm thick loose-fill insulation with an air 
barrier below and gypsum board as internal 

lining. The roof is pitched at a 30 o angle 
and oriented south-north. 
In this study, the house is ventilated by 
mechanical exhaust only system. The air 
extraction rate from the house is 200 m3/h 
(0.5 1/h). The attic is assumed ventilated 
through openings 20 mm wide, which are 
placed along roof eaves. 

 
Figure 4. The cold attic . 

 
The airflow rate through the opening is 
approximated by a power-low equation 
with the flow coefficient that equals 78 
m3/h/m (per length of eave), at 50 Pa 
pressure difference, and with the flow 
exponent of 0.5 [5]. The airtightness of the 
house is specified to 1 l/m2s of the surface 
area that separates the indoor climate from 
the outdoor one, which corresponds to 3 
1/h at 50 Pa. The overall distribution of air 
leakages in the house is uniform. The air 
leakages in the ceiling contribute with 0.65 
1/h, or 22 % to the total air change rate 
through the house.   
In order to assess the hygro-thermal 
conditions in the attic, a numerical model 
was developed using the building 
simulation package HAM-Tools. The 
program is designed using Simulink, a 
graphical programming environment 
incorporated in Matlab. The numerical 
model of the attic is validated against field 
measurements [3, 7, 8]. 
 
 
5. RESULTS AND DISCUSSION 
 
Table 2 contains the 30-year mean and the 
seasonal mean of the outdoor temperature, 
relative humidity and global radiation for 
the CTL period during spring. It also 

                               Mar                               Apr                               May
0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

R
el

at
iv

e 
hu

m
id

ity
 [ 

- 
]

   

 

 

Daily RH
30-year mean
seasonal mean
Mean cycle

                               Mar                               Apr                               May
0

50

100

150

200

250

300

G
lo

ba
l r

ad
ia

tio
n 

[ W
/m

2 ]

   

 

 
Daily GR
30-year mean
seasonal mean
Mean cycle

Insulation

Wooden underlay

Air infiltration

Attic ventilation

Roofing tiles

7 m



compares these parameters for the SCN 
period with the CTL period.  
According to the 30-year mean values it 
seems that A2-1, the scenario with the 
highest equivalent CO2 concentration (see 
table 1), has the warmest climate. The 
seasonal mean temperature is the highest in 
A1B-1. It means that during the spring the 
temperature increment to higher values 
than the 30-year mean is bigger in A1B-1 
comparing to the other scenarios. The 
global radiation is less than the CTL period 
in all the scenarios. 

  Difference in 2071-2100 
(SCN-CTL)/CTL [%] 

 1961-1990 B1-1 A1B-1 A2-1 
30-year mean 

T  7.35 21.2 29.5 30.3 

RH  0.78 3.2 3.9 3.7 

GR  162 -9 -12 -11 
Seasonal mean 

yT T ′+  6.77 31.3 45.8 35.7 

yRH RH ′+  0.81 -3.9 2.3 4.2 

yGR GR ′+  157 3 -16 -8 

Table 2. Comparing the 30-year and 
seasonal mean of parameters for different 
climate scenarios for the outdoor climate. 
 
Table 3 contains the calculated variabilities 
in the CTL period during the spring time 
for both the indoor and outdoor climate. 
These values are used as the reference 
values for comparing different scenarios in 
the spring time of the SCN period.  
 
 Weather Attic 
Variability T RH GR T RH 
Interannual 0.71 0.02 11 0.46 0.03 
Itraseasonal 2.16 0.12 63 2.02 0.06 
Seasonal 3.52 0.03 41 4.24 0.08 
Total 4.2 0.13 76 4.72 0.1 
Table 3. The variabilities of the CTL 
period (1961-1990)  
 
In figure 5 the percentage of difference 
between the SCN period (2071-2110) and 
the CTL period (1961-1990) is plotted. As 
it is been cited the CTL period is very 
similar in all the scenarios. The percentage 
of the differences for the temperature and 

relative humidity variabilities is calculated 
in this way: 100 × (SCN-CTL)/CTL.  
 
The decomposition method is also applied 
to the attic simulation results and the 
variabilites are calculated. Table 4 contains 
the 30-year mean and the seasonal mean of 
the temperature and relative humidity for 
the CTL period and compares them in 
different scenarios. Figure 6 is the same 
comparison as figure 5 for the indoor 
climate. 
 
The interannual variability partly 
manifests the deviation of the daily amount 
of a parameter, i.e. temperature, from the 
30-year mean amount of that. Relation (3) 
and formulation of the interannual variance 
and variability show that this variability is 
the annual mean standard deviation for the 
period of 30 years. 

 

 
Figure 5. Percentage change of the 
temperature (up) and relative humidity 
(bottom) variabilities [(SCN-CTL)/CTL] 
for three scenarios in the outdoor climate. 
 
Figure 5 shows that the temperature 
variability difference in A2-1 is 25% more 
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than B1-1 scenario having CTL period as 
the reference (see Table 3). In Table 2 the 
30-year mean temperature in A2-1 is 9% 
more than B1-1 comparing to the CTL 
period. 
This information illustrates that in A2-1 
scenario there are larger fluctuations in the 
temperature profile and the deviations from 
the 30-year mean during spring compared 
to B1-1.The situation is not the same for 
the relative humidity. In table 2 the 30-year 
mean value is a bit higher in A2-1 but the 
anomalies from the 30-year mean are 
higher in B1-1 (see also figure 5). In A1B-
1 the anomalies are higher both in 
temperature and relative humidity 
comparing to B1-1. 

  Difference in 2071-2100 
(SCN-CTL)/CTL [%] 

 1961-1990 B1-1 A1B-1 A2-1 
30-year mean 

T  9.18 6.35 6.12 6.9 

RH  0.78 0.22 -0.3 0.7 
Seasonal mean 

yT T ′+  8.78 15.8 14.2 11.4 

yRH RH ′+  0.74 10 9.3 10.9 

Table 4. Comparing the 30-year and 
seasonal mean of some parameters for 
different climate scenarios inside the attic. 
 
Looking into the attic through figure 6 and 
table 4 we find that the 30-year mean 
values do not change a lot but the 
temperature interannual variability is 
magnified inside the attic. Here the B1-1 
temperature interannual variability is 
higher than the A2-1 around 7%. The 
anomalies inside the attic can be induced 
by different parameters like the radiation, 
which is less in A2-1 comparing B1-1, 
humidity conditions, etc. It is important to 
consider that the 30-year mean temperature 
inside the attic is higher than the outside. 
We know that the outdoor temperature is 
higher in A2-1. The temperature inside the 
attic fluctuates in the same order of the 
outside. So increment of the 30-year mean 
value inside the attic, larger bias, causes 
the smaller values of deviations in A2-1 
and bigger values in B1-1. In A1B-1 the 

interannual variability inside the attic is 
around 50% higher during SCN comparing 
to CTL. 

 

 
Figure 6. Percentage change of the 
temperature (up) and relative humidity 
(bottom) variabilities [(SCN-CTL)/CTL] 
for three scenarios in the indoor climate. 
 
In all the scenarios the interannual 
variability of the indoor relative humidity 
has been decreased during the SCN period. 
The smallest deviation from the 30-year 
mean value is in the A2-1, which has the 
largest 30-year mean, and the biggest in 
the B1-1. So in A2-1 the outer conditions 
results in having more moisture inside the 
attic with more stabilized conditions. In 
long term having humid climate with less 
variations may cause more risks for the 
building, like mould growth.  
 
The intraseasonal variability of a 
parameter is a measure of the amplitude of 
daily variations around the seasonal cycle.  
Having lower values of intraseasonal 
variability during SCN in three scenarios 
shows that changes in the future are more 
affected by the seasonal cycle not the daily 
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variations. It means the changes are more 
trend-induced. Looking at the temperature 
variabilities in figure 5 shows that the trend 
is stronger in A2-1. The condition is not 
the same in the attic. The intraseasonal 
variabilities are higher in SCN comparing 
to CTL for both the temperature and 
relative humidity. The indoor conditions of 
the attic magnify the daily changes which 
may cause to serious problems. It is 
interesting to see that the variations 
between different scenarios in the attic do 
not follow the same pattern as the outside 
weather. For example the decrement of the 
RH intraseasonal variability is the highest 
for A1B-1 in the weather data. But inside 
the A1B-1 shows that highest increment 
for the same parameter. Putting the daily 
based parameters in the calculation of the 
future performance of the building 
generates uncertainties in working with 
different scenarios.  
The daily variations are small along coasts 
and over oceans comparing with land 
regions.  According to Fischer et. al. most 
of the RCMs show higher intraseasonal 
variability in SCN period during summer 
(2071-2100) [2]. The increment is between 
0.2-0.4 K over Sweden in the RCM 
generated by SMHI during summer. The 
intraseasonal day-to-day variations depend 
on synoptic variability and cloud cover. 
The variations are also highly correlated 
with surface short wave and net radiation.  
 
Seasonal cycle induces variability in 
parameters, which we call here seasonal 
variability. Having a more pronounced 
seasonal cycle implies larger temperature 
differences in the season which will 
enhance the seasonal variability (σ̂ ) and 
consequently the total variability (σtot). 
Changes in the seasonal cycle may also 
affect the shape (skewness) of the daily 
temperature distribution [2].  
The mean seasonal cycle in relation (2) for 
each day takes the mean value of the 
deviations from the 30-year mean value in 
the whole period of 30 years. For example 
it calculates 92 temperature differences 

(deviations) for the spring. The seasonal 
variability is the standard deviation from 
the 30-year mean temperature for all the 
days and years in the period.  
In all the scenarios the seasonal 
variabilities for both the temperature and 
relative humidity in the SCN period are 
less than the CTL (figure 5). It confirms 
that the increments in the SCN period are 
trend-induced and are not just because of 
seasonal or periodical variations. During 
this period the temperature seasonal 
variability is a bit higher inside the attic 
comparing with the CTL. For the relative 
humidity it is higher in A1B-1 and lower in 
the other scenarios. Totally there is not a 
big difference between the CTL and SCN 
periods in the attic and the seasonal 
variability differences do not have the 
same magnitude as the outer climate. This 
fact gives us the idea of which kind of 
variations in the climate parameters are 
affecting the building performance more.   
It is interesting to see that the total and 
seasonal variabilities are acting very 
similarly during the spring especially in the 
attic. 
 
6. CONCLUSION 
 
As we know the relations between the 
indoor and outdoor climate are not linear 
and consequently the indoor climate does 
not necessarily follow the variations of the 
outdoor climate. It makes the study of the 
future performance of buildings difficult. 
In other words there is need to simulate the 
building performance for each scenario.  
Some variabilities are important in the 
outdoor climate and may vary a lot during 
time periods. But it is probable that they do 
not vary a lot in the attic, such as the 
seasonal variability. So for studying the 
future performance of a building it might 
be possible to neglect some variabilities or 
changes in the data and focus on the most 
influential variations. 
According to the results inside the attic, the 
largest difference in the variabilities 
between the scenarios is the interannual 



variability with around 15% difference for 
the A1B-1 and A2-1 for the temperature 
and 15% between A2-1 and B1-1 for the 
relative humidity. It means that having 
different emission scenarios can affect the 
daily variations of indoor temperature and 
relative humidity. This daily variation can 
be important in assessing the risks like 
mould growth. The total and seasonal 
variabilities are behaving very alike in the 
attic and largest difference between 
scenarios is less than 8% between A2-1 
and A1B-1. The largest intraseasonal 
variability difference is around 5% for the 
relative humidity between A1B-1 and B1-
1. The magnitude of difference in 
variabilities decreases inside the attic and 
don’t follow the same pattern as the 
outdoor. But the relation between certain 
variabilities inside and outside the attic has 
some similarities. For example the 
interannual variability has the largest 
differences both inside and outside. A 
probable way for assessing a risk, i.e. 
mould growth, in the attic for different 
scenarios might be assessing the risk for 
the CTL or SCN period for a reference 
scenario, calculating the variabilities of the 
result and predicting the extreme 
interannual variability according to the 
extreme differences in the weather 
scenarios. 
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SUMMARY 
 
Climate changing has been a debated subject during the last few years. Several future climate 
predictions have been generated based on numerical modeling. There are differences between 
climate data sets depending on the driving global climate models, initial conditions, emission 
scenarios, regional climate models, etc. Each future climate is based on some assumptions and 
consequently has some uncertainties. These uncertainties are dragged to the building 
simulation results by using the climate data for assessing the future performance of buildings.  
In this paper the uncertainties connected to having different global climate models are studied. 
The analysis is given for the city of Stockholm in Sweden and for the period from 1961 to 
2100. The indoor climate of a cold attic has been simulated for the climate conditions of four 
different global climate models. Temperature and relative humidity of the climate have been 
analyzed using the method of decomposition of variabilities. The method helps to compare 
different climate and simulation results in long time periods.  
The comparison guides to understand the importance and effectiveness of outdoor climate 
variability components on the indoor climate. Sensitivity of the simulation results to different 
global climate models is illustrated when the indoor response to the long term and short term 
changes of the outdoor climate is considered. 
 
 
INTRODUCTION 
 
Different future climate simulations are available. There are many factors which distinguishes 
the climate simulations from each other like the CO2 emission scenarios, initial or boundary 
conditions, regional climate model and global climate model. For doing research on the long 
term hygro-thermal behaviour of buildings it is necessary to consider the uncertainties related 
to the future climate. In this paper different global climate models (GCMs) are considered. 
Indoor and outdoor climate conditions are compared for four GCMs; CCSM3, CNRM, 
ECHAM5 and HADCM. The results of the autumn season for two periods have been studied 
here; 1961-1990 and 2071-2100 which are named CTL and SCN. For the CTL period another 
weather data named as ERA40 is used as a reference. Autumn is a season with very favorable 
temperature and humidity conditions for the mould growth. 
The hygro-thermal responses of a cold attic model are studied using numerical simulations. 
Problems with high humidity levels in cold attics have been remarkably increasing in Sweden 
over the last decade. Cold attics are classified as the most problematic constructions in 
existing buildings with large existing and future mould problems [1].  
Two nonparametric statistical descriptive methods, boxplot and quantile plot, have been used 
to have a general view to the weather data sets. The simulation results have been studied by 
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applying the method of decomposition of variabilities. This parametric method enables to 
explore the data and its variations beside of having the track of time with a fare resolution in 
the whole simulation period. Variability components for the indoor and outdoor temperature 
and relative humidity are calculated. Comparing these variabilities for different GCMs helps 
in finding similarities/differences between the global climate models and their effects on the 
attic performance. 
 
DECOMPOSITION METHOD 
 
This method is based on decomposition of the variabilities of a parameter to three 
components: interannual, intraseasonal and variability induced by seasonal cycle [2]. The 
method is briefly described hereafter and exemplified for the daily mean temperatures.  

, ,
ˆ

y d d y y dT T T T T′ ′′= + + +      (1) 

,y dT : Daily mean temperature on day d (of a total D=91 days of autumn) and in year y (of 
Y=30 years) 
T : 30-year mean spring temperature 

d̂T : mean seasonal cycle relative toT  
yT ′ : mean summer temperature anomaly in year y 

,y dT ′′ : residual daily anomaly with respect to other components. 
The mean seasonal cycle and mean temperature anomaly in (1) are defined as: 
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The total daily variance can be defined as: 
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The variances of each time component are defined as the following;  

The interannual variance: 2 2
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Having these definitions, relation (4) can be written as: 
2 2 2 2

1

1ˆ
Y

tot y
yY

σ σ σ σ
=

′ ′′= + + ∑
    

 (5) 

With the variances, the variability of each component may be found. The total summer 
temperature variability σtot is defined as the standard deviation of all summer daily mean 
temperatures in a 30-year period. The variability components are: interannual variability (σ'), 
intraseasonal variability (σy"), and the variability induced by the summer seasonal cycle (σ̂ ). 
 
 
 



THE WEATHER DATA 
 
Climate model experiments can be carried out using coupled atmosphere-ocean general 
circulation models (AOGCMs). These models are applied with different external forcing 
factors as changing greenhouse gas concentrations, changes in solar intensity, etc. AOGCMs 
generally have a rather coarse spatial resolution (often 100-300 km). A commonly used 
approach to improve the resolution is to use a regional climate model (RCM) for downscaling 
the results from the AOGCM. The climate data which have been used in this work are 
produced by RCA3, which is the latest version of the Rossby Centre regional atmospheric 
model. The Rossby Centre is a part of the Swedish Meteorological and Hydrological Institute 
(SMHI). RCA cover Europe with a rotated longitude-latitude grid with a horizontal resolution 
of 0.44o (approximately 50 km) and 24 vertical levels in the atmosphere. The time step is 30 
minutes in RCA3 [3, 4]. 
Weather data of four different GCMs have been used for running the attic simulation. 
A global climate model (GCM) is a mathematical model of the general circulation of a 
planetary atmosphere or ocean and based on the Navier-Stokes equations on a rotating sphere 
with thermodynamic terms for various energy sources like radiation and latent heat.  
The comparison has been made between four GCMs with similar emission scenarios and 
initial conditions, A1B_3, from the IPCC Special Report on Emissions Scenarios (SRES). 
The ERA40 climate data is used as the reference for comparing the GCMs during the CTL 
period (1961-1990). The Rossby centre has performed re-analysis driven experiments with the 
RCA to provide a realistic baseline regional climate. This baseline is used to compare the 
climate projections based on global scenarios. The boundary conditions for the re-analysis are 
taken from the European Centre for Medium range Weather Forecasts (ECMWF) ERA40 data 
set, extended with operational analyses to cover the whole period from 1961 to 2005. This 
climate data has shown a very good agreement with the real climate conditions. 
 
Global climate models 
 
CCSM3: The Community Climate System Model is a state-of-the-art coupled global 
circulation model that has been developed under the auspices of the National Center of 
Atmospheric Research (NCAR) Boulder, USA. The modules for the atmosphere, land 
surface, sea ice, and ocean components are linked through a coupler that controls the 
exchange of energy and water between the components. [5] 

CNRM: The CNRM-CM3 global coupled system is the third version of the ocean-atmosphere 
model initially developed at CERFACS (Toulouse, France), then regularlarly updated at the 
Center National Weather Research. CNRM-CM3 also includes a parameterization of the 
homogeneous and heterogeneous chemistry of ozone, a sea ice model, GELATO2, and TRIP 
river routing from Tokyo University. [6] 

HadCM3: Hadley Centre Coupled Model, version 3 is a coupled AOGCM developed at 
the Hadley Centre in the United Kingdom. HadCM3 is composed of two components: the 
atmospheric model HadAM3 and the ocean model (which includes a sea ice model). 
Simulations often use a 360-day calendar, where each month is 30 days. HadAM3H is run 
with the resolution of 1.875° longitude × 1.25° latitude. In this paper the SCN period of this 
GCM does not include the year 2100. So the SCN period is 29 years in HadCM3 instead of 30 
years. 

ECHAM5/MPI-OM is the successor of ECHAM4/OPYC3. ECHAM4/OPYC3 is a coupled 
atmosphere-ocean GCM developed at DKRZ, the Deutsches Klimarechenzentrum GmbH, 
and the Max-Planck Institute for Meteorology in Hamburg. In a comparison with observations 
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ECHAM5/MPI-OM has been shown to perform well in terms of surface pressure patterns in 
west-central Europe indicating that the large-scale circulation over Europe is realistic. The 
simulation was performed at T63 resolution (1.875° × 1.875°). [3, 4] 
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Figure 1. Boxplot of the temperature distribution during autumn for different GCMs. Left: 
CTL period (1961-1990), right: SCN period (2071-2100) 
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Figure 2. Quantile (invers CDF) plot of the relative humidity distribution during autumn for 
different GCMs. Left: CTL period (1961-1990), right: SCN period (2071-2100) 
 
In figure 1 the temperature distribution in autumn (Sep-Oct-Nov) for different GCMs has 
been compared using boxpolt for two periods. For the CTL period the ERA40 data is used as 
the reference. Figure 2 shows the quantile of the relative humidity for the same periods. The 
boxplot and quantile are the nonparametric methods which have been used here for 
comparing the large data sets. There is no track of time in these methods and the figures show 
how the data is distributed in 30 years. 
 
THE ATTIC MODEL 
 
The cold attic under investigation is a typical construction in Sweden. It is placed above a 
two-storey house, 11 m long and 7 m wide. The volume of the attic is approximately 80 m3. 
The roof is covered with concrete tiles on the outer side, followed by a vapor tight underlay 
(roofing felt) and lined with 19 mm thick spruce boards on the internal side. The attic floor is 
insulated with a 400 mm thick loose-fill insulation with an air barrier below and gypsum 
board as internal lining. The roof is pitched at a 30 o angle and oriented south-north. 
In this study, the house is ventilated by mechanical exhaust only system. The air extraction 
rate from the house is 200 m3/h (0.5 1/h). The attic is assumed ventilated through openings 20 
mm wide, which are placed along roof eaves. The airflow rate through the opening is 
approximated by a power-low equation with the flow coefficient that equals 78 m3/h/m (per 
length of eave), at 50 Pa pressure difference, and with the flow exponent of 0.5 [7]. The 
airtightness of the house is specified to 1 l/m2s of the surface area that separates the indoor 



climate from the outdoor one, which corresponds to 3 1/h at 50 Pa. The overall distribution of 
air leakages in the house is uniform. The air leakages in the ceiling contribute with 0.65 1/h, 
or 22 % to the total air change rate through the house.   
In order to assess the hygro-thermal conditions in the attic, a numerical model was developed 
using the building simulation package HAM-Tools. The program is designed using Simulink 
in Matlab. The numerical model of the attic is validated against field measurements [7, 8, 9]. 
 
RESULTS AND DISCUSSION 
 
The 30-year mean (T ) and seasonal mean ( yT T ′+ ) values of the temperature, relative 
humidity and global radiation for the CTL and the comparison with the SCN period are 
shown in table 1. The values are corresponding to the outdoor conditions. The seasonal mean 
has been calculated for the 15th year of the period.  
All the GCMs have a higher 30-year mean temperature in the SCN period. It is the same for 
the seasonal mean excluding CCSM3. The seasonal mean values can interpret the behavior of 
the GCMs in each season of a specific year. The larger difference between the seasonal and 
30-year mean values, the more effective seasonal influences in that year. 
 

Table 1. Comparing different mean values of the GCMs for the outdoor climate in autumn. 
CTL period (1961-1990) Difference in 2071-2100 (SCN-CTL)/CTL [%] 

 ERA40 CCSM3 CNRM ECHAM5 HADCM CCSM3 CNRM ECHAM5 HADCM 
30-year mean (Autumn) 

T  3.27 2.51 3.57 3.6 2.28 84.2 67.5 84.4 178.1 

RH  0.88 0.88 0.88 0.89 0.9 2.24 2.5 2 2.3 

GR  43.5 47.5 45.2 43.2 40.8 -7.5 -10.5 -11.5 -13 
Seasonal mean (Autumn) 

yT T ′+  4.14 4.14 3.35 4.62 2.1 -13.1 40.4 56.15 244.8 

yRH RH ′+  0.88 0.9 0.86 0.9 0.93 2.2 6.8 0.2 -2.3 

yGR GR ′+  48 48 45.7 38.7 34.4 -10 -10.4 9.6 7.6 

 
Figures 4-8 show the variability components of different parameters for the indoor and 
outdoor climate and compare the CTL and SCN periods. In figure 4 the variations and order 
of appearance of the temperature variabilities is almost the same indoor and outdoor. The 
variabilities of the indoor temperature follow the outdoor temperature. It is not the same for 
relative humidity in figure 5; the seasonal variabilities inside the attic are larger than the 
intraseasonal variabilities in contrary to the outside. The indoor intraseasonal variabilities 
have been decreased three times less than the outdoor values but the seasonal variabilities are 
almost doubled. Nonlinearity of the moisture balance is affecting the variability variations. 
The interannual variability of a 30-year period gives a general view of the deviation of a daily 
parameter from its 30-year mean value. Relation (3) represents the annual mean value of the 
deviation of the season in each year from the 30-year mean value of the season. Calculating 
the variability gives a representative value for the whole period. In figure 4 the GCMs with 
the smaller differences between the seasonal mean and the 30-year mean, CNRM and 
ECHAM5 (see table 1), have lower interannual variabilities.  
The intraseasonal variability of a parameter is a measure of the amplitude of daily variations 
around the seasonal cycle. Having lower values of intraseasonal variability for the outdoor 
climate during SCN in all the GCMs excluding HADCM3 shows that changes in the future 
are more affected by the seasonal cycle comparing to CTL (figures 7 and 8). It means the 
changes are more trend-induced.  



According to figure 4 the intraseasonal variabilities of the indoor temperature are almost in 
the range of the outdoor. But for the relative humidity the indoor values are almost one-third 
of the outdoor values in figure 5. Figures 7 and 8 show that despite of decrement of the 
intraseasonal variability for the outdoor conditions, it increases inside the attic in some of the 
GCMs for both the temperature and relative humidity. The variability variations between 
different periods in the GCMs are not the same indoor and outdoor. It means the decrement of 
fluctuations around the mean values in the future climate does not necessarily result in having 
more stable climate indoors. 
The daily variations are small along coasts and over oceans comparing with land regions. 
Most of the GCMs show lower intraseasonal variability in SCN period during autumn. The 
intraseasonal day-to-day variations depend on synoptic variability and cloud cover. The 
variations are also highly correlated with surface short wave and net radiation [2]. 
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Figure 4. Variabilities of temperature in autumn during CTL period (1961-1990). Left: 
outdoor climate, right: indoor climate 
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Figure 5. Variabilities of relative humidity in autumn during CTL period). Left: outdoor 
climate, right: indoor climate, for different GCMs. 
 
Seasonal cycle induces variability in parameters, which is called seasonal variability in this 
paper. Having a more pronounced seasonal cycle implies larger temperature differences in the 
season which will enhance the seasonal variability (σ̂ ) and consequently the total variability 
(σtot). Changes in the seasonal cycle may also affect the shape (skewness) of the daily 
temperature distribution [2].  
The mean seasonal cycle in relation (2) for each day calculates the mean value of the 
deviations from the 30-year mean value in the whole period of 30 years. The seasonal 
variability represents the magnitude of the daily variations of the season in the whole period. 
It gives an estimation for the amplitude of seasonal variations in the period. In all the 
scenarios the temperature seasonal variability in the SCN period is less than the CTL (figure 
7). It is the same for relative humidity in figure 8 excluding the CCM3. It confirms that in 
most of the GCMs the future changes are more trend-induced and are not just because of 
seasonal or periodical variations. The total and seasonal variabilities are acting very similarly 



during the autumn in both periods and the seasonal variability affect the total variability more 
than the other components.  

CCM3 CNRM ECHAM5 HADCM3Q0 ERA40
0

5

10

15

20

25

30

35

40

45
G

lo
ba

l r
ad

ia
tio

n 
va

ri
ab

ili
tie

s 
 [ 

W
/m

2  ]

 

 

interannual
intraseasonal
seasonal
total

   CCM3 CNRM ECHAM5 HADCM3Q0
-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

P
er

ce
nt

ag
e 

ch
an

ge
 in

 v
ar

ia
bi

lit
y 

(S
C

N
-C

TL
)/

C
TL

 [%
]

 

 
interannual
intraseasonal
seasonal
total

 
Figure 6. left: variabilities of global radiation in autumn during CTL period, right: percentage 
change of the global radiation variabilities [(SCN-CTL)/CTL], in autumn for different GCMs.  
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Figure 7. Percentage change of temperature variabilities [(SCN-CTL)/CTL] in autumn for 
different GCMs. left: outdoor climate, right: indoor climate.  
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Figure 8. Percentage change of relative humidity variabilities [(SCN-CTL)/CTL] in autumn 
for different GCMs. Left: outdoor climate, right: indoor climate.  
 
The nonlinear relations between the indoor and outdoor climate makes the hygro-thermal 
predictions of the building performance difficult. It is recommended to do the simulations for 
different GCMs to be able to see the exact effects of each climate model on the building 
performance. On the other hand there are some similarities between GCMs like the 
increments of the 30-year mean values or changes in the future variabilities.  
Some variabilities are important in the outdoor climate and may vary a lot during time 
periods. But it is probable that they do not vary a lot in the attic, such as the seasonal 
variability. Then it might be possible to neglect some variabilities in studying the future 
performance. In other words depending on type of the phenomenon which is being considered 
in the future performance of the building, it may be possible to neglect the differences 
between some GCMs and make the conclusions based on one GCM. For example if the 



behavior of the phenomenon depends on seasonal variations of temperature and the seasonal 
variabilities of two GCMs alter similarly in the future with close numbers, the simulation 
results of one GCM can give an estimation about the phenomenon behavior in the other 
GCM. 
The order of variations of the variabilities is not the same indoor and outdoor. For example in 
figure 7 the interannual variability has the least alteration outdoors but the most indoors. The 
changes in the future variations of the parameter components are not the same in GCMs. 
CNRM and ECHAM5 have the highest increment for the temperature interannual variability 
both inside and outside. On the other hand CCSM3 and HADCM3 show the lowest decrement 
outside and highest inside. CNRM and ECHAM5 do not have the same similarity as the 
temperature variability variations for the relative humidity variabilities.  
According to figures 4-6, different variabilities are almost in the same order and magnitude 
inside and outside for different GCMs. It may make the building simulation results 
predictable for different GCMs based on simulation results for one GCM. It might be 
applicable for calculation of the parameters which are more influenced by the total trend of 
changes. The future variations are not the same in figures 6-8. It means in the case of 
calculation of indoor parameters which are very dependent on daily, seasonal, annual or 
periodical variation it is important to consider differences between GCMs.   
 
REFRENCES 
 
1. The Swdish National Housing Board- Boverket, 2009. So feel our houses. 
2. Fischer E. and Schär C., “Future changes in daily summer temperature variability: driving 

processes and role for temperature extremes.” Climate Dynamics 33.7 (2009): 917-935. 
3. Kjellström, E., L. Bärring, S. Gollvik, U. Hansson, C. Jones, P. Samuelsson, M. Rummukainen, A. 

Ullerstig,U. Willén, and K. Wyser. 2005. A 140-year simulation of European climate with the new 
version of the Rossby Centre regional atmospheric climate model (RCA3). SMHI Reports Mete-
orology and Climatology No. 108, SMHI, SE-60176 Norrköping, Sweden, 54 pp. 

4. Persson G., Bärring L., Kjellström E., Strandberg G. and Rummukainen M. (2007). ”Climate 
indices for vulnerability assessments”. SMHI Reports Meteorology and Climatology RMK No 
111. Swedish Meteorological and Hydrological Institute, SE-601 76 Norrköping, Sweden, 64 pp. 

5. Klaus Wyser, Markku Rummukainen and Gustav Strandberg, Nordic regionalization of a 
greenhouse-gas stabilisation scenario,  No 110, Oct 2006, 0347-2116 SMHI Reports Meteorology 
Climatology. 

6. Salas-Mélia, D., F. Chauvin, M. Déqué, H. Douville, J.F. Gueremy, P. Marquet, S. Planton, J.F. 
Royer and S. Tyteca (2005) : Description and validation of the CNRM-CM3 global coupled 
model, CNRM working note 103. 

7. Mattsson, B. 2005. A Sensitivity Analysis of Assumptions Regarding the Position of Leakages 
when Modelling Air Infiltration Through an Attic Floor. 7th Symposium on Building Physics in 
the Nordic Countries. Reykjavik, Island. 

8. Hagentoft C-E. 2009. Effects on function and cost of controlled ventilation of cold winds. Report 
for the SBUF-project 11871. Division of Building Technology. Chalmers Univeristy of 
Technology, Sweden. 

9. Sasic Kalagasidis, A. (2004) HAM-Tools: An Integrated Simulation Tool for Heat, Air and 
Moisture Transfer Analyses in Building Physics. PhD Thesis, pp. 1-5. 

10. Sasic Kalagasidis A., Nik V., Kjellström E., Nielsen A. (2009), ” Hygro-thermal response of a 
ventilated attic to the future climate load in Sweden”, Proceedings of the fourth International 
Building Physics Conference, Istanbul, Turkey, pp. 519-526.  

11. Ahrenens, C., Borglund E. 2007. Moisture in cold attics (in Swedish). Master thesis 2007:11. 
Division of Building Technology. Chalmers Univeristy of Technology, Sweden. 
  

 


	Abstract
	List of publications
	Acknowledgments
	Nomenclature
	Abbreviations

	Introduction
	Weather data
	About the climate model from the Rossby centre
	Climate modeling and experimental setup
	Naming of the weather files

	Regional climate model
	Global climate model
	ERA40 data
	Future emissions scenarios
	The spatial resolution of the weather data
	Initial conditions
	Preparing the weather data for simulations
	Time
	Air temperature
	Relative humidity
	Global radiation
	Diffuse horizontal radiation
	Direct normal radiation or Beam
	Long wave sky radiation
	Global illuminance
	Diffuse horizontal illuminance
	Direct normal illuminance
	Wind direction
	Wind speed


	The attic model
	The attic
	Simulation environment

	Statistical methods
	Boxplot
	The Ferro hypothesis
	The decomposition method

	Spatial resolution
	Histogram
	Boxplot
	The Ferro hypothesis
	The quantile-quantile plots


	Global Climate Models
	Nonparametric comparison of GCMs
	Parametric comparison of different GCMs

	Emission scenarios
	Gothenburg during autumn
	Stockholm during winter
	Östersund during summer
	Some general points

	Initial Conditions
	Nonparametric comparison
	Parametric comparison

	Conclusions
	Statistical methods
	Spatial resolution
	Global climate models
	Emission scenarios
	Initial conditions

	Ideas for the future work
	References
	Lic_Papers.pdf
	PaperTitles_Part1.pdf
	BPS2008_ASK&VMN_final
	PaperTitles_Part2
	IBPC2009_VahidNik
	1 INTRODUCTION
	1.1 Ventilated attic as a representative building part in the analysis
	1.2 The scope and organization of the work

	2 HYGRO-THERMAL MODELS OF THE HOUSE AND THE ATTIC
	2.1 Air movement through the house and the attic
	2.2 Air tightness of the building envelope
	2.3 Mass balance of air in the model
	2.4 The numerical model of the cold attic

	3 CLIMATE DATA FROM CLIMATE SCENARIOS
	3.1 Global and regional climate models
	3.2 Important feature of the A2 climate data set 

	4 MODEL OF THE MOULD GROWTH
	5 RESULTS
	5.1 The reference results
	5.2 Results for the period 1991-2100

	6 CONCLUSIONS

	PaperTitles_Part3
	VahidNik_ICBEST2010_StatisticalMethods
	PaperTitles_Part4
	VahidNik_ICBEST2010_Scenarios
	PaperTitles_Part5
	VahidNik_CLIMA2010_revised
	The uncertainties in simulating the future hygro-thermal performance of an attic related to global climate models



