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## Chapter 1

## Introduction

### 1.1 The FERMI@Elettra Facility

The FERMI@Elettra Free Electron Laser (FEL) project is a soft X-ray fourth generation light source under development at the ELETTRA Laboratory of Sincrotrone Trieste [1]. It is one of the FEL based European projects, designed to become the international user facility in Italy for scientific investigations, with ultra high brillance X-ray pulses, of ultra-fast and ultra-high resolution processes in material science and physical biosciences.
The FERMI single-pass FEL facility will be driven by the present ELETTRA injector S-band linac, upgraded by the addition of seven accelerating sections to bring its top energy to 1.5 GeV and of a new photoinjector as a low emittance electron source. The Linac repetition rate will also be ramped up from 10 Hz to 50 Hz . The upgraded Linac 1.5 GeV electron beam energy plus a complex of state-of-the-art undulators will allow FERMI to cover the $100-20 \mathrm{~nm}$ wavelength region in a first phase (FEL-1) and to reach down to 4 nm in a second, later phase (FEL-2). A general layout of the facility is shown in Figure 1.1 and 1.2.
The accelerator and FEL complex comprises the following parts:

- A photoinjector and two short linac sections (S0A and S0B), generating a bright electron beam and accelerating it to $\sim 100 \mathrm{MeV}$.
- The main linear accelerator, where the electron beam is time-compressed and accelerated to $\sim 1.5 \mathrm{GeV}$.
- The electron beam transport system to the undulators.
- The undulators complex, in which the FEL radiation is generated.
- The photon beam transport lines from the undulator to the experimental area.
- The experimental area.

The photoinjector is based on the proven 1.6 cell electron gun developed at BNL, SLAC and UCLA. Given the similarities between the LCLS and FERMI photoinjector requirements, this design draws heavily on the LCLS concept to produce a 10 ps long pulse with $0.8-1 \mathrm{nC}$ charge and a rms normalized transverse emittance of 1.2 mm mrad at 100 MeV . The repetition rate is 10 Hz


Figure 1.1: The main linear accelerator.


Figure 1.2: The undulator hall and the experimental area.
during the initial stage of operation, but the design allows for upgrading the photoinjector to 50 Hz . Following standard layout schemes, the design includes a solenoid for emittance compensation and acceleration to 100 MeV with two S -band rf sections. These sections, named $S 0 A$ and $S 0 B$, are part of the present ELETTRA injection system. A laser pulse provides temporal and spatial bunch shaping. The FERMI design calls for a novel temporal bunch profile in which the bunch current increases approximately linearly with time (linear ramp) [2]. Such as profile at the start of acceleration produces a more uniform energy and current profile at the entrance to the undulators. The function of the main linear accelerator is to accelerate the $\sim 10 \mathrm{ps}$ long electron bunch exiting the photoinjector to $\sim 1.5 \mathrm{GeV}$ and to compress the beam to its final duration and peak current as shown in Figure 1.3. Two FEL layouts are envisaged in FERMI and in both the cases the energy and charge distributions correlated with the distance along the electron bunch should be as flat as possible in order not to broaden the FEL bandwidth. The design values of energy and peak current variations along the useable part of the bunch are specified to be less than $2 \times 10^{-4}$ and $\sim 100 \mathrm{~A}$ respectively. At the exit of the photoinjector, the electrons enter the L1 linac (four C-type sections) where they are accelerated to $\sim 300 \mathrm{MeV}$. Acceleration off-crest creates the correlated energy spread along the bunch needed to compress it in the first compressor, BC1. An X-band rf structure tuned at the $4^{\text {th }}$ harmonic of the main ( 3 GHz ) linac frequency is placed half-way between the four C-type sections of L1. The function of the structure is to provide the non-linear quadratic
and, when operated off-crest, cubic corrections of the correlated momentum distribution along the bunch in the presence of the photoinjector, of the non-linearities of the magnetic compressors and of the longitudinal wakefields. The L2 and L3 linac structures, located between the first and second bunch compressors, accelerate the beam from $\sim 300 \mathrm{MeV}$ to $\sim 650 \mathrm{MeV}$. They also provide the residual momentum chirp needed for the second compressor, BC2. After BC2 the beam is accelerated to its final $\sim 1.5 \mathrm{GeV}$ energy in the L 4 structure. The rf phases of the linac sections following BC1 are chosen to provide the necessary momentum spread for compression and also to cancel the linear part of the longitudinal wakes. The non-linear correlated momentum spread at the end of the linac is fine-tuned by acting on the amplitude and phase of the x-band structure. The linac focusing system is designed to minimize transverse emittance dilution due to transverse wakefields, momentum dispersion and coherent synchrotron radiation in bends. Figure 1.4 shows the two transfer lines, one assigned to FEL-1 and the other to FEL-2, that transport the electron beam from the linac end to the undulators. This system, called the "Spreader", starts with two


Figure 1.3: The main linac and photoinjector layouts.


Figure 1.4: Nominal undulator layout for FEL-1 and FEL-2.
three-degree bending magnets that deflect the beam away from the linac. In the line that leads to the FEL-2 undulator, two more three-degree bend dipoles of opposite polarity bring the beam back parallel to the linac at a distance from it of 1 m . When operating the FEL-1 line, one of the afore-mentioned dipoles is switched off and the beam proceeds to a second pair of dipoles that again bend the beam parallel to the linac and displaced from it by 3 m . The two undulator lines are thus parallel and separated by 2 m . The electron optics is designed to cancel any emittance blow up due to the emission of coherent synchrotron radiation in the bends by a suitable choice of the (small) bending angles and of the phase advances between dipoles. The FERMI project is based on the principle of the high gain, harmonic generation FEL amplifier employing multiple undulators, up-shifting an initial seed signal in a single-pass. The initial (master oscillator or seed) signal is provided by a conventional pulsed laser operating at wavelengths in the region $210-300 \mathrm{~nm}$. The energy modulation induced by the interaction of the laser with the electron beam in the first undulator (the modulator) is converted to spatial modulation by passing the beam through the magnetic field of a dispersive section. The bunching further increases the initial
bunch modulation at harmonics of the seed wavelength. Thus re-bunched, the electrons emit coherent radiation in a second undulator (the radiator) tuned at a higher harmonic corresponding to the desired FEL output. This scheme broadly describes the FEL-1 layout, down to 20 nm . To reach the shortest design wavelength of 4.2 nm , a second stage (modulator + dispersive section +radiator) is added to produce the FEL-2 configuration, as shown in Figure 1.4. FEL-1 and FEL2 are required to provide, at all wavelengths, continuously tunable output polarization ranging from linear-horizontal to circular to linear-vertical. The FEL-1 radiator and the final radiator in FEL-2 have therefore been chosen to be of the APPLE-II, pure permanent magnets type. For the modulator a simple, linearly-polarized configuration is best, due to both its simplicity and because the input radiation seed can be linearly polarized. The wavelength will be tuned by changing the undulator gap at constant electron beam energy. After leaving the undulators, while the FEL radiation is transported to the experimental areas, the electron beam is brought to a beam dump by a sequence of bending magnets. Table 1.1 lists some of the basics parameters of the electron beam and of the FEL radiation at 20 nm (FEL-1) and 4.2 nm (FEL-2). Figure 1.5 shows the FEL radiation transport system, designed to handle the high peak power of up to $10 G W$ in the subps long pulse, including a differentially pumped windowless vacuum system and low-Z material beamline components operating at grazing incidence angles. The photon beam transport system incorporates all provisions and equipment necessary to ensure pulse length and energy resolution preservation, monochromatization, source shift compensation, beam splitting and focusing into the experimental chamber.


Figure 1.5: Photon beam transport system (PADReS) from the undulator to the experiment chambers. LDM: Low Density Matter, DIPROI: Diffraction and Projection Imaging, EIS: Elastic and Inelastic Scattering.

### 1.2 Introduction to the wakefields

In this section we give a brief introduction to a concept of wakefields and impedances for relativistic beams interacting with surrounding environment. Among the numerous publications on this subject, we refer here to the following references [3-7].
Let us consider a leading particle of charge $q_{l}$ moving with velocity $v$, and a trailing particle of charge $q_{t}$ moving behind the leading one on a parallel path at a distance $s$ with an offset $r_{2}$, as

Table 1.1: Nominal electron beam and FEL parameters.

| Parameters | Value at 20nm | Value at 4.2nm | Units |
| :--- | :--- | :--- | :--- |
| Electron beam energy | 1.2 | 1.5 | GeV |
| Peak current | 800 | 800 | A |
| Bunch charge | 0.8 | 0.8 | $n \mathrm{C}$ |
| Emittance (slice) | $1.0-1.2$ | 1.0 | $\mathrm{~mm} \mathrm{mrad}, \mathrm{rms}$ |
| Energy spread (slice) | $150-400$ | 150 | keV |
| Bunch duration | $100-600$ | $100-600$ | $\mathrm{fs}, \mathrm{FWHM}$ |
| Repetition rate | 50 | 50 | Hz |
| FEL peak power | $0.2-2.0$ | 1.7 | $G W$ |
| Seed power | $\sim 100$ | 100 | $M W$ |

shown in figure 1.6. In general, we want to find the force which the leading particle exerts on the


Figure 1.6: A leading point charge $q_{l}$ and a trailing point charge $q_{t}$ in free space. A cylindrical coordinate system is used.
trailing one. The electromagnetic field carried by a relativistic charge is Lorentz contracted into a thin disk perpendicular to the particles directions of motion and the opening angle of the field distribution is on the order of $1 / \gamma$ where $\gamma=\left(1-(v / c)^{2}\right)^{-1 / 2}$ and $c$ is the speed of light. If let us consider the limit $v \rightarrow c$ and recalling that $s=v t-z$, we can write the electromagnetic field of the ultra-relativistic point charge $q_{l}$ in free space as:

$$
\begin{equation*}
E_{r}=\frac{q}{2 \pi \varepsilon_{0} r} \delta(z-c t), \quad H_{\phi}=\frac{E_{r}}{Z_{0}} \tag{1.1}
\end{equation*}
$$

where $Z_{0}=377 \Omega$ is the free space impedance. Since the electric field is perpendicular to the moving direction all other field components are identically zero both ahead and behind the leading charge and hence there are no forces on the trailing charge. We obtain the same conclusion if the particles move parallel to the axis on a perfectly conducting cylindrical pipe of arbitrary cross section since all electric field lines terminate transversely on the surface of the wall where image charges are induced. The image charge travel in synchronism with the leading charge and hence there is no electromagnetic field behind the leading charge and thus there is no interaction between the leading and trailing charges. Interaction between the particles in the ultra-relativistic limit can occur if the wall is not perfectly conducting or the pipe presents discontinuity in the surface wall which is usually due to the presence of RF cavities, flanges, bellows, beam position monitor, slots etc., in the vacuum chamber.

The electromagnetic interaction of charged particles in accelerators with the surrounding environment can be taken into account solving the Maxwell's equation to find the fields and then estimate the effects of these fields on the particle motion. In the following we assume that the system under consideration has a symmetric axis, and choose it as the $z$-axis of the coordinate system as indicated in figure 1.7. Let us still consider a leading particle $q_{l}$ that moves in z-direction with an offset $r_{1}$ and a trailing particle $q_{t}$ that travels parallel to the leading one with offset $r_{2}$ relative to the axis, as schematically indicated in figure 1.7. Furthermore the particles have the same velocity close to the speed of light, $v \approx c$. For the leading charge $z=c t$ while for the trailing charge $s=c t-z$. It is worthwhile noting that although the two particles move in vacuum, there are boundary in the problem that scatter the electromagnetic field resulting in interaction between the particles. Assuming that we solved Maxwell's equation and found the electromagnetic field


Figure 1.7: The leading point charge $q_{l}$ and the trailing point charge $q_{t}$ are offset relative to the axis of the chamber.
generated by the leading charge we can calculate the change of the momentum $\Delta \mathbf{p}$ of the trailing particle caused by this field as a function of the offsets distance $s$ :

$$
\begin{equation*}
\Delta \mathbf{p}\left(r_{1}, r_{2}, s\right)=q_{t} \int_{-\infty}^{\infty}\left[\mathbf{E}\left(r_{1}, r_{2}, z, t\right)+c \hat{\mathbf{z}} \times \mathbf{B}\left(r_{1}, r_{2}, z, t\right)\right]_{z=c t-s} d t \tag{1.2}
\end{equation*}
$$

Since the beam dynamics is different in the longitudinal and transverse directions, it is useful to separate the longitudinal momentum $\Delta p_{z}$ from the transverse component $\Delta \mathbf{p}_{\perp}$. Now we can introduce the longitudinal and transverse wake functions as:

$$
\begin{align*}
w\left(r_{1}, r_{2}, s\right) & \triangleq \frac{c \Delta p_{z}}{q_{l} q_{t}}=\frac{1}{q_{l}} \int_{-\infty}^{\infty}\left[E_{z}\right]_{t=(z+s) / c} d z  \tag{1.3}\\
\mathbf{w}_{\perp}\left(r_{1}, r_{2}, s\right) & \triangleq \frac{c \Delta \mathbf{p}_{\perp}}{q_{l} q_{t}}=\frac{1}{q_{l}} \int_{-\infty}^{\infty}\left[\mathbf{E}_{\perp}+c \hat{\mathbf{z}} \times \mathbf{B}\right]_{t=(z+s) / c} d z \tag{1.4}
\end{align*}
$$

The longitudinal wake function $w(s)$ is the voltage loss experienced by the trailing particle, per unit charge of the leading particle, typically given in units $[\mathrm{V} / \mathrm{pC}]$ for a single structure, in $[\mathrm{V} / \mathrm{pC} / \mathrm{m}]$ for a periodic one. Usually the vacuum chamber is designed so that the system axis is the ideal orbit for the beam. Deviations from it are relatively small, and both offsets $r_{1}$ and $r_{2}$ are typically much smaller than the size of the vacuum chamber. Thus, a longitudinal wake function that only depends on s can be introduced: $w(s)=w(0,0, s)$.

In a cylindrically symmetric structure or in a vacuum chamber with symmetry elements, such as elliptical or rectangular cross section, the transverse wakefields on the axis, where $r_{1}=r_{2}=0$, vanishes that is $\mathbf{w}_{\perp}(0,0, s)=0$. In addition for small values of $r=r_{1}$ it is possible expand $\mathbf{w}_{\perp}\left(r, r_{1}, s\right)$ keeping only the lowest-order linear terms. This dominant transverse term is the scalar dipole wake function that is defined as $w_{1}(s)=\left|\mathbf{w}_{\perp}(r, r, s)\right| / r_{1}$ and is the dipole force experienced by the trailing particle per unit offset of the driving particle, given in $[V / p C / m]$ for a single structure, in $\left[V / p C / m^{2}\right]$ for a periodic one.
It is worthwhile noting that the wake functions do not propagate in front of the leading charge due to the causality principle that is $w(s)=0$ and $w_{1}(s)=0$ for $s<0$. For a bunch of longitudinal charge distribution $\rho(s)$, the longitudinal wake potential $W(s)$ (the voltage lost for a test particle at position $s$ ) is given by:

$$
\begin{equation*}
W(s)=\int_{0}^{\infty} w\left(s^{\prime}\right) \rho\left(s-s^{\prime}\right) d s^{\prime} \tag{1.5}
\end{equation*}
$$

The average of the longitudinal wake potential, $\langle W\rangle$, gives the loss factor, the rms $W_{r m s}$ gives the energy spread increase: $\Delta E_{r m s}=Q L W_{r m s}$ with $Q$ the total bunch charge, $L$ the length of structure in the periodic case.
In the similar way the transverse wake potential $W_{1}(s)$ (the transverse kick for a test particle at position $s$ ) is given by:

$$
\begin{equation*}
W_{1}(s)=\int_{0}^{\infty} w_{1}\left(s^{\prime}\right) \rho\left(s-s^{\prime}\right) d s^{\prime} \tag{1.6}
\end{equation*}
$$

The average of the transverse wake potential, $\left\langle W_{1}\right\rangle$, gives the kick factor.
Knowledge of the longitudinal and transverse wake functions gives complete information about the electromagnetic interaction of the beam with its environment. In many cases it is more convenient to use the Fourier transform of the wake function that is called the impedance. Sometime it is easier to calculate the impedance for a given geometry of the structure, rather than the wake function. Knowing the impedance and using the inverse Fourier transformation the wake function can be found. The longitudinal $Z$ and transverse $Z_{1}$ impedances are defined as Fourier transforms of the wake functions:

$$
\begin{align*}
Z(k) & =\frac{1}{c} \int_{\infty}^{\infty} w(s) e^{-i k s} d s  \tag{1.7}\\
Z_{1}(k) & =\frac{1}{c} \int_{-\infty}^{\infty} w_{1}(s) e^{-i k s} d s \tag{1.8}
\end{align*}
$$

The inverse Fourier transform relates the wake functions to the impedances:

$$
\begin{align*}
w(s) & =\frac{c}{2 \pi} \int_{\infty}^{\infty} Z(k) e^{i k s} d k  \tag{1.9}\\
w_{1}(s) & =\frac{c}{2 \pi} \int_{-\infty}^{\infty} Z_{1}(k) e^{i k s} d k \tag{1.10}
\end{align*}
$$

It is worthwhile noting that the wake functions can be found if only the real part of the impedance is known. After some simply manipulation and appling the causality principle we obtain:

$$
\begin{align*}
w(s) & =\frac{2 c}{\pi} \int_{0}^{\infty} \Re Z(k) \cos (k s) d k  \tag{1.11}\\
w_{1}(s) & =\frac{2 c}{\pi} \int_{0}^{\infty} \Re Z_{1}(k) \sin (k s) d k \tag{1.12}
\end{align*}
$$

There are two main effects due to the wakefields and impedances: heating and instabilities. Due to the wakefields a charged particle bunch lost energy which heats the traversed structure. We could distinguish heating effects due to short-range wakes and due to the long-range wake. Shortrange wakefield effects are single bunch in a linear accelerator or single turn in a storage ring. The heating due to the single bunch energy loss does not normally give problems for structures with good thermal conductivity. Long-range wakefield effects are important if a single resonant mode is driven by successive bunches, such as in storage rings or in linac with high repetition rate.
Multi-bunch or bunch-to-bunch instabilities depend mainly on narrow resonance at frequencies below or near the cut-off of the beam pipe. Above this frequency, the electromagnetic fields can propagate out of the structure and thus will not build up resonantly. In time domain, such narrow-band resonances correspond to long-range oscillations caused by resonant modes. In linac with low repetition rate, such as FEL based on single-pass linac, could be neglected. Single bunch instabilities depend on the short-range wakefields, corresponding to wide-band impedances which occur at higher frequency. FEL operation requires a high quality beam that is simultaneously short and intense. The knowledge of the short-range wakefields that are induced in different parts of the accelerator are needed to predict the beam quality in term of the single bunch energy spread and emittance. One way of calculating short-range is to take the ratio $\sigma_{z} / a \ll 1$, where $\sigma_{z}$ is the rms bunch length and $a$ is the beam pipe radius. This condition means that the spectrum of the bunch which reaches to spatial frequency of the order of $k \approx 1 / \sigma_{z}$ is greater than the cut-off frequency of the beam pipe. In FERMI@Elettra the ratio $\sigma_{z} / a$ is in the range $0.003-0.02$ and based on this criterion the bunch in the linac and undulator region is short. In general, as a bunch become shorter the longitudinal wakefields become stronger and transverse wakefields weaker. As bunches become shorter their frequency content becomes higher, new sources of wakefields become important such as the longitudinal resistive wall wake and the longitudinal surface roughness wake. For very short bunches there can be a lag between the generation of radiation by the head of a bunch and its effect on tail particles. When a head particle passes a vacuum chamber object, such as the beginning of a cavity, that information can not arrive at the tail particle until a downstream distance $z=a^{2} / 2 s$, namely catch-up distance, where $a$ is the beam pipe radius and $s$ is the distance between the two particles. Similarly, for periodic structures, the interaction with a short bunch will have an initial transient region before the steady-state wake is reached, as can be seen in Ch. 2. For a Gaussian bunch distribution with rms length $\sigma_{z}$ the transient regime will last $z \sim a^{2} / 2 \sigma_{z}$. As a bunch becomes shorter, the transient become ever more important.
The computational of wake functions and impedances for practical accelerator applications is a rather demanding task. One methods is the direct numerical solution of the Maxwell equations which is called the time domain approach. In general to assure numerical convergence the numerical calculation of the short-range wakefields requires a spatial mesh size equal to a fraction of bunch length. Thus this calculation could become for short bunch very time consuming due to the large number of mesh points required. Several numerical codes exist which perform direct calculation of the electromagnetic fields by solving the discretized Maxwell equations on a large, but finite, number of mesh points in time domain. However direct calculation of the wake function of a point charge is not possible due to its singularity. An alternative method is to first determine the impedance in frequency domain, and to obtain the wake function by an inverse Fourier transformation. To obtain good accuracy with this method at short-range time delay between leading and trailing charges we need to know the impedance up to very high frequencies.
Limitations in numerical calculations justify the development of analytical or semi-analytical meth-
ods. In the following paragraphs some important wake functions obtained by analytical methods are described.

### 1.2.1 Diffraction wakes

When a short bunch $\left(\sigma_{z} / a \ll 1\right)$ passes by an abrupt change in the beam pipe, such as at the beginning of a cavity, waves begin to radiate from the corner in a manner that can be described by the diffraction theory of light. If the corner is part of a shallow step or shallow cavity Fraunhoffer diffraction applies, if it is part of a deep cavity Fresnel diffraction applies. In addition a periodic array of deep cavities is a model for a multi-cell (disk-loaded) accelerator structure. Let us consider a beam pipe of radii $a$ and $b$ with $b>a$ then the short-range longitudinal and transverse wake functions for a pair of shallow transitions or shallow cavity are given by [8, 9]:

$$
\begin{align*}
w(s) & =\frac{Z_{0} c}{\pi} \ln \left(\frac{b}{a}\right) \delta(s) \\
w_{1}(s) & =\frac{Z_{0} c}{\pi}\left(\frac{1}{a^{2}}-\frac{1}{b^{2}}\right) \tag{1.13}
\end{align*}
$$

with $Z_{0}=377 \Omega$. The short-range longitudinal and transverse wake functions for a deep cavity are given by $[4,10]$ :

$$
\begin{align*}
w(s) & =\frac{Z_{0} c}{\sqrt{2} \pi^{2} a} \sqrt{\frac{g}{s}}  \tag{1.14}\\
w_{1}(s) & =\frac{2^{3 / 2} Z_{0} c}{\pi^{2} a^{3}} \sqrt{g s}
\end{align*}
$$

where $g$ is the gap length (see figure 1.8). Figure 1.8 shows the structure geometry for diffraction wakes. It is worthwhile to note that a cavity is considered shallow (deep) to a bunch of total length $l$ if $g \gg(\ll)\left[2(b-a)^{2} / l\right]$. This is a statement that radiation, generated by the head of the bunch as it enters the cavity, can (cannot) reflect off the outer wall and return in time to meet the bunch tail. Figure 1.9 shows an array of cavities with period $L$, iris radius $a$, outer radius $b$ and gap $g$ whose short-range longitudinal wake was numerically obtained. Fitting this to a simple function a longitudinal wake function was obtained that is valid over a larger $s$ range and over a useful range of structure parameters [11]:

$$
\begin{equation*}
w(s)=\frac{Z_{0} c}{\pi a^{2}} e^{-\sqrt{\frac{s}{s_{1}}}} \tag{1.15}
\end{equation*}
$$

with

$$
\begin{equation*}
s_{1}=0.41 \frac{a^{1.8} g^{1.6}}{L^{2.4}} \tag{1.16}
\end{equation*}
$$

The result is valid for $s / L \leq 0.15,0.34 \leq a / L \leq 0.69$ and $0.54 \leq g / L \leq 0.89$.
As with the longitudinal case, the short-range dipole wake was obtained numerically for a set of parameters and then fit to a simple function [12]:

$$
\begin{equation*}
w_{1}=\frac{4 Z_{0} c s_{2}}{\pi a^{4}}\left[1-\left(1+\sqrt{\frac{s}{s_{2}}}\right) e^{-\sqrt{s / s_{2}}}\right] \tag{1.17}
\end{equation*}
$$



Figure 1.8: Structure geometry for diffraction wakes. $a$ is the beam pipe radius, $b$ and $g$ are the outer radius and the gap of the cavity, respectively. The gaussian bunch is on-axis and the electric field lines are also indicated at four time steps.
with

$$
\begin{equation*}
s_{2}=0.17 \frac{a^{1.79} g^{0.38}}{L^{1.17}} \tag{1.18}
\end{equation*}
$$

This formula is valid over the same parameter regime as in the longitudinal case.

### 1.2.2 Resistive wall wake

The impedance of a round metallic beam pipe of radius $a$ is [4]:

$$
\begin{equation*}
Z(k)=\left(\frac{Z_{0}}{2 \pi a}\right)\left[\frac{\lambda}{k}-\frac{i k a}{2}\right]^{-1} \tag{1.19}
\end{equation*}
$$

where the parameter $\lambda$ is given by

$$
\begin{equation*}
\lambda=\sqrt{\frac{Z_{0} \sigma|k|}{2}}[i+\operatorname{sign}(k)] \tag{1.20}
\end{equation*}
$$

with $\sigma$ the dc conductivity of the metal. Inverse Fourier transforming the impedance, one obtains the longitudinal wake function $[4,13]$ :

$$
\begin{equation*}
w(s)=\frac{4 Z_{0} c}{\pi a^{2}}\left[\frac{e^{-s / s_{0}}}{3} \cos \left(\frac{\sqrt{3} s}{s_{0}}\right)-\frac{\sqrt{2}}{\pi} \int_{0}^{\infty} \frac{x^{2} e^{-x^{2} s / s_{0}}}{x^{6}+8} d x\right] \tag{1.21}
\end{equation*}
$$



Figure 1.9: Structure geometry for a periodic array of deep cavity.
where the characteristic distance $s_{0}$ is given by

$$
\begin{equation*}
s_{0}=\left(\frac{2 a^{2}}{Z_{0} \sigma}\right)^{\frac{1}{3}} \tag{1.22}
\end{equation*}
$$

For the special case of the resistive wall wake the transverse wake function can be obtained from the longitudinal wake function using:

$$
\begin{equation*}
w_{1}(s)=\frac{2}{a^{2}} \int_{0}^{s} w\left(s^{\prime}\right) d s^{\prime} \tag{1.23}
\end{equation*}
$$

The problem with using Eq. 1.21 for the short bunch wake is that it assumes that the conductivity of the metal wall is independent of frequency. It is believed that electrical conductivity in normal metals, up to the highest frequencies of interest, is described by the Drude-Sommerfeld freeelectron model of conductivity [14, 15]. In this model the ac conductivity, a response to applied oscillating fields, is given by

$$
\begin{equation*}
\tilde{\sigma}=\frac{\sigma}{1-i k c \tau} \tag{1.24}
\end{equation*}
$$

with $\sigma$ the dc conductivity of the metal and $\tau$ the relaxation time. The dc wake equation 1.21 is valid for $c \tau / s_{0} \ll 1$.
The impedance of a parallel plates chamber is given by $[15,16]$

$$
\begin{equation*}
Z(k)=\frac{Z_{0}}{4 \pi} \int_{-\infty}^{\infty}\left[\frac{\lambda(k)}{k} \cosh ^{2}(a x)-\frac{i k}{k} \cosh (a x) \sinh (a x)\right]^{-1} d x \tag{1.25}
\end{equation*}
$$

where the parameter $\lambda(k)$ is the same as in Eq. 1.20, using Eq. 1.24 in case of the ac conductivity model and with $a$ the half-gap of the parallel plates.
The wake function is obtained from the inverse Fourier trasform of the impedance that is

$$
\begin{equation*}
w(s)=\frac{2 c}{\pi} \int_{0}^{\infty} \Re[Z(k)] \cos (k s) d k \tag{1.26}
\end{equation*}
$$

### 1.2.3 Surface roughness wake

A possible model for the wake function of a rough surface is to consider a beam pipe with small periodic corrugations. In fact from numerical simulations of many randomly placed, small cavities on a beam pipe, in steady state, the short range longitudinal wake function is very similar to the truly periodic case [17]. Let us consider a beam pipe with small, rectangular, periodic corrugations, with $h$ the half-depth, $g$ the gap $(=p / 2)$, and $p$ the period. In the case $h / p \gtrsim 1$ the wake is dominated by one mode of relatively low frequency $\left(k_{0} \ll 1 / h\right)$ [18]:

$$
\begin{equation*}
w(s) \approx \frac{Z_{0} c}{\pi a^{2}} \cos \left(k_{0} s\right) \tag{1.27}
\end{equation*}
$$

with $k_{0}=2 / \sqrt{a h}$. It is worthwhile to note that the transverse wake function for this model is also given by a single mode at the same frequency.
This single resonator model is valid when the depth-to-period of the surface roughness is not small compared to 1 . For a sinusoidally oscillating wall with amplitude $h$ and period $p$, where $h \ll p$, the longitudinal wake function is given by [19]

$$
\begin{align*}
w(s) & =\frac{Z_{0} c^{2} k_{1}^{3}}{4 \pi a} f\left(k_{1} s\right) \\
f(\zeta) & =\frac{1}{2 \sqrt{\pi}} \frac{\partial}{\partial \zeta} \frac{\cos (\zeta / 2)+\sin (\zeta / 2)}{\sqrt{\zeta}} \tag{1.28}
\end{align*}
$$

with $k_{1}=2 \pi / p$. The formula is valid for $s \gtrsim k_{1} h^{4 / 3} a^{2 / 3}$.

### 1.3 This thesis

This thesis deals with analytical and numerical studies of the short-range longitudinal and transverse wakefields and their effects along the linac and undulator chain of the FERMI@Elettra project. Novel ideas are proposed when the formulas presented in Sec. 1.2 are no longer suitable for specific problems. In Ch. 2 we have estimated the short-range wakefields in the backward traveling wave (BTW) accelerating structure since the formulas in Eq. 1.15 and 1.17 are not valid for these structures. Each section is a backward traveling (BTW) structure composed of 162 nose cone cavities coupled magnetically. Figure 1.10 shows the evolution of the electric field in these structures and the particular shape of the iris. To calculate the effect of the longitudinal and transverse wakefields we have used the time domain numerical approach with a new implicit scheme for calculation of wake potential of short bunches in long structures. The wake potentials of the BTW structure are calculated numerically for very short bunches and analytical approximations for wake functions in short and long ranges are obtained by fitting procedures based on analytical estimations. Finally the single bunch energy spread induced by short-range longitudinal wakefields is analyzed.
In Ch. 3 we have studied these electron beam dynamics in the presence of the linac transverse wakefield.Trajectory manipulation is used to gain control of the transverse wakefield-induced instability and this technique is also validated in the presence of shot-to-shot trajectory jitter. A specific script working with Courant-Snyder variables has been written to evaluate the residual banana shape after instability suppression in the presence of shot-to-shot trajectory jitter.


Figure 1.10: Evolution of the wakefields (electric field) in the BTW acceleration structures at four time steps.

In Ch. 4 we have analytically derived expressions for the high-frequency longitudinal and transverse resistive-wall coupling impedance of an elliptical cross-section vacuum chamber. Then, the corresponding longitudinal and transverse wake functions have been obtained by calculating numerically the inverse Fourier transforms of the impedances.
In Ch. 5 we report a novel concept to passively linearize the bunch compression process in electron linacs for the next generation X-ray free electron lasers. This can be done by using the monopole wakefields in a dielectric-lined waveguide. The optimum longitudinal voltage loss over the length of the bunch is calculated in order to compensate both the second-order RF time-curvature and
the second-order momentum compaction terms. Thus, the longitudinal phase space after the compression process is linearized up to a fourth-order term introduced by the convolution between the bunch and the monopole wake function.
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- P. Craievich, T. Weiland and I. Zagorodnov, "The short-range wakefields in the BTW accelerating structure of the ELETTRA linac," Nucl. Inst. Meth. Phys. Res. A, vol. 558, p. 58, 2006.
- P. Craievich, R. J. Bakker, G. D D’Auria and S. Di Mitri, "Energy spread in BTW accelerating structures at ELETTRA," in Proc. of the 22nd Int. Lin. Accel. Conf., Lubeck, Germany, p. 159, 2004.
- P. Craievich, S. di Mitri, A. A. Zholents, "Analysis and control of the single bunch beam break up instability in normal conducting linacs," Nucl. Inst. Meth. Phys. Res. A, vol. 604, p. $457,2009$.
- S. Di Mitri and P. Craievich, "Beam break-up instability in the FERMI@ELETTRA linac," in Proc. of the 10th Europ. Part. Accel. Conf., Edimburgh, UK, June 2006.
- P. Craievich and S. Di Mitri, "Emittance growth due to short-range transverse wakefields in the FERMI linac," in Proc. of the 27th Int. FEL Conf., Stanford, California, 2005.
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## Chapter 2

## Short-range wakefields in the BTW accelerating structures


#### Abstract

Future FEL operations in the ELETTRA LINAC require a high quality beam with an ultra short bunch. Knowledge of the short-range wakefields in the backward traveling wave (BTW) accelerating structure is needed to predict the beam quality in terms of the single bunch energy spread and emittance. To calculate the effects of the longitudinal and transverse wakefields we have used the time domain numerical approach with a new implicit scheme for the calculation of the wake potential of short bunches in long structure [1, 2]. The wake potentials of the BTW structure are calculated numerically for very short bunches and analytical approximations for wake functions in short and long ranges are obtained by fitting procedures based on analytical estimations ${ }^{1}$ Finally the single bunch energy spread induced by short-range longitudinal wakefields is analyzed for the first phase of the project FEL- $1^{2}$.


[^0]
### 2.1 Introduction

The FERMI@ELETTRA project will use the existing ELETTRA linac. In order to increase the beam energy after the pre-injector from 100 MeV to 1.2 GeV , the linac includes seven accelerating sections. Each section is a backward traveling (BTW) structure composed of 162 nose cone cavities coupled magnetically. Furthermore, there are input and output cavities specially designed to match the structure to the RF source and load [3]. The BTW accelerating structure works with $3 / 4 \pi$ mode chosen to optimize the structure efficiency and to achieve a simple RF tuning setup [4]. A schematic view of the BTW accelerating section geometry is shown in figure 2.1. In order to optimize the axial electrical field behavior two different nose shaped geometries are used. The structure consists of 109 type II cells and 53 type I cells. Type II cells have been designed for a higher shunt impedance value to compensate for the attenuation along the structure. The


Figure 2.1: Schematic view of the BTW geometry.
input and output cells are not considered in our numerical calculations. The total length of the remaining accelerating structure is 6.075 m . The basic geometric parameters of the BTW accelerating structure are shown in figure 2.2 . Here $L$ is a period of the structure, $a$ is an iris radius, $h$ is a depth of the coupling slot and $b$ is an outer radius. The structure does not have rotational symmetry because of the coupling slots. However, a short enough bunch does not see the slots and the outer walls of the cavities. The above statement is true if the following relation holds

$$
\begin{equation*}
\left(L+\frac{L_{\text {bunch }}}{2}\right) \frac{L_{\text {bunch }}}{2}<[(\text { b or } h)-a]^{2} \tag{2.1}
\end{equation*}
$$

where $L_{\text {bunch }}$ is a length of the Gaussian bunch truncated at $\pm 5 \sigma$. Figure 2.3 shows the dependence of the maximum height seen by the bunch from its RMS length $\sigma$. Since the FEL project requires bunches with length from $50 \mu \mathrm{~m}$ to $200 \mu \mathrm{~m}$, the BTW structure can be approximated with axially symmetric geometry, which allows to use 2.5D codes for wakefield calculations. The cavities in BTW accelerating structures are coupled magnetically, which demands a small iris radius compared to custom traveling wave structures. Thus, for long bunches a single cell approach to the wake potential calculation can be used. It is based on the fact that the bunch has the same field pattern before and after the cavity cell. In this case, the total energy loss in the multi-cell structure is simply a sum of the energy losses in the individual cells. However, for short bunches


Figure 2.2: Basic dimensions of the BTW accelerating structure.


Figure 2.3: Maximum height seen from the beam vs. bunch length.
the field pattern changes drastically after a passage through the first cell and reaches a steady state regime only after several cells. The number of cells inversely inversely on the bunch length. In this paper, we estimate the behavior of the wake potentials for the complete BTW accelerating structure. We study the longitudinal and transverse cases using the time domain codes MAFIA T2 [5] and ECHO [2]. The latter uses a new implicit scheme for calculating the wake potential of short bunches in long structures [2]. We have calculated the wakefields for bunches of several lengths passing through single cell, multi-cell and complete accelerating structures. From fitting the numerical data, we have found an analytical approximation of the point charge longitudinal and transverse wake functions.
For the complete structure, the MAFIA T2 code has serious problems. The dispersion error of
the conventional FDTD algorithm leads to wrong results if a coarse mesh is used. To confirm it we have calculated longitudinal wake potentials for 20 cells of BTW structure. Figure 2.4 shows the comparison of the results calculated with MAFIA T2 (blue lines) and ECHO (red lines) codes for three bunch lengths $(50 \mu m, 120 \mu m$ and $200 \mu m$ ). The MAFIA T2 calculations are done with 20 mesh points per $\sigma$. The ECHO uses only 5 points per $\sigma$ and obtains accurate results as it was checked by densening of mesh. The difference between the MAFIA T2 and ECHO results can be explained by the accumulation of the grid dispersion error [2]. Figure 2.5 shows the comparison of the longitudinal (left) and transverse (right) wake potentials obtained from code ECHO with 5 and 10 mesh steps (h) per $\sigma=200 \mu \mathrm{~m}$. We can see that ECHO indeed gives results of high accuracy with only 5 mesh points per $\sigma$. The calculated loss factors are respectively $1947.1 \mathrm{~V} / p C$ for $\sigma / h=5$ and $1947.6 \mathrm{~V} / p C$ for $\sigma / h=10$. The calculated kick factors are respectively $30.7 \mathrm{~V} / \mathrm{pC} / \mathrm{mm}$ for $\sigma / h=5$ and $30.6 \mathrm{~V} / \mathrm{pC} / \mathrm{mm}$ for $\sigma / h=10$. The dispersion error in the MAFIA code can be


Figure 2.4: Comparison of MAFIA (dashed lines) and ECHO (solid lines) wake potential calculations.
suppressed if the following condition [6] holds:

$$
\begin{equation*}
\frac{\Delta z^{2} \cdot L}{\sigma^{3}} \leq 1 \tag{2.2}
\end{equation*}
$$

where $\Delta z$ is a mesh size in the bunch path direction, $L$ is a total length of the structure and $\sigma$ is a bunch length. With $\mathrm{L}=6.075 \mathrm{~m}$ and $\sigma=50 \mu \mathrm{~m}$ the required mesh size $\Delta z$ has to be less than $0.14 \mu \mathrm{~m}$ and enormous computational resources are needed. On the other hand, the ECHO code obtains accurate results with only 5 points per $\sigma$ which allows to carry out the calculation on only custom personal computer.


Figure 2.5: Comparison of the longitudinal (left) and transverse (right) wake potentials for the bunch with $\sigma=200 \mu \mathrm{~m}$ obtained with several mesh resolutions using ECHO (h is the mesh step).

### 2.2 Analytical estimations

In this section definitions and formulas used for estimation of wake functions have been collected. Let us consider an ultra-relativistic Gaussian bunch with longitudinal distribution $q(s)$ and charge $Q$. It travels parallel to the axis of the axially symmetric structure. The electromagnetic field of the charge bunch interacts with the surrounding accelerating structure generating the wakefields that act back on the bunch itself. If the bunch travels near to the axis, the longitudinal loss factor, dominated by monopole fields, is

$$
\begin{equation*}
K_{\|} \cong\left\langle W_{\|}^{0}\right\rangle=\frac{1}{Q} \int_{-\infty}^{\infty} W_{\|}^{0}(s) q(s) d s \tag{2.3}
\end{equation*}
$$

and the transverse kick factor, dominated by dipole fields, is

$$
\begin{equation*}
K_{\perp} \cong\left\langle W_{\perp}^{1}\right\rangle=\frac{1}{Q} \int_{-\infty}^{\infty} W_{\perp}^{1}(s) q(s) d s \tag{2.4}
\end{equation*}
$$

where $W_{\|}^{0}(s)$ and $W_{\perp}^{1}(s)$ are respectively the longitudinal and transverse wake potentials generated by the bunch. The wake potentials can be derived from the point charge wake function $w_{\| \mid}^{0}(s)$ and $w_{\perp}^{1}(s)$ and by convolution with the charge distribution $q(s)$ :

$$
\begin{align*}
W_{\|}^{0}(s) & =\frac{1}{Q} \int_{-\infty}^{s} w_{\|}^{0}\left(s-s^{\prime}\right) q\left(s^{\prime}\right) d s^{\prime}  \tag{2.5}\\
W_{\perp}^{1}(s) & =\frac{1}{Q} \int_{-\infty}^{s} w_{\perp}^{1}\left(s-s^{\prime}\right) q\left(s^{\prime}\right) d s^{\prime} \tag{2.6}
\end{align*}
$$

Short bunches interact with single cavity and periodic structures in a different way. This difference can be important if the bunch length $\sigma$ is small compared to the iris radius.

In a single cavity for short bunches the wake functions are [7](for s small):

$$
\begin{gather*}
w_{\|}^{0}(s)=\frac{Z_{0} c}{\sqrt{2} \pi^{2} a} \sqrt{\frac{g}{s}}  \tag{2.7}\\
w_{\perp}^{1}(s)=\frac{2}{a^{2}} \frac{\sqrt{2} Z_{0} c}{\pi^{2} a} \sqrt{g s} \tag{2.8}
\end{gather*}
$$

where $a$ is an iris radius, $g$ is a cavity gap, $Z_{0}$ is the resistance of free space and c is the speed of light. In a periodic structure the wake functions are [8](for s small):

$$
\begin{gather*}
w_{\|}^{0}(s)=A \frac{Z_{0} c}{\pi a^{2}} e^{-\sqrt{\frac{s}{s_{0}}}}  \tag{2.9}\\
w_{\perp}^{1}(s)=\frac{2}{a^{2}} A \frac{Z_{0} c}{\pi a^{2}} 2 s_{1}\left[1-\left(1+\sqrt{\frac{s}{s_{1}}} e^{\left.-\sqrt{\frac{s}{s_{1}}}\right]}\right.\right. \tag{2.10}
\end{gather*}
$$

where $A, s_{0}$ and $s_{1}$ are fitting parameters.
The wake potentials of the Gaussian bunch with severa bunch lengths are calculated up to $50 \mu \mathrm{~m}$ for single-cell, multi-cell and complete BTW accelerating structures. From the fit of the numerical data to the above formulas, analytical approximations of the point charge wake functions can be obtained. The fit is done by minimizing the sum of the relative mean square deviations of the loss factors and energy spreads (analytical from the numerical) regarding the coefficients in the analytical formula.

### 2.3 Single-Cell Structure

In this section the wakefields in a single type II cell are studied. Figures 2.6 and 2.7 show the longitudinal and transverse wake potentials (blue lines) calculated with MAFIA T2. The mesh size $\Delta z$ in the longitudinal direction fulfills the relation (2.2) for each bunch length (i.e. with $\sigma=50 \mu m, \Delta z=1 \mu m)$. From the fit of the numerical data to relations (2.7) and (2.8) we obtain the analytical expressions approximating the point charge wake functions:

$$
\begin{array}{rlll}
w_{\|}^{0}(s) & =0.249 \cdot \sqrt{\frac{1}{s}} & {[V / p C]} & 0<s \leq 1.5 m m \\
w_{\perp}^{1}(s) & =40000 \cdot \sqrt{s} & {[V / p C / m]} & 0<s \leq 0.3 m m \tag{2.12}
\end{array}
$$

From figures 2.6 and 2.7 it can be seen that the longitudinal wake function fits the data better than the transversal one.
Figure 2.28 (left) shows the numerical (boxes) and analytical loss factor (blue line) and energy spread (red line) as functions of bunch length $\sigma$. It can be seen that the longitudinal loss factor varies as $\sigma^{-0.5}$ when $\sigma$ approaches zero. In figure 2.28 (right) the transversal kick and kick spread are shown. The transversal kick factor varies as $\sigma^{0.5}$ when $\sigma$ approaches zero. In table 2.1 the numerical and analytical values are compared. The analytical ones are obtained from the formulas (2.3) and (4.36) using the analytical wake functions (2.11) and (2.12). There is a good coincidence for the longitudinal case while for the transversal case the errors increase with bunch length.
To get a comparison of the computer codes used, we have calculated the wakes on the same BTW


Figure 2.6: Longitudinal wake potentials (solid lines) and the longitudinal wake function (black dashed line)
single type II cell. Figure 2.9 shows the longitudinal (left) and transverse (right) wake potentials for several bunch lengths calculated with MAFIA T2 (blue crosses) and ECHO (red boxes). In the longitudinal case, the difference between the MAFIA T2 and ECHO results is below $0.2 \%$. In the transverse case, the difference does not exceed $3 \%$. The code ECHO uses 5 points for each $\sigma$ while MAFIA T2 uses 50 points for $\sigma=50 \mu m, 24$ points for $\sigma=120 \mu m$ and 16 points for $\sigma=200 \mu m$ to respect the relation (2.2).

Table 2.1: Comparison of the numerical and analytical loss factors and kick factors.

| $\sigma$ | Numerical <br> Loss Factor <br> $[V / p C]$ | Analytical <br> Loss Factor <br> $[V / p C]$ | Error | Numerical <br> Kick Factor <br> $[\%]$ | Analytical <br> $[V / p C / m]$ | Error <br> $[V / p C / m]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 26.54 | 25.47 | 4.0 | 143.46 | 138.37 | 3.6 |
| 80 | 20.74 | 20.13 | 2.9 | 178.58 | 174.90 | 2.1 |
| 120 | 16.72 | 16.44 | 1.7 | 214.86 | 214.42 | 0.3 |
| 150 | 14.83 | 14.70 | 0.9 | 236.93 | 239.49 | 1.1 |
| 200 | 12.73 | 12.73 | 0.0 | 268.87 | 276.54 | 2.9 |
| 250 | 11.33 | 11.39 | 0.5 | 294.95 | 309.18 | 4.8 |
| 300 | 10.28 | 10.40 | 1.1 | 317.79 | 338.69 | 6.6 |
| 400 | 8.86 | 9.00 | 1.6 | 355.43 | 391.08 | 10.0 |



Figure 2.7: Transverse wake potentilas (solid lines) and transverse wake function (black dashed line).


Figure 2.8: Left: comparison of numerical (box) and analytical (line) loss factor $\left\langle W_{\|}^{0}\right\rangle$ and energy spread $\left\langle\left(W_{\|}^{0}\right)^{2}\right\rangle^{1 / 2}$ as functions of bunch length $\sigma$. Right: comparison of numerical (box) and analytical (line) kick factor $\left\langle W_{\perp}^{1}\right\rangle$ and kick spread $\left\langle\left(W_{\perp}^{1}\right)^{2}\right\rangle^{1 / 2}$ for BTW single cell type II.


Figure 2.9: Longitudinal (left) and transverse (right) wake potentials for several bunch lengths calculated by MAFIA T2 (blue crosses) and ECHO (red boxes).

### 2.4 Multi-Cell Structure

In this section we have studied the evolution of the wakefields generated by a short bunch passing through the multi-cell structure which is composed by repeating type II cells. As usual, the structure is supplied by infinitely long ingoing and outgoing tubes. In this structure the wake filed pattern of the first cell changes as the bunch passes along the structure and gradually reaches the steady state form. The number of cells determining the transition between the single cell and the periodic solution for a given bunch length $\sigma$ can be estimated by the expression

$$
\begin{equation*}
N=\frac{L_{c}}{L}=\frac{a^{2}}{2 \sigma L} \tag{2.13}
\end{equation*}
$$

where $L_{c}$ is a "catch-up" length and $L$ is a period of the structure. After the bunch has crossed the N cells, we can obtain the wake potential of remaining cells from the steady state solution. Code MAFIA T2 is used to study the steady state solution in the multi-cell structures with bunch length $\sigma=200 \mu m$. Figure 2.10 shows modification of the longitudinal wake potential (left), the loss factor and energy spread (right) along the first 10 cells. The loss factor converges to the steady state value after $\sim 3$ cells while for the stabilization of the wake potentials $\sim 7$ cells are needed. Figure 2.11 shows modification of the transverse wake potentials (left), the kick factor and kick spread (right) along the first 10 cells. In this case, at least 10 cells are needed for the kick factor convergence and stabilization of the wake potential.

### 2.5 Longitudinal wake function

In this section we study the longitudinal wakefields of the complete BTW accelerating structure. The code ECHO is used. Figure 2.12 shows the calculated longitudinal wake potentials (solid lines) for several bunch lengths $\sigma$. To find an analytical approximation of the wake function, we have chosen a combination of periodic (2.9) and one cell dependence (2.7) since the BTW


Figure 2.10: Modification of the longitudinal wake potentials (left) and the loss factor and energy spread (right) for $\sigma=200 \mu m$ in the multi-cell structure.


Figure 2.11: Modification of the transverse wake potentials (left) and the kick factor and kick spread (right) for $\sigma=200 \mu m$ in the multi-cell structure.
structure can be treated as a periodic structure of finite length. From the fit of the numerical wake potentials we obtain an analytical expression approximating the wake function:

Figure 2.12 shows the longitudinal wake function (2.14), which for small s tends to be an envelope function to the wakes. Figure 2.13 plots the numerical (box) and analytical (line) loss factor (blue) and energy spread (red) as a function of bunch length $\sigma$. Figure 2.14 presents the calculated
longitudinal wake potentials (blue solid lines) together with analytical approximations (2.14) (red dashed lines). In Figure 13 the coincidence of the numerical and analytical loss factors and


Figure 2.12: Longitudinal wake potentials (solid lines) and longitudinal wake function (black dashed line) of the BTW structure.
energy spreads can be seen. However, the "analytical" wake potentials fit the numerical results only up to 1.5 mm (see Figures 2.12 and 2.14 ). To find an analytical approximation up to 5 mm , we have added to expression $(2.14)$ an additional term with $\sqrt{s}$ dependence. From the fit of the numerical wake potentials the following analytical expression was obtained

$$
\begin{equation*}
w_{\|}^{0}(s)=7450 \cdot e^{-\sqrt{\frac{s}{3 \cdot 10^{-4}}}}+\frac{3}{\sqrt{s}}+3000 \sqrt{s} \quad[V / p C] \quad 0<s \leq 5 m m \tag{2.15}
\end{equation*}
$$

It approximates the longitudinal wake function on a wider range compared to expression (2.14). Figure 2.15 shows the calculated wake potentials (solid lines) together with the longitudinal wake function (2.15). The wake function tends to be an envelope function to the wakes up to 5 mm . Figure 2.16 shows the numerical (boxes) and analytical loss factor (blue line) and energy spread (red line) as a function of bunch length $\sigma$. Figure 2.17 presents the calculated longitudinal wake potentials (blue solid lines) together with analytical approximations (2.15) (red dashed lines). It can be seen from Figures 2.15 and 2.17 that the analytical expression (2.15) approximates very well the longitudinal wake function up to 5 mm . In Table 2 we compare the numerical values of loss factors with analytical ones obtained from analytical expression (2.14) and (2.15). It can be seen that the relative errors are below $0.6 \%$ for analytical expression (2.14) and do not exceed $1.4 \%$ for the analytical expression (2.15). To estimate long-range wakefields, the wake potential for a Gaussian bunch with $\sigma=5 \mathrm{~mm}$ is calculated for a distance up to 2 meters after the bunch. The calculation is carried out with code ECHO for complete $\sim 6 \mathrm{~m}$ long BTW structure. The long-


Figure 2.13: Comparison of numerical (box) and analytical (line) loss factor $\left\langle W_{\|}^{0}\right\rangle$ and energy spread $\left\langle\left(W_{\|}^{0}\right)^{2}\right\rangle^{1 / 2}$ as functions of bunch length $\sigma$.

Table 2.2: Comparison of the numerical and analytical loss factors. Analytical loss factors 1 are calculated using the wake function (2.14) while analytical loss factors 2 are calculated using the wake function with additional addend (2.15).

| $\sigma$ | Numerical <br> Loss Factor <br> $[V / p C]$ | Analytical <br> Loss Factor 1 <br> $[V / p C]$ | Error <br> $[\%]$ | Analytical <br> Loss Factor 2 <br> $[V / p C]$ | Error <br> $[\%]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 2861.7 | 2863.2 | 0.1 | 2854.3 | 0.3 |
| 80 | 2565.9 | 2564.0 | 0.1 | 2557.9 | 0.3 |
| 120 | 2298.3 | 2297.5 | 0.0 | 2293.0 | 0.2 |
| 150 | 2145.5 | 2147.8 | 0.1 | 2144.2 | 0.1 |
| 200 | 1947.1 | 1952.9 | 0.3 | 1950.5 | 0.2 |
| 250 | 1793.4 | 1801.0 | 0.4 | 1800.0 | 0.4 |
| 300 | 1669.0 | 1677.3 | 0.5 | 1677.6 | 0.5 |
| 400 | 1475.7 | 1484.3 | 0.6 | 1487.6 | 0.8 |
| 500 | 1330.8 | 1338.1 | 0.5 | 1344.3 | 1.0 |
| 700 | 1123.1 | 1126.5 | 0.3 | 1138.8 | 1.4 |
| 1000 | 927.5 | 918.7 | 1.0 | 938.5 | 1.3 |

range wake function may be considered as a superposition of the contributions of the individual modes. Hence, the following expression should approximate the long-range longitudinal wake


Figure 2.14: Longitudinal numerical (solid lines) and analytical (dashed lines) wake potentials of BTW structure.
function:

$$
\begin{equation*}
w_{\|}(s)=-\theta(s)\left[2 \sum_{i=1}^{\infty} K_{i, I I} \cos \left(\frac{2 \pi}{c} f_{i, I I} s\right)\right]-\theta(s)\left[2 \sum_{i=1}^{\infty} K_{i, I} \cos \left(\frac{2 \pi}{c} f_{i, I} s\right)\right] \tag{2.16}
\end{equation*}
$$

where $K_{i, I I}$ and $K_{i, I}$ are modal loss factors of type II and type I cells, respectively. The modal loss factors have been calculated in frequency domain with MAFIA solver for one cell. To obtain an approximation of the long-range wake function we only keep in (2.16) a finite number ( $\mathrm{N}=11$ ) of addends corresponding to the lowest frequencies. The results are shown in table 2.3 and figure 2.18. Figure 2.19 shows the long-range numerical (black solid line) and "analytical" (2.16) (red

Table 2.3: The lowest frequencies and their amplitudies for long-range transverse wake function in the BTW structure obtained from the MAFIA eigenmode solver.

| $f_{i, I I}$ | $[\mathrm{GHz}]$ | 2.98 | 5.38 | 6.79 | 8.25 | 9.36 | 10.72 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{i, I I}$ | $[\mathrm{~V} / \mathrm{pC}]$ | 123.52 | 31.27 | 44.23 | 75.54 | 9.97 | 9.77 |
| $f_{i, I I}$ | $[\mathrm{GHz}]$ | 11.63 | 11.93 | 13.62 | 14.46 | 14.69 |  |
| $K_{i, I I}$ | $[\mathrm{~V} / \mathrm{pC}]$ | 13.04 | 24.81 | 1.55 | 40.71 | 12.34 |  |
| $f_{i, I}$ | $[\mathrm{GHz}]$ | 3.00 | 5.41 | 6.87 | 8.38 | 9.36 | 10.87 |
| $K_{i, I}$ | $[\mathrm{~V} / \mathrm{pC}]$ | 57.92 | 15.58 | 18.68 | 35.95 | 4.73 | 6.60 |
| $f_{i, I}$ | $[\mathrm{GHz}]$ | 11.64 | 12.03 | 13.68 | 14.60 | 14.66 |  |
| $K_{i, I}$ | $[\mathrm{~V} / \mathrm{pC}]$ | 6.78 | 9.76 | 0.95 | 24.51 | 4.57 |  |

dashed line) longitudinal wake potentials for the Gaussian bunch with RMS length $\sigma=5 \mathrm{~mm}$. An


Figure 2.15: Longitudinal wake potentials (solid lines) and longitudinal wake function (black dashed line) with additional addend of the BTW structure.
excellent coincidence of the curves can be seen.
As an alternative method to modal loss calculations, a direct analysis of the numerical wake potential can be used. The longitudinal wake function is approximated by expression

$$
\begin{equation*}
w_{\|}(s)=-\theta(s) 2 \sum_{i=1}^{\infty} K_{i} \cos \left(\frac{2 \pi}{c} f_{i} s\right) \tag{2.17}
\end{equation*}
$$

where the frequencies and amplitudes are obtained using the Prony-Pisarenko algorithm [9] and are shown in table 2.4. The Prony-Pisarenko algorithm is a method to fit a set of decaying oscillation characterized by amplitudes, phases and damping constants to a given curve or data set and it is used in this example as alternative to the discrete Fourier transformation. A very

Table 2.4: The lowest frequencies and their amplitudies for long-range longitudinal wake function of the BTW structure obtained with the help of Prony-Pisarenko method applied to the wake potential ( $f_{i}$ in GHz and $K_{i}$ in $\left.[\mathrm{V} / \mathrm{pC}]\right)$.

| $f_{i}$ | 2.98 | 3.00 | 5.38 | 5.41 | 6.77 | 6.85 | 8.24 | 8.37 | 9.36 | 10.68 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{i}$ | 123.18 | 57.84 | 32.24 | 15.57 | 37.14 | 14.46 | 75.69 | 35.73 | 14.48 | 9.65 |
| $f_{i}$ | 10.82 | 11.61 | 11.86 | 12.00 | 14.38 | 14.59 | 16.51 | 17.32 | 17.68 | 20.22 |
| $K_{i}$ | 6.44 | 23.11 | 26.09 | 8.19 | 33.11 | 25.04 | 14.08 | 21.31 | 21.51 | 30.90 |

good agreement between the data sets of the tables 2.3 and 2.4 can be seen. The frequencies in table 2.4 retain their splitting between different cells type as it is explicitly shown in table 2.3 .


Figure 2.16: Comparison of numerical (box) and analytical (line) loss factor $\left\langle W_{\|}^{0}\right\rangle$ and energy spread $\left\langle\left(W_{\|}^{0}\right)^{2}\right\rangle^{1 / 2}$ as functions of bunch length $\sigma$.

### 2.6 Transverse wake function

In this section the transverse wakefields of the complete BTW accelerating structure are studied. The numerical results are obtained with code ECHO. Figure 2.20 shows the calculated transverse wake potentials (solid lines) for several bunch length $\sigma$. To find an analytical approximation for the transverse wake function a combination of periodic (2.10) and one cell dependence (2.8) was chosen. As in the longitudinal case, in this analytical model the BTW structure is treated as a periodic structure of finite length. From the fit of numerical wake potentials to the analytical model the analytical expression for the wake function is obtained (for $0<s \leq 2 m m$ ):

$$
\begin{equation*}
w_{\perp}^{1}(s)=1.7 \cdot 10^{5}\left[1-\left(1+\sqrt{\frac{s}{1.2 \cdot 10^{-4}}}\right) \cdot e^{\left.\left.-\sqrt{\frac{s}{1.2 \cdot 10^{-4}}}\right]+8.5 \cdot 10^{4} \cdot \sqrt{s}\left[\frac{V}{p C \cdot m}\right] ;\right]}\right. \tag{2.18}
\end{equation*}
$$

Figure 2.20 shows the transverse wake function (2.18), which tends to be an envelope function to the wakes up to distance $s=2 \mathrm{~mm}$ after the bunch center. Figure 2.21 presents the numerical (box) and analytical kick factor (blue line) and kick spread (red line) as functions of bunch length $\sigma$. Figure 2.22 plots the calculated transverse wake potentials (blue solid lines) together with the analytical approximation (2.18)(red dashed lines). For transverse case no additional term is introduced and the wake function fits the results up to 2 mm .
In Table 2.5 we compare the numerical results with analytical ones obtained from the expression (2.18). It can be seen that the relative error does not exceed $0.7 \%$. To estimate the long-range transverse wakefields, the wake potential for a Gaussian bunch with $\sigma=5 \mathrm{~mm}$ is calculated for


Figure 2.17: Longitudinal numerical (blue solid lines) and analytical (red dashed lines) wake potentials of the BTW structure.


Figure 2.18: Longitudinal low frequency impedance in the BTW structure.


Figure 2.19: The long-range numerical (grey squares) and "analytical" (solid line) longitudinal wake potentials for a Gaussian bunch with $\sigma=5 \mathrm{~mm}$ in the BTW structure.

Table 2.5: Comparison of the numerical and analytical kick factors.

| $\sigma$ <br> $[\mu \mathrm{m}]$ | Numerical Kick Factor <br> $[V / p C / m m]$ | Analytical Kick Factor <br> $[V / p C / m m]$ | Error <br> $[\%]$ |
| :---: | :---: | :---: | :---: |
| 50 | 12.26 | 12.17 | 0.7 |
| 80 | 17.19 | 17.11 | 0.5 |
| 120 | 22.53 | 22.45 | 0.4 |
| 150 | 25.90 | 25.82 | 0.3 |
| 200 | 30.69 | 30.58 | 0.4 |
| 250 | 34.72 | 34.56 | 0.5 |
| 300 | 38.04 | 37.96 | 0.2 |
| 400 | 43.73 | 43.51 | 0.5 |
| 500 | 48.07 | 47.89 | 0.4 |
| 700 | 54.48 | 54.42 | 0.1 |
| 1000 | 60.98 | 60.98 | 0.0 |

a distance up to 2 meters after the bunch. The long-range transverse wake function may be considered as a superposition of the contributions of the individual dipole modes. Hence, the


Figure 2.20: Transverse wake potentials (solid lines) and transverse wake functions (black dashed line) of the BTW structure.
following expression should approximate the transverse wake function:

$$
\begin{equation*}
w_{\perp}(s)=\theta(s)\left[2 \sum_{i=1}^{\infty} K_{i, I I} \frac{c}{2 \pi f_{i, I I}} \sin \left(\frac{2 \pi}{c} f_{i, I I} s\right)\right]+\theta(s)\left[2 \sum_{i=1}^{\infty} K_{i, I} \frac{c}{2 \pi f_{i, I}} \sin \left(\frac{2 \pi}{c} f_{i, I} s\right)\right] \tag{2.19}
\end{equation*}
$$

where $K_{i, I I}$ and $K_{i, I}$ are the modal kick factors of type II and type I cells, respectively. The modal kick factors are calculated in frequency domain with code MAFIA. To obtain an approximation of the long-range wake function we keep in (2.19) only a finite number ( $\mathrm{N}=16$ ) of addends corresponding to the lowest frequencies. The results are shown in table 2.6 and figure 2.23 . Figure

Table 2.6: The lowest frequencies and their amplitudies for long-range transverse wake function of the BTW structure obtained from MAFIA eigenmode solver.

| $f_{i, I I}$ | $[\mathrm{GHz}]$ | 4.94 | 6.94 | 8.54 | 9.97 | 10.42 | 12.23 | 12.93 | 13.27 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{i, I I}$ | $10^{17}$ | 5.92 | 5.56 | 0.65 | 26.83 | 0.90 | 26.19 | 5.44 | 1.80 |
| $f_{i, I I}$ | $[\mathrm{GHz}]$ | 13.96 | 15.17 | 15.22 | 16.35 | 16.59 | 17.09 | 17.20 | 17.27 |
| $K_{i, I I}$ | $10^{17}$ | 1.88 | 23.87 | 0.08 | 2.83 | 1.59 | 0.15 | 1.19 | 22.63 |
| $f_{i, I}$ | $[\mathrm{GHz}]$ | 4.93 | 6.90 | 8.56 | 9.92 | 10.41 | 12.10 | 13.02 | 13.25 |
| $K_{i, I}$ | $10^{17}$ | 2.77 | 3.16 | 0.10 | 10.58 | 0.74 | 14.02 | 0.95 | 0.57 |
| $f_{i, I}$ | $[\mathrm{GHz}]$ | 13.89 | 15.08 | 15.28 | 16.29 | 16.60 | 17.04 | 17.10 | 17.44 |
| $K_{i, I}$ | $10^{17}$ | 0.54 | 1.05 | 7.56 | 2.45 | 0.21 | 0.43 | 3.78 | 7.81 |

2.24 shows the long-range numerical (blue line) and "analytical" (2.19) (red line) transverse wake


Figure 2.21: Comparison of numerical (box) and analytical (line) kick factor $\left\langle W_{\perp}^{1}\right\rangle$ and kick spread $\left\langle\left(W_{\perp}^{1}\right)^{2}\right\rangle^{1 / 2}$ as function of bunch length $\sigma$.
potentials for a Gaussian bunch with $\sigma=5 \mathrm{~mm}$. We can see that the wake function (2.19) approximates the transverse wake adequately.
As in longitudinal case, a direct analysis of the numerical wake potential can be done. The transversal wake function is approximated by the expression

$$
\begin{equation*}
w_{\perp}(s)=\theta(s) 2 \sum_{i=1}^{\infty} K_{i} \frac{c}{2 \pi f_{i}} \sin \left(\frac{2 \pi}{c} f_{i} s\right) \tag{2.20}
\end{equation*}
$$

where the frequencies and amplitudes have been obtained with the help of the Prony-Pisarenko algorithm and are shown in Table 2.7. The wake function (2.20) approximates the wake a little better as compared to expression (2.19). This can be seen in figure 2.25 . The figure shows the long-range numerical (blue line) and the new "analytical" (2.20) (red line) transverse wake potentials for a Gaussian bunch with $\sigma=5 \mathrm{~mm}$.

Table 2.7: The lowest frequencies and their amplitudies for the long-range transverse wake function of the BTW structure obtained with the help of Prony-Pisarenko method applied to the wake potential ( $f_{i}$ in GHz and $K_{i} \times 10^{17}$ ).

| $f_{i}$ | 4.94 | 6.89 | 6.92 | 8.53 | 9.91 | 10.41 | 12.03 | 12.15 | 12.91 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{i}$ | 8.67 | 3.41 | 5.96 | 0.72 | 39.67 | 1.46 | 15.51 | 23.09 | 5.96 |
| $f_{i}$ | 14.04 | 15.02 | 15.14 | 16.14 | 16.67 | 17.21 | 18.94 | 20.62 | 21.47 |
| $K_{i}$ | 2.81 | 18.44 | 20.13 | 11.32 | 24.10 | 5.43 | 8.23 | 19.28 | 4.88 |



Figure 2.22: Transverse numerical (solid lines) and analytical (dashed lines) wake potentials of the BTW structure.

### 2.7 Single bunch energy spread

In this section the single bunch energy spread induced by the short-range longitudinal wakefields has been analyzed and a preliminary optimization of the energy spread has been carried out by varying the energy gain and RF phase of the accelerating structure. At the exit of each BTW accelerating module, the single bunch energy spread is determined by the RF accelerating fields produced by the external generator and the wakefields excited by the beam in the accelerating structure. As already shown in [10], for a Gaussian bunch the RMS energy spread can be evaluated by knowing four integral parameters of the wakefields: the loss factor $K_{\|}$, the average wake energy spread $\sqrt{\Delta W^{2}}$, the cosine-Fourier part $I_{\text {cos }}$ and the sine-Fourier part $I_{\text {sin }}$. The last two parameters are needed to take into account the correlation between the wake potentials and the accelerating voltage. Table 2.8 summarizes the four integral parameters for bunches of several lengths obtained with numerical time domain simulation (a), and analytical calculations (b) using (1): an excellent agreement between the two sets of data is shown. Figure 2.26 shows the relative energy spread $\Delta U /\langle U\rangle$ while figure ?? shows the relative average energy gain $\langle U\rangle / U_{0}$ (right) as a function of the RF phase $\phi$, for several energy gains per section $U_{0}$. The calculations have been made under the assumption that the energy spread is negligible with respect to the total energy gain for acceleration section and considering a maximum energy gain for section up to 170 MeV . We can see that the average energy gain at optimum phase $\phi_{o p t}$ is approximately $27 \%$ lower than the corresponding value on crest, $\phi=0^{\circ}$, for each value of the peak of the acceleration voltage. Table 2.9 contains the relative energy spread when the beam is accelerated on crest, RF phase


Figure 2.23: Transverse low frequency impedance in the BTW structure.
$\phi=0^{\circ}$, and the minimum relative energy spread at the optimum phase $\phi_{o p t}$. These parameters are given for several peaks of the accelerating voltage. The relative energy spread decreases with the increase of the accelerating voltage. With an maximum energy gain of 170 MeV the minimum relative energy spread is about 2 times lower than the corresponding at $\phi=0^{\circ}$. Figure 2.28

Table 2.8: Numerical and analytical integral parameters of the wake potentials of Gaussian bunches in the BTW structure.

| $\sigma$ <br> $[\mu m]$ | $K_{\\|}$ <br> $[V / p C]$ | $I_{\text {cos }}$ <br> $[V / p C]$ | $I_{\sin }$ <br> $[V / p C]$ | $\sqrt{\Delta W^{2}}$ <br> $[V / p C]$ |
| :---: | :---: | :---: | :---: | :---: |
| Numerical integral parameters (a) |  |  |  |  |
| 50 | -2861.7 | -0.001477 | -4.368020 | 1459.8 |
| 120 | -2298.3 | -0.009598 | -7.860948 | 1118.4 |
| 150 | -2145.5 | -0.015227 | -8.964911 | 1029.0 |
| Analytical integral parameters (b) |  |  |  |  |
| 50 | -2861.2 | -0.001546 | -4.307913 | 1441.2 |
| 120 | -2295.4 | -0.009476 | -7.831107 | 1112.5 |
| 150 | -2145.8 | -0.014982 | -8.961020 | 1026.3 |

shows different behaviors of the relative energy spread as a function of the electric field gradient (changing the RF phase from $-50^{\circ}$ to $10^{\circ}$ ) for several peaks accelerating voltage $U_{0}$, for a bunch


Figure 2.24: The long-range numerical (gray squares) and "analytical" (solid line) transverse wake potentials for Gaussian bunch with $\sigma=5 \mathrm{~mm}$ in the BTW structure. The "analytical" wake calculated with coefficients of Table 2.6.
with length $\sigma=120 \mu m$ with a charge $Q=1 n C$. Considering the $21 M V / m$ as required for FEL-1, we can see that the relative energy spread is near its minimum value only for $U_{0}=170 \mathrm{MeV}$. In addition, with lower values of $U_{0}$ the relative energy spread does not get its minimum value through the tuning of the RF phase.

### 2.8 Conclusion

In this chapter, the wakefield calculations for short bunches passing through the complete BTW accelerating structure are presented. The cavity has been treated as an axially symmetric periodic structure of finite length. In the beginning of the paper single-cell wakefields were calculated. Then an estimation of the evolution of the wakefields in the multi-cell structure was done. It was shown that for the stabilization of the longitudinal and transverse wake potentials for a bunch with RMS length $200 \mu m$ at least $\sim 7$ and $\sim 10$ cells are needed, respectively.
Then, the short-range longitudinal and transverse wake potentials of the complete BTW accelerating structure were calculated. From the numerical results, analytical approximations of the point-charge wake functions were found. The used analytical model was chosen as a combination of periodic and one-cell dependences. In the longitudinal case, the term that describes the finite structure (one cell behavior) is very small compared to the periodic structure term. Hence, in the studied range of $\sigma$, the longitudinal wakes mainly shows periodic structure behavior. To fit the


Figure 2.25: The long-range numerical (grey squares) and "analytical" (solid line) transverse wake potentials for a Gaussian bunch with $\sigma=5 \mathrm{~mm}$ in the BTW structure. The "analytical" wake calculated with coefficients of Table 2.7.

Table 2.9: Energy gain and energy spread in the BTW structure (bunch length $\sigma=120 \mu \mathrm{~m}$ and $Q=1 n C)$.

| $U_{0}$ <br> $[\mathrm{MeV}]$ | RF phase | $\langle U\rangle$ <br> $[M e V]$ | $\Delta U /\langle U\rangle$ <br> $\%$ |
| :---: | :---: | :---: | :---: |
| 130.0 | $\phi=0.0^{\circ}$ | 127.70 | 0.87 |
|  | $\phi_{\text {opt }}=-41.6^{\circ}$ | 94.96 | 0.59 |
| 140.0 | $\phi=0.0^{\circ}$ | 137.70 | 0.81 |
|  | $\phi_{\text {opt }}=-42.6^{\circ}$ | 100.69 | 0.51 |
| 150.0 | $\phi=0.0^{\circ}$ | 147.70 | 0.76 |
|  | $\phi_{\text {opt }}=-43.0^{\circ}$ | 107.48 | 0.45 |
| 160.0 | $\phi=0.0^{\circ}$ | 157.70 | 0.71 |
|  | $\phi_{\text {opt }}=-42.6^{\circ}$ | 115.44 | 0.40 |
| 170.0 | $\phi=0.0^{\circ}$ | 167.70 | 0.67 |
|  | $\phi_{\text {opt }}=-41.8^{\circ}$ | 124.47 | 0.36 |

data up to 5 mm we have used an additional term in the model.
The above formulas for the wake function are calculated from the numerical results for the com-


Figure 2.26: Relative energy spread as a function of the RF phase (left) in the BTW structure (bunch length $\sigma=120 \mu m$ and $Q=1 n C$ ).


Figure 2.27: Relative energy gain as a function of the RF phase in the BTW structure (bunch length $\sigma=120 \mu m$ and $Q=1 n C$ ).


Figure 2.28: Relative energy spread as a function of the gradient of the electric field in the BTW structure (bunch length $\sigma=120 \mu m$ and $Q=1 n C$ ).
plete BTW structure. To obtain the wake function on the unit of active length the relations should be divided by structure length $L_{t o t}=6.075[\mathrm{~m}]$ :

$$
\begin{array}{rlrl}
w_{\|}^{0}(s) & =1202 \cdot e^{-\sqrt{\overline{3.2 \cdot 10^{-4}}}+\frac{0.560}{\sqrt{s}}} \quad\left[\frac{V}{p C \cdot m}\right] & 0<s \leq 1.5 m m \\
w_{\|}^{0}(s) & =1226 \cdot e^{-\sqrt{\frac{s}{3 \cdot 10^{-4}}}+\frac{0.494}{\sqrt{s}}+494 \sqrt{s}}\left[\begin{array}{lll}
p C \cdot m
\end{array}\right] & 0<s \leq 5 m m \\
w_{\perp}^{1}(s) & =2.8 \cdot 10^{4}\left[1-\left(1+\sqrt{\frac{s}{1.2 \cdot 10^{-4}}}\right) \cdot e^{\left.-\sqrt{\frac{s}{1.2 \cdot 10^{-4}}}\right]}+\right. \\
& +1.4 \cdot 10^{4} \cdot \sqrt{s} & {\left[\frac{V}{p C \cdot m \cdot m}\right]} & 0<s \leq 2 m m \tag{2.23}
\end{array}
$$

In addition, we have estimated the long-range longitudinal and transverse wakefields. We have used two alternative methods: model loss factor calculations in frequency domain with MAFIA solver for single cell and a direct analysis of the numerical wake potential for a Gaussian bunch calculated for a distance up to 2 meters after the bunch. In the longitudinal case there is a good agreement between the methods while in the transverse case the direct analysis provides a wake function that approximates the long-range wake a little better than with the frequency domain method.
Furthermore, the single bunch energy spread induced by longitudinal wakefields has been analyzed for the first phase of the FEL-I project. We have seen that the wakefield effects can be compensated by shifting the bunch injection phase to optimum values, decreasing the energy gain of about $27 \%$.

For the energy design of FEL-I and an energy gain of 170 MeV per section this means operating at $\phi=-41.8^{\circ}$ and a gradient of $21 \mathrm{MV} / \mathrm{m}$.
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## Chapter 3

## Beam break-up instability in the FERMI@Elettra linac


#### Abstract

The electron beam dynamics in the presence of the linac structural wakefield is studied. Trajectory manipulation is used to gain control of the transverse wakefield-induced instability and this technique is also validated in the presence of shot-to-shot trajectory jitter. A specific script working with Courant-Snyder variables has been written to evaluate the residual banana shape after instability suppression in the presence of shot-to-shot trajectory jitter ${ }^{123}$.


[^1]
### 3.1 Introduction

The operation of x-ray free electron lasers (FELs) requires small emittance electron beams. Although both self amplified spontaneous emission (SASE) FELs [1-5] and harmonic cascade (HC) FELs [6-9] are mostly sensitive to slice emittance, it is also important that relative transverse offsets of different slices or slice-to-slice variations along the electron bunch remain within defined limits in order to avoid significant growth of the projected emittance under the influence of the linac structural (also called geometric) wake fields.
The single bunch projected emittance dilution and the banana shape distortion induced by short range transverse wake field have been extensively treated for linear colliders with regard to the luminosity performance, like in $[10-13]$. Trajectory bumps to minimize the projected emittance growth have been introduced in [13-17]. Furthermore, the impact of the trajectory jitter on the single bunch dynamics in the presence of transverse wake field has been investigated in [12, 18-21], still with regard to luminosity loss and projected emittance growth in colliders.
Just as for colliders, the HC seeded FELs are sensitive to the projected emittance growth because it has an impact on the FEL peak power. The FEL power relies on the energy exchange of electrons and photons along the undulator chain; for this interaction to occur the two beams must overlap. This happens in the first undulator, called modulator, where the external seeding laser has to superimpose on the electron bunch, as well as in the succeeding undulators, called radiators, where the electrons should overlap with the coherent radiation emitted by themselves. The overlapping requirement causes the FERMI@elettra seeded FEL [22] to be sensitive to the projected emittance growth generated by the transverse displacement of the longitudinal slices of the bunch [23]. This situation is mitigated by the fact that $\sim 50 \mathrm{fs}$ seeded laser is much shorter than the $\sim 0.7 \mathrm{ps}$ electron bunch, so that some projected emittance growth can still be tolerated if the slice transverse offset is sufficiently small in the region of the bunch where photons and electrons overlap. These considerations must be verified in the presence of the electron beam trajectory jitter and this is the subject of this study.
Codes like PLACET, MTRACK and MBTRACK [24-27] adopt Courant-Snyder variables to calculate the bunch slice coordinates and finally to evaluate the coherent trajectory growth due to a betatron motion component in the presence of transverse wake field. The incoherent trajectory growth due to random misalignment of machine elements and its compensation via trajectory bumps is carried out in most modern linear accelerators that require high brightness electron beams. In a similar way, the authors have shown in $[28,29]$ that the single bunch emittance growth in the FERMI@elettra linac, computed by the Elegant particle tracking code [30] through longitudinal slice treatment, is in a good agreement with the prediction of the theory developed in $[31,32]$. Building on the work referred to in the above paragraphs, this paper addresses the impact of trajectory jitter on the degradation of the projected emittance induced by short range geometric transverse wake fields during a single pass of the electron bunch through the FERMI@elettra normal conducting, S-band linac. Special care has been devoted to the incoherent part of the trajectory growth due to random misalignment of quadrupole magnets and accelerating sections. This paper will show that control over the single bunch instability is achievable in the FERMI@elettra linac by applying local trajectory bumps even in the presence of a shot-to-shot trajectory jitter.
The instability analysis is focused on the correlation of the slice transverse offset with its longitudinal position along the bunch. A specific Self-Describing Data Sets (SDDS) [30] script working
with Courant-Snyder variables has been written to evaluate the residual banana shape after timeaveraged instability suppression in the presence of shot-to-shot trajectory jitter. A statistical parameter for each bunch slice has been introduced whose maximum value over all the slices determines the projected emittance growth.
For completeness, well known methods of evaluation of the projected emittance and of the banana shape are included and the consistency of all methods is demonstrated for FERMI@elettra. The practical end product of this study is the capability of specifying the tolerances on trajectory jitters for the FERMI@elettra linac FEL.

### 3.2 Study outline

The basis of the single bunch instability induced by short range geometric transverse wake field in the FERMI@elettra linac are recalled in the first Section of this article as an introductory part to the following study. The equations of motion describe the evolution of the banana shape along the accelerator under the influence of the FERMI linac wake functions. The FERMI@elettra linac and the electron beam main parameters are listed for reader's benefit.
As a first step, the FERMI@elettra trajectory correction scheme is presented and the contributions to the trajectory distortion are discussed; they are:
(i) misalignment of magnetic elements, linac RF phase and voltage errors, beam launching error. These errors determine the machine error budget;
(ii) trajectory distortion induced by the emission of Coherent Synchrotron Radiation (CSR) in dispersive regions of the linac lattice;
(iii) trajectory distortion induced by the banana shape.

Simulations including all these effects show that a global trajectory correction provided through a Response Matrix algorithm is not sufficient to damp the single bunch instability; for this reason, local trajectory bumps are the preferred method of correction.
The effectiveness of the trajectory manipulation described above is verified in presence of shot-toshot trajectory jitter. Firstly, the trajectory jitter budget is evaluated by considering the following error sources: beam launching error jitter, quadrupole magnet mechanical vibration and current ripple, jitter of the parasitic dispersion induced by misaligned quadrupoles. Once the jitter budget is found, the analysis of the single bunch instability in the presence of shot-to-shot trajectory jitter is documented.
The projected emittance at the linac end is evaluated and its dependence on the beam launching error jitter is shown. The distribution of the banana shapes for all the jittered runs is presented. Finally, the Courant-Snyder variables are introduced to describe the phase space mismatch of each longitudinal slice of the bunch in the presence of trajectory jitter. All the three methods projected emittance, banana shape, Courant-Snyder amplitude provide consistent results. The conclusion reports about the expected impact of the instability on the FERMI@elettra FEL performance.

### 3.3 Theoretical background

### 3.3.1 Equation of motion

An electron traveling off axis in an accelerating module excites the short range geometric transverse wake field that affects trailing electrons. This has a result that the bunch tail oscillates with respect to the bunch head forming in the ( $\mathrm{t}-\mathrm{x}$ ) and in the ( $\mathrm{t}-\mathrm{y}$ ) planes a characteristic banana shape.
Persistence of the slice oscillations along the linac and their amplification may cause the conversion of the bunch length into the transverse dimension (beam break up). So, the displaced bunch tail adds a contribution to the projection of the beam size on the transverse plane, thus increasing the projected emittance.
The transverse motion of a relativistic electron in the linac in the presence of the short-range transverse wake field is described by the following equation [31-33]:

$$
\begin{align*}
\frac{1}{\gamma(\sigma)} \frac{\partial}{\partial \sigma}\left[\gamma(\sigma) \frac{\partial}{\partial \sigma} x(\sigma, \zeta)\right]+\kappa(\sigma)^{2} x(\sigma, \zeta) & = \\
& =\varepsilon(\sigma) \int_{-\infty}^{\zeta} w_{n}\left(\zeta-\zeta_{1}\right) F\left(\zeta^{\prime}\right)\left[x\left(\sigma, \zeta^{\prime}\right)-d_{c}(\sigma)\right] d \zeta^{\prime} \tag{3.1}
\end{align*}
$$

$\gamma$ is the relativistic factor, $\sigma=s / L$ is the distance from entrance of the linac normalized with respect to the total linac length $L, \zeta=z / l_{b}$ is the normalized coordinate measured after the arrival of the head of the beam at location $\sigma$, where $l_{b}$ is the full width (FW) electron bunch length, $F(\zeta)=I(\zeta) / I_{\max }$ is the normalized current, $I_{\max }$ is the maximum peak current, $\kappa=k L$, $k$ is the product of the RF focusing strength, $w_{n}(\zeta)$ is the normalized transverse wake function and $d_{c}$ is the misalignment of the accelerating modules of the linac. The term $\varepsilon(\sigma)=\varepsilon_{r} /[\gamma(\sigma) / \gamma(0)]$ is defined by:

$$
\begin{equation*}
\varepsilon_{r}=\frac{4 \pi \epsilon_{0} W_{0} I_{\max } l_{b} L^{2}}{\gamma(0) I_{A}} \tag{3.2}
\end{equation*}
$$

$I_{A}=17020 A$ is the Álfen current, $\varepsilon_{0}$ is the dielectric constant of the vacuum and $W_{0}=w(1)$ is the wake function amplitude at $\zeta=1$. That formalism shown so far is valid, independently, in the vertical and horizontal planes.

### 3.3.2 Wake function

When the electron bunch travels near the axis of the accelerating structures, the transverse wake field is dominated by the dipole field. FERMI@elettra linac employs Backward Traveling Wave structures (BTW) whose transverse wake function can be approximated with the following analytical expression [34]:

$$
\begin{equation*}
w(\zeta)=1.7 \cdot 10^{5}\left[1-\left(1+\sqrt{\frac{\zeta}{\zeta_{1}}}\right) e^{-\sqrt{\left(\zeta / \zeta_{1}\right)}}\right]+8.5 \cdot 10^{4} \sqrt{\zeta} \tag{3.3}
\end{equation*}
$$

with $\zeta_{1}=1.210-4 m / l_{b}$. Let us define the normalized wake function as:

$$
\begin{equation*}
w_{n}=\frac{w(\zeta)}{W_{0}} \tag{3.4}
\end{equation*}
$$

$W_{0}, \zeta_{1}$ and $w_{n}(\zeta 1)$ depend on the full width bunch length $l_{b}$.
A successful benchmarking of simulations and theoretical predictions of the projected emittance growth induced by the single bunch instability in case of beam launching error and linac misalignment is reported in [28]; the main parameters used in those studies are adopted in this paper and reported in Table 3.1 for the reader's reference.

Table 3.1: Parameters of the electron bunch used for the study of the single bunch instability in the FERMI@elettra linac.

|  | Value | Units |
| :--- | ---: | :--- |
| Average initial energy at entrance of BTW linac | 600 | MeV |
| Average final energy | 1200 | MeV |
| BTW linac total length | 30.375 | m |
| Full width bunch length | 200 | $\mu \mathrm{~m}$ |
| Peak current in bunch core | 800 | A |
| Normalised emittance, rms | 1.5 | mm mrad |
| Final slice energy spread, rms | 150 | keV |
| $W_{0}$ | $1.048 \cdot 10^{16}$ | $\mathrm{~V} / \mathrm{C} / \mathrm{m}^{2}$ |
| $\zeta_{1}$ | 0.600 | - |
| $\varepsilon_{r}$ | 8.620 | - |

### 3.4 Static trajectory distorsion

This Section defines the static machine error budget and shows the beam trajectory along the FERMI@elettra linac to be taken as reference for the following shot-to-shot jitter studies. The onaxis trajectory is distorted by the machine errors and by the beam launching error. The trajectory correction scheme is implemented but collective effects like CSR and transverse wake field diminish its efficacy. Local bumps are finally applied to the trajectory to suppress the instability.

### 3.4.1 Machine Error Budget

The FERMI@elettra linac layout is shown in Figure 3.1. The photoinjector includes an RF gun followed by two traveling wave accelerating structures that accelerate the beam to 95 MeV . The rest of the linac is based upon two different types of accelerating structures:
(a) seven 4.5 m long, SLAC-type, constant gradient structures (C1-C7). They are grouped in the so called Linac 1 and Linac 2, as shown in Figure 3.1. The maximum energy gain per cavity is 47 MeV ;
(b) seven 6.1 m long Backward Traveling Wave (BTW) structures (S1-S7), grouped in the so called Linac 3 and Linac 4, as shown in Figure 3.1. They are equipped with a SLED RF pulse compression system. The maximum energy gain per cavity is 140 MeV .

In addition to the previously described accelerating structures, FERMI will require the use of an X-band 4th harmonic ( 12 GHz ), 0.6 m accelerating structure, located in the middle of Linac 1.


Figure 3.1: Schematic of the FERMI@elettra linac layout. Simulations presented in this paper concern the beam dynamics from the 100 MeV laser heater $(\mathrm{LH})$ area to the end of Linac 4 at 1.2 GeV . BTW structures are in Linac 3 and Linac 4; they start at the linac longitudinal coordinate of 80 m .

The bunch length is then compressed in two stages by means of the achromatic magnetic chicanes BC1 and BC2, also shown in Figure 3.1.
This study covers the electron beam dynamics from the photoinjector end to the linac end. The FERMI@elettra linac lattice has been simulated in Elegant by adopting the static machine error setting shown in Table 3.2. The emittance growth induced by the single bunch instability depends on the errors affecting the machine optics (quadrupole misalignment and strength error) and the acceleration parameters (phase and voltage errors change the beam energy). Realistic error values typically adopted in linear colliders and linacs for FELs have been chosen. The trajectory

Table 3.2: Machine error setting for the FERMI@elettra linac. It includes errors on dipoles and quadrupoles main integrated field component ( $b_{i} l$ ), element misalignments, magnet tilt angles, beam launching error and accelerating module phase and voltage errors. All values are rms taken over a Gaussian distribution with a 3 sigma cut-off.

|  | $\Delta\left(b_{i} l\right) /\left(b_{i} l\right)$ <br> $[\%]$ | $\Delta x, \Delta y$ <br> $[\mu m]$ | $\Delta z$ <br> $[\mu \mathrm{~m}]$ | Roll <br> $[\mathrm{mrad}]$ |
| :--- | :---: | :---: | :---: | :---: |
| Dipoles | 0.01 | 150 | 150 | 0.5 |
| Quadrupoles | 0.01 | 150 | 150 | 0.5 |
| BPMs | - | 150 | 150 | - |
| Acc. Modules | - | 300 | 150 | - |
| Voltage error <br> Phase error <br> error$\quad \Delta x=150 \mu \mathrm{~m}, \Delta x^{\prime}=1 \mu \mathrm{rad}, \Delta y=150 \mu \mathrm{~m}, \Delta y^{\prime}=1 \mu \mathrm{rad}$ |  |  |  |  |

correction scheme foresees 24 steering magnets (correctors) in both the transverse planes and 31 Beam Position Monitors (BPMs) whose rms resolution is assumed to be $20 \mu \mathrm{~m}$. A pair of horizontal and vertical correctors and one BPM are placed after each accelerating structure. The Elegant "global" method for trajectory correction has been implemented that minimizes the BPM position readings by using the trajectory Response Matrix.
For illustration of trajectory distortion and single bunch instability development, only one set of errors randomly chosen over a realistic sample of error seeds is shown in the following Sections. A discussion of the statistical distribution of the trajectory distortion over a large number of random seeds can be found in [29, 35, 36].
Simulations have been performed with 200.000 macroparticles, divided into 30 longitudinal slices.

The particle spatial distribution is approximately Gaussian in the transverse dimensions; the initial current profile is approximately a linear ramp [37] from the bunch head to the tail and it becomes flatter after the bunch length compression. The longitudinal phase space has an energy chirp that increases to $\sim 1 \%$ in the first bunch compressor and decreases to $\sim 0.1 \%$ as the bunch travels through the linac.

### 3.4.2 Trajectory Distortion by Collective Effects

CSR is emitted in the dipoles of the magnetic chicanes of the Laser Heater (LH), first (BC1) and second (BC2) compressor; they are shown in Figure 3.1. CSR has been simulated with Elegant [38, 39]; its emission causes a reduction of the beam average energy at the dispersive regions. Hence, the bunch centroid shifts to a trajectory that is a few hundreds of micrometer far from the one defined by the nominal energy. In other words, CSR emission distorts the trajectory at the exit of the magnetic chicanes.
Another contribution to the trajectory distortion comes from the transverse wake field. An ideal trajectory correction sets the centroid trajectory to zero, but, due to the wake field, head and tail particles perform uncorrected betatron oscillations. The correction efficiency that can be maximized for a rigid beam is therefore degraded by the banana shape dynamics. The residual centroid dispersion generated by a misaligned structure grows resonantly with $s$ and becomes large at the end of the 150 m long FERMI linac [40].
Figures 3.2, 3.3, 3.4 compare the trajectory distortion in a bare lattice with the one simulated in the presence of CSR and transverse wake field. The comparison shows that CSR induced trajectory distortion can be neglected with respect to the wake field contribution, particularly in the latter part of the linac, which is made of the high impedance BTW accelerating modules.

### 3.4.3 Trajectory Local Bumps

Even after the correction, the residual trajectory distortion shown in Figure 3.5 induces an emittance dilution at the linac end; the projected emittances in Figure 3.6 blow up as the beam enters the BTW structures, at a distance of about 80 m (see Figure 3.1). The emittance blow up can be avoided by applying trajectory local bumps [13-16]. Their simulation is shown in Figure 3.7. The bumps technique looks for an empirical "golden" trajectory for which all the kicks generated by the transverse wake field compensate each other and the banana shape is finally cancelled. When applying the local bumps, the steering magnets force the beam on a distorted trajectory while keeping the beam off axis excursion to less $500 \mu \mathrm{~m}$. Six steerers and six BPMs distributed along the BTW linac have been used for the bumps. The maximum variation of the steerer strengths with respect to the nominal set up is 0.2 mrad (about $20 \%$ of the nominal steerer set up). The emittances are finally compensated, as shown in Figure 3.8.
The implementation of the local bumps in the FERMI@elettra linac foresees the characterization of the transverse beam profile as a function of the bunch longitudinal coordinate projected on screens separated by a proper phase advance. This will be done in the diagnostic section downstream of the linac by means of an RF deflector [41], both in the horizontal and vertical planes.


Figure 3.2: Bunch centroid position along the FERMI@elettra linac after the trajectory correction has been performed with Elegant by using the global correction method. Field errors, gradient errors and element misalignments have been implemented. Neither CSR nor wake fields have been included. Solid line at the plot centre is a sketch of the machine layout.

### 3.5 Trajectory Jitter Budget

Owing to its local property, the efficacy of the local bumps technique depends on the specific machine configuration (i.e., misalignment of elements) and beam optics (i.e., bunch centroid position and angular divergence) at the locations where the bumps are applied. Accordingly, shot-to-shot trajectory jitter may affect the scheme efficacy by changing the bunch centroid transverse coordinates at the location of the bumps. The first aim of this Section is to evaluate a realistic budget for the sources of trajectory jitter in the FERMI@elettra linac.

### 3.5.1 Launching Error

The reference machine lattice and the reference trajectory are defined by the ensemble of errors in Table 3.2 with the exception of the launching error and by the steerers setting as shown in Figure 3.6. Shot-to-shot jitters cause variations around the reference trajectory. One of its main sources is the launching error jitter, which may be generated by the jitter of the photo-cathode laser pointing.
The jitter budget has been estimated by considering that the shot-to-shot jitter of the bunch centroid position at the injector end should not exceed a small fraction of the beam size, if the machine is properly tuned. For example, the betatron functions at the FERMI linac entrance are $\beta_{x}=\beta_{y}=19 \mathrm{~m}$. Those values coupled with the rms geometric emittances of $\varepsilon_{x}=\varepsilon_{y}=$


Figure 3.3: Bunch centroid position along the FERMI@elettra linac after the trajectory correction has been performed with Elegant by using the global correction method. CSR has been added to the scenario in Figure 1. Solid line at the plot centre is a sketch of the machine layout.
$7.65 \mu \mathrm{~m}$ mrad give an rms beam size in both planes. The rms launching position variation is assumed to be $10 \%$ of the rms beam size; that is, $38 \mu \mathrm{~m}$. The launching angular divergence is related to the launching position through the injector optics. The trajectory distortion generated by an angular kick $\theta_{k}$ at a longitudinal position $s_{k}$ in the lattice and observed at a downstream position $s_{0}$ is given by (likewise in the vertical plane):

$$
\begin{equation*}
x_{0}=\theta_{k} \sqrt{\beta_{k} \beta_{0}} \sin \left(\Delta \mu_{k 0}\right) \tag{3.5}
\end{equation*}
$$

where $\beta_{k}$ and $\beta_{0}$ are the betatron functions in the plane of interest at the locations $s_{k}$ and $s_{0}$, respectively, and $\Delta \mu_{k 0}$ is the corresponding betatron phase advance. The corresponding distortion of the angular divergence at position $s_{0}$ is therefore given by:

$$
\begin{equation*}
x_{0}^{\prime}=\frac{d x_{0}}{d s_{0}}=-\theta_{k} \frac{\sqrt{\beta_{k}}}{\sqrt{\beta_{0}}}\left[\alpha \sin \left(\Delta \mu_{k 0}\right)+\cos \left(\Delta \mu_{k 0}\right)\right] \tag{3.6}
\end{equation*}
$$

In FERMI $\alpha_{0}=0$ and $\Delta \mu_{k 0} \approx 45^{\circ}$; these values reduce 3.6 to $x_{0}^{\prime}=\left(x_{0} / \beta_{0}\right) \operatorname{ctg}\left(\Delta \mu_{k 0}\right)=x_{0} / 19 m$. Thus, the launching error jitter was simulated by moving the position and the angular divergence of the bunch centroid at the linac entrance over a Gaussian distribution with standard deviation and with a 3 sigma cut-off.


Figure 3.4: Bunch centroid position along the FERMI@elettra linac after the trajectory correction has been performed with Elegant by using the global correction method. Structural transverse wake fields have been additionally included to the scenario in Figure 2. Solid line at the plot centre is a sketch of the machine layout.

### 3.5.2 Quadrupole Vibration and Current Ripple

Other contributions to the trajectory jitter are: quadrupole vibrations, short-term magnetic field stability and shot-to-shot variation of the parasitic dispersion. As for the quadrupole vibrations, rms vibration amplitude of $0.5 \mu \mathrm{~m}$ in the range $1-100 \mathrm{~Hz}$ (FERMI will nominally operate at 50 Hz ) leads to an rms variation of the induced angular kick per quadrupole of:

$$
\begin{equation*}
\theta_{k, \nu}=\frac{\Delta \int B(s) d s}{B_{0} \rho}=k l_{q} \Delta r \approx 0.2 \mathrm{~mm} \mathrm{mrad} \tag{3.7}
\end{equation*}
$$

where $k$ is the quadrupole normalized strength, typically equal to $2 m^{-2}, l_{q}=0.2 m$ is the quadrupole magnetic length and $\Delta r=0.5 \mu m$ is the rms vibration amplitude.
The relative short term $(<100 \mathrm{~Hz})$ stability of the quadrupole gradient is essentially the stability of the current signal provided by the power supply; reasonably, it is in the range $10^{-4} 10^{-5}$. The rms variation of the induced angular kick is therefore:

$$
\begin{equation*}
\Delta \theta_{k, p s} \leq 10^{-4} \theta_{k}=10^{-4} k l_{q} R \simeq 20 \mu \mathrm{~m} \text { mrad } \tag{3.8}
\end{equation*}
$$

where a particle offset $R=0.5 \mathrm{~mm}$ inside the quadrupole magnet is considered.


Figure 3.5: Bunch centroid position along the FERMI@elettra linac after the trajectory correction has been performed with Elegant by using the global correction method. No local bumps have been implemented. Solid line at the plot centre is a sketch of the machine layout.

### 3.5.3 Parasitic Dispersion

When the quadrupole magnet is traversed off axis, a shot-to-shot variation of its integrated gradient excites parasitic dispersion that contributes to the shot-to-shot trajectory distortion. Dispersion induced in both transverse planes by the quadrupole gradient variation is estimated in thin lens approximation by:

$$
\begin{align*}
D & =\frac{1}{\rho\left(1 / \rho^{2}-k\right)}\left[1-\cos \left(\sqrt{\left(\frac{1}{\rho^{2}}-k\right)} l_{q}\right)\right]  \tag{3.9}\\
& \simeq \frac{1}{\rho\left(1 / \rho^{2}-k\right)}\left[\frac{1}{2}\left(\frac{1}{\rho^{2}}-k\right) l_{q}^{2}\right]=\frac{l_{q}^{2}}{2 \rho}=\frac{l_{q} \theta_{k}}{2}
\end{align*}
$$

where $\rho=l_{q} / \theta_{k}$ is the curvature radius induced by the quadrupole magnetic field when the magnet is traversed off axis. A similar consideration gives for the derivative of the parasitic dispersion $\Delta D^{\prime} \approx \theta_{k}$. Given 3.8, the maximum induced parasitic dispersion and its derivative is therefore of the order of:

$$
\begin{align*}
\Delta D & \simeq \frac{l_{q}}{2} \Delta \theta_{k, p s} \simeq 2 \mathrm{~nm}  \tag{3.10}\\
\Delta D^{\prime} & \simeq \theta_{k, p s} \approx 200 \mathrm{~mm} \mathrm{mrad}
\end{align*}
$$

The particle position and angular offset are equal to, respectively, the parasitic dispersion and its derivative times the relative energy spread. The relative energy spread in the FERMI@elettra


Figure 3.6: Single bunch wake field instability in the FERMI linac, before the application of local trajectory bumps. The emittances blow up as the bunch enters the first BTW module (approximately at 80 m of the abscissa). Emittance bumps (out of scale) around abscissa values 10,40 and 100 m should be ignored; they correspond to the dispersive contribution in magnetic chicanes. Solid line at the bottom is a sketch of the machine layout.
linac does not exceed $2 \cdot 10^{-2}$, so that the maximum trajectory variation induced by parasitic dispersion and its derivative never exceeds the sub-nanometer level for the particle position and a few $\mu \mathrm{rad}$ for the divergence.
Elegant simulations have been performed with the trajectory jitter budget listed in Table 3.3: the jitter budget includes the launching error jitter and the quadrupole vibrations. The parasitic dispersion functions and their induced trajectory distortion are taken into account.

Table 3.3: Trajectory jitter budget including the launching error jitter and the quadrupole vibration. The values apply both to horizontal and vertical planes.

|  | Position jitter (rms) $(\mu \mathrm{m})$ | Divergence jitter (rms) |
| :--- | :---: | :---: |
| Launching error | 38 | $2 m m$ mrad |
| Quadrupole vibration | 0.5 | - |



Figure 3.7: Bunch centroid position along the FERMI@elettra linac after the trajectory correction has been performed with Elegant by using the global correction method. Local trajectory bumps have been switched on; the trajectory is manipulated along the last part of the linac allowing the instability suppression. Solid line at the plot centre is a sketch of the machine layout.

### 3.6 Shot-to-shot trajectory jitter

In the previous Sections the reference trajectory along the FERMI@elettra linac has been defined. Subsequently, shot-to-shot trajectory jitter was added. The aim of this Section is to evaluate whether the single bunch instability remains suppressed by the trajectory local bumps in the presence of trajectory jitter. Three methods for evaluating the effect of the instability on the electron distribution are presented: evaluation of the projected emittance, of the banana shape and the definition of a new parameter for each slice of the bunch that is linked to the slice phase space mismatch induced by the instability.

### 3.6.1 Projected Emittance

A rotational symmetry of the accelerating modules around their longitudinal axis was assumed in the simulations. The geometric transverse wake field in the accelerating sections is taken as uniform over the whole transverse beam size, that is, we use a simple dipole wake. Hence, the slice emittance is preserved, while the projected emittance is not because the wake field drives a bunch tail oscillation relative to the bunch head; in this way, a correlation is established between the longitudinal slice position and its lateral displacement (banana shape).
Let us reasonably assume the following approximation that is the full width transverse beam size, in each plane, is covered by four standard deviations $(\sigma)$ of the particle position distribution. The


Figure 3.8: Single bunch wake field instability suppressed by local trajectory bumps. The final normalized emittance values are slightly larger than the initial one ( $\sim 1.4 \mathrm{~mm} \mathrm{mrad}$ ). Emittance bumps (out of scale) around abscissa values 10,40 and 100 m should be ignored; they correspond to the dispersive contribution in magnetic chicanes. Solid line at the bottom is a sketch of the machine layout.
beam standard deviation at the linac end is approximately $100 \mu m$. The tolerance on the beam size growth induced by instability is now fixed so that it is sufficiently smaller than the total beam size, namely the bunch tail centroid should not laterally exceed the head centroid by more than $1 \sigma[23]$, as it is sketched in Figure 3.9. In this limit case, the total projected beam size becomes $5 \sigma_{0}$ that we re-define equal to $4 \sigma_{\text {eff }}$. The relative growth of the beam size is therefore:

$$
\begin{equation*}
\frac{\Delta \sigma}{\sigma}=\frac{\sigma_{e f f}-\sigma_{0}}{\sigma_{0}}=25 \% \tag{3.11}
\end{equation*}
$$

Figure 3.9 shows the schematic of the beam size growth described by (3.11). Since $\sigma=\sqrt{\varepsilon \beta}$, where $\varepsilon$ is the projected geometric emittance and $\beta$ the betatron function, the relative variation of the beam size is half of relative variation of the emittance. In other words, the projected emittance growth after instability suppression must be less than $50 \%$.
Particle tracking simulations were performed to evaluate the sensitivity of the projected emittance growth, specified at the linac end, on the launching error jitter. Figure 3.10 shows the normalized emittances when the launching coordinates of the bunch centroid move along an ellipse of semiaxes $x=76 \mu m$ and $x^{\prime}=4 \mu r a d$ (two times greater than the rms launching error specified in Table 3.3) in the ( $x, x^{\prime}$ ) phase space. The same considerations apply to the vertical plane. The maximum emittance growth is $44 \%$ in the horizontal plane and $64 \%$ in the vertical plane. The lack


Figure 3.9: Schematic top view of a beam affected by SBBU instability; bunch head is on the left. The horizontal full width unperturbed beam size is $4 \sigma_{0}$. The bunch tail deviation of $1 \sigma_{0}$ is also shown. The projected beam size due to the banana shape is then defined in terms of an effective rms beam size $\sigma_{e f f}$ so that $4 \sigma_{e f f}=5 \sigma_{0}$.
of periodicity in the data results from the static errors in our initial configuration; in other words, the machine errors mask the dependence of the trajectory on the periodic launching condition; this fact in turn results into a non-periodic dependence on the wake field effect and on the projected emittance growth on the initial betatron phase.

### 3.6.2 Banana Shape

The emittance dilution can be quantified by means of the transverse deviation of the bunch tail with respect to the head, in units of unperturbed rms beam size (same applies to the vertical plane): $R_{x}=\left|x_{\text {head }}-x_{\text {tail }}\right| \sigma_{x}$. Figure 3.11 shows the banana shape jitter over 50 runs generated by the trajectory jitter budget in Table 3.3. Averaging over all these runs gives $R_{x}=0.2 \pm 0.7$ for the horizontal plane and $R_{x}=0.8 \pm 0.8$ for the vertical plane.
To be consistent with the constraint (3.11) for the suppressed single bunch instability, $R_{x, y} \leq 1$, $R$ should be less than 1 . Thus, for this specific static error seed, the instability in the presence of shot-to-shot trajectory jitter affects more the vertical plane than the horizontal one; this result is consistent with the projected emittance growth observed in Figure 3.10.

### 3.6.3 Slice Centroid Amplitude

If the instability is suppressed at the linac end, then the slice centroid transverse offset and divergence are small. Hence the bunch tends to maintain its shape in the $(t, x)$ and $(t, y)$ plane at any point of the downstream line. On the contrary, if the banana shape is pronounced (instability not suppressed) the slice optics in the bunch tail is mismatched with respect to the magnetic lattice. In this case, the bunch tail starts develop betatron oscillations around the head axis and the banana shape at any point downstream will depend on the Twiss parameters at the point of observation. Therefore, the Courant-Snyder amplitude of the slice centroid is here introduced as


Figure 3.10: Normalized emittance growth at the linac end in presence of trajectory jitter listed in Table 3.3. The MLB centroid launching coordinates move along an ellipse of semi-axes $x=76 \mu \mathrm{~m}$ and $x^{\prime}=4 \mu \mathrm{rad}$ in the $\left(x, x^{\prime}\right)$ phase space. The abscissa is the betatron phase that moves the launching error along the $\left(x, x^{\prime}\right)$ ellipse. Same considerations apply to the vertical plane. Dynamics in the x and y plane has been studied separately that is the geometric coupling is neglected.
a parameter to characterize the instability (same applies to the vertical plane):

$$
\begin{equation*}
\varepsilon_{S C, u}=\gamma_{x} x_{c m}^{2}+2 \alpha_{x} x_{c m} x_{c m}^{\prime}+\beta_{x} x_{c m}^{\prime 2} \tag{3.12}
\end{equation*}
$$

$\varepsilon_{S C}$ is a constant of motion in absence of frictional forces such as geometric wake fields and emission of radiation; this is the case for the beam transport downstream of the linac when coherent and incoherent synchrotron radiation is neglected. This quantity provides a measure of the amplitude of motion that is independent of betatron phase. Its square root is proportional to the amplitudes of the slice centroid motion $x_{S C}$ that represents the banana shape:

$$
\begin{align*}
x_{S C}(s) & =\sqrt{\varepsilon_{S C, x} \beta_{x}(s)} \cos \left(\Delta \mu_{x}\right) \\
x_{S C}^{\prime}(s) & =-\sqrt{\frac{\varepsilon_{S C, x}}{\beta_{x}(s)}}\left[\alpha_{x}(s) \cos \left(\Delta \mu_{x}\right)+\sin \left(\Delta \mu_{x}\right)\right] \tag{3.13}
\end{align*}
$$

In general, $x_{S C}$ is the linear superposition of the three main contributions sketched in Figure 3.12:
(i) the betatron motion, $x_{s \beta}$, generated by focusing of misaligned quadrupoles;
(ii) the trajectory distortion, $x_{S T}$;


Figure 3.11: Banana shape (slice centroid lateral deviation vs. bunch duration in 100 fs units) of the MLB at the FERMI linac end affected by trajectory jitter over 50 runs performed with Elegant. The jitter budget is specified in Table 3.2. Bunch head is on the left. The maximum head-tail deviation is $180 \mu \mathrm{~m}$ in the horizontal plane and $240 \mu \mathrm{~m}$ in the vertical plane. Particle tracking has been performed with 200.000 macro particles subdivided into 30 longitudinal slices.
(iii) the transverse wake field effect, $x_{S W}$.

Notice that $x_{o f f s e t}=x_{s \beta}+x_{S T}$ is approximately the same for all slices along the bunch. Regarding the instability, only the motion relative to the bunch head is of interest:

$$
\begin{equation*}
x_{S W}=x_{S C}-x_{s \beta} \equiv x_{S C}-x_{o f f s e t} \tag{3.14}
\end{equation*}
$$

We now define new slice centroid amplitude relative to the bunch head motion as follows:

$$
\begin{align*}
\varepsilon_{S W, x}=\gamma_{x}\left(x_{S C}-x_{o f f s e t}\right)^{2}+2 \alpha_{x}\left(x_{S C}-x_{o f f s e t}\right)\left(x_{S C}^{\prime}-x_{o f f s e t}^{\prime}\right) & \\
& +\beta_{x}\left(x_{S C}^{\prime}-x_{o f f s e t}^{\prime}\right)^{2} \tag{3.15}
\end{align*}
$$

The effect of the trajectory jitter on the scheme of instability suppression can be evaluated by looking at the shot-to-shot variations of the centroid amplitude $\varepsilon_{S W}$ over the bunch duration. In fact, we require that the standard deviation (over all jittered runs) of the slice lateral deviation $\sigma_{x, S C}$ be less than the rms (over all particles) beam size $\sigma_{x}=\sqrt{\varepsilon_{x} \beta_{x}}$ :

$$
\begin{equation*}
\frac{\sigma_{x, S C}}{\sigma_{x}} \leq 1 \tag{3.16}
\end{equation*}
$$



Figure 3.12: Contributions to the transverse motion of the slice centroid in presence of SBBU instability; $x_{S W}$ describes the slice centroid displacement relative to the bunch head.

Since $x_{\text {offset }}$ is a constant and, we can write:

$$
\begin{align*}
\sigma_{x, S C} & =\sqrt{\left\langle x_{S C}^{2}-\bar{x}_{S C}^{2}\right\rangle} \cong \sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(x_{S W}^{i}-\bar{x}_{S W}\right)^{2}} \\
& =\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left[\sqrt{\beta_{x}^{i} \varepsilon_{S W, x}^{i}} \cos \varphi_{x}-\frac{1}{N} \sum_{i=1}^{N} \sqrt{\beta_{x}^{i} \varepsilon_{S W, x}^{i}} \cos \varphi_{x}\right]^{2}}  \tag{3.17}\\
& =\sqrt{\beta_{x}} \cos \varphi_{x} \sqrt{\frac{1}{N} \sum_{i=1}^{N}\left[\sqrt{\varepsilon_{S W, x}^{i}}-\frac{1}{N} \sum_{i=1}^{N} \sqrt{\varepsilon_{S W, x}^{i}}\right]^{2}}
\end{align*}
$$

In equation (3.17) the betatron function has been extracted from the summation under two reasonable assumptions: firstly, the slice Twiss parameters are the same as the projected ones even in case of slice lateral displacement; secondly, the slice Twiss parameters remain constant over all jittered runs.
We now define a new variable $\sqrt{\varepsilon_{S W, x}^{i}} \equiv Q_{x}^{i}$. Given $\cos \varphi_{x} \leq 1$, it is possible to make the condition (3.16) more stringent by defining the new instability threshold as the ratio between the standard deviation of $Q_{x}^{i}$ and the square root of the rms projected (unperturbed) emittance:

$$
\begin{equation*}
\frac{\sigma_{Q, x}}{\sqrt{\varepsilon_{x}}} \leq 1 \tag{3.18}
\end{equation*}
$$

Figure 3.13 shows the ratio defined by (3.18) along the bunch duration for the jitter budget specified in Table 3.3. Again, the reduced effectiveness of the instability suppression due to trajectory jitter is more pronounced in the vertical plane than in the horizontal plane. The same phenomenon is observed in the calculation of the projected emittance and of the banana shape.


Figure 3.13: Ratio defined in (3.18) vs. MLB duration (in $100 f s$ unit) at the linac end, affected by trajectory jitter specified in Table 3.3.

In addition to these two methods, the slice centroid amplitude offers a deeper and more complete understanding of the instability behavior in the presence of trajectory jitter. That is, the projected emittance analysis does not contain the information on the slice particle distribution. The emittance growth, more pronounced in the vertical plane than in the horizontal, could be due to a small portion of the bunch tail that does not participate in the seeded FEL process, since only a few hundreds of femtoseconds in the bunch core over a total duration of approximately $1 p s$ are seeded in the FERMI@Elettra modulator. If the emittance growth predicted by the simulation comes from the bunch tail slice offset, then it would not affect the FERMI FEL performance.
The same considerations apply to the parameter $R_{x, y}$ since it deals with the projection of the banana shape onto the plane of interest and not with individual slice dynamics. Moreover, the jitter of the slice centroid position and divergence are treated separately. In this case, the instability suppression can only be evaluated by means of a function properly defined in terms of both the slice centroid position and divergence.
This function is expressed by $\varepsilon_{S W, x}$ in (3.15). The condition (3.18) applied to each slice of the bunch is able to predict which portion of the electron bunch can be safely used for the seeded FEL operation even in the presence of trajectory jitter. Figure 3.13 shows that the vertical plane is more affected from the single bunch instability than the horizontal. However, the transverse motion of only a very small portion of the bunch tail is really affected by the trajectory jitter. Owing to the fact that the condition (3.18) is widely satisfied ( $<50 \%$ ) for most of the bunch slices
(about $80 \%$ of the bunch duration in both planes), we do not expect any important effect of the jitter on the FERMI FEL performance.

### 3.7 Conclusion

The effect of the transverse wake field instability on the electron beam quality in the S-band, normal conducting linac of FERMI@Elettra FEL has been discussed. A specific study of the instability in the presence of trajectory jitter has been presented together with a novel interpretation of the slice optics mismatch related to the seeded FEL option.
As a first step, a simulation of the projected emittance growth under the combined influence of transverse wake field, launching error and misaligned machine elements has been carried out using the Elegant tracking code applied to the FERMI@Elettra linac. The last part of this linac is composed of accelerating modules with particularly strong geometric wake fields that make it particularly suitable for the study of the instability. A static machine error budget has been given. Since the instability affects the transverse particle distribution (banana shape), a variation of the bunch centroid transverse coordinate with respect to the bare lattice case is expected. Accordingly, simulations show that the instability affects the BPM readings so that the trajectory control may depend in turn on the wake field effect.
It has been found that a global trajectory correction provided through a Response Matrix algorithm is not sufficient to completely damp the instability; for this reason local trajectory bumps have been applied with success to suppress it. The validity of this trajectory manipulation has been checked in the presence of shot-to-shot trajectory jitter. According to analytical estimates, the trajectory jitter is dominated by the jitter of the launching error and by quadrupole vibrations; the parasitic derivative of dispersion may also provide a contribution.
Threshold values for the longitudinal slices of the bunch have been defined that, if met, will avoid the dilution of the projected emittance in the presence of trajectory jitter. The threshold is given in (18) as the ratio of the standard deviation of the square root of the slice centroid CourantSnyder amplitude to the square root of the projected emittance. This threshold is a function of the bunch slice number and it represents the expected mismatch of the slice transverse phase space in the presence of trajectory jitter.
For completeness, (3.18) has been compared with other two well known methods for the instability analysis that look, respectively, at the projected emittance growth and at the distortion of the particle distribution (banana shape).
The rms projected emittance growth at the linac end has been evaluated as a function of the launching error. An asymmetry between the horizontal and the vertical plane has emerged.
The jitter of the banana shape has been simulated and the deviation of the bunch head-tail lateral deviation has been calculated. As in the previous case, the instability effect exceeds the threshold only in the vertical plane.
Finally, the jitter of the slice centroid Courant-Snyder amplitude along the bunch has been studied. In this case the projected emittance growth exceeds the given threshold only in the vertical plane. Actually, in both planes only a very small portion of the bunch tail contributes to the instability and thus the transverse phase space mismatch of the majority of the bunch slices is not critically affected by the trajectory jitter. The conclusion is that the trajectory jitter does
not affect the local bumps scheme for the instability suppression; therefore, no important negative effect on the FERMI@Elettra seeded FEL performance is anticipated.
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## Chapter 4

## Wakefield induced energy spread in the undulator vacuum chamber


#### Abstract

Within the ultra-relativistic limit, analytical expressions are found for the high-frequency resistivewall coupling impedance of an elliptical cross-section vacuum chamber. Subsequently the corresponding wake functions are derived by performing inverse Fourier transformations numerically. The electromagnetic fields have been developed working out two systems of solutions, namely for the vacuum and for the resistive-wall. The constants involved in these systems have been determined by matching boundary conditions at the interface vacuum-wall. Several study cases have been considered as concerns the aspect ratio of the elliptical cross-section and the transverse position of the leading charge in order to exemplify the behaviour of the longitudinal and transverse wake functions ${ }^{1}$. Estimations of the induced energy-spread caused by the resistive wall and surface roughness wakefields along the FERMI FEL 1 undulator are presented. The energy spread and losses induced by resistive wall wakefield are determined for three possible transverse geometries of the vacuum chamber, namely circular, rectangular and elliptic cross-section, while the energy spread and losses induced by the surface roughness wakefields are obtained for the circular cross-section case ${ }^{2}$.


[^2]
### 4.1 Introduction

Free electron laser (FEL) projects aim to achieve high-brightness photon beam pulses of minimum bandwidth. However such pulses may be corrupted by possible large wakefields along the undulator small-gap vacuum chamber. Thus, knowledge of the short-range wakefields in the undulator vacuum chamber is needed to predict the beam quality in terms of the single bunch energy spread and emittance. A possible choice for a small-gap vacuum chamber is one with elliptical cross section, for which there are references to analytically derived expressions for the low-frequency resistive-wall coupling impedance (see for example [1-3]). Expressions for the high frequency resistive wall impedance are given, in case of DC conductivity model, for a round pipe in [4], and for the conducting parallel plates in [5]. Adopting the AC conductivity model [6], the resistive wall impedance is given for the round pipe in [7] and for the parallel plates in [8]. The problem of calculating the coupling impedance, including the high frequencies, of a resistive beam pipe with arbitrary cross section has been solved by Yokoya [9] with the boundary element method. He applied the method to numerically work out the solution in the case of an elliptical pipe, moreover the method can be applied using both AC and DC conductivity models.
In this paper we analytically derive expressions for the longitudinal and transverse resistive-wall coupling impedance of a vacuum chamber with elliptical cross section using another method, precisely the field matching method, and make a comparison with the results obtained with the boundary element method on the same geometry. The paper is organized as follows. In section II we describe the physical model used to obtain the expressions of the electromagnetic fields inside the vacuum and inside the resistive parts of the beam pipe, respectively. We use elliptical coordinates and write the field components in term of Fourier transformations. In the sections III we work out the Maxwell equations to derive a series expression of the e.m. field in the vacuum part, while in section IV we derive a series expansion of the e.m. field in the resistive part of the beam pipe. In Section V, the constants involved in the two series expansions are determined by imposing the boundary conditions at the interface vacuum-resistive wall. This fully determines the field components. In section VI we derive the expressions of the longitudinal and transverse resistive-wall impendances, and the short range wake functions are then obtained by calculating numerically the inverse Fourier transformations of the impedances. In section VII applications and examples are illustrated, involving different aspect ratios of the cross section, different materials using both AC and DC conductivity models and different leading and trailing charges displacement from the beam pipe axis.

### 4.2 Physical model description

Let us consider an elliptical cross-section pipe with finite conductivity $\sigma$ and infinite wall thickness, and denote with $a$ the major half-axis of the ellipse and with $b$ the minor one, respectively. Figure 4.1 shows cross section and longitudinal section of the beam pipe, and the travelling point charge with the elliptic cylindrical $(u, v, s)$ coordinates system, where the $s$-axis coincides with the pipe axis. The relations between the Cartesian and the elliptical coordinates are given in [10] and are illustrated in figure 4.2. The equation $u=u_{0}$ defines the surface separating the vacuum region from the resistive wall. The vacuum region is specified by $u<u_{0}$ while the metal region by $u>u_{0}$. The leading point charge, travelling along the beam pipe, is assumed to be ultra-relativistic, and its longitudinal position is $s=c t$, where $c$ is the velocity of light in vacuum, while its transverse


Figure 4.1: s-y plane view and cross-section plane view.
coordinates are $\left(u_{1}, v_{1}\right)$.

### 4.3 Fields in the vacuum

Using the elliptical cylindrical coordinates system $O(u, v, s)$, the Maxwell's equations in the vacuum region, can be written as follows, denoting the electric field components with $E_{u}, E_{v}$ and $E_{s}$, and the magnetic field components $B_{u}, B_{v}$ and $B_{s}$ :

$$
\begin{array}{r}
\frac{1}{h^{2}} \frac{\partial h E_{u}}{\partial u}+\frac{1}{h^{2}} \frac{\partial h E_{v}}{\partial v}+\frac{\partial E_{s}}{\partial s}=\frac{\rho}{\epsilon_{0}}, \\
\frac{1}{h} \frac{\partial E_{s}}{\partial v}-\frac{\partial E_{v}}{\partial s}=-\frac{\partial B_{u}}{\partial t}, \\
\frac{\partial E_{u}}{\partial s}-\frac{1}{h} \frac{\partial E_{s}}{\partial u}=-\frac{\partial B_{v}}{\partial t}, \\
\frac{1}{h^{2}} \frac{\partial h E_{v}}{\partial u}-\frac{1}{h^{2}} \frac{\partial h E_{u}}{\partial v}=-\frac{\partial B_{s}}{\partial t}, \\
\frac{1}{h^{2}} \frac{\partial h B_{u}}{\partial u}+\frac{1}{h^{2}} \frac{\partial h B_{v}}{\partial v}+\frac{\partial B_{s}}{\partial s}=0, \\
\frac{1}{h} \frac{\partial B_{s}}{\partial v}-\frac{\partial B_{v}}{\partial s}=\frac{1}{c^{2}} \frac{\partial E_{u}}{\partial t}, \\
\frac{\partial B_{u}}{\partial s}-\frac{1}{h} \frac{\partial B_{s}}{\partial u}=\frac{1}{c^{2}} \frac{\partial E_{v}}{\partial t}, \\
\frac{1}{h^{2}} \frac{\partial h B_{v}}{\partial u}-\frac{1}{h^{2}} \frac{\partial h B_{u}}{\partial v}=\frac{1}{c^{2}} \frac{\partial E_{s}}{\partial t}+\mu_{0} J . \tag{4.1h}
\end{array}
$$



Figure 4.2: Elliptic cylindrical $(u, v, s)$ and a Cartesian orthogonal ( $x, y, s$ ) coordinates system.
where $h$ is the metric while the charge and current density are:

$$
\begin{array}{r}
\rho=q \frac{\delta(s-c t) \delta\left(u-u_{1}\right) \delta\left(v-v_{1}\right)}{h^{2}} \\
\boldsymbol{J}=q c \frac{\delta(s-c t) \delta\left(u-u_{1}\right) \delta\left(v-v_{1}\right)}{h^{2}} \hat{s} . \tag{4.2b}
\end{array}
$$

In addition, we refer to the coordinate $z=s-c t$, which is the longitudinal displacement from the point charge. Thus it is $z<0$ behind the leading charge and $z>0$ ahead of it. Due to the causality principle, all fields must vanish for $z>0$.
Using the same approach adopted in [4], we write the field vectors $\boldsymbol{E}=\left(E_{u}, E_{v}, E_{z}\right)$ and $\boldsymbol{B}=$ $\left(B_{u}, B_{v}, B_{z}\right)$ in terms of the Fourier transformed vectors $\tilde{\boldsymbol{E}}, \tilde{\boldsymbol{B}}$ on the $z$-axis:

$$
\begin{equation*}
(\boldsymbol{E}, \boldsymbol{B})=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}(\tilde{\boldsymbol{E}}, \tilde{\boldsymbol{B}}) e^{i k z} d k \tag{4.3}
\end{equation*}
$$

Substituting Eq. (4.2a) into Eq. (4.1a) and Eq. (4.2b) into Eq. (4.1h) the equations in (4.1), one obtain the following system of six equations:

$$
\begin{array}{r}
\frac{\partial \tilde{E}_{z}}{\partial v}=c \frac{\partial \tilde{B}_{z}}{\partial u}, \\
\frac{\partial \tilde{E}_{z}}{\partial u}=-c \frac{\partial \tilde{B}_{z}}{\partial v}, \\
\frac{\partial h \tilde{E}_{u}}{\partial u}-\frac{\partial c h \tilde{B}_{u}}{\partial v}=\frac{q}{\epsilon_{0}} \delta\left(u-u_{1}\right) \delta\left(v-v_{1}\right)+ \\
-i k h^{2} \tilde{E}_{z}+\frac{i}{k} \frac{\partial^{2} \tilde{E}_{z}}{\partial v^{2}}, \\
c \frac{\partial h \tilde{B}_{u}}{\partial u}+\frac{\partial h \tilde{E}_{u}}{\partial v}=-i k h^{2} c \tilde{B}_{z}+\frac{i c}{k} \frac{\partial^{2} \tilde{B}_{z}}{\partial v^{2}}, \\
\tilde{E}_{v}=-\frac{i}{h k} \frac{\partial \tilde{E}_{z}}{\partial v}-c \tilde{B}_{u}, \\
c \tilde{B}_{v}=-\frac{i c}{h k} \frac{\partial \tilde{B}_{z}}{\partial v}+\tilde{E}_{u} . \tag{4.4f}
\end{array}
$$

Starting from Eqs. (4.4a) and (4.4b), and following the approach described in [10], the longitudinal components of the electric and magnetic fields can be written as follows:

$$
\begin{align*}
& \tilde{E}_{z}=A_{0}+\sum_{n=1}^{+\infty} A_{n} \cosh n u \cos n v+\sum_{n=1}^{+\infty} B_{n} \sinh n u \sin n v  \tag{4.5a}\\
& c \tilde{B}_{z}=B_{0}+\sum_{n=1}^{+\infty} B_{n} \cosh n u \cos n v-\sum_{n=1}^{+\infty} A_{n} \sinh n u \sin n v \tag{4.5b}
\end{align*}
$$

where $A_{n}$ and $B_{n}$ are constants to be determined.
Starting from Eqs. (4.4c) and (4.4d) and using the solutions in (4.5), the approach described in [10] yields the following expressions for the transverse fields $\tilde{E}_{u}$ and $\tilde{B}_{u}$ :

$$
\begin{align*}
h \tilde{E}_{u}(u, v) & =K_{\tilde{E} u}+S_{\tilde{E} u}^{c}+S_{\tilde{E} u}^{s}+S_{\tilde{E} u}^{q},  \tag{4.6a}\\
h c \tilde{B}_{u}(u, v) & =K_{\tilde{B} u}+S_{\tilde{B} u}^{c}+S_{\tilde{B} u}^{s}+S_{\tilde{B} u}^{q}, \tag{4.6b}
\end{align*}
$$

where denoting with $H(u)$ the Heaviside step function and letting $W=i k\left(a^{2}-b^{2}\right)$ we can write:

$$
\begin{gather*}
K_{\tilde{E} u}=\sum_{n=1}^{+\infty}\left(E_{n}-\frac{n i}{k} B_{n}\right) \cosh n u \sin n v+\sum_{n=1}^{+\infty} F_{n} \sinh n u \cos n v,  \tag{4.7a}\\
K_{\tilde{B} u}=\sum_{n=1}^{+\infty}\left(F_{n}+\frac{n i}{k} A_{n}\right) \cosh n u \sin n v-\sum_{n=1}^{+\infty} E_{n} \sinh n u \cos n v,  \tag{4.7b}\\
S_{\tilde{E} u}^{c}=-A_{0} W \frac{\sinh 2 u}{4}+\frac{A_{1} W}{16}(\sinh u \cos 3 v-\sinh 3 u \cos v)+W \sum_{n=2}^{+\infty} A_{n} \frac{\sinh n u}{8(n+1)} \cos (n+2) v+ \\
+W \sum_{n=2}^{+\infty} A_{n} \frac{\sinh n u}{8(n-1)} \cos (n-2) v-W \sum_{n=2}^{+\infty} A_{n}\left[\frac{\sinh (n+2) u}{8(n+1)}+\frac{\sinh (n-2) u}{8(n-1)}\right] \cos n v, \tag{4.7c}
\end{gather*}
$$

$$
\begin{align*}
& S_{E u}^{s}=+B_{0} W \frac{\sin 2 v}{4}+\frac{B_{1} W}{16}(\cosh u \sin 3 v-\cosh 3 u \sin v)+W \sum_{n=2}^{+\infty} B_{n} \frac{\cosh n u}{8(n+1)} \sin (n+2) v+ \\
& +W \sum_{n=2}^{+\infty} B_{n} \frac{\cosh n u}{8(n-1)} \sin (n-2) v-W \sum_{n=2}^{+\infty} B_{n}\left[\frac{\cosh (n+2) u}{8(n+1)}+\frac{\cosh (n-2) u}{8(n-1)}\right] \sin n v, \tag{4.7d}
\end{align*}
$$

$$
\begin{align*}
& S_{\tilde{B} u}^{c}=-B_{0} W \frac{\sinh 2 u}{4}+\frac{B_{1} W}{16}(\sinh u \cos 3 v-\sinh 3 u \cos v)+W \sum_{n=2}^{+\infty} B_{n} \frac{\sinh n u}{8(n+1)} \cos (n+2) v  \tag{4.7e}\\
& \quad+W \sum_{n=2}^{+\infty} B_{n} \frac{\sinh n u}{8(n-1)} \cos (n-2) v-W \sum_{n=2}^{+\infty} B_{n}\left[\frac{\sinh (n+2) u}{8(n+1)}+\frac{\sinh (n-2) u}{8(n-1)}\right] \cos n v
\end{align*}
$$

$$
\begin{align*}
& S_{\overparen{B} u}^{s}=-A_{0} W \frac{\sin 2 v}{4}+\frac{A_{1} W}{16}(\cosh 3 u \sin v-\cosh u \sin 3 v)-W \sum_{n=2}^{+\infty} A_{n} \frac{\cosh n u}{8(n+1)} \sin (n+2) v+  \tag{4.7f}\\
& -W \sum_{n=2}^{+\infty} A_{n} \frac{\cosh n u}{8(n-1)} \sin (n-2) v+W \sum_{n=2}^{+\infty} A_{n}\left[\frac{\cosh (n+2) u}{8(n+1)}+\frac{\cosh (n-2) u}{8(n-1)}\right] \sin n v,
\end{align*}
$$

$$
S_{E u}^{q}=\frac{q}{2 \pi \epsilon_{0}} H\left(u-u_{1}\right)
$$

$$
+\sum_{n=1}^{+\infty} \frac{q}{\pi \epsilon_{0}} \cos n v_{1}\left[H\left(u-u_{1}\right) \cosh n u_{1} \cosh n u+H\left(u_{1}-u\right) \sinh n u_{1} \sinh n u\right] \cos n v
$$

$$
\begin{equation*}
-\sum_{n=1}^{+\infty} \frac{q}{\pi \epsilon_{0}} \sin n v_{1}\left[H\left(u-u_{1}\right) \sinh n u_{1} \sinh n u+H\left(u_{1}-u\right) \cosh n u_{1} \cosh n u\right] \sin n v \tag{4.7~g}
\end{equation*}
$$

$$
S_{\bar{B} u}^{q}=\sum_{n=1}^{+\infty} \frac{q}{\pi \epsilon_{0}} \sin n v_{1}\left[H\left(u-u_{1}\right) \sinh n u_{1} \cosh n u+H\left(u_{1}-u\right) \cosh n u_{1} \sinh n u\right] \cos n v
$$

$$
\begin{equation*}
+\sum_{n=1}^{+\infty} \frac{q}{\pi \epsilon_{0}} \cos n v_{1}\left[H\left(u-u_{1}\right) \cosh n u_{1} \sinh n u+H\left(u_{1}-u\right) \sinh n u_{1} \cosh n u\right] \sin n v . \tag{4.7h}
\end{equation*}
$$

The field components $\tilde{E}_{v}$ and $\tilde{B}_{v}$ can be directly obtained from Eqs. (4.4e) and (4.4f) using the solutions (4.5) and (4.6), yielding:

$$
\begin{gather*}
h \tilde{E}_{v}=K_{\tilde{E} v}+S_{\tilde{E} v}^{c}+S_{\tilde{E v}}^{s}+S_{\tilde{E v}}^{q},  \tag{4.8a}\\
h c \tilde{B}_{v}=K_{\tilde{B} v}+S_{\tilde{B} v}^{c}+S_{\tilde{B} v}^{s}+S_{\tilde{B} v}^{q} . \tag{4.8b}
\end{gather*}
$$

where:

$$
\begin{array}{r}
K_{\tilde{E} v}=-K_{\tilde{B} u}, \\
S_{\tilde{E} v}^{s}=-S_{\tilde{B} u}^{s}+\sum_{n=1}^{+\infty} \frac{n i}{k} A_{n} \cosh n u \sin n v, \\
S_{\tilde{E} v}^{c}=-S_{\tilde{B} u}^{c}-\sum_{n=1}^{+\infty} \frac{n i}{k} B_{n} \sinh n u \cos n v, \\
S_{\tilde{E v}}^{q}=-S_{\tilde{B} u}^{q}, \\
K_{\tilde{B} v}=+K_{\tilde{E} u}, \\
S_{\tilde{B} v}^{s}=+S_{\tilde{E} u}^{s}+\sum_{n=1}^{+\infty} \frac{n i}{k} B_{n} \cosh n u \sin n v, \\
S_{\tilde{B} v}^{c}=+S_{\tilde{E} u}^{c}+\sum_{n=1}^{+\infty} \frac{n i}{k} A_{n} \sinh n u \cos n v, \\
S_{\tilde{B} v}^{q}=+S_{\tilde{E} u}^{q} . \tag{4.9h}
\end{array}
$$

### 4.4 Fields in the resistive wall

The constants $A_{n}, B_{n}, E_{n}$ and $F_{n}$ will be determined by imposing the boundary conditions at the surface separating the vacuum from the resistive-wall. To this aim we need to calculate the expressions of the fields inside the wall $\left(u>u_{0}\right)$. In the conductor we assume that:

$$
\begin{array}{r}
\rho=0, \\
\boldsymbol{J}=\sigma \boldsymbol{E}, \tag{4.10b}
\end{array}
$$

where $\sigma$ is the conductivity of the metal. Furthermore, the Maxwell equations can be written as:

$$
\begin{array}{r}
\frac{1}{h^{2}} \frac{\partial h E_{u}}{\partial u}+\frac{1}{h^{2}} \frac{\partial h E_{v}}{\partial v}+\frac{\partial E_{s}}{\partial s}=0, \\
\frac{1}{h} \frac{\partial E_{s}}{\partial v}-\frac{\partial E_{v}}{\partial s}=-\frac{\partial B_{u}}{\partial t}, \\
\frac{\partial E_{u}}{\partial s}-\frac{1}{h} \frac{\partial E_{s}}{\partial u}=-\frac{\partial B_{v}}{\partial t}, \\
\frac{1}{h^{2}} \frac{\partial h E_{v}}{\partial u}-\frac{1}{h^{2}} \frac{\partial h E_{u}}{\partial v}=-\frac{\partial B_{s}}{\partial t}, \\
\frac{1}{h^{2}} \frac{\partial h B_{u}}{\partial u}+\frac{1}{h^{2}} \frac{\partial h B_{v}}{\partial v}+\frac{\partial B_{s}}{\partial s}=0, \\
\frac{1}{h} \frac{\partial B_{s}}{\partial v}-\frac{\partial B_{v}}{\partial s}=\frac{1}{c^{2}} \frac{\partial E_{u}}{\partial t}+\mu_{0} \sigma E_{u}, \\
\frac{\partial B_{u}}{\partial s}-\frac{1}{h} \frac{\partial B_{s}}{\partial u}=\frac{1}{c^{2}} \frac{\partial E_{v}}{\partial t}+\mu_{0} \sigma E_{v}, \\
\frac{1}{h^{2}} \frac{\partial h B_{v}}{\partial u}-\frac{1}{h^{2}} \frac{\partial h B_{u}}{\partial v}=\frac{1}{c^{2}} \frac{\partial E_{s}}{\partial t}+\mu_{0} \sigma E_{s} . \tag{4.11h}
\end{array}
$$

Using the variable $z=s-c t$ and manipulating Eqs. (4.11) yields equations:

$$
\begin{array}{r}
\frac{\partial^{2}}{\partial u^{2}} \tilde{E}_{z}+\frac{\partial^{2}}{\partial v^{2}} \tilde{E}_{z}+h^{2} \lambda^{2} \tilde{E}_{z}=0, \\
\frac{\partial^{2}}{\partial u^{2}} c \tilde{B}_{z}+\frac{\partial^{2}}{\partial v^{2}} c \tilde{B}_{z}+h^{2} \lambda^{2} c \tilde{B}_{z}=0, \\
h \tilde{E}_{u}=\frac{i k}{\lambda^{2}} \frac{\partial}{\partial u} \tilde{E}_{z}+\frac{i k}{\lambda^{2}} \frac{\partial}{\partial v} c \tilde{B}_{z}, \\
h \tilde{E}_{v}=\frac{i k}{\lambda^{2}} \frac{\partial}{\partial v} \tilde{E}_{z}-\frac{i k}{\lambda^{2}} \frac{\partial}{\partial u} c \tilde{B}_{z}, \\
\operatorname{ch} \tilde{B}_{u}=-\left[\frac{i k}{\lambda^{2}}+\frac{i}{k}\right] \frac{\partial}{\partial v} \tilde{E}_{z}+\frac{i k}{\lambda^{2}} \frac{\partial}{\partial u} c \tilde{B}_{z}, \\
\operatorname{ch} \tilde{B}_{v}=\left[\frac{i k}{\lambda^{2}}+\frac{i}{k}\right] \frac{\partial}{\partial u} \tilde{E}_{z}+\frac{i k}{\lambda^{2}} \frac{\partial}{\partial v} c \tilde{B}_{z} . \tag{4.12f}
\end{array}
$$

where $\lambda^{2}=i k Z_{0} \sigma$ and $\lambda$ is chosen with positive imaginary part.

### 4.4.1 Longitudinal fields in the conductor

Each of Eqs. (4.12a) and (4.12b) can be solved by separating the variables $u$ and $v$, that is assuming the unknown is proportional to the product between two functions $U(u)$ and $V(v)$. Substituting the product $U(u) V(v)$

$$
\begin{gather*}
\frac{d^{2}}{d v^{2}} V+[a-2 Q \cos 2 v] V=0  \tag{4.13a}\\
\frac{d^{2}}{d u^{2}} U-[a-2 Q \cosh 2 u] U=0 \tag{4.13b}
\end{gather*}
$$

where $Q=l^{2} \lambda^{2} / 4$ and $a$ is a separation constant.
Eqs. (4.13a) and (4.13b) are called the Mathieu angular and radial equations, respectively [11]. On the other hand, the electric and magnetic fields, as well as the function $V(v)$, must be $2 \pi$ periodic in $v$. There is a countable infinity of values of the constant $a$ that allow $2 \pi$-periodic solutions in $v$. Such values are called the Mathieu Characteristic Numbers (MCNs), and can be calculated with the algorithms in [12]. In particular, for imaginary values of $Q$ (i.e., in the case of DC conductivity), an useful algorithm can be found in [13].
Adopting the standard notation for the MCNs [14], the constants $a_{2 n}$ and $a_{2 n+1}(n \geq 0)$ produce even $\pi$-periodic and $2 \pi$ - periodic solutions respectively, while the constants $b_{2 n}(n \geq 1)$ and $b_{2 n+1}$ ( $n \geq 0$ ) produce odd $\pi$-periodic and $2 \pi$-periodic solutions respectively.

Furthermore the possible solutions $V(v)$ can be written as:

$$
\begin{array}{r}
V_{a_{2 n}}(v)=\sum_{m=0}^{+\infty} A_{2 m}^{a_{2 n}} \cos 2 m v \\
V_{a_{2 n+1}}(v)=\sum_{m=0}^{+\infty} A_{2 m+1}^{a_{2 n+1}} \cos (2 m+1) v \\
V_{b_{2 n}}(v)=\sum_{m=1}^{+\infty} B_{2 m}^{b_{2 n}} \sin 2 m v \\
V_{b_{2 n+1}}(v)=\sum_{m=0}^{+\infty} B_{2 m+1}^{b_{2 n+1}} \sin (2 m+1) v \tag{4.14~d}
\end{array}
$$

where the Fourier coefficients can be calculated by recursion formulas [14].
It is worth noting that, for each of the solutions in (4.14), the other linearly independent solution of the Mathieu angular equation, for a fixed MCN, is not periodic in $v$ [11], thus can be discarded. The Mathieu radial equation has two linearly independent solutions for every MCN. They are called the first and the second kind radial Mathieu functions, respectively, and can be expressed as series of products of Bessel functions [12].
Since we are interested in damped solutions inside the conductor, a proper linear combination of the solutions of first and second kind has to be chosen. The damped solutions required for a complex Q are:

$$
\begin{array}{r}
U_{a_{2 n}}(u, Q)=\sum_{m=0}^{+\infty}(-1)^{m+n} A_{2 m}^{2 n} \times \\
{\left[J_{m-n}\left(w_{1}\right) H_{m+n}^{(1)}\left(w_{2}\right)+J_{m+n}\left(w_{1}\right) H_{m-n}^{(1)}\left(w_{2}\right)\right]} \\
U_{a_{2 n+1}}(u, Q)=\sum_{m=0}^{+\infty}(-1)^{m+n} A_{2 m+1}^{2 n+1} \times \\
{\left[J_{m-n}\left(w_{1}\right) H_{m+n+1}^{(1)}\left(w_{2}\right)+J_{m+n+1}\left(w_{1}\right) H_{m-n}^{(1)}\left(w_{2}\right)\right]} \\
U_{b_{2 n}}(u, Q)=\sum_{m=1}^{+\infty}(-1)^{m+n} B_{2 m}^{2 n} \times \\
{\left[J_{m-n}\left(w_{1}\right) H_{m+n}^{(1)}\left(w_{2}\right)-J_{m+n}\left(w_{1}\right) H_{m-n}^{(1)}\left(w_{2}\right)\right]} \\
U_{b_{2 n+1}}(u, Q)=\sum_{m=0}^{+\infty}(-1)^{m+n} B_{2 m+1}^{2 n+1} \times \\
{\left[J_{m-n}\left(w_{1}\right) H_{m+n+1}^{(1)}\left(w_{2}\right)-J_{m+n+1}\left(w_{1}\right) H_{m-n}^{(1)}\left(w_{2}\right)\right]} \tag{4.15~d}
\end{array}
$$

where $J_{n}$ is the Bessel function of the first kind of $n$-th order, $H_{n}^{(1)}$ is the Hankel function of first kind of $n$-th order, $w_{1}=\sqrt{Q} e^{-u}$ and $w_{2}=\sqrt{Q} e^{u}, \sqrt{Q}$ having positive imaginary part.

Being proportional to $U(u) V(v)$, the unknowns $\tilde{E}_{z}$ and $c \tilde{B}_{z}$, can be finally expressed as:

$$
\begin{align*}
\tilde{E}_{z}= & \sum_{n=0}^{+\infty} C_{a_{n}}^{E} U_{a_{n}}(u) \sum_{m=0}^{+\infty} A_{m}^{a_{n}} \cos m v+ \\
& +\sum_{n=1}^{+\infty} D_{b_{n}}^{E} U_{b_{n}}(u) \sum_{m=1}^{+\infty} B_{m}^{b_{n}} \sin m v  \tag{4.16a}\\
c \tilde{B}_{z}= & \sum_{n=0}^{+\infty} C_{a_{n}}^{B} U_{a_{n}}(u) \sum_{m=0}^{+\infty} A_{m}^{a_{n}} \cos m v+ \\
& +\sum_{n=1}^{+\infty} D_{b_{n}}^{B} U_{b_{n}}(u) \sum_{m=1}^{+\infty} B_{m}^{b_{n}} \sin m v \tag{4.16b}
\end{align*}
$$

where the constants $C_{a_{n}}^{E}, D_{b_{n}}^{E}, C_{a_{n}}^{B}, D_{b_{n}}^{B}$ are to be determined.

### 4.4.2 Transverse fields in the conductor

The transverse fields in the conductor can be directly calculated by substituting Eqs. (4.16a) and (4.16b) into Eqs. (4.12c), (4.12d), (4.12e) and (4.12f). As in the following only tangential fields are involved, we give only the expressions for $h \tilde{E}_{v}$ and $\operatorname{ch} \tilde{B}_{v}$

$$
\begin{align*}
& h \tilde{E}_{v}=\sum_{n=0}^{+\infty}[ -\frac{i k}{\lambda^{2}} C_{a_{n}}^{E} U_{a_{n}} \sum_{m=1}^{+\infty} m A_{m}^{a_{n}} \sin m v \\
&\left.-\frac{i k}{\lambda^{2}} C_{a_{n}}^{B} U_{a_{n}}^{\prime} \sum_{m=0}^{+\infty} A_{m}^{a_{n}} \cos m v\right]+ \\
&+ \sum_{n=1}^{+\infty}\left[\frac{i k}{\lambda^{2}} D_{b_{n}}^{E} U_{b_{n}} \sum_{m=1}^{+\infty} m B_{m}^{b_{n}} \cos m v\right. \\
&\left.-\frac{i k}{\lambda^{2}} D_{b_{n}}^{B} U_{b_{n}}^{\prime} \sum_{m=1}^{+\infty} B_{m}^{b_{n}} \sin m v\right]  \tag{4.17a}\\
& c h \tilde{B}_{v}=\sum_{n=0}^{+\infty}\left[\left(\frac{i k}{\lambda^{2}}+\frac{i}{k}\right) C_{a_{n}}^{E} U_{a_{n}}^{\prime} \sum_{m=0}^{+\infty} A_{m}^{a_{n}} \cos m v\right. \\
&\left.-\frac{i k}{\lambda^{2}} C_{a_{n}}^{B} U_{a_{n}} \sum_{m=1}^{+\infty} m A_{m}^{a_{n}} \sin m v\right]+ \\
&+\sum_{n=1}^{+\infty}\left[\left(\frac{i k}{\lambda^{2}}+\frac{i}{k}\right) D_{b_{n}}^{E} U_{b_{n}}^{\prime} \sum_{m=1}^{+\infty} B_{m}^{b_{n}} \sin m v\right. \\
&\left.+\frac{i k}{\lambda^{2}} D_{b_{n}}^{B} U_{b_{n}} \sum_{m=1}^{+\infty} m B_{m}^{b_{n}} \cos m v\right] . \tag{4.17b}
\end{align*}
$$

### 4.5 Evaluation of the constants

The constants involved in the field expressions are determined by satisfying the boundary conditions at $u=u_{0}$, separating the vacuum from the resistive-wall.
Precisely, the continuity of $\tilde{E}_{z}, h \tilde{E}_{v}, c \tilde{B}_{z}$ and $h c \tilde{B}_{v}$, the field components tangential to the surface $u=u_{0}$, is imposed. As a result, the constants $A_{2 n}, A_{2 n+1}, B_{2 n}$ and $B_{2 n+1}$ can be calculated by solving through four independent tri-diagonal linear systems. More details about the estimation of the linear system can be found in [10]. Truncating every tri-diagonal linear system at the $(\mathrm{M}+1)$-th order we obtain:

$$
\left(\begin{array}{ccccc}
d_{0} & z_{0} & & &  \tag{4.18}\\
s_{0} & d_{1} & z_{1} & & \\
& s_{1} & \ddots & \ddots & \\
& & \ddots & \ddots & z_{M-1} \\
& & & s_{M-1} & d_{M}
\end{array}\right) \quad\left(\begin{array}{c}
X_{0} \\
X_{1} \\
\vdots \\
\vdots \\
X_{M}
\end{array}\right)=\left(\begin{array}{c}
t_{0} \\
t_{1} \\
\vdots \\
\vdots \\
t_{M}
\end{array}\right)
$$

Since the coefficients on the diagonals are not zero the system can be easily determined by Gaussian elimination without pivoting. Thus, the following recursive formula can be used to obtain the coefficients:

$$
\begin{align*}
X_{M} & =\frac{T_{M}^{c}}{C_{M}},  \tag{4.19}\\
X_{n} & =\frac{T_{n}^{c}-z_{n} X_{n+1}}{C_{n}} . \tag{4.20}
\end{align*}
$$

where

$$
\left.\begin{array}{rl}
C_{n} & = \begin{cases}d_{0} \\
d_{n}-\frac{s_{n-1} z_{n-1}}{C_{n-1}} & n=0 \\
n & =1 . . M\end{cases} \\
D_{n} & =\frac{s_{n-1}}{C_{n-1}}  \tag{4.21}\\
n=1 . . M
\end{array}\right\} \begin{array}{ll}
t_{0} & n=0 \\
t_{n}-T_{n-1}^{c} D_{n} & n=1 . . M
\end{array}
$$

Introducing the quantities $l=\sqrt{a^{2}-b^{2}}, W=i k l^{2}, \lambda^{2}=i k Z_{0} \sigma, R\left(u_{0}\right)=i l \lambda \cosh u_{0}$, the coefficients $s_{n}, d_{n}, z_{n}$ and $t_{n}$ on the diagonals are given by the following relations for each system:

## A. System involving the constants $A_{2 n}$

$$
\begin{align*}
d_{0}= & -\frac{W}{4} \sinh 2 u_{0}-R\left(u_{0}\right)\left[\frac{i k}{\lambda^{2}}+\frac{i}{k}\right] \\
d_{n}= & -W\left[\frac{\sinh (2 n+2) u_{0}}{(16 n+8) \sinh 2 n u_{0}}+\frac{\cosh (2 n+2) u_{0}}{(16 n+8) \cosh 2 n u_{0}}\right. \\
& \left.+\frac{\sinh (2 n-2) u_{0}}{(16 n-8) \sinh 2 n u_{0}}+\frac{\cosh (2 n-2) u_{0}}{(16 n-8) \cosh 2 n u_{0}}\right] \\
& +\frac{2 n i}{k}-\frac{i}{k} R\left(u_{0}\right) \operatorname{coth} 2 n u_{0}-\frac{i k}{\lambda^{2}}\left[R\left(u_{0}\right)\left(\tanh 2 n u_{0}+\operatorname{coth} 2 n u_{0}\right)-4 n\right] \quad n \geq 1, \\
z_{0}= & \frac{W}{8} \sinh 2 u_{0}, \\
z_{n}= & \frac{W}{16 n+8}\left[\frac{\sinh (2 n+2) u_{0}}{\sinh 2 n u_{0}}+\frac{\cosh (2 n+2) u_{0}}{\cosh 2 n u_{0}}\right] \quad n \geq 1,  \tag{4.22}\\
s_{0}= & \frac{W}{4} \frac{1}{\cosh 2 u_{0}}, \\
s_{n}= & \frac{W}{16 n-8}\left[\frac{\sinh (2 n-2) u_{0}}{\sinh 2 n u_{0}}+\frac{\cosh (2 n-2) u_{0}}{\cosh 2 n u_{0}}\right] \quad n \geq 1, \\
t_{0}= & -\frac{q}{2 \pi \epsilon_{0}}, \\
t_{n}= & \frac{q}{\pi \epsilon_{0}} \cos 2 n v_{1} \cosh 2 n u_{1}\left[\tanh 2 n u_{0}-\operatorname{coth} 2 n u_{0}\right] \quad n \geq 1 .
\end{align*}
$$

## B. System involving the constants $A_{2 n+1}$

$$
\begin{align*}
d_{0}= & -\frac{W}{16}\left[\frac{\sinh 3 u_{0}}{\sinh u_{0}}+\frac{\cosh 3 u_{0}}{\cosh u_{0}}\right] \\
& +\frac{i}{k}-\frac{i}{k} R\left(u_{0}\right) \operatorname{coth} u_{0}-\frac{i k}{\lambda^{2}}\left[R\left(u_{0}\right)\left(\tanh u_{0}+\operatorname{coth} u_{0}\right)-2\right], \\
d_{n}= & -\frac{W}{16(n+1)}\left[\frac{\sinh (2 n+3) u_{0}}{\sinh (2 n+1) u_{0}}+\frac{\cosh (2 n+3) u_{0}}{\cosh (2 n+1) n u_{0}}\right] \\
& -\frac{W}{16 n}\left[\frac{\sinh (2 n-1) u_{0}}{\sinh (2 n+1) n u_{0}}+\frac{\cosh (2 n-1) u_{0}}{\cosh (2 n+1) u_{0}}\right] \\
& +\frac{(2 n+1) i}{k}-\frac{i}{k} \frac{R\left(u_{0}\right)}{\tanh (2 n+1) u_{0}}  \tag{4.23}\\
& -\frac{i k}{\lambda^{2}}\left[R\left(u_{0}\right)\left(\tanh (2 n+1) u_{0}+\operatorname{coth}(2 n+1) u_{0}\right)-2(2 n+1)\right] \quad n \geq 1, \\
z_{n-1}= & \frac{W}{16 n}\left[\frac{\sinh (2 n+1) u_{0}}{\sinh (2 n-1) u_{0}}+\frac{\cosh (2 n+1) u_{0}}{\cosh (2 n-1) u_{0}}\right] \quad n \geq 1, \\
s_{n-1}= & \frac{W}{16 n}\left[\frac{\sinh (2 n-1) u_{0}}{\sinh (2 n+1) u_{0}}+\frac{\cosh (2 n-1) u_{0}}{\cosh (2 n+1) u_{0}}\right] \quad n \geq 1, \\
t_{n-1}= & \frac{q}{\pi \epsilon_{0}} \cos (2 n-1) v_{1} \cosh (2 n-1) u_{1}\left[\tanh (2 n-1) u_{0}-\operatorname{coth}(2 n-1) u_{0}\right] \quad n \geq 1 .
\end{align*}
$$

C. System involving the constants $B_{2 n}$

$$
\begin{align*}
d_{0}= & +\frac{W}{4} \sinh 2 u_{0}+R\left(u_{0}\right)\left[\frac{i k}{\lambda^{2}}+\frac{i}{k}\right], \\
d_{n}= & +W\left[\frac{\sinh (2 n+2) u_{0}}{(16 n+8) \sinh 2 n u_{0}}+\frac{\cosh (2 n+2) u_{0}}{(16 n+8) \cosh 2 n u_{0}}\right. \\
& \left.+\frac{\sinh (2 n-2) u_{0}}{(16 n-8) \sinh 2 n u_{0}}+\frac{\cosh (2 n-2) u_{0}}{(16 n-8) \cosh 2 n u_{0}}\right] \\
& -\frac{2 n i}{k}+\frac{i}{k} R\left(u_{0}\right) \operatorname{coth} 2 n u_{0}+\frac{i k}{\lambda^{2}}\left[R\left(u_{0}\right)\left(\tanh 2 n u_{0}+\operatorname{coth} 2 n u_{0}\right)-4 n\right] \quad n \geq 1, \\
z_{0}= & -\frac{W}{8} \sinh 2 u_{0}, \\
z_{n}= & -\frac{W}{16 n+8}\left[\frac{\sinh (2 n+2) u_{0}}{\sinh 2 n u_{0}}+\frac{\cosh (2 n+2) u_{0}}{\cosh 2 n u_{0}}\right] \quad n \geq 1,  \tag{4.24}\\
s_{0}= & -\frac{W}{4} \frac{1}{\cosh 2 u_{0}}, \\
s_{n}= & -\frac{W}{16 n-8}\left[\frac{\sinh (2 n-2) u_{0}}{\sinh 2 n u_{0}}+\frac{\cosh (2 n-2) u_{0}}{\cosh 2 n u_{0}}\right] \quad n \geq 1, \\
t_{0}= & 0, \\
t_{n}= & \frac{q}{\pi \epsilon_{0}} \sin 2 n v_{1} \sinh 2 n u_{1}\left[\operatorname{coth} 2 n u_{0}-\tanh 2 n u_{0}\right] \quad n \geq 1 .
\end{align*}
$$

## D. System involving the constants $B_{2 n+1}$

$$
\begin{align*}
d_{0}= & +\frac{W}{16}\left[\frac{\sinh 3 u_{0}}{\sinh u_{0}}+\frac{\cosh 3 u_{0}}{\cosh u_{0}}\right]-\frac{i}{k}+\frac{i}{k} R\left(u_{0}\right) \tanh u_{0} \\
& +\frac{i k}{\lambda^{2}}\left[R\left(u_{0}\right)\left(\tanh u_{0}+\operatorname{coth} u_{0}\right)-2\right], \\
d_{n}= & +\frac{W}{16(n+1)}\left[\frac{\sinh (2 n+3) u_{0}}{\sinh (2 n+1) u_{0}}+\frac{\cosh (2 n+3) u_{0}}{\cosh (2 n+1) n u_{0}}\right] \\
& +\frac{W}{16 n}\left[\frac{\sinh (2 n-1) u_{0}}{\sinh (2 n+1) n u_{0}}+\frac{\cosh (2 n-1) u_{0}}{\cosh (2 n+1) u_{0}}\right] \\
& -\frac{(2 n+1) i}{k}+\frac{i}{k} \frac{R\left(u_{0}\right)}{\tanh (2 n+1) u_{0}}  \tag{4.25}\\
& +\frac{i k}{\lambda^{2}}\left[R\left(u_{0}\right)\left(\tanh (2 n+1) u_{0}+\operatorname{coth}(2 n+1) u_{0}\right)-2(2 n+1)\right] \quad n \geq 1, \\
z_{n-1}= & -\frac{W}{16 n}\left[\frac{\sinh (2 n+1) u_{0}}{\sinh (2 n-1) u_{0}}+\frac{\cosh (2 n+1) u_{0}}{\cosh (2 n-1) u_{0}}\right] \quad n \geq 1, \\
s_{n-1}= & -\frac{W}{16 n}\left[\frac{\sinh (2 n-1) u_{0}}{\sinh (2 n+1) u_{0}}+\frac{\cosh (2 n-1) u_{0}}{\cosh (2 n+1) u_{0}}\right] \quad n \geq 1, \\
t_{n-1}= & \frac{q}{\pi \epsilon_{0}} \sin (2 n-1) v_{1} \sinh (2 n-1) u_{1}\left[\operatorname{coth}(2 n-1) u_{0}-\tanh (2 n-1) u_{0}\right] \quad n \geq 1 .
\end{align*}
$$

### 4.6 Short-range Wake Functions

Let us consider an ultrarelativistic trailing charge $q_{t}$ travelling with a longitudinal displacement $z$ from the leading charge $q$; its transverse coordinates are $(u, v)$. The Lorentz force experienced by the trailing charge due to the leading charge is

$$
\begin{equation*}
\boldsymbol{F}=q_{t}(\boldsymbol{E}+\hat{z} \times c \boldsymbol{B}) . \tag{4.26}
\end{equation*}
$$

The longitudinal and transverse components of $\boldsymbol{F}$ are:

$$
\begin{array}{r}
F_{L}=q_{t} E_{z}, \\
\boldsymbol{F}_{\boldsymbol{T}}=q_{t}\left[\hat{u}\left(E_{u}-c B_{v}\right)+\hat{v}\left(E_{v}+c B_{u}\right)\right], \tag{4.27b}
\end{array}
$$

where the fields $E_{z}, E_{u}, E_{v}, B_{u}$ and $B_{v}$ are evaluated in $(u, v, z)$ and depend on the position $\left(u_{1}, v_{1}, 0\right)$ of the leading charge $q$. Using the Eqs. (4.4e) and (4.4f); we can write:

$$
\begin{align*}
& \tilde{E}_{v}+c \tilde{B}_{u}=-\frac{i}{h k} \frac{\partial \tilde{E}_{z}}{\partial v}  \tag{4.28a}\\
& \tilde{E}_{u}-c \tilde{B}_{v}=+\frac{i}{h k} \frac{\partial c \tilde{B}_{z}}{\partial v} \tag{4.28b}
\end{align*}
$$

Thus, the force depends only on the longitudinal components $E_{z}$ and $B_{z}$.
The wake function per unit of length is defined by $\boldsymbol{W}=\boldsymbol{F} / q q_{t}$, and is related to the impedance through the following Fourier transformation:

$$
\begin{equation*}
\boldsymbol{Z}(u, v, k)=\frac{1}{c} \int_{-\infty}^{+\infty} \boldsymbol{W}(z, u, v) e^{-i k z} d z \tag{4.29}
\end{equation*}
$$

Consequently, the longitudinal impedance per unit of length is given by $1 / q c$ times the expression of $\tilde{E}_{z}(k)$ in Eq. (4.5a):

$$
\begin{align*}
Z_{L}(u, v, k)= & \sum_{n=0}^{+\infty} \frac{A_{n}}{q c} \cosh n u \cos n v+ \\
& +\sum_{n=1}^{+\infty} \frac{B_{n}}{q c} \sinh n u \sin n v \tag{4.30}
\end{align*}
$$

while the two components $Z_{u}$ and $Z_{v}$ of the transverse impedance $\boldsymbol{Z}_{T}=Z_{u} \hat{u}+Z_{v} \hat{v}$ are calculated using Eqs. (4.27b) and (4.28):

$$
\begin{array}{r}
Z_{u}(u, v, k)=-\frac{i}{q c h k} \sum_{n=1}^{+\infty} n\left(A_{n} \sinh n u \cos n v+\right. \\
\left.+B_{n} \cosh n u \sin n v\right) \\
Z_{v}(u, v, k)=+\frac{i}{q c h k} \sum_{n=1}^{+\infty} n\left(A_{n} \cosh n u \sin n v+\right. \\
\left.-B_{n} \sinh n u \cos n v\right) \tag{4.31b}
\end{array}
$$

Thus, the wake functions are obtained by a numerical inverse Fourier transformation of the impedance. The fields vanish for $z>0$ and since the real part of the impedance drops more quickly for large values of $k$ than the imaginary part it seems to be more convenient to use the cosine inverse transformation:

$$
\begin{gather*}
W_{L}=\frac{2 c}{\pi} \int_{0}^{+\infty} \Re\left(Z_{L}\right) \cos (k z) d k  \tag{4.32}\\
\boldsymbol{W}_{T}=\frac{2 c}{\pi} \int_{0}^{+\infty}\left[\Re\left(Z_{v}\right) \hat{v}+\Re\left(Z_{u}\right) \hat{u}\right] \cos (k z) d k \tag{4.33}
\end{gather*}
$$

### 4.7 Examples and results

In this section the impedances and the short wake functions are calculated for several cases, such as cross sections with different aspect ratio values $a / b$ and two different kinds of conductors, aluminium and copper with DC and AC conductivity values. The conductivity $\sigma$ and the relaxation time $\tau$ used for aluminium and copper are listed in Table 4.1. The relative displacement between the leading and the trailing charge is also considered. Basically, the tri-diagonal linear system in Eq. (4.18) must be truncated and when we consider large values for the aspect ratio $a / b$, more sine and cosine components are needed to represent the fields accurately. A particular

Table 4.1: Conductivity and electron relaxation time for aluminium and copper.

|  | $\sigma$ | $\tau$ |
| :--- | :---: | :---: |
| Aluminium | $4.2281 \times 10^{7} \mathrm{Sm}^{-1}$ | $8.0055 \times 10^{-15} \mathrm{~s}$ |
| Copper | $6.4534 \times 10^{7} \mathrm{Sm}^{-1}$ | $2.7019 \times 10^{-14} \mathrm{~s}$ |

case is when both charges, leading and trailing, travel along on-axis in the vacuum chamber. In this case, only the $A$ even subsystem is excited, and the longitudinal impedance is then simplified as:

$$
\begin{equation*}
Z_{L}(u, v, k)=\sum_{n=0}^{+\infty} \frac{(-1)^{n}}{q c} A_{2 n} . \tag{4.34}
\end{equation*}
$$

In a small region around the axis the longitudinal wake function remains approximately constant while the transverse wake function depends linearly on the displacements of the leading and the trailing charges. This effect is shown in figure 4.3. The longitudinal wake function has been calculated at $z=0$ with different transverse positions of both the leading and the trailing charges from the axis (offset). Figures 4.3(a) and 4.3(b) show these values normalized to the value of the wake function on axis. For the transverse wake function, the maximum values divided by the offset of the charges have been calculated, and figures 4.3(c) and 4.3(d) show these values normalized with respect to the limit of the wake function for the offset approaching zero. In this way it is shown that, if the offset is sufficiently small, the longitudinal wake function is approximately equal to the value on-axis, while the transverse wake function can be considered as a linear function of the offset. For this reason, whenever the offset is small, transverse wake functions are expressed per unit of length of transverse displacement in $\mathrm{V} / \mathrm{pC} / \mathrm{m}^{2}$.
In the following examples we applied our method using vacuum chambers having the short half
axis length $b=3 \mathrm{~mm}$. The reason is that this value is equal to the half gap for the undulator vacuum chamber of the FERMI@Elettra FEL project [15]. Nevertheless to better compare our plots with the results obtained with the boundary element method by Yokoya, figure 4.6 has been obtained using $b=1 \mathrm{~cm}$, the DC conductivity model, and the same aspect ratio values presented in [9].
Figure 4.4 shows the longitudinal impedance with the AC conductivity model for copper and aluminum, as a function of the wave number $k$ and for several values of the aspect ratio $a / b$.
Figure 4.5 shows the longitudinal wake functions for a vacuum chamber with semi-minor axis $b=3 \mathrm{~mm}$ and several aspect ratio values $a / b$, as a function of the longitudinal displacements behind the leading charge. It is worthwhile noting that the longitudinal wake functions reduce to those of the circular case when $a / b=1[7]$ and to those of the parallel plates when $a / b \gg 1[8]$, respectively.
Figure 4.6 shows the transverse wake functions obtained using DC conductivity model for copper and a semi-axis $b=10 \mathrm{~mm}$. It is worthy to mention that in the figure the conductivity used is $5.3 \times 10^{7} \mathrm{Sm}^{-1}$ and that the results obtained reduce correctly to the circular case [4] and to the parallel plates case [5]. Furthermore, the results are in good agreement with the solutions proposed in [9].
Figure 4.7 shows the transverse wake functions as functions of the longitudinal displacement behind the leading charge, for aluminum. Here we considered three different relative transverse positions between the leading and the trailing charges: both charges with a y-offset, the leading charge off-axis and the trailing charge on-axis and vice versa. The semi-minor axis $b$ is 3 mm and the more significant case of AC conductivity model is considered. Figure $4.7(\mathrm{f})$ shows that $\frac{\partial}{\partial x} W_{x}+\frac{\partial}{\partial x_{1}} W_{x}$ vanishes for large values of $a / b$, when the ellipse approches the parallel plates limit. When an ultra short bunch is considered, then the transverse wake with the leading and the trailing charges off-axis with the same offset should be considered. Figures 4.7(e) and 4.7(f) represent this case. As explained in [16], the transverse wake forces near the axis of a bi-symmetric pipe (the elliptical pipe has mirror simmetry in both $x$ and $y$ ) have the property $\frac{\partial W_{y}}{\partial y}=-\frac{\partial W_{x}}{\partial x}$. This explains why Fig. 4.7(d) is the mirror of Fig. 4.7(c).
Once the wake function is known, the energy change per unit length (in $\mathrm{eV} / \mathrm{m}$ ) induced within a particle bunch is obtained from the convolution:

$$
\begin{equation*}
\Delta E(z)=-e Q \int_{-\infty}^{z} W_{L}\left(z-z^{\prime}\right) \rho\left(z^{\prime}\right) d z^{\prime} \tag{4.35}
\end{equation*}
$$

where $e$ is the electron charge and $Q$ is the total bunch charge with longitudinal charge distribution $\rho(z)$ expressed in $\mathrm{m}^{-1}$. Figure 4.8 shows the convolutions obtained with the wake functions and flat top bunches of charge equal to 1 nC and different lengths.
Like for the longitudinal case, once the transverse wake function is known, the transverse kick for unit length and for transverse offset (in rad $/ \mathrm{m}^{2}$ ) received by the particles in the vertical plane within the bunch is obtained from the following convolution:

$$
\begin{equation*}
k_{y}(z)=\frac{e Q}{E_{0}} \int_{-\infty}^{z} W_{y}\left(z-z^{\prime}\right) \rho\left(z^{\prime}\right) d z^{\prime}, \tag{4.36}
\end{equation*}
$$

where $e$ is the electron charge, $Q$ is the total bunch charge with longitudinal bunch distribution $\rho(z)$ and $E_{0}$ is the bunch mean energy. Here only the vertical plane is considered, because for
aspect ratio values $a / b>3$ the effect of the transverse wake for a horizontal offset can be neglected. Figure 4.9 shows the convolutions obtained with the wake functions and flat top bunches of charge equal to 1 nC and different lengths.
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Figure 4.3: Growth of the longitudinal wake functions and non linearity with the offset of the tranverse wake functions depending on the offset of the leading and trailing charges


Figure 4.4: Longitudinal impedance vs $\log _{10} k\left(k\right.$ in $\left.\mathrm{m}^{-1}\right)$ obtained using the AC conductivity model for aluminium (a) and copper (b), semi-axis $b=3 \mathrm{~mm}$ and with several aspect ratio values $a / b$.

(a) $W_{L}, \mathrm{~V} / \mathrm{pC} / \mathrm{m}, \mathrm{Al}$, with AC conductivity model. (b) $W_{L}, \mathrm{~V} / \mathrm{pC} / \mathrm{m}, \mathrm{Cu}$, with AC conductivity model.

Figure 4.5: Dependence of longitudinal wake functions on the longitudinal displacement behind the leading charge. Semi-minor axis $b=3 \mathrm{~mm}, \mathrm{AC}$ conductivity models for aluminum (a) and copper (b) and several aspect ratio values $a / b$.


Figure 4.6: Transverse wake functions in the case where both charges are close to the vacuum chamber axis. The vacuum chamber has short half-axis of length $b=1 \mathrm{~cm}$, the metal wall is characterized by a conductivity $\sigma=5.3 \times 10^{7} \mathrm{Sm}^{-1}$, and the DC conductivity model has been used.

(a) $\partial W_{y} / \partial y_{1}, \mathrm{~V} / \mathrm{pC} / \mathrm{m}^{2}$, the leading charge off axis and the trailing charge on-axis.

(c) $\partial W_{y} / \partial y, \mathrm{~V} / \mathrm{pC} / \mathrm{m}^{2}$, the trailing charge off axis and the leading charge on-axis.

(e) $\partial W_{y} / \partial y_{1}+\partial W_{y} / \partial y, \mathrm{~V} / \mathrm{pC} / \mathrm{m}^{2}$, the leading and the trailing charges off-axis.

(b) $\partial W_{x} / \partial x_{1}, \mathrm{~V} / \mathrm{pC} / \mathrm{m}^{2}$, the leading charge off axis and the trailing charge on-axis.

(d) $\partial W_{x} / \partial x, \quad \mathrm{~V} / \mathrm{pC} / \mathrm{m}^{2}$, the trailing charge off axis and the leading charge on-axis.

(f) $\partial W_{x} / \partial x_{1}+\partial W_{x} / \partial x, \mathrm{~V} / \mathrm{pC} / \mathrm{m}^{2}$, the leading and the trailing charges off-axis.

Figure 4.7: Dependence of tranverse wake functions on the longitudinal displacement behind the leading charge in a small region around the vacuum chamber axis. Semi-minor axis $b=3 \mathrm{~mm}$ and several values of the aspect ratio $a / b$ are considered. AC conductivity model for aluminium is used.

(a) $\Delta E, \mathrm{eV} / \mathrm{m}$, flat length $200 \mu \mathrm{~m}$, rise length $15 \mu \mathrm{~m}$, aluminum.

(c) $\Delta E, \mathrm{eV} / \mathrm{m}$, flat length $50 \mu \mathrm{~m}$, rise length $5 \mu \mathrm{~m}$, aluminum.

(e) $\Delta E, \mathrm{eV} / \mathrm{m}$, flat length $5 \mu \mathrm{~m}$, rise length $3 \mu \mathrm{~m}$, aluminum.

(b) $\Delta E, \mathrm{eV} / \mathrm{m}$, flat length $200 \mu \mathrm{~m}$, rise length $15 \mu \mathrm{~m}$, copper.

(d) $\Delta E, \mathrm{eV} / \mathrm{m}$, flat length $50 \mu \mathrm{~m}$, rise length $5 \mu \mathrm{~m}$, copper.

(f) $\Delta E, \mathrm{eV} / \mathrm{m}$, flat length $5 \mu \mathrm{~m}$, rise length $3 \mu \mathrm{~m}$, copper.

Figure 4.8: Energy variation per unit length induced within flat top bunches with different lengths and charge of 1 nC . Semi-minor axis $b=3 \mathrm{~mm}, \mathrm{AC}$ conductivity model and several aspect ratio values $a / b$ are used.

(a) $k_{y}, \mathrm{rad} / \mathrm{m}^{2}$, flat length $200 \mu \mathrm{~m}$, rise length $15 \mu \mathrm{~m}$, aluminum.

(c) $k_{y}, \mathrm{rad} / \mathrm{m}^{2}$, flat length $50 \mu \mathrm{~m}$, rise length $5 \mu \mathrm{~m}$, aluminum.

(e) $k_{y}, \mathrm{rad} / \mathrm{m}^{2}$, flat length $5 \mu \mathrm{~m}$, rise length $3 \mu \mathrm{~m}$, aluminum.

(b) $k_{y}, \mathrm{rad} / \mathrm{m}^{2}$, flat length $200 \mu \mathrm{~m}$, rise length $15 \mu \mathrm{~m}$, copper.

(d) $k_{y}, \mathrm{rad} / \mathrm{m}^{2}$, flat length $50 \mu \mathrm{~m}$, rise length $5 \mu \mathrm{~m}$, copper.

(f) $k_{y}, \mathrm{rad} / \mathrm{m}^{2}$, flat length $5 \mu \mathrm{~m}$, rise length $3 \mu \mathrm{~m}$, copper.

Figure 4.9: Transversal kick per unit length and off-axis displacement, along the short axis direction, induced within flat top bunches with different lengths and charge 1 nC at 1.2 GeV . Semi-minor axis $b=3 \mathrm{~mm}, \mathrm{AC}$ conductivity model and several aspect ratio values $a / b$ are used.

### 4.8 Wakefield effects in the FERMI FEL 1 Undulator Vacuum chamber

An electron beam will pass through an array of 9 separate undulator segments to produce FEL x-ray radiation. The total length of the undulator will be 32.8 m long, which includes one 3.2 m -long modulator segment, one $1.2-\mathrm{m}$-long drift tube with a dispersive section, eight $2.5-\mathrm{m}$-long radiator segments, and $1.2-\mathrm{m}$-long breaks in between.
There are two sources of wakefields within the undulator vacuum chamber: the resistive walls (RW) and the rough surface wakes. The effect of the undulator wakefields becomes considerable when the variation in energy becomes big compared to the FEL parameter $\rho$ which is $2.6 \cdot 10^{-3}$ for FEL 1 and $2.1 \cdot 10^{-3}$ for FEL- $1^{+}$, respectively. In fact, we can write the condition considering the total rms relative energy spread:

$$
\begin{equation*}
\left(\sigma_{\delta}\right)_{t o t}=\sqrt{\sigma_{\delta}^{2}+\left(\sigma_{\delta}\right)_{\text {seed }}^{2}+\sigma_{\delta W}^{2}}<\rho \tag{4.37}
\end{equation*}
$$

where $\sigma_{\delta}$ is the electron beam slice energy spread, $\delta_{\text {seed }}$ is the energy modulation introduced by the seed laser in the modulator and $\sigma_{\delta W}$ is the energy variation due to the wake effects. We can write $\delta_{\text {seed }}=n \sigma_{\delta}$ where $n$ is the harmonic that is 6 for FEL-1 ( 40 nm ) and 12 for FEL$1^{+}(20 \mathrm{~nm})$, respectively. The condition that the total wake effect at 1.2 GeV should respect is $\Delta W_{r m s}<129 \mathrm{keV} / \mathrm{m}$ for FEL-1 and $\Delta W_{r m s}<75 \mathrm{keV} / \mathrm{m}$ for FEL-1 ${ }^{+}$, respectively.
Two electron beam scenarios have been proposed: the medium length bunch (MLB) mode with a bunch length of $200 \mu \mathrm{~m}$ and the short length bunch (SLB) with a bunch length of $35 \mu \mathrm{~m}$.

### 4.8.1 The Resistive Wall Wakes

The undulator vacuum chamber is designed to fit the minimum undulator gap of 10 mm ; and in order to mitigate the RW wake effects, a pipe with inner surface material of aluminum and an elliptical cross-section with inner minor axis of 7 mm and major axis of 21 mm has been proposed. The longitudinal wake functions for an elliptical vacuum chamber for several aspect ratios $a / b$ (a is the major semi-axis while $b$ is the minor semi-axis of the ellipse) are shown in fig. 4.10 for $b=3.5 \mathrm{~mm}$. The figure clearly shows that the maximum amplitude of the wake function decreases if we increase the aspect ratio (between parallel plates and rounded pipe the the wake function $w\left(s=0^{+}\right)$is $\pi^{2} / 16$ times lower). Figure 4.11 shows the mapping of the longitudinal wake function in the transversal plane at $s=0^{+}$for an elliptical pipe with $a / b=3$ and $b=3.5 \mathrm{~mm}$. The electromagnetic field is strongly attenuated close to the lateral side of the ellipse at $x \approx 10 \mathrm{~mm}$ and $y=0$. Table 4.2 reports the values of the wake functions at the origin $\left(s=0^{+}\right)$and at the lateral side $(x=a)$. The amplitude of the wake results attenuated at least by $10 \%$ for aspect ratio $a / b \geq 2.8$.

## Induced energy variation for the MLB case

The effect of the longitudinal resistive wall wakefield is to induce an energy variation which is correlated with the longitudinal position inside the bunch. The bunch profile for the medium bunch case [15] with a total charge $Q=0.8 n C$ is shown in figure 4.12 (the head of the bunch is to the left). The induced energy variation is defined as the convolution of the wake function with the electron bunch linear current density distribution. The results for several aspect ratios


Figure 4.10: Dependence of longitudinal wake functions on the longitudinal displacement behind the leading charge. Semi-minor axis $b=3.5 \mathrm{~mm}$, AC conductivity models for aluminum and several aspect ratio values $a / b$.


Figure 4.11: Mapping of longitudinal wake functions in the transversal section at $s=0^{+}$for an elliptical vacuum chamber with $a / b=3$ and $b=3.5 \mathrm{~mm}$.
with $b=3.5 \mathrm{~mm}$ are shown in fig. 4.13. The sign convention is that positive values indicate energy gain for a particle located at a distance $s$ behind the leading point charge. It is worthwhile noting that, apart from rather large amplitude oscillations at the head and the tail of the bunch the absolute energy variation is constant at the bunch core $(\approx 4 \mathrm{keV} / \mathrm{m})$ for all aspect ratios considered. Table 4.3 shows the average energy lost by the bunch and the rms energy spread for several aspect ratios. It is to be noted that for the medium bunch used for the $F E L 1$ the energy variation due to the RW wakes is negligible for all aspect ratios compared to $129 \mathrm{keV} / \mathrm{m}$.

Table 4.2: Values of the longitudinal wake functions at the origin and close to the boundary for several aspect ratiosdifferent $a / b$.

| $a / b$ | $W_{/ /}$ <br> $x=0$ | $W_{/ /}$ <br> $x=a$ | ratio | $W_{/ /}$ <br> $x=a-1 m m$ | ratio | $W_{/ /}$ <br> $x=a-2 m m$ | ratio |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $[V / p C / m]$ | $[V / p C / m]$ | $[\%]$ | $[V / p C / m]$ | $[\%]$ | $[V / p C / m]$ | $[\%]$ |
| 1.001 | -2931.8 | -2927.4 | 99.8 | -2929.5 | 99.9 | -2931.0 | 100 |
| 2.0 | -1997.8 | -310.2 | 15.5 | -503.6 | 25.0 | -754.3 | 37.8 |
| 2.8 | -1896.0 | -53.7 | 2.8 | -107.7 | 5.6 | -191.6 | 10.1 |
| 3.0 | -1883.9 | -34.5 | 1.8 | -72.5 | 3.8 | -132.9 | 7.1 |
| 3.2 | -1874.2 | -22.1 | 1.2 | -48.5 | 2.6 | -91.6 | 4.9 |
| 4.0 | -1850.0 | -3.7 | 0.2 | -9.5 | 0.5 | -19.8 | 1.1 |
| 20.0 | -1811.8 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |



Figure 4.12: Nominal current distribution for the MLB case. Total charge 0.8 nC .

## Induced energy variation for the SLB case

The induced energy variation for several aspect ratios and with $b=3.5 \mathrm{~mm}$ are shown in fig. 4.14. It is worthwhile noting that the energy variations are much larger than in the previous case. In particular, the energy change in the head of the bunch results in an unacceptable value for the $F E L 1^{+}$for all aspect ratios $(<75 \mathrm{keV} / \mathrm{m})$ while, for $F E L 1(<129 \mathrm{keV} / \mathrm{m})$, when using an elliptical cross section with $a / b>2$, the energy variation meets the specifications. The bunch profile for the SLB case used for $F E L 1^{+}$with a total charge $Q=0.33 n C$ is shown in figure 4.15 (the head of the bunch is to the left). Table 4.4 shows the average energy lost by the bunch and the rms energy spread per unit of length for several aspect ratios. For the FEL, the variation of the induced energy change is important since an average change can always be compensated by


Figure 4.13: Energy change per unit of length within the medium length bunch for several aspect ratio $a / b$.


Figure 4.14: Energy change per unit of length within the short bunch for several aspect ratio $a / b$ and with minor-semi axis $b=3.5 \mathrm{~mm}$.
tapering the undulator strength. We see, from table 4.4, that the rms energy spreads could be reduced at reasonable values after the tapering. The effect can be further reduced with respect

Table 4.3: Average energy lost by the bunch and energy spread per unit of length for MLB case.

| $a / b$ | $\langle\Delta E\rangle$ | $\Delta E_{r m s}$ |
| :---: | ---: | ---: |
|  | $[\mathrm{keV} / \mathrm{m}]$ | $[\mathrm{keV} / \mathrm{m}]$ |
| 1.001 | -11.29 | 13.10 |
| 2.0 | -9.93 | 10.65 |
| 2.8 | -10.26 | 10.70 |
| 3.0 | -10.31 | 10.70 |
| 3.2 | -10.35 | 10.71 |
| 4.0 | -10.44 | 10.71 |
| 20.0 | -10.60 | 10.71 |

to a round pipe of approximately $40 \%$ if we use an elliptical vacuum chamber.

Table 4.4: Average energy lost by the bunch and energy spread per unit of length. SLB case with the total charge of $0.33 n C$.

| $a / b$ | $\langle\Delta E\rangle$ | $\Delta E_{r m s}$ |
| :---: | ---: | ---: |
|  | $[\mathrm{keV} / \mathrm{m}]$ | $[\mathrm{keV} / \mathrm{m}]$ |
| 1.001 | -70.66 | 56.71 |
| 2.0 | -55.59 | 35.97 |
| 3.0 | -57.03 | 32.17 |
| 20.0 | -58.98 | 29.70 |



Figure 4.15: Nominal current distribution for the short bunch case used for $\left(F E L 1^{+}\right)$. Total charge 0.33 nC .

### 4.8.2 The Surface Roughness Wakefields

This section addresses the effects of the wakefields that are excited by the interaction of the bunch charge with the roughness of the vacuum chamber surface. The model for the study considers a perfectly round conducting pipe wall with radius $b$, having a sinusoidal corrugation with longitudinal periodicity $\lambda_{s}$ and rms amplitude $h_{r m s}$. Details can be found in ref. [17, 18]. The results presented here were obtained in the small angle approximation, assuming a rms amplitude $h_{r m s}$ which is much smaller than the period $\lambda_{s}$ or, in terms of aspect ratio, $A R=\lambda_{s} / h_{r m s} \gg 1$.

## Induced energy variation for the MLB case

The induced energy variations within the medium bunch profile for several aspect ratios and with $b=3.5 \mathrm{~mm}$ are shown in fig. 4.16. It is worthwhile noting that for the medium bunch case the energy variations in the core of the bunch can be neglected if the $A R \geq 80$ (less than $10 \%$ of the specification). If the $A R>40$ then the energy variation in the bunch core is less than $30 \%$ of the specification. Table 4.5 shows the average energy lost by the bunch core and the rms energy spread per unit of length for several aspect ratios $A R$. It is to be noted that tha amplitude of the energy variation closely depends on $1 / A R^{2}$ and $1 / b$.

Table 4.5: Average energy and energy spread per unit of length due to the roughness wall wakefields within the bunch core for the medium bunch case. The longitudinal periodicity is $\lambda_{s}=20 \mu \mathrm{~m}$.

| AR | $\langle\Delta E\rangle$ | $\Delta E_{r m s}$ |
| :---: | ---: | ---: |
|  | $[\mathrm{keV} / \mathrm{m}]$ | $[\mathrm{keV} / \mathrm{m}]$ |
| 200 | 0.0 | 0.6 |
| 80 | 0.0 | 3.9 |
| 40 | 0.3 | 16.5 |
| 25 | 46.8 | 23.4 |

## Induced energy variation for the SLB case

The induced energy variations within the short bunch profile for several aspect ratios and with $b=3.5 \mathrm{~mm}$ are shown in fig. 4.17. Table 4.6 shows the average energy lost by the bunch and the rms energy spread for several aspect ratios $A R$. It is worthwhile noting that for the short bunch case the energy variations due to surface roughness wakes can still be acceptable if the $A R \geq 80$, apart from rather large oscillations at the head and the tail of the bunch. With an aspect ratio $A R 200$ the energy variation can be completely neglected.

### 4.8.3 Induced energy variation for the $\operatorname{SLB}$ case with $b=5 \mathrm{~mm}$

The induced energy variations due to the RW wakes within the short bunch profile for several aspect ratios and with $b=5 \mathrm{~mm}$ are shown in fig. 4.18. The comparison with the previous results obtained with $b=3.5 \mathrm{~mm}$ shows that in this case we can reduce the first peak of the energy variation of approximately $40 \%$ and to meet the specification without tapering the undulator strength. The induced energy variations due to surface roughness wakes within the short bunch profile for several aspect ratios and with $b=5 \mathrm{~mm}$ are shown in fig. 4.19. The conclusions are


Figure 4.16: Energy variation for the medium bunch in a circular cross-section vacuum chamber with radius 3.5 mm with several aspect ratio $A R=\lambda_{s} / h_{r m s}$. The longitudinal periodicity is $\lambda_{s}=20 \mu \mathrm{~m}$.


Figure 4.17: Energy variation for the short bunch in a circular cross-section vacuum chamber with radius 3.5 mm with several aspect ratio $A R=\lambda_{s} / h_{r m s}$. The longitudinal periodicity is $\lambda_{s}=20 \mu \mathrm{~m}$.
that the requirements on the sinusoidal corrugations remains in the same order of magnitude as in the previous case $(b=3.5 \mathrm{~mm})$. For the medium length bunch (MLB) case using a round pipe


Figure 4.18: Energy change per unit of length due to RW wakes within the short bunch for several aspect ratio of the elliptical cross section and with $b=5 \mathrm{~mm}$.


Figure 4.19: Energy change per unit of length due to rough surface wakes for the short bunch in a circular cross-section vacuum chamber with $b=5 \mathrm{~mm}$ with several aspect ratio $A R=\lambda_{s} / h_{r m s}$. The longitudinal periodicity is $\lambda_{s}=20 \mu \mathrm{~m}$.
with surface roughness aspect ratio $A R \geq 80$ the energy variation due to the RW and surface roughness wakes is less than $10 \%$ of the specification $(<129 \mathrm{keV} / \mathrm{m})$. For the short length bunch (SLB) case using an elliptical cross section with aspect ratio $a / b>2$ the energy variation due to the RW wakes in the head of the bunch results in an unacceptably value for $F E L 1^{+}$and thus a tapering of the undulator stregth is required. On the other hand the specification for $F E L 1$ are met without tapering. For the SLB case the energy variation due to the surface roughness wakes can be acceptable with $A R>80$ apart from rather large oscillations at the head and the tail of the bunch. With an aspect ratio $A R 200$ the energy variation can be completely neglected.
For the SLB case if the minor axis b is increased from 3.5 mm to 5 mm then the first peak of the energy variation due to RW wakes is reduced by $40 \%$ while the requirements on the sinusoidal corrugations remains in the same order of magnitude.

Table 4.6: Average energy and energy spread per unit of length due to the roughness wakefields for the SLB case.

| AR | $\langle\Delta E\rangle$ | $\Delta E_{r m s}$ |
| :---: | ---: | ---: |
|  | $[\mathrm{keV} / \mathrm{m}]$ | $[\mathrm{keV} / \mathrm{m}]$ |
| 200 | 0.0 | 7.8 |
| 80 | -0.2 | 59.9 |
| 40 | -12.6 | 345.2 |
| 25 | -42.0 | 521.4 |

### 4.9 Conclusion

In this paper we have analytically derived expressions for the high-frequency longitudinal and transverse resistive-wall coupling impedance of an elliptical cross-section vacuum chamber. Then, the corresponding longitudinal and transversal wake functions have been obtained by calculating numerically the inverse Fourier transformations of the impedances. Once the longitudinal wake function was known the energy changes per unit length induced within particle bunches was estimated by means of a convolution between the wake function and several flat-top charge distributions. The results show that the energy variation induced within the bunch could assume an unacceptably large value when shorter electron bunches are used. Using the aluminum as material and an elliptical shape with aspect ratio $a / b>3$ for the vacuum chamber, the amplitude and the number of oscillations can be reduced.
As for the longitudinal case, the transverse kick for unit length and for transverse offset received by the particles in the vertical plane within the bunch, is obtained through the convolution between the transverse wake function and the flat-top charge distributions. For the particle bunches considered, the results have shown that the kick angle received from the head and tail of the bunch itself maintains an acceptable value even for shorter lengths of the charge distributions. It is worthwhile to mention that in a small region around the axis the longitudinal wake function remains approximately constant while the transverse wake function depends linearly on the displacements of the leading and trailing charges.
Estimations of the induced energy-spread caused by the resistive wall and surface roughness wakefields along the FERMI FEL 1 undulator were also presented. Regarding to the resistive wall wakes
it is to be noted that for the MLB case, apart from rather large amplitude oscillations at the head and tail of the bunch, the residual absolute energy variation at the bunch core is $-5 \mathrm{keV} / \mathrm{m}$. On the other hand for the SLB case the residual absolute energy variation at the bunch core could result in an unacceptably value for FEL 1 at 20 nm .
Besides it was found that the residual absolute energy variation due to the surface roughness wakefields could be neglected if the aspect ratio $A R \geq 80$ for both medium and short length bunch cases.
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## Chapter 5

## Passive longitudinal phase space linearizer


#### Abstract

We report on the possibility to passively linearize the bunch compression process in electron linacs for the next generation X-ray free electron lasers (FELs). This can be done by using the monopole wakefields in a dielectric-lined waveguide. The optimum longitudinal voltage loss over the length of the bunch is calculated in order to compensate both the second-order RF time-curvature and the second-order momentum compaction terms. Thus, the longitudinal phase space after the compression process is linearized up to a fourth-order term introduced by the convolution between the bunch and the monopole wake function ${ }^{1}$.


[^3]
### 5.1 Introduction

In an FEL the electron bunch is usually compressed to increase the peak current [1] and thus increase the overall efficiency. This compression process is strongly affected by non-linear effects such as the sinusoidal RF time curvature and the second-order path-length dependence on particle energy in the magnetic chicane. In [2] and references contained therein it is proposed to use a short section of radio-frequency accelerating fields at a higher harmonic with respect to the main accelerating linac to linearize the longitudinal phase space of the overall compression process. This technique linearizes the compression transformation through second order. In this note we describe the use of a passive dielectric-lined waveguide to linearize the longitudinal phase space through the compression process instead of an active higher harmonic system. But use of the passive linearizer is not perfect and, after the convolution with the charge distribution, it introduces a fourth-order term in the position-energy behavior that changes the initial bunch profile.
In Sec. 5.2 and using the concepts presented in [3] we summarize the longitudinal single-mode wakes in a dielectric-lined waveguide considering only the two first characteristic waves. In Sec. 5.3 we give an explicit expression for the energy change within a rectangular bunch distribution upon passage through a dielectric-lined waveguide when only the first characteristic wave is considered for the wake function. Thus, as suggested in [2], we work out the voltage needed to completely cancel the second-order compression factor. Furthermore, we give a condition to limit the residual non-linear effects due to the fourth-order term introduced by the convolution between the bunch distribution and the induced wake function of the linearizer. In Sec. 5.4 we present the tracking results considering two cases for a rectangular bunch distribution and the linear compression factor. It is worthwhile noting that the energy change within the bunch due to passage through the dielectric-lined waveguide strongly depends on the charge and bunch distribution. For this reason we also look at the sensitivity of the process as a function of the bunch distribution, in particular the bunch length, and charge variations. In Sec. 5.5 we consider a linear ramped bunch distribution such as that used in [1] and, as in the previous section, we work out the voltage needed to cancel the second-order compression terms. For this case we also give a condition to limit the residual non-linear effects. In Sec. 5.6 we present the tracking results when a passive linearizer is used together with an active fourth-harmonic system in the one-stage compression option of the FERMI@Elettra project [4].

### 5.2 Longitudinal wake function

Following [3], we summarize in this section relevant aspects of the longitudinal single-mode wakes generated in a dielectric-lined waveguide via passage of a charged particle. Let us consider a charged particle traveling with a speed close to that of light through a pipe of circular cross-section and radius $r_{2}$. Let us also assume that the wall of the pipe have infinite conductivity and that it is lined with dielectric material between radii $r_{1}<r<r_{2}$. In the case of such a dielectric-lined waveguide, the longitudinal wake function for the monopole mode, considering only the two first characteristic waves, is:

$$
\begin{equation*}
w_{\|}(z) \approx A_{0} \cos \left(k_{s} z\right)+A_{1} \cos \left(k_{s 1} z\right) \tag{5.1}
\end{equation*}
$$

where the amplitudes are:

$$
\begin{align*}
& A_{0}=\frac{Z_{0} c}{4 \pi} \frac{1}{r_{2}^{2}} \frac{4}{\epsilon \xi} \frac{x_{0} p_{0}\left(x_{0}\right)}{(d / d x) D_{0}\left(x_{0}\right)}  \tag{5.2}\\
& A_{1}=\frac{Z_{0} c}{4 \pi} \frac{1}{r_{2}^{2}} \frac{4}{\epsilon \xi} \frac{x_{1} p_{0}\left(x_{1}\right)}{(d / d x) D_{0}\left(x_{1}\right)} \tag{5.3}
\end{align*}
$$

where $Z_{0}$ is the impedance of free space, $\xi=r_{1} / r_{2}$ and $\epsilon$ is the relative permittivity. The wave numbers of the characteristic waves are defined by:

$$
\begin{align*}
k_{s} & =\frac{x_{0}}{r_{2} \sqrt{\epsilon-1}}  \tag{5.4}\\
k_{s 1} & =\frac{x_{1}}{r_{2} \sqrt{\epsilon-1}} \tag{5.5}
\end{align*}
$$

where $x_{0}$ and $x_{1}$ are the first two positive zeros of the analytical function:

$$
\begin{equation*}
D_{0}(x)=x p_{0}^{\prime}(x)+\frac{x^{2} \xi}{2 \epsilon} p_{0}(x) \tag{5.6}
\end{equation*}
$$

with

$$
\begin{align*}
p_{0}(x) & =J_{0}(x) Y_{0}(\xi x)-J_{0}(\xi x) Y_{0}(x)  \tag{5.7}\\
p_{0}^{\prime}(x) & =J_{0}(x) Y_{0}^{\prime}(\xi x)-J_{0}^{\prime}(\xi x) Y_{0}(x) \tag{5.8}
\end{align*}
$$

and where $J_{0}$ and $Y_{0}$ are, respectively, the Bessel function of order zero and the Neumann function of order zero. We assume that the higher-order modes of wave numbers $k_{s n}$ are suppressed due to the pratical consideration that there will be a finite rms bunch length $\sigma$. However, in section 5.6 we give the particle tracking result when the second characteristic wave of wave number $k_{s 1}$ is also considered. Figures 5.1 and 5.2 show the amplitudes and wave numbers of the two first characteristic waves as a function of the parameter $\xi$ for $r_{2}=2.5 \mathrm{~mm}$ and $r_{2}=3 \mathrm{~mm}$, respectively.

### 5.3 Rectangular bunch distribution

For a rectangular bunch distribution $\rho_{R}(z)$ with full-width $L_{b}$, total charge $Q$, and distributed symmetrically about $z=0$, the energy change within the bunch due to its passage through a dielectric-loaded vacuum chamber of length $L$ and subject to the wake of the first characteristic monopole mode is given by:

$$
\begin{align*}
\Delta E_{s}(z) & =-e Q L \int_{-\infty}^{z} w_{\|}\left(z-z^{\prime}\right) \rho_{R}\left(z^{\prime}\right) d z^{\prime}= \\
& = \begin{cases}=-e Q L A_{0} \frac{\sin \left(\frac{k_{s} L_{b}}{2}\right)}{\frac{k_{s} L_{b}}{2}} \cos \left(k_{s} z\right) & \text { if } z>\frac{L_{b}}{2}, \\
-\frac{e Q L A_{0}}{k_{s} L_{b}} \sin \left(k_{s} z+\frac{k_{s} L_{b}}{2}\right) & \text { if }|z| \leq \frac{L_{b}}{2}, \\
0 & \text { if } z<-\frac{L_{b}}{2} .\end{cases} \tag{5.9}
\end{align*}
$$

Let us consider that the electron beam passes through one linac segment and then through a round pipe partially filled with dielectric material as described above. If the beam has an initial


Figure 5.1: Amplitudes $\left(A_{0}\right.$ and $\left.A_{1}\right)$ and wave numbers $\left(k_{s}\right.$ and $\left.k_{s 1}\right)$ as a function of the parameter $\xi=r_{1} / r_{2}$ for $r_{2}=2.5 \mathrm{~mm}$.


Figure 5.2: Amplitudes $\left(A_{0}\right.$ and $\left.A_{1}\right)$ and wave numbers $\left(k_{s}\right.$ and $\left.k_{s 1}\right)$ as a function of the parameter $\xi=r_{1} / r_{2}$ for $r_{2}=3 \mathrm{~mm}$.
mean energy $E_{i}$ then following the linac and after the round pipe the electron energy for particles with $\left|z_{0}\right| \leq L_{b} / 2$ is:

$$
\begin{equation*}
E\left(z_{0}\right)=E_{i}+e V_{1} \cos \left(k_{1} z_{0}+\phi_{1}\right)-e A_{s} \sin \left(k_{s} z_{0}+\phi_{s}\right) \tag{5.10}
\end{equation*}
$$

where $k_{1}$ is the RF wave number, $V_{1}$ is the amplitude of the voltage of the linac segment, $z_{0}$ is the longitudinal position of the particle with respect to the bunch center and the bunch head is at $z_{0}<0, A_{s}=\left(Q L A_{0}\right) /\left(k_{s} L_{b}\right)$ and $\phi_{s}=\left(k_{s} L_{b}\right) / 2$. The RF phase $\phi_{1}$ is defined to be zero at accelerating crest and a phase in the interval $-90^{\circ}<\phi_{1}<0$ will accelerate the bunch head less than the bunch tail.
The synchronous mode can provide a decelarating voltage at the bunch center when its phase is $\phi_{s} \sim \pi / 2$ and this condition can be obtained by choosing a dielectric-lined waveguide with $k_{s} \sim \pi / L_{b}$. The relative energy deviation can be expanded in a power series about the reference particle and becomes:

$$
\begin{align*}
\frac{\Delta E\left(z_{0}\right)}{E_{0}} \approx & -\frac{e V_{1} k_{1} \sin \left(\phi_{1}\right)+e A_{s} k_{s} \cos \left(\phi_{s}\right)}{E_{0}} z_{0} \\
& -\frac{e V_{1} k_{1}^{2} \cos \left(\phi_{1}\right)-e A_{s} k_{s}^{2} \sin \left(\phi_{s}\right)}{2 E_{0}} z_{0}^{2}  \tag{5.11}\\
& +\frac{e A_{s} k_{s}^{3} \cos \left(\phi_{s}\right)}{6 E_{0}} z_{0}^{3}-\frac{e A_{s} k_{s}^{4} \sin \left(\phi_{s}\right)}{24 E_{0}} z_{0}^{4}
\end{align*}
$$

where $E_{0}$ is the chicane energy. In eq. 5.11 we choose to expand up to the fourth-order in bunch length coordinate $z_{0}$ for the energy change due to the dielectric-loaded vacuum chamber, while assuming that $k_{1} L_{b} \ll 1$ we choose to expand only up to the second order in bunch length for the energy gain from the linac.
Let us write the relative energy deviation in (5.11) as:

$$
\begin{equation*}
\frac{\Delta E}{E_{0}} \approx a z_{0}+b z_{0}^{2}+c z_{0}^{3}+d z_{0}^{4} \tag{5.12}
\end{equation*}
$$

A magnetic chicane is next used to transform energy deviations into path-length deviations. The chicane transformation can be written to third-order in relative energy deviation as:

$$
\begin{equation*}
z=z_{0}+R_{56} \frac{\Delta E}{E_{0}}+T_{566}\left(\frac{\Delta E}{E_{0}}\right)^{2}+U_{5666}\left(\frac{\Delta E}{E_{0}}\right)^{3} \tag{5.13}
\end{equation*}
$$

where $T_{566} \approx-3 R_{56} / 2$ and $U_{5666} \approx 2 R_{56}$ for a typical chicane and $R_{56}, T_{566}$ and $U_{5666}$ are the linear, $2^{\text {nd }}$-order and $3^{\text {rd }}$-order transport matrix elements relating energy offset to longitudinal displacements following transport through the chicane.

Putting eq. (5.12) into eq. (5.13) we obtain:

$$
\begin{align*}
z= & \left(1+a R_{56}\right) z_{0}+\left(b R_{56}+a^{2} T_{566}\right) z_{0}^{2}+\left(2 a b T_{566}+a^{3} U_{5666}+R_{56} c\right) z_{0}^{3} \\
& +\left(d R_{56}+b^{2} T_{566}+3 a^{2} b U_{5666}+2 c a T_{566}\right) z_{0}^{4} \\
& +\left(3 U_{5666} c a^{2}+3 U_{5666} a b^{2}+2 T_{566} d a+2 T_{566} c b\right) z_{0}^{5} \\
& +\left(3 U_{5666} d a^{2}+6 U_{5666} a b c+U b^{3}+2 T_{566} d b+T_{566} c^{2}\right) z_{0}^{6} \\
& +\left(3 U_{5666} b^{2} c+6 U_{5666} a d b+3 U_{5666} a c_{2}^{2} T_{566} d c\right) z_{0}^{7}  \tag{5.14}\\
& +\left(3 U_{5666} b^{2} d+3 U_{5666} b c^{2}+6 U_{5666} a c d+T_{566} d^{2}\right) z_{0}^{8} \\
& +\left(U_{5666} c^{3}+6 U_{5666} b c d+3 U_{5666} a d^{2}\right) z_{0}^{9} \\
& +\left(3 U_{5666} c^{2} d+3 U_{5666} b d^{2}\right) z_{0}^{10} \\
& +\left(3 U_{5666} c d^{2}\right) z_{0}^{11}+\left(U_{5666} d^{3}\right) z_{0}^{12}
\end{align*}
$$

Fixing $k_{1} z_{0} \ll 1 \forall z_{0}, k_{1} \ll k_{s}, \phi_{s} \sim \pi / 2, e V_{1} \sim E_{0}, Q L A_{0} \ll E_{0}$ and $k_{s} \sim \pi / L_{b}$, an order analysis is performed and Eq. (5.14) can be simplified as:

$$
\begin{equation*}
z \approx\left(1+a R_{56}\right) z_{0}+\left(b R_{56}+a^{2} T_{566}\right) z_{0}^{2}+d R_{56} z_{0}^{4} \tag{5.15}
\end{equation*}
$$

In order to evaluate the quality of the analytical treatment and the degree of confidence in the assumption concerning the approximations, we perform a comparison between the results obtained with eq. (5.13) without approximations and how this deviates from the approximation of eq. (5.15). For this purpose, we consider a realistic set of parameters reported in table 5.1 and also used in the following paragraphs. These parameters are close to the design parameters of FERMI@Elettra project [1]. Figure 5.3 shows that there is very good agreement between the two results.
To compensate the quadratic term in the transformation in Eq. (5.15), the second term must be set to zero:

$$
\begin{equation*}
b R_{56}+a^{2} T_{566}=0 \tag{5.16}
\end{equation*}
$$

that is:

$$
\begin{equation*}
b=-\frac{T_{566}}{R_{56}} a^{2} \approx \frac{3}{2} a^{2} \tag{5.17}
\end{equation*}
$$

Choosing to hold the energy at the chicane constant and at $E_{0}$ and assuming that the synchronous mode is decelerating, then it is necessary to increase the voltage of the linac:

$$
\begin{equation*}
e V_{1} \cos \left(\phi_{1}\right)=E_{0}-E_{i}+e A_{s} \sin \left(\phi_{s}\right) \tag{5.18}
\end{equation*}
$$

A second requirement is to hold the compression factor, $C=1 /\left(1+a R_{56}\right)$, constant. If the $R_{56}$ is fixed, then the requirement is to hold the parameter $a$ constant:

$$
\begin{equation*}
e V_{1} \sin \left(\phi_{1}\right)=-\frac{a E_{0}}{k_{1}}+e A_{s} \frac{k_{s}}{k_{1}} \cos \left(\phi_{s}\right) \tag{5.19}
\end{equation*}
$$

Using (5.18) to eliminate the $e V_{1}$ terms from eq. (5.17) we can calculate the amplitude of the voltage $A_{s}$ needed to completely cancel the second-order compression terms:

$$
\begin{equation*}
e A_{s}=\frac{1}{\sin \left(\phi_{s}\right)} \frac{E_{0}\left(1+\frac{3 a^{2}}{k_{1}^{2}}\right)-E_{i}}{\left(\frac{k_{s}}{k_{1}}\right)^{2}-1} \tag{5.20}
\end{equation*}
$$



Figure 5.3: Comparison between the compression obtained numerically in eq. (5.13) without the approximations and the compression given by eq. (5.15) i.e. derived from the approximation in the power series for the energy variation of eq. (5.12) and from the simplification due to the order analysis of eq. (5.14).

If $k_{s} \gg k_{1}$ and $\sin \left(\phi_{s}\right) \sim 1$ then the amplitude $A_{0}$ of the synchronous mode can be written:

$$
\begin{equation*}
A_{0} \approx \frac{L_{b}}{k_{s}} \frac{k_{1}^{2} A_{s 0}}{Q L} \tag{5.21}
\end{equation*}
$$

where

$$
\begin{equation*}
e A_{s 0}=E_{0}\left(1+\frac{3 a^{2}}{k_{1}^{2}}\right)-E_{i} \tag{5.22}
\end{equation*}
$$

In eq. (5.15) the residual non-linear effects are small if the fourth-order term is maintained small compared with the linear compression term, that is:

$$
\begin{equation*}
1+a R_{56} \gg d R_{56}\left(\frac{L_{b}}{2}\right)^{3} \tag{5.23}
\end{equation*}
$$

considering the worst condition at the tail of the bunch where $z_{0}=L_{b} / 2$.
The condition (5.23) can be rearranged as follows:

$$
\begin{equation*}
\left|\frac{R_{56}}{1+a R_{56}}\right| \ll \frac{192 E_{0}}{\pi^{2} k_{1}^{2} e A_{s 0} L_{b}} \tag{5.24}
\end{equation*}
$$

here we have assumed $k_{s} L_{b} \sim \pi$ and $\sin \left(\phi_{s}\right) \sim 1$. Basically, there are two possibilities to limit the residual non-linear effects: the first one is to reduce the bunch length $L_{b}$ from the photoinjector and the second one is to limit the linear compression factor $C=1 /\left(1+a R_{56}\right)$. When the charge and the length of the electron bunch are fixed we can choose a dielectric- lined vacuum chamber with $k_{s} \sim \pi / L_{b}$ and $A_{0}$ from eq. (5.21). In order to accomodate a range of bunch charges
and current distributions one possible idea would be implement a set of passive linearizers on a movable stage. Each linearizer would be 'tuned' to different values of $k_{s}$ and $A_{0}$ and so could be used for a range of bunch length and charge. Another possible idea would be to use a parallel plate waveguide configuration where changing the gap could be used to vary the synchronous mode.
In the following paragraphs we present the results from the tracking analysis considering two bunch length cases both with a total charge of $1 n C$. For both cases we also consider relative bunch length and relative charge variations up to $20 \%$ with respect to the nominal parameters at the injector in order to gauge the method's sensitivity to fluctuations.

### 5.4 Tracking results for a rectangular bunch distribution

In this section we present the LiTrack [5] tracking results for two bunch length cases, $L_{b}=$ 3.5 mm and $L_{b}=2 \mathrm{~mm}$. In the former case the linear compression factor is limited to $C=3.5$, while in the latter the linear compression factor is limited to $C=6$. The nominal energy at the chicane is $E_{0}=230 \mathrm{MeV}$, while the initial energy is $E_{i}=96 \mathrm{MeV}$. The wave number of the main accelerating linac is $k_{1}=62.9 \mathrm{~m}^{-1}$. A rectangular bunch distribution with total charge $Q=1 n C$ is used for both cases.

### 5.4.1 Case 1: $L_{b}=3.5 \mathrm{~mm}$ and $C=3.5$

Figure 5.4 shows the simulated energy profile, longitudinal phase space, and bunch current distribution after the bunch compressor chicane without second order compensation ( $V_{1}=$ $149.4 \mathrm{MeV}, \phi_{1}=-26.3 \mathrm{deg}$ and $\left.R_{56}=-3.95 \mathrm{~cm}\right)$. A current spike develops at the bunch head due to the combined RF and compression non-linearities.
Figure 5.5 shows the phase space and the bunch current distribution after the bunch compressor chicane when an active fourth-harmonic RF system is used to compensate the quadratic term introduced by the accelerating RF system and the compressor (in this case the harmonic voltage is -12.7 MV while $V_{1}=161.0 \mathrm{MeV}, \phi_{1}=-24.3 \mathrm{deg}$ and $\left.R_{56}=-3.95 \mathrm{~cm}\right)$. The compressed current distribution is nearly unchanged with respect to the initial profile (i.e. it is still rectangular) and the energy-z correlation is linear. Table 5.1 lists the RF and bunch compression parameters


Figure 5.4: Energy profile (left), longitudinal phase space (middle), and beam current distribution (right) after the bunch compressor chicane without passive linearizer or active fourth-harmonic system. An undesirable sharp current spike develops at the bunch head due to the quadratic term in the RF followed by the chicane compression. Bunch head at left, $z<0$.


Figure 5.5: Energy profile (left), longitudinal phase space (middle) and bunch current distribution (right) after the chicane when a fourth-harmonic RF system (X-band) is used.
when a passive linearizer is used. The harmonic voltage $A_{s}$ was calculated from Eq. (5.20) and $k_{s}=\pi / L_{b} \approx 890 \mathrm{~m}^{-1}$. The voltage and phase of the linac were adjusted in order to be used with the passive linearizer. Figure 5.6 shows the phase space after the chicane when the passive linearizer is used to compensate the quadratic term. If the remaining fourth-order term remains limited then the phase space is quite linear and the current distribution does not develop a significant sharp current spike at the head of the bunch. On the other hand, there is a distortion of the current distribution due to the the fourth-order term introduced by the passive linearizer. Table 5.1 lists parameters for a possible dielectric-lined waveguide that would meet the requirements necessary to produce the results of figure 5.6. This dielectric-lined waveguide would have radii $r_{1}=2.48 \mathrm{~mm}$ and $r_{2}=3.5 \mathrm{~mm}$, would be $1-m$ long, and would be lined with a dielectric material with $\epsilon=2.8$.

Table 5.1: RF and bunch compression parameters for the second-order compensation with the passive linearizer ( $C=3.5$ ).

| Parameter |  |
| :--- | :--- |
| $V_{1}$ | 150.3 MV |
| $\phi_{1}$ | -26.1 deg |
| $R_{56}$ | -3.95 cm |
| $A_{s}$ | 0.94 MV |
| $n=k_{s} / k_{1}$ | 14.33 |
| $r_{1}$ | 2.48 mm |
| $r_{2}$ | 3.50 mm |
| $\epsilon$ | 2.8 |
| $A_{0}$ | $2.95 \mathrm{MV} /(n C \cdot m)$ |
| $L_{\text {guide }}$ | $1 m$ |

We next look at the sensitivity of the process as a function of the bunch length and charge variations. Figure 5.7 plots the relative peak current $\Delta I_{p k} / I_{p k}$, relative mean energy $\Delta E / E$ and bunch arrival time variation $\Delta t_{f}$ after the bunch compression as a function of the bunch length variation $\Delta L_{b} / L_{b}$ (upper plots) and the relative charge variations $\Delta Q / Q$ (lower plots) at the injector. As an example, the upper middle plot in figure 5.7 indicates that a $\pm 19 \%$ bunch length


Figure 5.6: Energy profile (left), longitudinal phase space (middle) and bunch current distribution (right) after the chicane when the passive linearizer is used to compensate the quadratic term. The goal is to have the compression factor $C=3.5$.
variation at the injector causes an approximately to $\mp 8 \%$ relative peak current variation after the bunch compression. Table 5.2 lists the sensitivities of the electron beam parameters to the relative bunch length and charge variations. Each sensitivity number quoted in the table independently causes an $8 \%$ relative peak current increase, a $0.1 \%$ relative mean energy increase and a 150 fs bunch arrival time increase. Figure 5.10 shows the bunch current distributions after the bunch compression chicane for different bunch length variations at the injector and for different relative bunch charge variations. We can still see that the current distributions do not develop a significant current spike at the bunch head for any of the simulated cases.

Table 5.2: Individual sensitivities. Each parameter variation causes a $\Delta I_{p k} / I_{p k}=+8 \%$ relative peak current change, or a $\Delta E / E_{0}=+0.1 \%$ relative energy change or a $\Delta t_{f}=150 \mathrm{fs}$ bunch arrival time change after the bunch compression.

| Parameters | $\Delta I_{p k} / I_{p k}=+8 \%$ | $\Delta E / E=+0.1 \%$ | $\Delta t_{f}=+150 f s$ |  |
| :--- | :--- | :---: | :---: | :---: |
| $\Delta L_{b} / L_{b}$ | $[\%]$ | -19 | $>20$ | $<-20$ |
| $\Delta Q / Q$ | $[\%]$ | 8 | $<-20$ | $>20$ |

### 5.4.2 Case 2: $L_{b}=2 \mathrm{~mm}$, and $C=6$

If the bunch length is reduced, then the compression factor can be increased as seen from the condition (5.24). Table 5.3 lists the RF and compression parameters for the second-order compensation when the compression factor $C=6$. In this case the wave number of the linearizer is $k_{s}=\pi / L_{b} \approx 1572 m^{-1}$. Figure 5.8 shows the phase space after the magnetic chicane. As in case 1 the phase space remains quite linear and the current distribution does not develop a significant current spike at the head. However, as in case 1 the current distribution displays a distortion due to the fourth-order term if compared with the situation in figure 5.5 when an X-band system is used. In this case the harmonic voltage $A_{s}$, calculated from Eq. (5.20), is approximately 3 times less than the previous case $1(0.304 M V$ versus $0.94 M V)$. Thus, if the bunch length, $L_{b}$, is reduced approximately $40 \%$ with respect to case 1 then the linear compression factor can be


Figure 5.7: Relative mean energy $\Delta E / E$, relative peak current $\Delta I_{p k} / I_{p k}$ and bunch arrival time variations $\Delta t_{f}$ as a function of the relative initial bunch length variations $\Delta L_{b} / L_{b}$ (upper plots) and relative initial bunch charge variations $\Delta Q / Q$ (lower plots).
increased without increasing the non-linear effects, i.e. $\mathrm{C}=6$. Table 5.3 lists the parameters for a possible dielectric-lined waveguide that would meet the requirements necessary to produce the results of figure 5.8. In this case such a dielectric-lined waveguide would be constructed with the same radius $r_{2}$ and dielectric material as in the previous case but it would be 325 mm long, i.e. considerably shorter than in the previous case. As in the previous case a sensitivity analysis was performed and figure 5.9 plots the relative peak current $\Delta I_{p k} / I_{p k}$, relative mean energy $\Delta E / E$, and bunch arrival time variation $\Delta t_{f}$ after bunch compression as a function of the bunch length variations $\Delta L_{b} / L_{b}$ (upper plots) and the relative charge variations $\Delta Q / Q$ (lower plots) at the injector. As an example, the upper middle plot in figure 5.9 indicates that a $\pm 20 \%$ bunch length variation at the injector causes an approximately to $-8 \%,+5 \%$ relative peak current variation after bunch compression. Table 5.4 lists the sensitivities of the electron beam parameters to the relative bunch length and charge variations. As before each sensitivity number quoted in the table independently causes an $8 \%$ relative peak current increase, or a $0.1 \%$ relative mean energy increase, or a 150 fs bunch arrival time increase. Figure 5.11 shows the bunch current distributions

Table 5.3: RF and bunch compression parameters for the second-order compensation with the passive linearizer $(C=6)$.

| Parameter |  |
| :--- | :--- |
| $V_{1}$ | 149.5 MV |
| $\phi_{1}$ | -26.0 deg |
| $R_{56}$ | -4.65 cm |
| $A_{s}$ | 0.305 MV |
| $n=k_{s} / k_{1}$ | 25 |
| $r_{1}$ | 3.15 mm |
| $r_{2}$ | 3.50 mm |
| $\epsilon$ | 2.8 |
| $A_{0}$ | $2.96 \mathrm{MV} /(n \mathrm{C} \cdot \mathrm{m})$ |
| $L_{\text {guide }}$ | 325 mm |



Figure 5.8: Energy profile (left), longitudinal phase space (middle) and bunch current distribution (right) after the bunch compressor when the passive linearizer is used to compensate the quadratic term. The goal is to have a compression factor $C=6$.
after the bunch compression chicane for different bunch length variations at the injector and for different relative bunch charge variations. The current distributions do not develop a significant sharp current spike at the bunch head in any cases studied.

### 5.5 Ramped bunch distribution

The operation of X-ray free electron lasers (FELs) relies on extremely high quality electron beams. In the presence of wakefields, the electron density distribution plays an important role in the formation of the electron bunch distribution at the end of the accelerator. The electron density distribution with a linear ramped peak current, obtained through a quadratic ramp in the laser intensity, can in principle compensate the non-linear time dependent variations due to the linac structural wakefields [6]. For this reason we consider a linear ramped charge distribution that can be defined as:

$$
\begin{equation*}
\rho_{\text {ramp }}(z)=\frac{2}{L_{b}^{2}} z+\frac{1}{L_{b}} \quad \text { if }|z| \leq \frac{L_{b}}{2} \tag{5.25}
\end{equation*}
$$



Figure 5.9: Relative mean energy $\Delta E / E$, relative peak current $\Delta I_{p k} / I_{p k}$ and bunch arrival time variation $\Delta t_{f}$ as a function of the relative initial bunch length variations $\Delta L_{b} / L_{b}$ (upper plots) and relative initial bunch charge variations $\Delta Q / Q$ (lower plots).

The energy change within the bunch itself in a dielectric-lined vacuum chamber of length $L$ is given by:

$$
\begin{equation*}
\Delta E_{s}(z)=-A_{s}\left[1-\cos \left(k_{s} z+\phi_{s}\right)\right] \quad \text { if } \quad|z| \leq \frac{L_{b}}{2} \tag{5.26}
\end{equation*}
$$

where $A_{s}=2 Q L A_{0} / k_{s}^{2} L_{b}^{2}$ and $\phi_{s}=\left(k_{s} L_{b}\right) / 2$. In this case the synchronous mode can provide a decelarating voltage at the bunch center when its phase is $\phi_{s} \sim \pi$ and this condition can be obtained by choosing a dielectric-lined waveguide with $k_{s} \sim 2 \pi / L_{b}$. The energy change in

Table 5.4: Individual sensitivities. Each parameter variation causes a $\Delta I_{p k} / I_{p k}=+8 \%$ relative peak current change, or a $\Delta E / E_{0}=+0.1 \%$ relative energy change, or a $\Delta t_{f}=150 f s$ bunch arrival time change after the bunch compression.

$$
\begin{array}{llccc}
\text { Parameters } & \Delta I_{p k} / I_{p k}=+8 \% & \Delta E / E=+0.1 \% & \Delta t_{f}=+150 \mathrm{fs} \\
\hline \hline \Delta L_{b} / L_{b} & {[\%]} & -20 & >20 & <-20 \\
\Delta Q / Q & {[\%]} & 8 & <-20 & >20
\end{array}
$$



Figure 5.10: Bunch current distributions after the chicane for different bunch length variations at the injector (left plot) and for different relative bunch charge variations (right plot).


Figure 5.11: Bunch current distributions after the chicane for different bunch length variations at the injector (left plot) and for different relative bunch charge variations (right plot).

Eq. (5.26) can be written as:

$$
\begin{equation*}
\Delta E_{s}(z) \approx-A_{s}\left[1+\cos \left(k_{s} z\right)\right] \quad \text { if } \quad|z| \leq \frac{L_{b}}{2} \tag{5.27}
\end{equation*}
$$

As in the paragraph 5.3 for the rectangular bunch distribution, we can calculate the amplitude $A_{s}$ of the voltage needed to completely cancel the second-order compression terms:

$$
\begin{equation*}
e A_{s} \approx \frac{E_{0}\left(1+\frac{3 a^{2}}{k_{1}^{2}}\right)-E_{i}}{\left(\frac{k_{s}}{k_{1}}\right)^{2}-2} \tag{5.28}
\end{equation*}
$$

If $k_{s} \gg k_{1}$ then the amplitude $A_{0}$ of the synchronous mode can be written:

$$
\begin{equation*}
A_{0} \approx \frac{L_{b}^{2}}{2} \frac{k_{1}^{2} A_{s 0}}{Q L} \tag{5.29}
\end{equation*}
$$

where $A_{s 0}$ is given in eq. 5.22 . Following the same consideration as in the rectangular bunch distribution the residual non-linear effects are small if the following condition holds:

$$
\begin{equation*}
\left|\frac{R_{56}}{1+a R_{56}}\right| \ll \frac{48 E_{0}}{\pi^{2} k_{1}^{2} e A_{s 0} L_{b}} \tag{5.30}
\end{equation*}
$$

here we have assumed $k_{s} L_{b} \sim 2 \pi$ and $k_{s} \gg k_{1}$. If we compare the conditions described by eq. (5.24) and eq. (5.30), then we observe that the conditions required to achieve a similar level of the beam quality as for the rectangular beam case are 4 times more stringent.

### 5.6 Tracking results using a passive linearizer and fourth-harmonic system

From the previous sections we have seen that the passive linearizer could work well with a ramped current distribution if the needed harmonic voltage is not too high. An idea could be to use the passive linearizer together with an active fourth-harmonic system for the linearization of the longitudinal phase space. A possible advantage of this option is that both needed voltages, passive and active, could be reduced. In this section we present the tracking results when both systems are used in the one-stage compression option of the FERMI@Elettra project [4]. This option foresees a ramped current distribution with total charge $Q=0.8 n C$. The single bunch beam is produced by a photo-injector, then accelerated up to 250 MeV and compressed with a single magnetic chicane. After the compression the beam is still accelerated approximately to 1.1 GeV (linac end) by a linear accelerator, and finally transported to the undulators, where the free electron lasing occurs. Figure 5.12 shows the simulated energy profile, longitudinal phase space, and bunch current distribution at the linac end with parameters given in [4] and using only the fourth-harmonic RF system to compensate the non linearities. In this case the required fourth-harmonic voltage is $19 M V$ with an RF phase of $-195^{\circ}$. Figure 5.13 shows the simulated energy profile, longitudinal phase space, and bunch current distribution at the linac end using a combined passive and active system. In this case the fourth-harmonic voltage is 8.5 MV and the synchronous mode has a amplitude of $4.4 \mathrm{MV} /(n C \cdot m)$ and a wave number $k_{s}=1440 \mathrm{~m}^{-1}$. Assuming the fourth-harmonic accelerating structure presented in [7] we need an RF power of $4.2 M W$ if we use the passive linearizer, and $21 M W$ if we only use the fourth-harmonic system. This becomes a practical issue as X-band RF power systems below $5 M W$ are commercially available, but at present above that value they are not.
The required voltage for the passive linearizer and the relative wave number can be reached with one dielectric-lined waveguide $1-m$ long with radii $r_{1}=2.4 m m$ and $r_{2}=3 \mathrm{~mm}$. The dielectric material should have a relative dielectric constant $\epsilon=2.2$ with a thickness of 0.6 mm . The second characteristic wave of the waveguide has the following parameters: $A_{1}=0.5 \mathrm{MV} /(n C \cdot m)$ and $k_{s 1}=5300 \mathrm{~m}^{-1}$. Figure 5.14 shows the simulated energy profile, longitudinal phase space, and bunch current distribution at the linac end considering also the second characteristic wave. In such a case the fourth-harmonic voltage is $9 M V$ and the RF phase $-200^{\circ}$. This is needed to compensate the spurious effect due to the second characteristic wave.


Figure 5.12: Energy profile (left), longitudinal phase space (middle), and bunch current distribution (right) at the linac end when the one-stage compression option as described in [4] is considered. Bunch mean energy $\langle E\rangle=1067 \mathrm{MeV}$.


Figure 5.13: Energy profile (left), longitudinal phase space (middle), and bunch current distribution (right) at the linac end when the combined option, passive and active linearizer, is considered. Bunch mean energy $\langle E\rangle=1076 \mathrm{MeV}$.


Figure 5.14: Energy profile (left), longitudinal phase space (middle), and bunch current distribution (right) at the linac end when the combined option, passive and active linearizer, is considered. For the passive linearizer the second characteristic wave is also considered. Bunch mean energy $\langle E\rangle=1076 \mathrm{MeV}$

### 5.7 Conclusion

In this paper a passive linearizer is implemented instead of an active fourth-harmonic linearizer system to compensate both for the second-order RF time-curvature and for the second-order
momentum compaction terms. Using the passive linearizer the current distribution does not develop a significant sharp peak current spike at the head of the beam. On the other hand, there is a distortion of the current distribution due to the the fourth-order term introduced by the convolution between the wake function of the dielectric-lined waveguide and the charge distribution. A condition to limit the non-linear effects due to the fourth-order term is given. Basically, there are two possibilities in keeping the spurious effects small: the first one is to reduce the bunch length from the photo-injector and the second one is to use a small linear compression factor. We have presented the LiTrack tracking results considering two cases of a rectangular bunch distribution with different bunch length and different linear compression factors. For both cases the results have shown that the linearizer can be successfully used in place of the active fourth-harmonic system. Since the energy change within the bunch due to passage through the dielectric-lined waveguide strongly depends on the bunch distribution and charge we have carried out a sensitivity study for both, the case of charge variations and for variations in bunch length of the considered bunch distributions. We have seen that the current distributions do not develop a significant sharp peak current spike at the bunch head for any of the simulated cases. On the other hand, the linearizer is however, tailored to a particular bunch charge and current distribution. In this case in order to accomodate a range of bunch charges and current distributions a possible idea to implement the passive linearizer involving multiple waveguides with separate properties on a movable stage. Each of the dielectric-lined waveguides would be tuned with a different wave number $k_{s}$ and amplitude $A_{0}$. Furthermore, the results for the linear ramped bunch distribution, such as that used in [1], were presented. Finally, we have successfully studied the passive linearizer together with an active fourth-harmonic system for the one-stage compression option of the FERMI@Elettra project. As a conclusion, the linearizer can, in principle, be used instead of an active higher harmonic system if the compression factor or the bunch length from the photo-injector are limited. In addition, another result from this work is the suggestion to use the passive linearizer together with an active higher harmonic system. In this way the required higher harmonic voltage could be reduced.
As a final point we must consider the transverse wakefields that can be generated in the dielectriclined waveguide. The wake functions can be calculated as shown in [3]. For the passive linearizers proposed in this paper the amplitude of the transverse wake functions are of the same order of magnitude, approximately a factor $2 \div 3$ larger when compared to the active fourth-harmonic cavity foreseen for the FERMI layout. Thus, in principle, the transverse wake effects due to the passive linearizer may result in a limited but acceptable amount of emittance growth.
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## Chapter 6

## Conclusion and outlook

This thesis dealt with analytical and numerical studies of the short-range longitudinal and transverse wakefields and their effects along the linac and undulator chain of the FERMI@Elettra project.
In Ch. 2 we estimated numerically the short-range wake functions in the backward traveling wave (BTW) accelerating structure since existing semi-analytical formulas are not longer valid for these structures. In fact the geometry of the basic cell of the BTW structure is completely different when compared to the geometry of usual constant gradient accelerating structures where the formulas in Ch. 1 hold. Estimation of evolution of the wakefields in the multi-cell structure was done and it was shown that for stabilization of the wake potentials for a short Gaussian bunch at least 7-10 cells out of 162 total cells are needed. Then the short-range wake potentials of the complete BTW accelerating structure were calculated. The analytical models for the wake functions were chosen as a combination of periodic and one-cell dependencies. Thus final short-range longitudinal and transverse wake functions of the BTW structures were obtained by fitting procedures. Figures 6.1 and 6.2 show a comparison between the longitudinal and transverse wake functions of the BTW sections and the wake functions for "standard" constant gradient accelerating structures. From figure 6.1 it is clear that the FERMI@Elettra Linac 3 and Linac 4 accelerating structures are characterized by strong longitudinal wakefields that play a major role in the manipulation of the electron bunch length, peak current and energy spread. The BTW wake functions have been used in the computer codes in order to simulate and to optimize the FERMI@Elettra machine design $[1,2]$. In addition, the single-bunch energy spread induced by longitudinal wakefields was analyzed. We found out that the longitudinal wakefields effects could partially be compensated by shifting of the bunch injection phase to optimum values, which however decreases the energy gain. Actually this optimum phase is a possible solution to operate the linac 4 in order to compensate the longitudinal wakefields.
From figure 6.2 let us note that the FERMI@Elettra Linac 3 and Linac 4 accelerating structures are also characterized by strong transverse wakefields that could degrade the projected emittance by laterally displacing the bunch tail with respect to the head (banana shape). In order to gain control of the transverse wakefield induced instability, trajectory manipulation was studied in Ch . 3. This technique was also validated in the presence of shot-to-shot trajectory jitter. In addition a specific script working with Courant-Snyder variables was written to evaluate the residual banana shape after instability suppression in the presence of shot-to-shot trajectory jitter. Basically this study will be the principle according to which the optimization of the transportation in the linac 3


Figure 6.1: Comparison between longitudinal wake functions of the BTW structure and the wake functions of the standard constant gradient accelerating structures. S0A and S0B are the photoinjector accelerating structure while C sections are the accelerating structures of the Linac 1 and 2.
and 4 will be carried out during FERMI@Elettra commissioning.
As possible future research regarding these two chapters I would recommend to validate the semianalytical model of the short-range longitudinal and transverse wake functions in BTW structures. For this purpose both the average and the shape of the longitudinal and transverse wakefields of the linac should be measured during the next FERMI@Elettra commissioning phases. If the models of wake functions will not be confirmed then a new optimization of the machine design should be carried out.

In Ch. 4 the expressions for the high-frequency longitudinal and transverse resistive-wall coupling impedances of an elliptical cross-section vacuum chamber were derived. This study was motivated since FEL pulses may be corrupted by possible large wakefields along the undulator small-gap vacuum chamber. For FERMI@Elettra the choice for a small-gap vacuum chamber was one with elliptical cross section, for which there are references to analytically derived expressions for the low-frequency resistive-wall coupling impedance. Expressions for the high-frequency resistive-wall impedance are also given in literature, in case of DC and AC conductivity models, for a round pipe and for the conducting parallel plates. The problem of calculating the coupling impedance, including the high frequencies, of a resistive beam pipe with arbitrary cross section has been solved with the boundary element method. In this chapter the expressions for the longitudinal and transverse resistive-wall coupling impedances of a vacuum chamber with elliptical cross


Figure 6.2: Comparison between transverse wake functions of the BTW structure and the wake functions of the standard constant gradient accelerating structures. S0A and S0B are the photoinjector accelerating structure while C sections are the accelerating structures of the Linac 1 and 2.
section were analytically derived using the field matching method. Then, the corresponding longitudinal and transverse wake functions were obtained by calculating numerically the inverse Fourier transformations of the impedance. Once the longitudinal wake function was known the energy changes per unit length induced within particle bunches was estimated. The results showed that the energy variation induced within the bunch could assume an unacceptably large value when shorter bunches are used. As a conclusion of this work, the FERMI@Elettra undulator vacuum chamber was chosen to have elliptical shape with aspect ratio more than 3 and using aluminium as material. With this choice, the amplitude and number of oscillations due to the resistive-wall wakefields can be reduced. Figure 6.3 shows the undulator ultra-high vacuum chamber which has been realized following the specifications given in Ch. 4 [3]. At present, these vacuum chambers are being installed in FERMI@Elettra undulator chains.
As for the longitudinal case, the transverse kick per unit length for the transverse offset received by the particles in the vertical plane within the particle bunch was obtained through the transverse wake function. In this case, the results showed that the kick angle received from the head and tail of the bunch maintains an acceptable value even for shorter lengths than the nominal value of the FERMI project of the charge distributions. Another result from this study, which is worthwhile to mention, is that in a small region around the axis the longitudinal wake function remains approximately constant while the transverse wake function depends linearly on the displacements of the leading and training charges.

At the end of the chapter estimations of the induced single-bunch energy spread caused by resistivewall and surface roughness wakefields for the actual charge distribution of the FERMI@Elettra project were also presented. Regarding surface roughness wakefields: from this study a specification on the tolerable surface roughness of the vacuum chamber was obtained. The actual vacuum chamber was manufactured according to this recommendation.
As possible future research regarding to this chapter I would recommend to validate the effects of the short-range longitudinal resistive-wall and roughness surface wakefields in the undulator vacuum chamber. This could directly be done measuring the effects on the FEL pulses during the future FERMI@Elettra runs. At present, for this purpose, the FEL properties are currently being studied analytically taking into account the temporal behaviour of the electron bunch energy profile at the entrance and along the undulator chain.

In Ch. 5 we report a novel concept to passively linearize the bunch compression process in electron linacs for X-ray FELs such as the FERMI@Elettra linac. A passive linearizer was implemented instead of an active fourth-harmonic linearizer system to compensate both for the second-order RF time curvature and for the second-order momentum compaction terms. The results showed that the linearizer could be successfully used in place of the active fourth-harmonic system. Since the energy change within a single bunch due to passage through the dielectriclined waveguide strongly depends on the bunch distribution and charge, a sensitivity study was also done. The results showed that the linearizer still works in the presence of variations of charge and bunch length. It should be noted, however, that the passive linearizer is tailored to a particular bunch charge and current distribution. In addition, another result from this work is the suggestion to use the passive linearizer together with an active higher-harmonic system. In this way the required active higher harmonic voltage could be reduced, which would simplify the design and reduce the required power at X-band frequency.
As possible future research regarding this chapter I would recommend to make a prototype of the passive linearizer. In order to accommodate a range of bunch charges and current distributions a possible idea would be implement a set of passive linearizers with different properties on a movable stage. Each linearizer composed of a dielectric-lined waveguide would be tuned with a different wave number and amplitude and thus the complete structure could be used for a range of bunch lengths and charges. Another possible idea would be to use a parallel plate waveguide configuration where changing the gap could be used to vary the properties of the synchronous mode.


Figure 6.3: The undulator ultra-high vacuum chamber (upper) and its alignment system (lower).
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## Summary

# Short-range longitudinal and transverse wakefield effects in FERMI@Elettra FEL project 

The FERMI@Elettra Free Electron Laser (FEL) project is a soft X-ray fourth generation light source under development at the ELETTRA Laboratory of Sincrotrone Trieste. It is one of the FEL based European projects, designed to become the international user facility in Italy for scientific investigations, with ultra high brilliance X-ray pulses, of ultra-fast and ultra-high resolution processes in material science and physical biosciences. When ultra-relativistic charged particles pass through cross section variations of the vacuum chamber wall or experience the finite conductivity of the wall, they generate electromagnetic fields, which are named wakefields since they remain behind the exciting particles. These electromagnetic fields usually influence the energy and the transverse motion of trailing particles leading to beam instabilities, such as single bunch energy spread variations and emittance growth. Since FEL operation requires a beam with a short bunch and high quality in terms of bunch energy spread and emittance, a good knowledge of these wakefields is needed to predict the beam quality. This thesis deals with analytical and numerical studies of the short-range longitudinal and transverse wakefields and their effects along the linac and undulator chain. In Ch. 2 we have estimated the short-range wakefields in the backward traveling wave (BTW) accelerating structure. Each section is a backward traveling (BTW) structure composed of 162 nose cone cavities coupled magnetically. To calculate the effect of the longitudinal and transverse wakefields we have used the time domain numerical approach with a new implicit scheme for calculation of wake potential of short bunches in long structures. The wake potentials of the BTW structure are calculated numerically for very short bunches and analytical approximations for wake functions in short and long ranges are obtained by fitting procedures based on analytical estimations. Finally the single bunch energy spread induced by short-range longitudinal wakefields is analyzed. In Ch. 3 we have studied these electron beam dynamics in the presence of the linac transverse wakefield. Trajectory manipulation is used to gain control of the transverse wakefield induced instability and this technique is also validated in the presence of shot-to-shot trajectory jitter. A specific script working with Courant-Snyder variables has been written to evaluate the residual banana shape after instability suppression in the presence of shot-to-shot trajectory jitter. In Ch. 4 we have analytically derived expressions for the high-frequency longitudinal and transverse resistive-wall coupling impedance of an elliptical cross-
section vacuum chamber. Then, the corresponding longitudinal and transverse wake functions have been obtained by calculating numerically the inverse Fourier transforms of the impedances. In Ch. 5 we report a novel concept to passively linearize the bunch compression process in electron linacs for the next generation X-ray free electron lasers. This can be done by using the monopole wakefields in a dielectric-lined waveguide. The optimum longitudinal voltage loss over the length of the bunch is calculated in order to compensate both the second-order RF time-curvature and the second-order momentum compaction terms. Thus, the longitudinal phase space after the compression process is linearized up to a fourth-order term introduced by the convolution between the bunch and the monopole wake function.
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