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## CHAPTER 1

## Introduction

### 1.1 Computational geometry

Computational geometry is the branch of theoretical computer science that deals with algorithms and data structures for geometric objects. The most basic geometric objects include points, lines, polygons, and polyhedra. Computational geometry has applications in many areas of computer science, including computer graphics, robotics, and geographic information systems.
Perhaps a sample computational-geometry problem would help give a more clear view of what computational geometry is. The problem of finding the convex hull of a set of $n$ input points is a convenient such example. The convex hull of a set of points is the convex polygon with the smallest area that contains all the points-see Figure 1.1(a). (A convex set $S$ is one where any line segment between two points $p$ and $q$ in $S$ is completely inside $S$ ).
A naïve algorithm for finding the convex hull, known as the gift-wrapping algorithm [17], is as follows. Find the lowest point $p$-we assume for simplicity that this is unique-of the input (this is guaranteed to be a vertex of the convex hull) and let $\ell$ be an imaginary horizontal ray starting at $p$, directed rightwards. Then find the point $q$-again, we assume that this is unique-where the angle between $\overline{p q}$ and $\ell$ is the smallest. Thus, conceptually, we rotate $\ell$ counterclockwise around $p$ until we hit another point $q$-see Figure 1.1(b). Add the edge $\overline{p q}$ to the convex hull, let $\ell$ be the ray contained in $\overline{p q}$ that starts at $q$ and let $p$ point to $q$. Then repeat this procedure until $p$ is the lowest point of the input again.


Figure 1.1 (a) A convex hull. (b) The gift-wrapping algorithm after one edge has been added.

This example shows how we can construct the convex hull as a sequence of edges that are themselves made out of pairs of input vertices. Since the algorithm looks at every vertex of the input for every convex-hull vertex that it finds, and since every vertex can be on the convex hull, the gift-wrapping algorithm is clearly a $\Theta\left(n^{2}\right)$ algorithm, meaning that its worst-case running time grows quadratically with its input size. Can we do better?

It turns out we can-there are algorithms that use more advanced techniques like divide-and-conquer or sorting that take $\Theta(n \log n)$ time [74]. If we disregard the constants hidden in the $\Theta$-notation, this means that these more advanced algorithms would take about ten thousand steps versus about a million for the gift-wrapping algorithm on an input of one thousand points. There is a lower bound of $\Omega(n \log n)$ on finding the convex hull of $n$ vertices, so we can not do any better than these more advanced algorithms in theory.
So why do we remember the gift-wrapping algorithm? Is it simply a relic that can be discarded? If one implements and runs the gift-wrapping algorithm and compares it head-to-head with a more advanced algorithm, a surprising event can occur. On some inputs, the gift-wrapping algorithm actually runs faster. How can this happen?

The problem was in our analysis of the gift-wrapping algorithm. It was not incorrect: in the worst case, the algorithm can take $\Omega\left(n^{2}\right)$ time. However, this worst case only happens if there are $\Omega(n)$ points on the convex hull. If there is only a constant number of points on the convex hull, then the algorithm runs in $O(n)$ time. This disparity leads us to look at the time complexity in terms of $n$ and a different parameter $h$-the number of points on the convex hull. The time complexity of the gift-wrapping algorithm when using these parameters has been shown to be $\Theta(n h)$. It has been shown, in fact, that the expected number of points on the convex hull is $O(\log n)$ for points spread uniformly at random inside a convex polygon [45]. Hence, on such inputs the gift-wrapping algorithm has an expected running time of $O(n \log n)$.

### 1.2 Realistic input models

The previous example illustrates a problem with the worst-case analysis that we employ in theoretical computer science. That is, we concentrate (by definition) on the worst case that the input can take, no matter how unlikely it is.

A number of solutions to this problem have been proposed, including looking at the output complexity, as illustrated above, and looking at the expected complexity of the algorithms on random inputs. The solution that we explore in this thesis looks at the "geometric complexity" of the input.


Figure 1.2 (a) $n$ triangles. (b) Their union.

As an example, it is easy to see that $n$ triangles in the plane can have a union with complexity $\Theta\left(n^{2}\right)$-see Figure 1.2. However, we can also see that these triangles must have an angle that is very small-in fact, to make the grid-like example of Figure 1.2, one needs angles whose size depends on $1 / n$. Thus the larger $n$ is, the smaller angles are needed. If we restrict the smallest angle of any triangle to be larger than a constant $\alpha$, though, then it has been shown that the complexity of the union drops to $O(n \log \log n)$ (where the constant in the $O$-notation depends on $\alpha$ ) [65]-see Figure 1.3.

In most realistic situations, the angles of input triangles do not depend on the size of the input. The model where the input triangles are required to have a constant minimum angle is an example of a realistic input model [41] (having to do with the fatness of the input).
There are two categories of realistic input models: those that make assumptions about the shape of the individual input objects and those that make assumptions about the distribution of the input objects. One example of a realistic input model which makes assumptions about the shape of the objects was just given-triangles are said to be $\alpha$-fat if their minimum angle is bounded from below by a constant $\alpha$. An example of a realistic input model that makes assumptions about the distribution of the input is the $\lambda$-low-density model. Here, we assume that the number of "large" objects in a "small" region is bounded by a


Figure 1.3 (a) $n$ fat triangles. (b) Their union.
constant $\lambda$. More formally, if we let size $(o)$ denote some measure of size of an object $o$, then a low-density scene is one where the number of objects $o$ intersecting a region $R$ where $\operatorname{size}(o)>\operatorname{size}(R)$ is at most some constant $\lambda$ for all regions $R$.

It is often the case that realistic input models that make assumptions only on the distribution of the input are more general than those that make assumptions about the shape of the input. Our example realistic input models are a case in point: any scene consisting of disjoint fat triangles in $\mathbb{R}^{2}$ is low-density, but not all low-density scenes consist only of fat objects. A hierarchy of such relations has been previously given [41].
As suggested above, one primary motivation for using realistic input models is the notion that they do a better job at predicting the performance of algorithms in reality. Furthermore, algorithms for realistic input are often simpler than algorithms that must be tuned to arbitrary worst-case examples.

One caveat about working with realistic input models: we must be careful to show the dependence on the constants associated with the models that could be hidden in the O notation in the analysis. This is because any object could be called $\alpha$-fat and any collection of objects could be called $\lambda$-low density if $\alpha$ and $\lambda$ are chosen suitably small (in the case of $\alpha$ ) or large (in the case of $\lambda$ ). If, on the other hand, we show the dependence in the analysis, then it is clear that at some value of the constant the result becomes less useful.

### 1.2.1 Previous work

The past work on realistic input models has focused on four main areas: union complexity, motion planning, point location and range searching, and certain computer-graphics problems. More recently, there have been some new results related to realistic terrains.

Union complexity. The complexity of the union of a set of objects is a combinatorial property that is interesting from an algorithmic point of view because it influences the running times of some algorithms. One area where it is especially important is in robotics and motion planning. This is because the first step of the standard technique for determining whether a robot can move between two points is to shrink the robot down to a point, expanding the obstacles accordingly. The algorithm then determines whether there are any paths that can go from the starting point to the target. The computational complexity of this technique depends in large part on the complexity of the union of the expanded obstacles.
The union complexity of $n$ fat triangles was first shown to be $O(n \log \log n)$ by Matoušek et al. [65] and the dependence on the fatness constant was later improved by Pach and Tardos [76]. In fact, since convex fat polygons of complexity $m$ can be covered by $O(m)$ fat triangles (as we show in a later chapter), the same is true for this class of objects. Furthermore, under a different definition of fatness, Van Kreveld showed [98] that non-convex polygons have the same property.

For objects that are not convex and that can have curved edges, De Berg showed that the union complexity is also close to linear [30]. For locally- $\gamma$-fat objects (and thus ( $\alpha, \beta$ )covered objects)—defined in Section 1.4-whose curved edges can intersect at most $s$ times, the union complexity is $O\left(\lambda_{s+2}(n) \log ^{2} n\right)$, where $\lambda_{s}(n)$ represents the length of an $(n, s)$ Davenport-Schinzel sequence. Such a sequence has a length that is near-linear in $n$ for any constant $s$ [87].
It has recently been shown that the union of fat tetrahedra in $\mathbb{R}^{3}$ is $O\left(n^{2+\varepsilon}\right)$ [51]. There has been some work done under other definitions of fatness as well: Aronov et al. [11] showed that the complexity of the union of so-called $\kappa$-round objects is $O\left(n^{2+\varepsilon}\right)$ in three dimensions and $O\left(n^{3+\varepsilon}\right)$ in four.

Robotics and motion planning. The application of realistic input models to motion planning has been quite successful. For example, when a robot has $f$ degrees of freedom, the free space (that is, the set of places into which the robot can move without colliding with an obstacle) has complexity $\Theta\left(n^{f}\right)$. This implies that any exact solution to the motion planning problem has time complexity $\Omega\left(n^{f}\right)$. Currently, the algorithm with the best time complexity for motion planning has time complexity $O\left(n^{f} \log n\right)$ [16]. However, when the obstacles form a low-density scene and the robot is not much larger than the obstacles, the complexity of the free space is $O(n)$ [97]. This has enabled the development of motion-planning algorithms with running times that are nearly linear given these realistic input assumptions [96].

Point location and range searching. There has been some research into data structures for point location and range searching in a set $S$ of disjoint fat objects. In the first problem, one wishes to find the specific object from $S$ containing a query point. In the second, the problem is to find all objects from $S$ intersecting a query range. That is, we wish to report
all objects that intersect some specific part of space. These two problems are related and often treated in tandem.

Point location has been well studied in two dimensions, while it remains essentially open in higher dimensions. A common data structure for point location in two dimensions, known as the trapezoidal map, is given in the book by De Berg et al. [42]. In arrangements of hyperplanes in $d$ dimensions, Chazelle and Friedman give a data structure [23] that can answer a point-location query in $O(\log n)$ time using $O\left(n^{d}\right)$ space.

Range searching is another well-studied problem. For arbitrary input, the two best-known data structures are partition trees and cutting trees. Each has a trade-off: partition trees use linear space, but queries take $O\left(n^{1-1 / d+\varepsilon}\right)$ time [66], while cutting trees have $O\left(\log ^{d} n\right)$ query time, but take $O\left(n^{d+\varepsilon}\right)$ storage [20]. It is also possible to trade storage for query time by combining the two types of trees: for any $n \leq m \leq n^{d}$, there exists a data structure with $O\left(m^{1+\varepsilon}\right)$ storage and $O\left(n^{\varepsilon} / m^{1+d}\right)$ query time.

Overmars and Van der Stappen first showed [75] that point-location and range-searching queries can be handled efficiently when the input is fat. They presented a data structure that supports point-location and range-searching queries in $O\left(\log ^{d-1} n\right)$ time that requires $O\left(n \log ^{d-1} n\right)$ storage after $O\left(n \log ^{d-1} n \log \log n\right)$ preprocessing. However, the rangesearching portion of this result requires the range to be not too much larger than the objects being queried. Subsequently, the same bounds for query time and storage space were obtained for low-density input at the expense of a small increase in preprocessing time [85]. This was further improved by De Berg, who gave [29] a linear-sized data structure with logarithmic query time for uncluttered scenes (another realistic input model on the distribution of the input that generalizes low density).

Most recently, object BAR-trees were employed to perform approximate range queries on low-density input in approximately $O(\log n+k)$ time using linear space [40].

Computer graphics. Some of the problems related to computer graphics that have been studied in the context of realistic input models are hidden surface removal, ray shooting, and the computation of depth orders. We study these problems in later chapters and give detailed overviews of the related work in the next section.

Realistic terrains. A polyhedral terrain (also known as a triangulated irregular network) is a 2.5 -dimensional representation of a portion of a surface. The most common surface that is represented by a terrain is the Earth. A terrain is modeled as a planar triangulation of a set of two-dimensional points. That is, it is a tiling of the convex hull of the points by triangles with the condition that every point is the vertex of at least one triangle. Each of the points has additional height information, and it is assumed that the elevation of any point inside a triangle $t$ is given by interpolating the heights of the vertices of $t$.
Realistic terrains are a newer area of research related to realistic input models that are inspired by geographic information systems. Here, a few restrictions are placed on the terrain:

- The triangles of the terrain are fat.
- The triangles are not too steep.
- The triangles are all nearly the same size.
- The projection of the terrain onto the $x y$-plane is a rectangle that is nearly a square.

Certain properties of these terrains, such as the complexity of a geodesic bisector between two points, have been shown to be lower than in general terrains [71]. Also, some experiments have been done that show that these assumptions are in fact realistic [70]. In addition, there has been some work done on finding the watersheds of such terrains [32] and on computing the overlay of maps of such terrains in a manner that attempts to minimize the number of disk accesses [37].

### 1.3 Overview of this thesis

In the remainder of this chapter, we give a short outline of the chapters to follow. We also mention some of the relevant related work. We begin with two chapters related to the decomposition of fat polygons and polyhedra, which we follow with three chapters related to new algorithms for problems related to computer graphics.

Triangulating fat polygons. In Chapter 2, we examine triangulation of a polygonprobably the most-used decomposition in computational geometry. We examine the problem in the context of fat objects. Connections between the running time of a triangulation algorithm and the shape complexity of the input polygon have been studied before. For example, it has been shown that monotone polygons [92], star-shaped polygons [84], and edge-visible polygons [93] can all be triangulated in linear time by fairly simple algorithms. Other measures of shape complexity studied include the number of reflex vertices [57] or the sinuosity [27] of the polygon.
We give a simple algorithm for computing the triangulation in time proportional to the complexity of the polygon and the number of guards that are necessary to "see" the entire boundary of the polygon. We also show that a certain type of fat polygons needs a constant number of guards-meaning that our algorithm is a linear-time algorithm for these polygons.
As of this writing, portions of Chapter 2 are to appear at the 20th Canadian Conference on Computational Geometry.

Decomposing non-convex fat polyhedra. In Chapter 3, we look at decompositions of non-convex fat polyhedra in three dimensions. Here, we attempt to find decompositions where the number of pieces is not too high. We show in a few cases that this can be done,
and we prove that it can not be done in most cases. This is, as far as we know, the first investigation of the possibilities of decomposition for the various types of fat polyhedra in three dimensions. In two dimensions, Van Kreveld showed [98] that non-convex polygons can be covered by fat triangles.
A preliminary version of Chapter 3 appeared at the 24th European Workshop on Computational Geometry, and the full paper has been invited to the special issue of Computational Geometry: Theory and Applications that accompanies that workshop. As of this writing, the paper is to appear at the 16 th European Symposium on Algorithms.

Ray shooting and simplex range searching. In Chapter 4, we look at the problem of ray-shooting amidst fat objects from two perspectives. This is the problem of preprocessing data into a data structure that can answer which object is first hit by a query ray in a given direction from a given point. In the first part of the chapter we fix the direction, while in the second part of the chapter the direction is allowed to be arbitrary. We then conclude with a data structure that reports the objects intersected by a query simplex that works in a similar manner to the data structure for ray shooting in arbitrary directions.

Data structures for vertical ray-shooting queries among sets of arbitrary disjoint triangles in $\mathbb{R}^{3}$ have rather high storage requirements. When $O(\log n)$ query time is desired, the best-known data structure needs $O\left(n^{2}\right)$ space [28]. Space can be traded for query time: for any $m$ satisfying $n \leq m \leq n^{2}$, a data structure can be constructed that uses $O\left(m^{1+\varepsilon}\right)$ space and allows vertical-ray-shooting queries that take $O\left(n^{1+\varepsilon} / m^{1 / 2}\right)$ time [28].

Given the prominence of the ray-shooting problem in computational geometry it is not surprising that ray shooting has already been studied from the perspective of realistic input models. In particular, the vertical-ray-shooting problem has been studied for fat convex polyhedra. For this case Katz [58] presented a data structure that uses $O\left(n \log ^{3} n\right)$ storage and has $O\left(\log ^{4} n\right)$ query time. Using the techniques of Efrat et al. [47] it is possible to improve the storage bound to $O\left(n \log ^{2} n\right)$ and the query time to $O\left(\log ^{3} n\right)$ [59]. Recently De Berg [31] presented a structure with $O\left(\log ^{2} n\right)$ query time; his structure uses $O\left(n \log ^{3} n(\log \log n)^{2}\right)$ storage.

Similarly, in the case of ray-shooting in arbitrary directions, the results achieved for nonfat objects require a lot of storage. If the input consists of $n$ arbitrary triangles, the best known structures with $O(\log n)$ query time use $O\left(n^{4+\epsilon}\right)$ storage [28, 78], whereas the best structures with near-linear storage have roughly $O\left(n^{3 / 4}\right)$ query time [7]. More generally, for any $m$ with $n<m<n^{4}$, one can obtain $O\left(\left(n / m^{1 / 4}\right) \log n\right)$ query time using $O\left(m^{1+\varepsilon}\right)$ storage [7]. Better results have been obtained for several special cases. When the set $\mathcal{P}$ is a collection of $n$ axis-parallel boxes, one can achieve $O(\log n)$ query time with a structure using $O\left(n^{2+\varepsilon}\right)$ storage [28]. Again, a trade-off between query time and storage is possible: with $O\left(m^{1+\varepsilon}\right)$ storage, for any $m$ with $n<m<n^{2}$, one can achieve $O((n / \sqrt{m}) \log n)$ query time. If $\mathcal{P}$ is a set of $n$ balls, then it is possible to obtain $O\left(n^{2 / 3}\right)$ query time with $O\left(n^{1+\varepsilon}\right)$ storage [90], or $O\left(n^{\varepsilon}\right)$ query time with $O\left(n^{3+\varepsilon}\right)$ storage [72].

When the input is fat, the results are somewhat better. For the case of horizontal fat
triangles, there is a structure that uses $O\left(n^{2+\varepsilon}\right)$ storage and has $O(\log n)$ query time [28], but the restriction to horizontal triangles is quite severe. Another related result is by Mitchell et al. [69]. In their solution, the amount of storage depends on the so-called simple-cover complexity of the scene, and the query time depends on the simple-cover complexity of the query ray. Unfortunately the simple-cover complexity of the ray-and, hence, the worst-case query time-can be $\Theta(n)$ for fat objects. In fact, this can happen even when the input is a set of cubes. The first (and so far only, as far as we know) result that works for arbitrary rays and rather arbitrary fat objects was recently obtained by Sharir and Shaul [89]. They present a data structure for ray shooting in a collection of fat triangles that has $O\left(n^{2 / 3+\varepsilon}\right)$ query time and uses $O\left(n^{1+\varepsilon}\right)$ storage. Curiously, their method does not improve the known bounds at the other end of the query-time-storage spectrum, so for logarithmic-time queries the best known storage bound is still $O\left(n^{4+\varepsilon}\right)$.
We present a new data structure for answering vertical ray-shooting queries as well as a data structure for answering ray-shooting queries for rays with arbitrary direction. Both structures improve the best known results on these problems. Finally, we use ideas from the second data structure to make a data structure for simplex range searching.

Portions of Chapter 4 appeared at the 22nd European Workshop on Computational Geometry, where the full paper was also invited to the special issue of Computational Geometry: Theory and Applications that accompanies that workshop [9]. The paper also appeared at the 22nd Symposium on Computational Geometry [8].

Depth order. Another problem that is studied in the field of computer graphics is the depth-order problem. We study it in Chapter 5 in the computational-geometry context. This is the problem of finding an ordering of the objects in the scene from "top" to "bottom", where one object is above the other if they share a point in the projection to the $x y$-plane and the first object has a higher $z$-value at that point.
The depth-order problem for arbitrary sets of triangles in 3-space does not seem to admit a near-linear solution; the best known algorithm runs in $O\left(n^{4 / 3+\varepsilon}\right)$ time [39]. This has led researchers to also study this problem for fat objects. Agarwal et al. [5] gave an algorithm for computing the depth order of a set of triangles whose projections onto the $x y$-plane are fat; their algorithm runs in $O\left(n \log ^{5} n\right)$ time. However, their algorithm cannot detect cycles-when there are cycles it reports an incorrect order. A subsequent result by Katz [58] produced an algorithm that runs in $O\left(n \log ^{5} n\right)$ time and that can detect cycles. In this case, one of the restrictions placed on the input is that the overlap of the objects in the projection is not too small. Thus, the constant of proportionality depends on the minimum overlap of the projections of the objects that do overlap. If there is a pair of objects whose projections barely overlap, then the running time of the algorithm increases greatly. One advantage that this algorithm has is that it can deal with convex curved objects.

We give an algorithm for finding the depth order of a group of fat objects and an algorithm for verifying if a depth order of a group of fat objects is correct. The latter algorithm is useful because the former can return an incorrect order if the objects do not have a depth
order (this can happen if the above/below relationship has a cycle in it). The first algorithm improves on the results previously known for fat objects; the second is the first algorithm for verifying depth orders of fat objects.
Portions of Chapter 5 appeared at the 17th ACM-SIAM Symposium on Discrete Algorithms [34]. The full version of the paper has appeared in the SIAM Journal on Computing [36].

Hidden-surface removal. The final problem that we study is the hidden-surface removal problem. In this problem, we wish to find and report the visible portions of a scene from a given viewpoint-this is called the visibility map. The main difficulty in this problem is to find an algorithm whose running time depends in part on the complexity of the output. For example, if all but one of the objects in the input scene are hidden behind one large object, then our algorithm should have a faster running time than if all of the objects are visible and have borders that overlap. We give such an algorithm-called an output-sensitive algorithm—in Chapter 6.
The first output-sensitive algorithms for computing visibility maps only worked for polygons parallel to the viewing plane or for the slightly more general case that a depth order on the objects exists and is given $[15,53,54,80,81,88]$. Unfortunately a depth order need not exist since there can be cyclic overlap among the objects. De Berg and Overmars [38] (see also [28]) developed a method to obtain an output-sensitive algorithm that does not need a depth order. When applied to axis-parallel boxes (or, more generally, $c$-oriented polyhedra) it runs in $O((n+k) \log n)$ time [38] and when applied to arbitrary triangles it runs in $O\left(n^{1+\varepsilon}+n^{2 / 3+\varepsilon} k^{2 / 3}\right)$ time [6]. Unfortunately, the running time for the algorithm when applied to arbitrary triangles is not near-linear in $n$-the complexity of the input-and $k$-the complexity of the output; for example, when $k=n$ the running time is $O\left(n^{4 / 3+\varepsilon}\right)$. For general curved objects no output-sensitive algorithm is known, not even when a depth order exists and is given.

Hidden-surface removal has also been studied for fat objects: Katz et al. [60] gave an algorithm with running time $O\left((U(n)+k) \log ^{2} n\right)$, where $U(m)$ denotes the maximum complexity of the union of the projection onto the viewing plane of any subset of $m$ objects. Since $U(m)=O(m \log \log m)$ for fat polyhedra [76] and $U(m)=O\left(\lambda_{s+2}(m) \log ^{2} m\right)$ for fat curved objects [30], their algorithm is near-linear in $n$ and $k$. However, the algorithm only works if a depth order exists and is given.
We give an algorithm for hidden-surface removal that does not need a depth order and whose running time is still near-linear in $n$ and $k$.
Portions of Chapter 6 appeared at the 10th International Workshop on Algorithms and Data Structures [35] and the full paper was also invited to the special issue of Computational Geometry: Theory and Applications that accompanies that workshop.

Conclusions. We end the thesis with some conclusions and we state some open problems in Chapter 7.

### 1.4 Definitions and basic techniques

Many realistic input models (and measures of fatness) have been proposed. In the next few paragraphs, we define those that we use most in this thesis and discuss some techniques that we feel are important to know about when dealing with realistic input.
$\beta$-fat objects. The best-known and most widely used of the realistic input models is $\beta$ fatness. This is the model of fatness that we employ in this thesis, unless otherwise noted. It is defined as follows.

Definition 1.1 Let $\beta$ be a constant, with $0<\beta \leq 1$. An object $o$ in $\mathbb{R}^{d}$ is defined to be $\beta$-fat if, for any ball $b$ whose center lies in $o$ and that does not fully contain $o$, we have $\operatorname{vol}(b \cap o) \geq \beta \cdot \operatorname{vol}(b)$.

There have been other definitions of fatness proposed (such as the one given in Section 1.2, restricting the minimum angle of triangles), but when the input is convex, they are all equivalent up to constant factors.

Locally- $\gamma$-fat objects. When the input is not convex, defining fatness in such a way that the objects satisfy the intuitive definition of fatness is trickier. Many of the results stated for fat objects break completely under Definition 1.1 when the input is not convexfor example, the union complexity of two non-convex $\beta$-fat objects can be $\Omega\left(n^{2}\right)$ as can be seen in Figure 1.4(b). (In fact, $n$ constant-complexity non-convex $\beta$-fat objects can also have a union complexity of $\Omega\left(n^{2}\right)$, but the example is more complicated [30].) We use two definitions of fatness for non-convex objects in this thesis that satisfy the intuitive definition better than Definition 1.1. The first is of locally- $\gamma$-fat objects. See Figure 1.4(a).


Figure 1.4 (a) A locally-fat polygon. Note that only the part of the intersection containing the center of the circle is counted. (b) An object that is approximately $(1 / 4)$-fat, but not locally-(1/4)-fat.

Definition 1.2 For an object $o$ and a ball $b$, define $b \sqcap o$ to be the connected component of $b \cap o$ that contains the center of $b$. Let $\gamma$ be a constant, with $0<\gamma \leq 1$. An object $o$ in $\mathbb{R}^{d}$ is defined to be locally- $\gamma$-fat if, for any ball $b$ whose center lies in $o$ and that does not fully contain $o$, we have $\operatorname{vol}(b \sqcap o) \geq \gamma \cdot \operatorname{vol}(b)$.
$(\alpha, \beta)$-covered objects. Definition 1.2 is a small modification of Definition 1.1—we simply replace $\cap$ by $\sqcap$. The second definition that we use shares less with Definition 1.1. It is illustrated in Figure 1.5.


Figure 1.5 An $(\alpha, \beta)$-covered polygon with diameter 1.

Definition 1.3 Let $P$ be a polyhedron in $\mathbb{R}^{d}$ and $\alpha$ and $\beta$ be two constants with $0<\alpha \leq 1$ and $0<\beta \leq 1$. A good simplex is a simplex that has fatness $\alpha$ (using Definition 1.1) and has smallest edge-length $\beta \cdot \operatorname{diam}(P)$. $P$ is $(\alpha, \beta)$-covered if every point $p$ on the boundary of $P$ admits a good simplex that has one vertex at $p$ and stays completely inside $P$.

Definition 1.3 is a generalization to higher dimensions of the $(\alpha, \beta)$-covered polygons proposed by Efrat [46]. As observed by De Berg [30] when he introduced the class of locally- $\gamma$-fat polygons, the class of locally- $\gamma$-fat objects is strictly more general than the class of $(\alpha, \beta)$-covered objects: any object that is $(\alpha, \beta)$-covered for some constants $\alpha$ and $\beta$ is also locally- $\gamma$-fat for some constant $\gamma$ depending on $\alpha$ and $\beta$, but the reverse is not true.

Low-density scenes. Another realistic input model assumes that the input is low density. This means, essentially, that there can not be too many large objects intersecting a small space. The formal definition is given below. We define size $(o)$, the size of an object $o$, to be the radius of the smallest enclosing ball ${ }^{1}$ of $o$.

Definition 1.4 The density of a set $S$ of objects is defined as the smallest number $\lambda$ such that any ball $b$ is intersected by at most $\lambda$ objects $o \in S$ such that $\operatorname{size}(o) \geq \operatorname{size}(b)$.

[^1]

Figure 1.6 A low-density scene. Note that the small triangles are not counted, since they are not as large as the circle.

The following lemma relates the density of a set of disjoint objects to their fatness.

Lemma 1.5 (De Berg et al. [41]) Any set of disjoint $\beta$-fat objects has density $\lambda$ for some $\lambda=O(1 / \beta)$.

Below, we look at three techniques that are useful when dealing with realistic input.

Canonical directions. One simple but powerful tool often used when designing algorithms and combinatorial proofs for fat objects is a small set of canonical directions. It is difficult to define such a set in the absence of the context of a specific problem, so we first give an example.

We again restrict the input to triangles that have a minimum angle that is at least some constant $\alpha$. Let $D=\{0, \alpha / 2, \alpha, 3 \alpha / 2, \ldots\}$ be a set of directions with $|D|=\lceil 4 \pi / \alpha\rceil$. Then at every vertex $v$ of a triangle $t$, there must be at least one direction $\vec{d} \in D$ where a line segment placed at $v$ in direction $\vec{d}$ stays in the interior $t$. It is important to note that the size of $D$ is independent of the number of triangles in the input set; no matter how many triangles are input, if they are all $\alpha$-fat, then $O(1 / \alpha)$ directions suffice.
One application in which such a set of canonical directions is useful is the following. Let $P$ be a set of $n$ points. We wish to query a data structure on $P$ with ranges that are fat triangles. The data structure should return all the points inside the range. This is known as simplex range searching. For arbitrarily skinny ranges, cutting trees have near-logarithmic query times and $O\left(n^{2+\varepsilon}\right)$ storage requirements, and partition trees have near-linear storage requirements but have query times that are $O\left(n^{1 / 2+\varepsilon}\right)$ [42].


Figure 1.7 A set of canonical directions for $\alpha=48^{\circ}$.


Figure 1.8 A fat triangle divided into triangles with two edges that have canonical directions. The canonical directions are those shown in Figure 1.7.

However, an $\alpha$-fat triangle can be divided into four smaller triangles that each have two edges that have directions from $D$-see Figure 1.8. This allows us to design a more efficient data structure. Each range query with a triangle can be thought of as the intersection of three range queries with half-planes. When the direction of an edge of the triangle is known beforehand, such a half-plane query is simple: a balanced binary search tree will suffice.

Therefore, we can construct $O\left(1 / \alpha^{2}\right)$ multi-level data structures-see [42] for a good introduction to multi-level data structures-with three levels. Each of the first two levels corresponds to a half-plane query data structure optimized for one of the canonical directions (that is, the balanced binary search tree). The final level of the data structure is a data structure by Chazelle et al. [26]. This is a slightly more complex data structure that uses $O(n)$ space and can answer half-space range queries in time $O(\log n+k)$, where $k$ is the size of the output. Our data structure then has query time $O\left(\log ^{3} n+k\right)$, while using $O\left(n \log ^{2} n\right)$ space. In other words, its query time is approximately the same as the query time for cutting trees while its space requirement is about the same as that of partition trees.

In this example, the property that the canonical directions have is that a segment travelling in a direction from $D$ away from a vertex stays inside the triangle. In later chapters, we use sets of canonical directions with more complicated properties, such as when we define towers in Chapter 3 and when we define witness edges in Chapter 5.

Guards. Another tool used when dealing with realistic input is a guarding set. The goal when creating a guarding set is to define a set of points that have the property that any range that does not contain one of the points must intersect a small number of the input objects. A range, in this context, is an element of a family $R$ of shapes. An example family $R$ could be the set of all squares in $\mathbb{R}^{2}$, and a range from that family would then be a specific square.
Given a set $D$ of disjoint disks, we can build a guarding set by placing a guard at each corner of the axis-aligned bounding square of each disk in $D$ as well as at the center of each disk in $D$. Using the same family of ranges $R$ defined above-namely the set of all squares-any range $r$ from $R$ that contains no guard can intersect at most four disks from $D$. This property is useful for constructing data structures, such as binary space partitions, discussed below.


Figure 1.9 A set of circles with guards. No square can intersect more than four circles without containing a guard.

In contrast to the example above, where the size of the guarding set depends on $n$, in certain situations the size of the guarding set is a constant depending on the fatness constant of the input. In Chapter 4, for example, we create a constant-sized grid that guards against a family of ranges that consists of a subset of the input. However, in this thesis, guarding sets are most often used implicitly in the construction of binary space partitions, which we discuss next.

Binary space partitions. Another technique used in computational geometry is the decomposition of space into cells. Generally the goal is to obtain a constant number of (fragments of) input objects in each cell. This is a widely used technique, and when the objects conform to a realistic input model, properties of the decompositions often improve.
One decomposition of space is known as the binary space partition, or BSP. BSPs are widely used in practice despite the fact that their use often does not lead to the best-known theoretical time bounds. However, their actual performance is often better than the theory predicts. One reason for this might be that the objects input to BSPs in practice tend to fit realistic input models.
The main idea behind a BSP is to recursively split space until the remaining subspaces each contain at most one fragment of an input object. This process can be modeled as a tree structure. A BSP is constructed as follows: first, a hyperplane (a line in two dimensions or a plane in three dimensions) $h_{1}$ splits space. Then two hyperplanes $h_{2}$ and $h_{3}$ split the parts of space on either side of $h_{1}$. Two hyperplanes then split the parts of space on either side of $h_{2}$ and two more hyperplanes split the parts of space on either side of $h_{3}$. This process continues until each part of space contains at most one piece of input.
The BSP tree structure is defined as follows: every fragment of an object is contained in some leaf. A node $\nu$ contains a splitting hyperplane $h$ (the root node contains $h_{1}$ ) and has two BSP trees as children. The left child of $\nu$ is the BSP tree on the space above $h$ and the right child of $\nu$ is the BSP tree on the space below $h$. See Figure 1.10.


Figure 1.10 A BSP and its associated tree.
The size of a BSP is defined to be the number of fragments that are stored in the nodes of the BSP. It is generally desirable to have a BSP that has a small size. However, even for segments in $\mathbb{R}^{2}$, it is not always possible to obtain a linear-sized BSP, as Tóth has shown [91] that there are input configurations that imply a BSP of $\operatorname{size} \Omega(n \log n / \log \log n)$. In $\mathbb{R}^{3}$, the situation is even worse: Paterson and Yao show [77] that binary space parti-
tions for disjoint triangles can be forced to have size $\Omega\left(n^{2}\right)$. This is too large for many applications, so BSPs were often ignored by the theoretical-computer-science community. However, when the input conforms to a realistic input model, the situation does not look so bad. First, De Berg designed [29] a BSP with linear size for low-density scenes. Then De Berg and Streppel designed [40] the object BAR-tree, which also has linear size for low-density scenes as well as a few other nice properties that we discuss below.

The object BAR-tree is an extension of the balanced aspect-ratio tree, or BAR-tree, introduced by Duncan et al. [44]. This is a BSP on points that has linear size (as do all BSPs on points, since points can not be split). The cells of the BAR-tree are fat, and the depth of a BAR-tree on $n$ points is $O(\log n)$.
The object BAR-tree is constructed by surrounding each input object by a set of guards and then building a BAR-tree on the guards. As long as the input objects have low density, the tree has the same properties as a BAR-tree: linear size, fat cells, and logarithmic depth. These properties are quite useful, and we see examples of the use of the object BAR-tree in many chapters of this thesis.

## CHAPTER 2

## Triangulating fat polygons

### 2.1 Introduction

Polyhedra and their planar equivalent, polygons, play an important role in many geometric problems. From an algorithmic point of view, however, general polygons and polyhedra are unwieldy to handle directly: many algorithms can only handle them when they are convex, preferably of constant complexity. Hence, there has been extensive research into decomposing polyhedra (or, more generally, arrangements of triangles) into tetrahedra and polygons into triangles or other constant-complexity convex pieces. The two main issues in developing decomposition algorithms are (i) to keep the number of pieces in the decomposition small, and (ii) to compute the decomposition quickly.

In the planar setting the number of pieces is, in fact, not an issue if the pieces should be triangles: any polygon admits a triangulation-that is, a partition of a polygon into triangles without adding extra vertices-and any triangulation of a simple polygon with $n$ vertices has $n-2$ triangles. Hence, research focused on developing fast triangulation algorithms, culminating in Chazelle's linear-time triangulation algorithm [19]. An extensive survey of algorithms for decomposing polygons and their applications is given by Keil [61].
In this chapter, we look at the problem in the planar context; we study the problem in $\mathbb{R}^{3}$ in the next. In particular, in this chapter we look at the triangulation problem with respect to fat objects. Polygon triangulation is a common preprocessing step in geometric algorithms.

It has long been known that linear-time polygon triangulation is possible but the algorithm by Chazelle [19] that achieves this is quite complicated. There are several implementable algorithms which triangulate polygons in near-linear time. For example, Kirkpatrick et al. [64] describe an $O(n \log \log n)$ algorithm and Seidel [86] presents a randomized algorithm which runs in $O\left(n \log ^{*} n\right)$ expected time. However, it is a major open problem in computational geometry to present a linear-time implementable algorithm.

We study triangulation in the context of fat objects. Relationships between shape complexity and the number of steps necessary to triangulate polygons have been investigated before. For example, it has been shown that monotone polygons [92], star-shaped polygons [84], and edge-visible polygons [93] can all be triangulated in linear time by fairly simple algorithms. Other measures of shape complexity studied include the number of reflex vertices [57] or the sinuosity [27] of the polygon. However, no linear-time algorithm (except Chazelle's complicated general algorithm) is known for fat polygons, arguably the most popular shape-complexity model of the last decade. This is the goal of our work: to develop a simple linear-time algorithm for fat polygons.

We begin, after defining some terms and setting up some tools in Section 2.2, by showing that $(\alpha, \beta)$-covered polygons can be "guarded" by a constant number, $k$, of points in Section 2.3. We call polygons that have this property $k$-guardable. In this context, a polygon is guarded by a set of points $G$ if, for each point $p$ on the boundary of the polygon, there is a line segment between $p$ and one of the guards in $G$ that is contained in $P$. Note that this is a different definition than the one we gave in Chapter 1 when discussing techniques for dealing with realistic input. We conclude in Section 2.4 by giving two algorithms for triangulating $k$-guardable polygons in $O(k n)$ time. If the link diameter of the input-see the next section for a formal definition-is $d$, then one of our algorithms takes $O(d n)$ timea slightly stronger result. We also describe an algorithm which triangulates $k$-guardable polygons in $O(k n)$ time. That algorithm uses even easier subroutines than the other, but it requires the actual guards as input, which might be undesirable in certain situations.

As mentioned in Chapter 1, there are several algorithms and data structures for collections of realistic objects. For example, the problem of ray-shooting in an environment consisting of fat objects has been studied extensively $[31,58]$ (see also Chapter 4 of this thesis). However, there are few results concerning individual realistic objects. We hope that our results on triangulating realistic polygons will encourage further research in this direction.

### 2.2 Tools and definitions

Throughout this chapter let $P$ be a simple polygon with $n$ vertices. We assume that $P$ has no vertical edges. If $P$ has vertical edges, it is easy to rotate it by a small amount until the vertical edges are eliminated.
We denote the interior of $P$ by $\operatorname{int}(P)$, the boundary of $P$ by $\partial P$, and the diameter of $P$ by $\operatorname{diam}(P)$. The boundary is considered part of the polygon, that is, $P=\operatorname{int}(P) \cup \partial P$. We say that a point $p$ is in $P$ if $p \in \operatorname{int}(P) \cup \partial P$.


Figure 2.1 The visibility polygon $V P(p, P)$ is shaded. $P_{w}$ is the pocket of $w$ with respect to $V P(p, P)$.

The segment or edge between two points $p$ and $q$ is denoted by $\overline{p q}$. The same notation implies the direction from $p$ to $q$ if necessary. Two points $p$ and $q$ in $P$ see each other if $\overline{p q} \cap P=\overline{p q}$. If $p$ and $q$ see each other, then we also say that $p$ is visible from $q$ and vice versa. We call a polygon $P k$-guardable if there exists a set $G$ of $k$ points in $P$ called guards such that every point $p \in \partial P$ can see at least one point in $G$.
A star-shaped polygon is defined as a polygon that contains a set of points-the kerneleach of which can see the entire polygon. If there exists an edge $\overline{p q} \subset \partial P$ such that each point in $P$ sees some point on $\overline{p q}$, then $P$ is weakly edge-visible. The visibility polygon of a point $p \in P$ with respect to $P$, denoted by $V P(p, P)$ is the set of points in $P$ that are visible from $p$. Visibility polygons are star-shaped and have complexity $O(n)$.


Figure 2.2 A polygon with low link diameter that needs $O(n)$ guards.
A concept related to visibility in a polygon $P$ is the link distance, which we denote by $l d(p, q)$ for two points $p$ and $q$ in $P$. Consider a polygonal path $\pi$ that connects $p$ and $q$ while staying in $\operatorname{int}(P)$. We say that $\pi$ is a minimum link path if it has the fewest number of segments (links) among all such paths. The link distance of $p$ and $q$ is the number of links of a minimum link path between $p$ and $q$. We define the link diameter $d$ of $P$ to be $\max _{p, q \in P} l d(p, q)$. The link diameter of a polygon may be much less than the number of guards required to see its boundary, and is upper bounded by the number of guards required to see the boundary. This can be seen in the so-called "comb" polygons-see Figure 2.2 -that generally have a low link diameter but need a linear number of guards.

Let $Q$ be a subpolygon of $P$ (that is, a simple polygon that is a subset of $P$ ), where all vertices of $Q$ are on $\partial P$. If all vertices of $Q$ coincide with vertices of $P$, then we call $Q$ a pure subpolygon. If $\partial P$ intersects an edge $w$ of $\partial Q$ only at $w$ 's endpoints, then $w$ is called a window of $Q$. Any window $w$ separates $P$ into two subpolygons. The one not containing $Q$ is the pocket of $w$ with respect to $Q$ (see Figure 2.1). Any vertex added to the polygon (such as the endpoint of a window) is called a Steiner point.

Lemma 2.1 (El Gindy and Avis [48]) $V P(p, P)$ can be computed in $O(n)$ time.

This algorithm, while not trivial, is fairly simple. It involves a single scan of the polygon and a stack. See O'Rourke's book [73] for a good summary.

### 2.3 Guarding realistic polygons

In this section we discuss several realistic input models for polygons and their connection to $k$-guardable polygons. We first consider the so-called $\varepsilon$-good polygons introduced by Valtr [95]. An $\varepsilon$-good polygon $P$ has the property that any point $p \in P$ can see a constant fraction $\varepsilon$ of the area of $P$. Valtr showed that these polygons can be guarded by a constant number of guards. Hence $\varepsilon$-good polygons fall naturally in the class of $k$-guardable polygons. Kirkpatrick [63] achieved similar results for a related class of polygons, namely polygons $P$ where any point $p \in P$ can see a constant fraction $\varepsilon$ of the length of the boundary of $P$. These polygons can be guarded by a constant number of guards as well, and hence are $k$-guardable polygons.


Figure 2.3 A polygon $P$ that is $(\alpha, \beta)$-covered but not $\varepsilon$-good. By scaling the length of the edges, the central point of $P$ can be made to see an arbitrarily small fraction of the area of $P$.

We now turn our attention to fat polygons. In particular, we consider $(\alpha, \beta)$-covered polygons-see Chapter 1 for the definition. It is easy to show that the classes of $(\alpha, \beta)$ covered polygons and $\varepsilon$-good polygons are not equal-any convex polygon that is not fat is $\varepsilon$-good but not $(\alpha, \beta)$-covered, and the polygon in Figure 2.3 is $(\alpha, \beta)$-covered but not $\varepsilon$-good. In the remainder of this section we prove that $(\alpha, \beta)$-covered polygons can also be guarded by a constant number of guards and hence are $k$-guardable polygons. In particular, we prove with a simple grid-based argument that we can guard the boundary of an $(\alpha, \beta)$-covered polygon with $\left\lceil 32 \pi /\left(\alpha \beta^{2}\right)\right\rceil$ guards.

Let $P$ be an $(\alpha, \beta)$-covered polygon with diameter 1 and let $p$ be a point on $\partial P$. We construct a circle $C$ of radius $\beta / 2$ around $p$ and place $\lceil 4 \pi / \alpha\rceil$ guards evenly spaced on the boundary of $C$. Call this set of guards $G_{p}$. By construction, the triangle consisting of $p$ and any two consecutive guards of $G_{p}$ has an angle at $p$ of $\alpha / 2$. Hence any good triangle which is placed at $p$ must contain at least one guard from $G_{p}$. Now consider the circle $C^{\prime}$ centered at $p$ with radius $\beta / 4$. We show in the lemma below that any good triangle placed at a point inside the circle $C^{\prime}$ must contain at least one guard from $G_{p}$.

Lemma 2.2 Let $T$ be a good triangle with a vertex inside the circle $C^{\prime}$. Then $T$ contains at least one guard from $G_{p}$.

Proof. Let $v$ be the vertex of $T$ that lies inside $C^{\prime}$. Since $T$ is a good triangle, all of its edges have length at least $\beta$. Also, all of its angles are at least $\alpha$. In particular, the angle that is at $v$ is at least $\alpha$. Since all angles in $T$ are at least $\alpha, \alpha$ is at most $\pi / 3$.


Figure 2.4 The guarding set $G_{p}$.
Let $r$ be the ray that bisects the angle at $v$. Assume that $T$ contains no guards from $G_{p}$. It is easy to see that we lose no generality by assuming that $v$ is on the boundary of $C^{\prime}$. Indeed, moving $T$ towards the boundary of $C^{\prime}$ along $r$, no guards from $G_{p}$ can enter $T$. We also lose no generality by assuming that $r$ is orthogonal to $C^{\prime}$ at $v$ and that it passes through the center point of the segment connecting two consecutive guards from $G_{p}$. We now show that even in this worst case, pictured in Figure 2.4, there must be a guard from $G_{p}$ in $T$.
We show that there is a segment connecting two consecutive guards from $G_{p}$ that is completely contained in $T$. Let $g_{1}$ and $g_{2}$ be the guards which have the property that $r$ passes through the segment $\overline{g_{1} g_{2}}$. We denote the length of the segment $\overline{g_{1} g_{2}}$ by $2 \delta$. Hence $\tan (\alpha / 4)=2 \delta / \beta$. Let the angle $g_{1} v g_{2}$ be denoted by $2 \theta$. We have $\tan \theta=4 \delta / \beta$. Therefore, $\tan \theta=2 \tan (\alpha / 4)$. Since $0<\alpha / 4 \leq \pi / 12<\pi / 4$, we have $0<2 \tan (\alpha / 4)<$ $\tan (\alpha / 2)$ (by double-angle identities for $\tan$ ). This implies that $\tan \theta<\tan (\alpha / 2)$ and
hence $2 \theta<\alpha$. It follows that $T$ must contain the segment $\overline{g_{1} g_{2}}$. Since we chose the worst possible $T$, any good triangle inside $C^{\prime}$ must contain at least one guard from $G_{p}$.
This lemma almost immediately provides a guarding set for $\partial P$.
Theorem 2.3 Let $P$ be a simple $(\alpha, \beta)$-covered polygon. The boundary of $P$ can be guarded by $\lceil 4 \pi / \alpha\rceil\lceil 2 \sqrt{2} / \beta\rceil^{2}$ guards.

Proof. Assume without loss of generality that the diameter of $P$ is 1 . Thus, $P$ has a bounding square $B$ with area 1 . The circle $C^{\prime}$ in the guarding set $G_{p}$ from Lemma 2.2 contains a square with area $\beta^{2} / 8$. We cover $B$ by $\lceil 2 \sqrt{2} / \beta\rceil^{2}$ such squares that are each surrounded by a copy of $G_{p}$. Since every point of $\partial P$ is contained in at least one such square, this must be a guarding set by Lemma 2.2. Since each copy of $G_{p}$ contains $\lceil 4 \pi / \alpha\rceil$ guards, we need at most $\lceil 4 \pi / \alpha\rceil\lceil 2 \sqrt{2} / \beta\rceil^{2}$ guards to guard $\partial P$.

### 2.4 Triangulating $k$-guardable polygons

We present two algorithms that triangulate a $k$-guardable polygon. The first algorithm is slightly simpler, but it needs the set of guards as input. The second algorithm does not. The model under which the first algorithm operates, that is, that it needs the guards as input, may seem strange at first. However, given the results of the previous section for $(\alpha, \beta)$-covered polygons, we can easily find a small guarding set in linear time for certain fat polygons.

### 2.4.1 Triangulating with a given set of guards

Let $G=\left\{g_{1}, \ldots, g_{k}\right\}$ be a given set of $k$ guards in $P$ that jointly see $\partial P$. In this section we describe a simple algorithm that triangulates $P$ in $O(k n)$ time.

A vertical decomposition of $P$-also known as a trapezoidal decomposition of $P$, leading to the notation $\mathcal{T}(P)$-is obtained by adding a vertical extension to each vertex of $P$. A vertical extension of $v$, denoted $\operatorname{vert}(v)$, is the maximal vertical line segment which is contained in $\operatorname{int}(P)$ and intersects $v$. We sometimes refer to an upward (resp. downward) vertical extension of $v$. This is the (possibly empty) part of vert $(v)$ that is above (resp. belog'be• a guard and $w$ be a window of $V P(g, P)$. $P_{w}$ denotes the pocket of $w$ with respect to $V P(g, P)$. The vertical projection onto $w$ is the ordered list of intersection points of $w$ with the vertical extensions of the vertices of $P_{w}$ (see Figure 2.5).
Our algorithm finds the vertical decomposition $\mathcal{T}(P)$ of $P$ in $O(k n)$ time. In particular, we show how to compute all vertical extensions of $\mathcal{T}(P)$ that are contained in or cross the visibility polygon of a guard in $O(n)$ time. Since each vertex of $P$ is seen by at least one guard, every vertical extension is computed by our algorithm. It is well known that finding a triangulation of a polygon $P$ is simple given the vertical decomposition of $P$ [27]. The


Figure 2.5 The vertical projection onto $w$ is $\left(x_{1}, x_{2}, x_{3}\right)$.
most complicated procedure used in our algorithm has the difficulty level of computing the visibility polygon of a point.
Below is a high-level description of our algorithm. The details of the various steps will be discussed later.

## TriangulateWithGuards $(P, G)$

```
for each guard g\inG
```

do find the visibility polygon $V P_{1}(g, P)$. for each window $w$ in $V P_{1}(g, P)$
do compute the vertical projection onto $w$ and add the resulting Steiner points to $w$.
$\triangleright$ After all windows of $V P_{1}(g, P)$ have been processed, we have a simple polygon $V P_{2}(g, P)$ that includes the points in the vertical projections as Steiner points on the windows.
5 Compute the vertical decomposition of $V P_{2}(g, P)$. For every vertex $v$ of $V P_{2}(g, P)$ that is not a Steiner point created in Step 2, add the vertical extension of $v$ to $\partial V P_{2}(g, P)$, creating $V P_{3}(g, P)$.
$\triangleright$ We have now computed the restriction of $\mathcal{T}(P)$ to $V P(g, P)$. That is, every vertical extension that is part of $\mathcal{T}\left(V P_{3}(g, P)\right)$ is contained in a vertical extension of $\mathcal{T}(P)$ and every vertical extension of $\mathcal{T}(P)$ that crosses $V P(g, P)$ is represented in $\mathcal{T}\left(V P_{3}(g, P)\right)$ for some $g \in G$.
6
For each vertex $v$ of $V P_{3}(g, P)$, determine the endpoints of vert $(v)$ on $\partial P$.

By Lemma 2.1, Step 2 takes $O(n)$ time. We now discuss the other steps of the algorithm.
Step 4: Computing a vertical projection onto a window. Without loss of generality, we assume that $w$ is not vertical and that $\operatorname{int}(V P(g, P))$ is above $w$ (see Figure 2.7). Let $v$ be a vertex of $P_{w}$ such that $\operatorname{vert}(v)$ intersects $w$. Furthermore, let $z$ be a point at infinite distance vertically above some point on $w$. Observe that if we remove the parts of $P$ above $w$ so that $z$ can see all of $w$, then $z$ can see $v$. This implies that we should


Figure 2.6 Sample execution of the algorithm. The box is the guard, unfilled circles are new Steiner points, and filled circles are points from which a vertical extension is computed.
remove all parts of $P_{w}$ that are inside the "vertical slab" above $w$, so that vertices whose vertical extensions intersect $w$ are precisely those that form the visibility polygon of $z$. The technique of computing a visibility polygon of a point at infinity was first used by Toussaint and El Gindy [94].


Figure 2.7 Computing a vertical projection. (a) A polygon that does not wrap around $w$. (b) Its vertical projection. (c) A polygon that wraps around $w$. The counter $c_{2}$ is incremented at $i_{1}$ and $i_{2}$, decremented at $i_{3}$, incremented again at $i_{4}$, and decremented two more times at $i_{5}$ and $i_{6}$, at which time it is once again 0 .

We remove all the parts of $P_{w}$ that are outside the vertical slab directly below $w$, as follows. Imagine shooting two rays downward from the start- and end-points of $w$. We call the rays $r_{1}$ and $r_{2}$. We keep two counters called $c_{1}$ and $c_{2}$ that are initialized to 0 , and are associated to $r_{1}$ and $r_{2}$, respectively. Assume that $r_{1}$ is to the left of $r_{2}$. We begin scanning $\partial P_{w}$ at one of the endpoints of $w$ and proceed toward the other endpoint. If an edge of $\partial P_{w}$ intersects $r_{1}$ from the right, we increment $c_{1}$ and proceed as follows until $c_{1}$ is again 0 . We continue scanning $\partial P_{w}$, throwing away edges as we go. If an edge
intersects $r_{1}$ from the right, we increment $c_{1}$ and if an edge intersects $r_{1}$ from the left, we decrement $c_{1}$. When $c_{1}$ is 0 , we connect the first and last intersections of $\partial P_{w}$ by a segment. The procedure is essentially the same when an edge intersects $r_{2}$ except that we interchange "right" and "left". Note that if $P_{w}$ winds around $w$ many times, $c_{1}$ or $c_{2}$ might be much larger than 1 . Finally, once $\partial P_{w}$ has been traced back to $w$, we remove potential intersections between newly constructed line segments along $r_{1}$ by shifting them to the left by a small amount proportional to their length. We shift the new segments along $r_{2}$ to the right by a small amount proportional to their length. The simplicity of $P$ implies that the new segments are either nested or disjoint, so we obtain a simple polygon that does not cross the vertical slab above $w$. Finally, we remove $w$ and attach its endpoints to $z$, thus obtaining polygon $\widehat{P_{w}}$. The vertices of $V P\left(z, \widehat{P_{w}}\right)$ are precisely those vertices of $P_{w}$ whose vertical extensions intersect $w$ and appear as output in sorted order.

Lemma 2.4 The vertical projection onto $w$ can be computed in $O\left(\left|P_{w}\right|\right)$ time.
Proof. The algorithm described in the text consists of a scan of $\partial P_{w}$ and a visibility polygon calculation, which has complexity $O\left(\left|P_{w}\right|\right)$. Therefore, it remains to show that a point $x$ is added to $w$ if and only if there is a corresponding vertex $v_{x}$ in $P_{w}$ whose vertical extension intersects $w$ at $x$.

Suppose there is a vertex $v_{x}$ whose vertical extension intersects $w$. Then $v_{x}$ is visible from $z$, so $v_{x}$ is included in $\operatorname{VP}\left(z, \widehat{P_{w}}\right)$ and thus $x$ is added to $w$. On the other hand, suppose there is a point $x$ added to $w$. This occurs if there is a vertex $v_{x}$ which is visible to $z$ through $w$. Since this is the case, the vertical extension of $v_{x}$ intersects $w$.

Step 5: Computing a vertical decomposition of a star-shaped polygon. Let $S$ be a given star-shaped polygon and $g$ be a point inside the kernel of $S$. We assume that the vertices of $S$ are given in counterclockwise order around $S$. To simplify the algorithm, we describe only the computation of the upward vertical decomposition (that is, for each vertex $v$, we find the upper endpoint of $\operatorname{vert}(v)$ ) of the part of $S$ that is to the left of the vertical line through $g$. See Figure 2.8. We say that a vertex $v$ supports a vertical line $\ell$ if the two edges adjacent to $v$ are both on the same side of $\ell$.

The algorithm for finding the upward vertical decomposition of $S$ consists of a sequence of alternating leftward and rightward walks: a leftward walk which moves a pointer to a vertex which supports a vertical line (locally) outside $S$, and a rightward walk which adds vertical decomposition edges. The algorithm begins with the leftward walk which starts from the point directly above $g$. It ends when the rightward walk passes under $g$.
The leftward walk simply moves a pointer forward along $\partial S$ until a vertex $v_{s}$ which supports a vertical line outside $S$ is encountered-so we concentrate on describing the rightward walk. The rightward walk begins with two pointers, $p_{u}$ and $p_{d}$, which initially point to $v_{s}$, the last point encountered in the leftward walk. The pointers are moved simultaneously so that they always have the same $x$-coordinate, with $p_{d}$ being moved forward along $\partial S$-that is, counterclockwise-while $p_{u}$ is moved backward along $\partial S$ (imagine sweeping rightward with a vertical line from $v_{s}$ ). If $p_{d}$ encounters a vertex, then


Figure 2.8 Upward vertical decomposition of the part of $S$ to the left of the guard $g$.
a vertical decomposition edge is created between $p_{d}$ and $p_{u}$. If $p_{u}$ encounters a vertex $v$ to which a vertical decomposition edge $\operatorname{vert}(v)$ is already attached (which implies that $v$ supports a vertical line), then $p_{u}$ moves to the top of $\operatorname{vert}(v)$ and continues from there. When $p_{d}$ encounters a vertex $v$ that supports a vertical line, the rightward walk ends and the leftward walk begins anew at $v$.

Lemma 2.5 The vertical decomposition of a star-shaped polygon $P$ is correctly computed by the above algorithm in $O(n)$ time.

Proof. The algorithm outlined in the text maintains the following extension invariant: the correct upward vertical extension has been found for every vertex to which $p_{d}$ has pointed. Initially, the invariant is trivially true.

By construction, $p_{d}$ visits all vertices of $S$ that are the endpoints of the edges of the upward vertical decomposition of $S$ in counterclockwise order. Hence the algorithm constructs a vertical extension for each of these vertices. It remains to show that the upper endpoint of the vertical extension is correctly identified. Denote the current position of $p_{d}$ by $v_{d}$. Again by construction, $p_{u}$ lies vertically above $v_{d}$ at position $v_{u}$. We need to show that $\overline{v_{d} v_{u}}$ is not intersected by an edge of $S$.

Consider the triangle $g v_{d} v_{u}$. Since $g$ sees all of $S, \overline{g v_{d}}$ and $\overline{g v_{u}}$ can not be intersected by an edge of $S$. This implies that any edge $e$ that intersects $g v_{d} v_{u}$ must intersect $\overline{v_{d} v_{u}}$. Furthermore, $e$ must be an edge in the chain $C_{L}$, which is the chain from $v_{u}$ to $v_{d}$ in counterclockwise order. To show that no edge from $C_{L}$ intersects $\overline{v_{u} v_{d}}$, we establish the order invariant: $C_{L}$ is always to the left of $\overline{p_{u} p_{d}}$. The invariant is trivially true whenever $p_{u}$ and $p_{d}$ point to $v_{s}$, that is, whenever we begin a rightward walk. Suppose that the invariant has been true until step $k$ and we will show that it is still true at step $k+1$. Let $C_{L}^{\prime}$ be the chain from $p_{u}$ to $p_{d}$ at step $k$ and $C_{L}$ be the chain from $p_{u}$ to $p_{d}$ at step $k+1$. There are three cases in step $k$ : (a) $p_{d}$ is pointing to a vertex of $S$, (b) $p_{u}$ is pointing to a vertex of $S$ without a vertical extension, or (c) $p_{u}$ is pointing to a vertex $v$ of $S$ with a vertical extension. See Figure 2.9. In the first two cases, the invariant is maintained since $C_{L}$ only differs from $C_{L}^{\prime}$ by two segments that by definition both lie to the left of $\overline{p_{u} p_{d}}$. Since the vertices in $C_{L}$ come before $v_{d}$, the correct vertical extension of each vertex in
$C_{L}$ has been computed by the assumption of the extension invariant. This implies that the order invariant is also maintained in the case where $p_{u}$ is pointing to a vertex $v$ of $S$ with a vertical extension and is moved to the top of $\operatorname{vert}(v)$. This is because $C_{L}^{\prime}$ differs from $C_{L}$ by a segment which is to the left of $p_{d}$ and a chain which must be to the left of $\overline{p_{u} p_{d}}$ since $\operatorname{vert}(v)$ is a valid vertical extension.

Both $p_{d}$ and $p_{u}$ visit every vertex of $S$ at most once, hence the running time is $O(n)$.


Figure 2.9 Establishing correctness of the order invariant: three cases.

Step 6: Computing the endpoints of vertical extensions. The final step of the algorithm is to find and connect the endpoints of the vertical extensions of every vertex of $V P_{3}(g, P)$. Let $v$ be an arbitrary vertex of $V P_{3}(g, P)$. If both endpoints of vert $(v)$ are on the boundary of $V P(g, P)$, we have already found and connected them in the previous step. Thus, let us assume that at least one of the endpoints of $\operatorname{vert}(v)$ is not on the boundary of $V P(g, P)$. That is, vert $(v)$ intersects at least one window of $V P(g, P)$. Since we have already connected the endpoints of $\operatorname{vert}(v) \cap V P(g, P)$ in the previous step, it is sufficient to find the endpoints of $\operatorname{vert}(v)$ that are outside of $V P(g, P)$. Thus, it suffices to examine vertices that are Steiner points on windows.

Let $v_{1}, \ldots, v_{j}$ be vertices on window $w$, in sorted order. Again without loss of generality, we assume that $\operatorname{int}(V P(g, P))$ is above $w$. To find the endpoint of $\operatorname{vert}(v)$ that is below $w$ for all $v \in\left\{v_{1}, \ldots, v_{j}\right\}$, we use the visibility polygon $V P\left(z, \widehat{P_{w}}\right)$ computed in Step 4 of the algorithm. Note that the vertices of $V P\left(z, \widehat{P_{w}}\right)$ as well $\left\{v_{1}, \ldots, v_{j}\right\}$ are sorted by $x$ coordinate. Thus we find the endpoints of $\left\{\operatorname{vert}(v) \mid v \in\left\{v_{1}, \ldots, v_{j}\right\}\right\}$ by simultaneously scanning in $V P\left(z, \widehat{P_{w}}\right)$ and $\left\{v_{1}, \ldots, v_{j}\right\}$ (as though performing a merge operation in merge-sort). Since $\sum_{w}\left|P_{w}\right| \leq n$ and the number of Steiner points added to windows is at most $n$, we find the endpoints of the vertical extensions of all Steiner points on windows in $O(n)$ time.

Since each guard is processed in linear time, we obtain the following.

Theorem 2.6 The algorithm TriangulateWithGuards computes the vertical decomposition of an $n$-vertex $k$-guardable polygon in $O(k n)$ time, if the $k$ guards are given.

### 2.4.2 Triangulating without guards

In many situations where triangulation is desired, it may be unrealistic to expect a set of guards as part of the input. In this section we show how to triangulate a $k$-guardable polygon in $O(k n)$ time without knowing the guards. The most complicated procedure used in our algorithm is computing the visibility polygon from an edge in linear time [56]. This is, in fact, considerably more complicated than all the steps of the previous algorithm. We begin with some new notation and definitions.

The edge-visibility polygon, $E V P(e, P)$, of an edge $e$ with respect to polygon $P$ consists of all points in $P$ that are visible from at least one point on $e$. We sometimes call $E V P(e, P)$ the weak visibility polygon of the edge $e$ if the polygon is clear from the context. We define an extended edge-visibility polygon of $e$ with respect to $P$, denoted by $E E V P(e, P)$, to be the smallest (in terms of the number of edges) pure subpolygon of $P$ that contains $E V P(e, P)$. These concepts are illustrated in Figure 2.10.


Figure 2.10 (a) The weak visibility polygon of the dotted edge. (b) The associated extended edge visible polygon. $\operatorname{EEVP}(e, P)$ is the union of the light and dark gray regions.

The geodesic between two points in $P$ is the shortest polygonal path connecting them that is contained in $P$. The vertices of a geodesic (except possibly the first and last) belong to $\partial P$. Below, we show that Melkman's algorithm [68] can find a specific type of geodesic related to finding the $E E V P$ of a polygon.

Lemma 2.7 Let $x$ be a vertex of polygon $P$ and let $y$ be a point on edge $\overline{v w} \in P$. If $y$ sees $x$, then the geodesic between $x$ and $v$ : (a) is a convex chain and entirely visible from $y$, and (b) can be computed in $O(n)$ time.

Proof. Property (a) holds trivially if $x$ sees $v$. Consider the case where $x$ does not see $v$. Then, the triangle $(x, y, v)$, denoted by $T$, must contain at least one vertex of $P$ in its


Figure 2.11 The geodesic from $x$ to $v$.
interior. Let $I$ be all the vertices of $P$ inside $T$ and let $C H(I)$ be the convex hull of $I$. The path $S=\partial C H(I) \backslash \overline{x v}$ is the geodesic from $x$ to $v$. Any other path from $x$ to $v$ inside $T$ can be shortened. Thus, property (a) holds.
To prove property (b), note that since the geodesic we seek is entirely visible from $y$ by part (a) it is fully contained in $V P(y, P)$. We compute $V P(y, P)$ in linear time. Consider the polygonal chain from $x$ to $v$ along $\partial V P(y, P)$ that avoids $y$. By construction of $V P(y, P)$, the shortest path from $x$ to $v$ is part of the convex hull of this chain. Using Melkman's algorithm, we compute the convex hull of a simple polygonal chain in linear time.

Finally, a weakly edge-visible polygon can be triangulated using a very simple algorithm known as Graham's scan. The following lemma formalizes that.
Lemma 2.8 (Toussaint and Avis [93]) Let $P$ be a weakly edge-visible polygon. By performing Graham's scan on the points of $P$ we can obtain a triangulation of $P$.

We now show how to compute and triangulate the extended edge visibility polygon, which is the main subroutine of our algorithm.
Lemma 2.9 $E E V P(e, P)$ can be computed and triangulated in $O(n)$ time.
Proof. We begin by computing $E V P(e, P)$ in $O(n)$ time using the algorithm of Heffernan and Mitchell [56]. This yields a set of windows $W$ and their associated pockets. For each window $w_{i} \in W$ that is not a diagonal of $P$, we do the following.

Let $x$ be the endpoint of $w_{i}$ closer to $e$, and let $y$ be the endpoint farther from $e$. Then $x$ is a vertex of $P$, and $y$ is an interior point on some edge $\overline{p q}$ of $P$. Without loss of generality let $p$ be the endpoint of $\overline{p q}$ that is inside the pocket of $w_{i}$, as illustrated in Figure 2.10 (b). Since $x$ sees $y$, we can use Lemma 2.7(b) to compute the geodesic from $x$ to $p$. Let $P\left(w_{i}\right)$ denote the polygon enclosed by the geodesic from $x$ to $p, \overline{p y}$ and $w_{i}$. It is simple to verify that the extended edge-visibility polygon is $\operatorname{EEVP}(e, P)=$ $E V P(e, P) \cup\left(\bigcup_{w_{i} \in W} P\left(w_{i}\right)\right)$.
By Lemma 2.7 (b), each pocket $P\left(w_{i}\right)$ can be computed in time linear in the size of the pocket of $w_{i}$. Since pockets are disjoint and can be processed in order, $\bigcup_{w_{i} \in W} P\left(w_{i}\right)$, and thus $E E V P(e, P)$, can be computed in $O(n)$ time.

We now proceed to triangulate $\operatorname{EEVP}(g, P)$. Consider $P\left(w_{i}\right)$. Let $T$ be the triangle determined by the points $x, y$ and $q$. If $e$ sees $q$, then $q$ sees each vertex in $P\left(w_{i}\right) \cup T$ by Lemma 2.7 (a). Therefore, $P\left(w_{i}\right) \cup T$ is a weakly edge-visible pure subpolygon of $P$. By Lemma 2.8, we can triangulate $P\left(w_{i}\right) \cup T$ in $O\left(\left|P\left(w_{i}\right)\right|\right)$ time.

If $e$ does not see $q$ then $q \in P\left(w_{j}\right)$ for some $w_{j} \in W$ with $j \neq i$. Let $Q$ be the quadrilateral determined by the endpoints of $w_{i}$ and $w_{j}$. The polygon $Y=P\left(w_{i}\right) \cup$ $P\left(w_{j}\right) \cup Q$ is a pure subpolygon of $P$ and each of its vertices is visible from $p$ or $q$, which means that $Y$ is weakly edge-visible from $\overline{p q}$. This implies that $Y$ can be triangulated using a simple method as before.
It is straightforward to verify that all of the pure subpolygons of $\operatorname{EEVP}(e, P)$ triangulated thus far are pairwise non-overlapping. If $T$ is the union of these subpolygons then the closure of $\operatorname{EEVP}(e, P) \backslash T$ is a weakly edge-visible pure subpolygon of $\operatorname{EEVP}(e, P)$ and thus can also be triangulated in linear time. This results in a triangulation of $\operatorname{EEVP}(e, P)$, as required.

When $\operatorname{EEVP}\left(e, P_{i}\right)$ is triangulated, diagonals of $P$ that are on $\partial E E V P\left(e, P_{i}\right)$ become windows of new pockets. Each such window serves as the edge from which a new visibility polygon will be computed and triangulated, within its respective pocket. In this recursive manner we break pockets into smaller components until all of $P$ is triangulated. The procedure, although straightforward, is outlined below in more detail. This is followed by the analysis of the time complexity, where we show that the recursion depth is of the order of the number of guards that suffice to guard $\partial P$.

We will maintain a queue $\mathcal{S}$ of non-overlapping polygons such that each $P_{i} \in \mathcal{S}$ has one edge $w_{i}$ labelled as a window. Thus elements of $\mathcal{S}$ are pairs $\left(P_{i}, w_{i}\right)$. We start with $\mathcal{S}:=(P, w)$, where $w$ is an arbitrary boundary edge of $P$. We process the elements of $\mathcal{S}$ in the order in which they were inserted. The main loop of our algorithm is as follows:

```
TriangulatewithoutGuards \((P)\)
    \(\mathcal{S}:=(P, w)\) where \(w\) is an arbitrary edge of \(P\)
    while \(\mathcal{S} \neq \emptyset\)
        do for each \(\left(w_{i}, P_{i}\right) \in \mathcal{S}\)
            do remove \(\left(w_{i}, P_{i}\right)\) from \(\mathcal{S}\).
                Compute and triangulate \(\operatorname{EEVP}\left(w_{i}, P_{i}\right)\).
            Add the edges of the triangulation to \(P\).
            for each boundary edge \(w_{j}\) of \(\operatorname{EEVP}\left(w_{i}, P_{i}\right)\) that is a diagonal
                of \(P\).
                do identify \(Q_{j}\) as the untriangulated portion of \(P\) whose
                    boundary is enclosed by \(w_{j}\) and \(\partial P\).
    Add every remaining untriangulated portion \(\left(w_{j}, Q_{j}\right)\) to \(\mathcal{S}\).
return \(P\).
```

Theorem 2.10 The algorithm TriangulateWithoutGuards triangulates an $n$-vertex $k$-guardable polygon in $O(k n)$ time.

Proof. We first note that the EEVPs created by our algorithm define a tree structure $T$, as follows. At the root of $T$ is $\operatorname{EEVP}(w, P)$. For every window $w_{j}$ of $\operatorname{EEVP}\left(w_{i}, P_{i}\right)$, we have that $\operatorname{EEVP}\left(w_{j}, P_{j}\right)$ is a child of $\operatorname{EEVP}\left(w_{i}, P_{i}\right)$. The construction of the child nodes from their parents ensures that no $E E V P$ overlaps with any other and that the triangulation covers the entire polygon $P$.

We now show that $T$ has at most $3 k$ levels (a level is a set of nodes at the same distance from the root) which implies that the main loop of the algorithm performs at most $3 k$ iterations. Let $\ell_{i}, \ell_{i+1}$, and $\ell_{i+2}$ be three successive levels of $T$, in which all the nodes in $\ell_{i+1}$ are descendants of the nodes in $\ell_{i}$, and where all the nodes in $\ell_{i+2}$ are descendants of the nodes in $\ell_{i+1}$. Further, let $G$ be a point set of size $k$ such that every point $p \in \partial P$ sees at least one guard of $G$. Assume, for the purpose of obtaining a contradiction, that there are no guards from $G$ in the $E E V P$ s corresponding to the nodes in levels $\ell_{i}, \ell_{i+1}$, or $\ell_{i+2}$.

Let $g$ be a guard which sees into a node $n_{i}$ at level $\ell_{i}$ through window $w_{i}$. There are two cases: either $g$ is at a higher level than $\ell_{i}$ or it is at a lower level. If $g$ is in a higher level and is visible from a window of $n_{i}$, then $g$ can be in only one level: $\ell_{i+1}$ (because $\ell_{i+1}$ contains the union of all the edge-visibility polygons of the windows of the nodes in $\ell_{i}$ ). We have assumed that this can not happen. Otherwise, if $g$ is in a lower level, $g$ can not see into any level higher than $\ell_{i}$, because $w_{i}$ must be the window which created $n_{i}$.
The combination of these two facts implies that no guard from $G$ can see into $\ell_{i+1}$. This is a contradiction to $G$ being a guarding set. Therefore, $G$ must have at least one guard in $\ell_{i}, \ell_{i+1}$, or $\ell_{i+2}$. This implies that there is at least one guard for every three levels, or at most three levels per guard.

Each level of the tree can be processed in $O(n)$ time by Lemma 2.9, since all nodes of a level are disjoint. Therefore, the algorithm terminates in $O(k n)$ time.

As is apparent from the proof of Theorem 2.10, our algorithm runs in $O(t n)$ time, where $t$ is the number of iterations of the while-loop. The above argument also implies a stronger result. The number of iterations, $t$, of the while loop is proportional to the link diameter, $d$, of the polygon, since any minimum link path between two points must have at least one bend for every three levels. This leads to the following corollary:

Corollary 2.11 The algorithm TRIANGULATEWITHOUTGUARDS triangulates an n-vertex polygon with link diameter $d$ in $O(d n)$ time.

### 2.5 Conclusion

Several known classes of realistic polygons are in fact $k$-guardable. In particular, we have shown that the boundary of an $(\alpha, \beta)$-covered polygon can be guarded by a constantdepending on $\alpha$ and $\beta$-number of guards, which implies that $(\alpha, \beta)$-covered polygons are $k$-guardable. We also gave two simple algorithms that triangulate $k$-guardable polygons in linear time, if $k$ is a constant. The first algorithm is slightly simpler, but does require the guards as input, while the second algorithm does not need the guards.


Figure 2.12 A locally- $\gamma$-fat polygon that requires $\Omega(n)$ guards.
Our work leaves some open problems. First, can the techniques shown here be used to design a triangulation algorithm which does not depend on the number of guards? Second, are there other problems that can be solved efficiently for $k$-guardable polygons? Finally, are there more general classes of polygons that can be triangulated in linear time with simple algorithms? For example, our approach does not work with locally- $\gamma$-fat polygons because they can require $\Omega(n)$ guards-see Figure 2.12. However, we believe it is likely that there is a simple triangulation algorithm that works for locally- $\gamma$-fat polygons.

## chapter 3

## Decomposing non-convex fat polyhedra

### 3.1 Introduction

In the previous chapter, we studied triangulation-a common decomposition of polygons in the plane. We saw that every simple polygon of complexity $n$ admits a partition into $n-2$ triangles and that we do not need to add any extra vertices; every triangle edge is either a boundary edge or a diagonal.

For 3-dimensional polyhedra, however, the situation is much less rosy. First of all, not every non-convex polyhedron admits a tetrahedralization: there are polyhedra that cannot be decomposed into tetrahedra without using Steiner points, such as Schönhardt's polyhedron [83]. Moreover, deciding whether a polyhedron admits a tetrahedralization without Steiner points is NP-complete [82]. Thus we have to settle for decompositions using Steiner points. Chazelle [18] has shown that any polyhedron with $n$ vertices can be decomposed into $O\left(n^{2}\right)$ tetrahedra, and that this is tight in the worst case: there are polyhedra with $n$ vertices for which any decomposition uses $\Omega\left(n^{2}\right)$ tetrahedra. (In fact, the result is even stronger: any convex decomposition - a decomposition into convex piecesuses $\Omega\left(n^{2}\right)$ pieces, even if one allows pieces of non-constant complexity.) Since the complexity of algorithms that need a decomposition depends on the number of pieces in the decomposition, this is rather disappointing. The polyhedron used in Chazelle's lowerbound example (known as Chazelle's polyhedron) is quite special, however, and one may hope that polyhedra arising in practical applications are easier to handle. This is the topic of this chapter: are there types of polyhedra that can be decomposed into fewer than a
quadratic number of pieces?
Erickson [50] has answered this question affirmatively for so-called local polyhedra (see below) by showing that any such 3-dimensional polyhedron $P$ can be decomposed into $O(n \log n)$ tetrahedra and that this bound is tight. We consider fat polyhedra.

Types of fatness. Before we can state our results, we first need to give the definition of fatness that we use. When the input is convex, most of these definitions are equivalent up to constants. When the input is not convex, however, this is not the case: polyhedra that are fat under one definition may not be fat under a different definition. Therefore we use two different definitions from Chapter 1: locally- $\gamma$-fat polyhedra and $(\alpha, \beta)$-covered polyhedra.

For comparison, let us also give the definition of a local polyhedron $P$ [50]. To this end, define the scale factor at a vertex $v$ of $P$ as the ratio between the length of the longest edge incident to $v$ and the minimum distance from $v$ to any other vertex. The local scale factor of $P$ is now the maximum scale factor at any vertex. The global scale factor of $P$ is the ratio between the longest and shortest edge lengths of the whole polyhedron. Finally, $P$ is called a local polyhedron if its local scale factor is a constant, while its global scale factor is polynomial in the number of vertices of $P$.

Our Results. First we study the decomposition of $(\alpha, \beta)$-covered polyhedra and locally-$\gamma$-fat polyhedra into tetrahedra. By modifying Chazelle's polyhedron so that it becomes ( $\alpha, \beta$ )-covered, we obtain the following negative result.

- There are $(\alpha, \beta)$-covered (and, hence, locally fat) polyhedra with $n$ vertices such that any decomposition into convex pieces uses $\Omega\left(n^{2}\right)$ pieces.

Next we restrict the class of fat polyhedra further by requiring that their faces should be convex and fat, when considered as planar polygons in the plane containing them. For this class of polyhedra we obtain a positive result.

- Any locally-fat polyhedron (and, hence, any ( $\alpha, \beta$ )-covered polyhedron) with $n$ vertices whose faces are convex and fat can be decomposed into $O(n)$ tetrahedra in $O(n \log n)$ time.

Several applications that need a decomposition or covering of a polyhedron into tetrahedra would profit if the tetrahedra were fat. In the plane any fat polygon can be covered ${ }^{1}$ by $O(n)$ fat triangles, as shown by Van Kreveld [98] (for a slightly different definition of fatness). We show that a similar result is, unfortunately, not possible in 3-dimensional space.

[^2]- There are $(\alpha, \beta)$-covered (and, hence, locally-fat) polyhedra with $n$ vertices and convex fat faces such that the number of tetrahedra in any covering that only uses fat tetrahedra cannot be bounded as a function of $n$.

For some applications-ray shooting is an example—we do not need a decomposition of the full interior of the given polyhedron $P$; instead it is sufficient to have a boundary covering, that is, a set of objects whose union is contained in $P$ and that together cover the boundary of $P$. Interestingly, when we consider boundary coverings there is a distinction between $(\alpha, \beta)$-covered polyhedra and locally-fat polyhedra:

- The boundary of any $(\alpha, \beta)$-covered polyhedron $P$, can be covered by $O\left(n^{2} \log n\right)$ fat convex constant-complexity polyhedra, and there are $(\alpha, \beta)$-covered polyhedra that require $\Omega\left(n^{2}\right)$ convex pieces in any boundary covering. If the faces of the $(\alpha, \beta)$-covered polyhedron are fat, convex and of approximately the same size, then the boundary can be covered with only $O(n)$ convex fat polyhedra. Furthermore, the worst-case number of convex pieces needed to cover the boundary of a locallyfat polyhedron cannot be bounded as a function of $n$.

Finally, we consider boundary coverings using so-called towers [9]—see Section 3.3 for a definition. Such coverings are useful for ray shooting.

Table 3.1 summarizes our results.

|  | decomposition of interior by |  | covering of boundary by |  |
| :--- | :---: | :---: | :---: | :---: |
|  | tetrahedra | fat tetrahedra | fat convex polyhedra | towers |
| general | $\Theta\left(n^{2}\right)[18]$ | $\times$ | $\times$ | unbounded |
| local | $\Theta(n \log n)[50]$ | $\times$ | $\times$ | unbounded |
| locally fat | $\Theta\left(n^{2}\right)$ | unbounded | unbounded | unbounded |
| with fat faces | $\Theta(n)$ | unbounded | unbounded | unbounded |
| $(\alpha, \beta)$-covered | $\Theta\left(n^{2}\right)$ | unbounded | $O\left(n^{2} \log n\right), \Omega\left(n^{2}\right)$ | $\Theta(1)$ |
| with fat faces | $\Theta(n)$ | unbounded | $O\left(n^{2} \log n\right)$ | $\Theta(1)$ |

Table 3.1 Overview of results on decomposing and covering polyhedra. An entry marked $\times$ means that the corresponding decomposition or covering is not always possible. (For example, since general polyhedra can have arbitrarily sharp vertices, they cannot always be decomposed into fat tetrahedra.)

Applications. As already mentioned, decomposing polyhedra into tetrahedra or other convex pieces is an important preprocessing step in many applications. Below we mention some of these applications, where our results help to get improved performance when the input polyhedra are fat.
Hachenberger [55] studied the computation of Minkowski sums of non-convex polyhedra. To obtain a robust and efficient algorithm for this problem, he first decomposes the poly-
hedra into convex pieces. Our results imply that this first step can be done such that the resulting number of pieces is $O(n)$ if the input polyhedra are locally fat with fat faces, while in general this number can be quadratic.

Another application is in computing depth orders. The best-known algorithm to compute a depth order for $n$ tetrahedra runs in time $O\left(n^{4 / 3+\varepsilon}\right)$ [28]. In Chapter 5 we show that for fat convex polyhedra of constant complexity, this can be improved to $O\left(n \log ^{3} n\right)$. Our results imply that any constant-complexity $(\alpha, \beta)$-covered polyhedron can be decomposed into constant-complexity fat convex polyhedra. It can be shown that this is sufficient to be able to use the depth-order algorithm of Chapter 5. Similarly, our results imply that the results from Chapter 4 on vertical ray shooting in convex polyhedra extend to constantcomplexity $(\alpha, \beta)$-covered polyhedra. Finally, our results on boundary coverings with towers imply that we can use the method of Chapter 4 to answer ray-shooting queries in $(\alpha, \beta)$-covered polyhedra in $O\left((n / \sqrt{m}) \log ^{2} n\right)$ time with a structure that uses $O\left(m^{1+\varepsilon}\right)$ storage, for any $n \leq m \leq n^{2}$. This is in contrast to the best-known data structure for arbitrary polyhedra [28], which gives $O\left(n^{1+\varepsilon} / \mathrm{m}^{1 / 4}\right)$ query time with $O\left(m^{1+\varepsilon}\right)$ storage for $n \leq m \leq n^{4}$.

### 3.2 Decomposing the interior

In this section we discuss decomposing the interior of fat non-convex objects into tetrahedra. We start with decompositions into arbitrary tetrahedra, and then we consider decompositions into fat tetrahedra.

### 3.2.1 Decompositions into arbitrary tetrahedra

The upper bound. Let $P$ be a locally- $\gamma$-fat polyhedron in $\mathbb{R}^{3}$ whose faces, when viewed as polygons in the plane containing the face, are convex and $\beta$-fat. We will prove that $P$ can be decomposed into $O(n)$ tetrahedra in $O(n \log n)$ time.

In our proof, we will need the concept of density. Recall from Chapter 1 that the density of a set $S$ of objects is defined as the smallest number $\lambda$ such that the following holds: any ball $B \subset \mathbb{R}^{3}$ is intersected by at most $\lambda$ objects $o \in S$ such that $\operatorname{size}(o) \geq \operatorname{size}(B)$.
We also need the following technical lemma.
Lemma 3.1 Let $P$ be a convex $\beta$-fat polygon embedded in $\mathbb{R}^{3}$ where $\operatorname{diam}(P) \geq 1$. Let $C$ and $C^{\prime}$ be axis-aligned cubes centered at the same point. Let the side length of $C$ be 1 and the side length of $C^{\prime}$ be $2 \sqrt{3} / 3$. If $P$ intersects $C$, then $P^{\prime}:=P \cap C^{\prime}$ is $\beta^{\prime}$-fat for some $\beta^{\prime}=\Omega(\beta)$.

Proof. Since $P$ must cross the region between $C$ and $C^{\prime}$ to be different from $P^{\prime}, \operatorname{size}\left(P^{\prime}\right) \geq$ $(\sqrt{3} / 3)-1 / 2$. For the same reason and since $P$ is fat, this implies that the area of $P^{\prime}$ is
at least $((2 \sqrt{3}-3) / 12)^{2} \beta \pi$. Since the diameter of $C^{\prime}$ is 2 , the diameter of $P^{\prime}$ is at most 2. Since $P^{\prime}$ is convex, its fatness is determined by a circle whose center is placed at one of the vertices that determines the diameter of $P^{\prime}$. This implies that the fatness of $P^{\prime}$ is at least

$$
\frac{\pi\left(\frac{2 \sqrt{3}-3}{12}\right)^{2} \beta}{\pi 2^{2}}=\frac{7-4 \sqrt{3}}{96} \beta
$$

The following lemma shows that the faces of a locally- $\gamma$-fat polyhedron have low density if they are fat themselves.

Lemma 3.2 Let $F_{P}$ be the set of faces of a locally- $\gamma$-fat polyhedron $P$ treated as polygons. If the faces of $P$ are themselves $\beta$-fat and convex, then $F_{P}$ has density $O\left(1 / \gamma \beta^{3}\right)$.

Proof. Without loss of generality, let $S$ be a sphere with unit radius. We wish to show that the number of faces $f \in F_{P}$ with $\operatorname{size}(f) \geq 1$ that intersect $S$ is $O\left(1 / \gamma \beta^{3}\right)$.
Partition the bounding cube of $S$ into eight equal-sized cubes by bisecting it along each dimension. Consider one of the cubes: call it $C$. Also construct an axis-aligned cube $C^{\prime}$ that has side length $2 \sqrt{3} / 3$ and concentric with $C$. For all faces $f$ intersecting $C$ that have size $(f) \geq 1$, we define $f^{\prime}:=f \cap C^{\prime}$. By Lemma 3.1, we know that $f^{\prime}$ is $\beta^{\prime}$-fat for some $\beta^{\prime}=\Omega(\beta)$.
Since $f^{\prime}$ is a fat convex polygon with a diameter of at least $2 \sqrt{3} / 3-1$, it must contain a circle $c$ of radius $\rho=\beta^{\prime}(2 \sqrt{3} / 3-1) / 8$ [96]. For any such circle $c$, there is a face $F$ of $C^{\prime}$ such that the projection of $c$ onto $F$ is an ellipse which has a minor axis with length at least $\rho / \sqrt{2}$.


Figure 3.1 (a) A box. (b) A box $b$ (side view) and the different types of faces assigned to it.

We make a grid on each face of $C^{\prime}$ where every grid cell has side length $\rho / 2$. We call the rectangular prism between two grid cells on opposite faces of $C^{\prime}$ a box—see Figure 3.1(a).

Each face $f^{\prime}$ has an intersection with some box that is the entire cross-section of the box. We assign each face to such a box.
We now consider the set of faces that can be assigned to any one box $b$. There are two types of faces in this set-see Figure 3.1(b). For example, if $b$ has its long edges parallel to the $x$ axis, there are the faces that have the interior of $P$ in the positive $x$ direction and the faces that have the interior in the negative $x$ direction. We consider one type of face at a time. For each face $f_{i}$, we place a sphere $s_{i}$ with radius $\rho / 4$ so that its center is on $f_{i}$ and in the center of $b$ (that is, the center is exactly between the long faces of $b$ ). Since $P$ is locally- $\gamma$-fat,

$$
\operatorname{vol}\left(P \sqcap s_{i}\right) \geq \frac{\gamma 4 \pi}{3}\left(\frac{\rho}{4}\right)^{3}=\frac{\gamma \pi \rho^{3}}{48} .
$$

Since we only consider one type of face, $\left(P \sqcap s_{i}\right) \cap\left(P \sqcap s_{j}\right)=\emptyset$ for any $s_{j} \neq s_{i}$. Therefore the number of faces of one type that can cross one box is $8 \sqrt{3} / \gamma \pi \rho$. The number of faces that can cross one box is twice that. The number of boxes per direction is

$$
\left(\frac{2 \sqrt{3} / 3}{\rho / 2}\right)^{2}=\frac{16}{3 \rho^{2}}
$$

and the number of directions is 3 . Hence, the number of faces that can intersect $S$ is at most

$$
2 \cdot 3 \cdot \frac{8 \sqrt{3}}{\gamma \pi \rho} \cdot \frac{16}{3 \rho^{2}}=\frac{256 \sqrt{3}}{\pi \gamma \rho^{3}}
$$

Since $\rho=\Omega(\beta)$, this is $O\left(1 / \gamma \beta^{3}\right)$.
Since the set $F_{P}$ of faces of the polyhedron $P$ has density $O\left(1 / \gamma \beta^{3}\right)=O(1)$, there is a BSP for $F_{P}$ of size $O(n)$ that can be computed in $O(n \log n)$ time [29]. The cells of the BSP are convex and contain at most one facet, so we can easily decompose all cells further into $O(n)$ tetrahedra in total.

Theorem 3.3 Let $\gamma$ and $\beta$ be fixed constants. Any locally- $\gamma$-fat polyhedron with $\beta$-fat convex faces can be partitioned into $O(n)$ tetrahedra in $O(n \log n)$ time, where $n$ is the number of vertices of the polyhedron.

The lower bound. Next we show that the restriction that the faces of the polyhedron are fat is necessary, because there are fat polyhedra with non-fat faces that need a quadratic number of tetrahedra to be covered.

The polyhedron known as Chazelle's polyhedron [18]—see Figure 3.2(b)—is an important polyhedron used to construct lower-bound examples. We describe a slight modification of that polyhedron which makes it $(\alpha, \beta)$-covered and retains the properties needed for the lower bound.

The essential property of Chazelle's polyhedron is that it contains a region sandwiched between a set $L$ of line segments defined as follows. Fix a small positive constant $\varepsilon>0$.

For an integer $i$ with $1 \leq i \leq n$, define the line segment $\ell_{i}$ as

$$
\ell_{i}:=\{(x, y, z): 0 \leq x \leq n+1 \text { and } y=i \text { and } z=i x-\varepsilon\}
$$

and the line segment $\ell_{i}^{\prime}$ as

$$
\ell_{i}^{\prime}:=\{(x, y, z): x=i \text { and } 0 \leq y \leq n+1 \text { and } z=i y\} .
$$

Next define

$$
L:=\left\{\ell_{i}: 1 \leq i \leq n\right\} \cup\left\{\ell_{i}^{\prime}: 1 \leq i \leq n\right\}
$$

The region $\Sigma:=\{(x, y, z): 1 \leq x, y \leq n$ and $x y-\varepsilon \leq z \leq x y\}$ between these segments has volume $\Theta\left(\varepsilon n^{2}\right)$. Chazelle showed that for any convex object $o$ that does not intersect any of the segments in $L$ we have $\operatorname{vol}(o \cap \Sigma)=O(\varepsilon)$. These two facts are enough to show that $\Omega\left(n^{2}\right)$ convex objects are required to cover any polyhedron that contains $\Sigma$ but whose interior does not intersect the segments in $L$.
(a)



Figure 3.2 (a) The line segments used in the lower-bound construction (not to scale). (b) Chazelle's polyhedron before modification (also not to scale).

Chazelle turns the set of line segments into a polyhedron by putting a box around $L$, and making a slit into the box for each segment, as shown in Figure 3.2(b). The resulting polyhedron has each of the segments in $L$ as one of its edges, and contains the sandwich region $\Sigma$. Hence, any convex decomposition or covering of its interior needs $\Omega\left(n^{2}\right)$ pieces.

Chazelle's polyhedron is not $(\alpha, \beta)$-covered. We therefore modify it as follows. First of all, we make the outer box from which the polyhedron is formed a cube of size $6 n^{2} \times 6 n^{2} \times$ $3 n^{2}$ centered at the origin. Second, we replace the slits by long triangular prisms-we will call the prisms needles from now on-sticking into the cube. Thus, for each segment in $L$, there is a needle that has an edge containing the segment. We do not completely pierce the cube with the needles, so that the resulting polyhedron, $P$, remains simple (that is, topologically equivalent to a sphere). Note that $\Sigma$ is still contained in $P$, and that for each segment in $L$ there is an edge containing it.

Next we argue that $P$ is $(\alpha, \beta)$-covered. First, consider a point $p \in \partial P$ on one of the needles. Assume without loss of generality that the needle is parallel to the $x z$-plane. If $p$ is near one of the needles going into the other direction, then the situation is as in Figure 3.3. Note that the distance between consecutive needles of the same orientation-


Figure 3.3 Cross-section of the polyhedron $P$ shown with the cross-section of a good tetrahedron (shaded).
that is, the distance between the small triangles in Figure 3.3-is at least 1. Moreover, we can choose the distance $\varepsilon$ between the needles of opposite orientation-that is, the distance between the small triangles and the long needle in Figure 3.3-as small as we like. The same is true for the "width" of the needles-that is, the size of the small triangles in the figure. Hence, we can make the construction such that we can always put a good (that is, large and fat) tetrahedron at $p$.

Next, consider a point $p \in \partial P$ that is near one of the places where a needle "enters" the cube. Note that the segments in $L$ have slopes ranging from 1 to $n$, and that any needle passes near the center of the cube-this is true since the cube has size $6 n^{2} \times 6 n^{2} \times 3 n^{2}$, while the segments in $L$ all pass at a distance at most $n$ from the cube's center. Hence, the needles will intersect the bottom facet of the cube, and they make an angle of at least $45^{\circ}$ with the bottom facet. This implies that also for points $p$ near the places where these needles enter the cube, we can place a good tetrahedron.

Finally, it is easy to see that for points $p$ on a cube facet, and for points on a needle that are not close to a needle of opposite orientation, we can also put a good tetrahedron. We can conclude with the following theorem.

Theorem 3.4 There are constants $\alpha>0$ and $\beta>0$, such that there are $(\alpha, \beta)$-covered polyhedra for which any convex decomposition consists of $\Omega\left(n^{2}\right)$ convex pieces, where $n$ is the number of vertices of the polyhedron.

### 3.2.2 Decompositions and coverings with fat tetrahedra

When we attempt to partition non-convex polyhedra into fat tetrahedra, or other fat convex objects, the news is uniformly bad. That is, no matter which of the realistic input models we use (of those we are studying), the number of fat convex objects necessary to cover the polyhedron can be made arbitrarily high. For polyhedra without fatness restrictions, there are many examples which require an arbitrary number of fat convex objects for partitioning. In fact, for any constant $\beta>0$ we can even construct a polyhedron that cannot be covered at all into $\beta$-fat convex objects-simply take a polyhedron that has a vertex whose solid angle is much smaller than $\beta$. It is also not hard to construct, for any
given $\beta>0$, a local polyhedron that cannot be covered with $\beta$-fat convex objects. For instance, we can take a pyramid whose base is a unit square and whose top vertex is at distance $\varepsilon \ll \beta$ above the center of the base.

Next we show how to construct, for any given $k$, an $(\alpha, \beta)$-covered polyhedron of constant complexity and with convex fat faces, which requires $\Omega(k)$ fat convex objects to cover it. First we observe that a rectangular box of size $1 \times(\beta / k) \times(\beta / k)$ requires $\Omega(k) \beta$-fat convex objects to cover it. Now consider the $(\alpha, \beta)$-covered polyhedron in Figure 3.4.


Figure 3.4 (a) An $(\alpha, \beta)$-covered polyhedron with fat faces whose interior cannot be covered by a bounded number of fat tetrahedra. (b) The part of the polyhedron seen by a point in the center. Note that the polyhedron is constructed so that a good tetrahedron just fits at the points on the boundary inside the central "tube".

The essential feature of the construction in Figure 3.4 is that from any point $p$ along the long axis of the tube, one cannot see much outside the tube. Thus any convex object inside $P$ that contains $p$ must stay mainly within the tube, and the tube basically acts as a rectangular box of size $1 \times(\beta / k) \times(\beta / k)$. Hence, $\Omega(k) \beta$-fat tetrahedra are required in any convex covering of the polyhedron. We obtain the following result.

Theorem 3.5 There are $(\alpha, \beta)$-covered (and, hence, locally-fat) polyhedra with $n$ vertices and convex fat faces, such that the number of objects used in any covering by fat convex objects cannot be bounded as a function of $n$. Furthermore, for any given $\beta>0$ there are local polyhedra for which no convex covering with $\beta$-fat tetrahedra exists.

### 3.3 Covering the boundary

In the previous section we have seen that the number of fat convex objects needed to cover the interior of a fat non-convex polyhedron $P$ cannot be bounded as a function of $n$. In this section we show that we can do better if we only wish to cover the boundary of $P$. Unfortunately, this only holds when $P$ is $(\alpha, \beta)$-covered; when $P$ is locally fat, we may still need an arbitrarily large number of fat convex objects to cover its boundary.

Recall that for each point $p$ on the boundary of an $(\alpha, \beta)$-covered polyhedron $P$, there is
a good tetrahedron $T_{p} \subset P$ with one vertex at $p$, that is, a tetrahedron that is $\alpha$-fat and has diameter $\beta \cdot \operatorname{diam}(P)$. We first observe that we can actually replace $T_{p}$ by a canonical tetrahedron, as made precise in the following lemma.

Lemma 3.6 Let $P$ be an $(\alpha, \beta)$-covered polyhedron. There exists a set $\mathcal{C}$ of $O(1 / \alpha)$ canonical tetrahedra that are $\Omega(\alpha)$-fat and have diameter $\Omega(\beta \cdot \operatorname{diam}(P))$ with the following property: for any point $p \in \partial P$, there is a translated copy $T_{p}^{\prime}$ of a canonical tetrahedron that is contained in $P$ and has $p$ as a vertex.

Proof. Cover the boundary of the unit sphere $S$ in a grid-like fashion by $O(1 / \alpha)$ triangular surface patches, each of area roughly $c \alpha$, for a suitably small constant $c$ as in Figure 3.5(a). For each triangular patch, define a canonical tetrahedron that has the origin as one of its vertices, and that has edges going through the vertices of the patch-see Figure 3.5(b). Scale the resulting set of tetrahedra appropriately, thus giving the set $\mathcal{C}$. Now consider a good tetrahedron $p$. Place (a suitably scaled copy) of the sphere $S$ with its center at $p$. $T_{p}$ will intersect $S$ in a fat region $R$ of area $\alpha$. Hence, by choosing $c$ appropriately we can ensure that $R$ contains one of the triangular patches. This implies we can select a tetrahedron $T_{p}^{\prime}$ from $\mathcal{C}$ with the required properties.
Now we can prove that we can cover the boundary of an $(\alpha, \beta)$-covered polyhedron with


Figure 3.5 (a) A canonical tetrahedron defined by a triangular patch on a sphere. (b) A sphere with a triangular grid.
a bounded number of fat convex objects.
Theorem 3.7 The boundary of an $(\alpha, \beta)$-covered polyhedron with complexity $n$ can be covered by $O\left(n^{2} \log n\right)$ convex, fat, constant-complexity polyhedra.

Proof. Let $\mathcal{C}$ be the set of canonical tetrahedra defined in Lemma 3.6. Fix a canonical tetrahedron $T \in \mathcal{C}$. Note that when we put a translated copy of $T$ at some point $p \in \partial P$
according to Lemma 3.6, we always put the same vertex, $v$, at $p$. (Namely, the vertex coinciding with the origin before the translation.) For a face $f$ of $P$, let $f(T) \subset f$ be the subset of points $p$ on $f$ such that we can place $T$ with its designated vertex $v$ at $p$ in such a way that $T$ is contained in $P$. The region $f(T)$ is polygonal. We triangulate $f(T)$, and for each triangle $t$ in this triangulation, we define a convex polyhedron by taking the union of all the translated copies of $T$ that have $v \in t$. By doing this for all faces $f$, we get a collection $C_{T}$ of convex polyhedra that together cover $\bigcup_{f} f(T)$.
We claim that every convex object $o \in C_{T}$ is fat. This follows from the fact that $T$ is fat and that $T$ cannot be much smaller than $t$. Indeed, $\operatorname{diam}(T)=\Omega(\beta \cdot \operatorname{diam}(P))=$ $\Omega(\beta \cdot \operatorname{diam}(t))$.
Next, we claim that $\left|C_{T}\right|=O\left(n^{2} \log n\right)$. This follows directly from the fact that the complexity of $\bigcup_{f} f(T)$ is upper bounded by the complexity of the free space of $T$, when it is translated amidst the faces of $P$. Aronov and Sharir [12] showed that this free space has complexity $O\left(n^{2} \log n\right)$.

Finally, we observe that $\bigcup_{T \in \mathcal{C}} \bigcup_{f} f(T)=\partial P$ by Lemma 3.6. In other words, the convex objects in the set $\bigcup_{T \in \mathcal{C}} C_{T}$ together cover the boundary of $P$.
Theorem 3.7 implies that the boundary of a constant-complexity $(\alpha, \beta)$-covered polyhedron $P$ can be covered by a constant number of fat objects. Unfortunately, the number of convex objects used in the boundary covering grows quadratically in the complexity of $P$. If $P$ has convex fat faces that are roughly the same size, then the number of convex fat objects required to cover the boundary reduces to linear.

Theorem 3.8 Let $P$ be an $(\alpha, \beta)$-covered polyhedron with convex $\beta^{\prime}$-fat faces. Further, let there be a constant $c$ where, for any two faces $f_{1}$ and $f_{2}$ of $P$, $\operatorname{diam}\left(f_{1}\right) \leq c \cdot \operatorname{diam}\left(f_{2}\right)$. Then the boundary of $P$ can be covered by $O(n)$ convex, fat, constant-complexity polyhedra.

Proof. The proof is very similar to the proof of Theorem 3.7, with one simple change, namely that we shrink the canonical tetrahedra such that their diameter is roughly the same as the size of the faces. Note that the sets $C_{T}$ still contain fat objects. It remains to argue that each set $C_{T}$ has size $O(n)$.

To this end, recall from Lemma 3.2 that the set of faces of a fat polyhedron with fat faces has low density. Thus the free space of a canonical tetrahedron $T$ amidst the faces of $P$ is the free space of a translating tetrahedron $T$ in a low density environment, whose obstacles (the faces) are not much smaller than $T$. Van der Stappen [96] has shown that such a free space has $O(n)$ complexity.
We claim that any covering of the boundary of an $(\alpha, \beta)$-covered polyhedron by fat convex objects requires $\Omega\left(n^{2}\right)$ pieces. To show this, we slightly modify our version of Chazelle's polyhedron from the previous section. In particular, we replace the edges of the needles that contain the segments in the set $L$ by long and thin rectangular facets. The resulting polyhedron is still $(\alpha, \beta)$-covered, and it requires $\Omega\left(n^{2}\right)$ fat convex polyhedra to cover the newly introduced facets.

Theorem 3.9 There are constants $\alpha>0$ and $\beta>0$ such that there are $(\alpha, \beta)$-covered polyhedra $P$ for which any decomposition of $\partial P$ into fat convex polyhedra requires $\Omega\left(n^{2}\right)$ pieces.

The number of fat convex polyhedra necessary to cover the boundary of a polyhedron $P$ that is not $(\alpha, \beta)$-covered can not be bounded as a function of $n$. To see this, we make a simple modification to the polyhedron of Figure 3.4. We reduce the gaps that separate the interior "tube" from the rest of $P$ to some arbitrarily small constant $\varepsilon$. This forces any fat convex polyhedron that covers the part of the boundary of the polyhedron inside the tube to be inside the tube. Now for any $k$, we can reduce the width and height of the tube until its boundary requires more than $k$ fat convex polyhedra to be covered. This example remains locally fat with fat convex faces and it is a local polyhedron. Note that $P$ is no longer $(\alpha, \beta)$-covered: reducing the gaps that separate the tube from the rest of the polyhedron causes the points on the boundary inside the tube to no longer have a good tetrahedron.

Theorem 3.10 For any given $k$, there exist locally- $\gamma$-fat polyhedra for some absolute constant $\gamma$ with faces that are $\beta$ fat for some absolute constant $\beta$ which require at least $k$ fat convex polyhedra to cover their boundaries. These polyhedra are also local polyhedra.

### 3.3.1 Boundary covering by towers

In Chapter 4, we describe a data structure for ray shooting in a set $S$ of fat polyhedra. This result uses a covering of the boundaries of the polyhedra in $S$ by so-called towers. Here we first describe how to obtain such a covering for convex fat polyhedra. Following that, we extend the covering to $(\alpha, \beta)$-covered polyhedra.

We first show that any $\beta$-fat convex object $o$ admits two concentric cubes, one containing $o$ and one contained in $o$, whose size ratio is bounded by a function of $\beta$ only. For a cube $C$, define $\operatorname{size}(C)$ to be the edge length of $C$.

Lemma 3.11 Let $\sigma:=\lceil 54 \sqrt{3} / \beta\rceil$. For any convex $\beta$-fat object $o$ in $\mathbb{R}^{3}$, there exist concentric axis-aligned cubes $C^{-}(o)$ and $C^{+}(o)$ with $C^{-}(o) \subseteq o \subseteq C^{+}(o)$ such that

$$
\frac{\operatorname{size}\left(C^{+}(o)\right)}{\operatorname{size}\left(C^{-}(o)\right)}=\sigma
$$

Proof. Let $\rho=\rho(o)$ be the radius of the smallest enclosing ball of $o$. From the results in Section 3.2.1 of Van der Stappen's thesis [96], it follows that $o$ contains an axis-aligned cube $C^{-}(o)$ with edge length $2 \beta \rho /(27 \sqrt{3})$. Let $p$ be the center of such a cube. Observe that $p$ is at distance at most $\rho$ from the center of the minimum enclosing ball of $o$. Let $C^{+}(o)$ be the axis-aligned cube with edge length $4 \rho$ and center $p$. Then $o \subseteq C^{+}(o)$ since the ball centered at $p$ with radius $2 \rho$ clearly contains $o$ and $C^{+}(o)$ is a bounding box for
that ball. Therefore, we have

$$
\frac{\operatorname{size}\left(C^{+}(o)\right)}{\operatorname{size}\left(C^{-}(o)\right)}=\sigma
$$

Next we define the canonical directions that we will use in our decomposition. Let $C^{+}$ and $C^{-}$be two concentric axis-aligned cubes such that $\frac{\operatorname{size}\left(C^{+}\right)}{\operatorname{size}\left(C^{-}\right)}=\sigma$, where $\sigma$ is defined as in Lemma 3.11; refer to Fig. 3.6(a). Since $\sigma$ is an integer, we can partition each face


Figure 3.6 (a) Swept volume defining a tower. (b) Two-dimensional analogue of a tower $t$.
of $C^{+}$into $\sigma^{2}$ squares of the same size as the facets of $C^{-}$. We use this to define a set $\mathcal{D}$ of $O\left(1 / \beta^{2}\right)$ canonical directions, as follows. For each square $s$ on the top facet of $C^{+}$, we add to $\mathcal{D}$ the direction in which the top facet of $C^{-}$must be translated to make it coincide with $s$. The remaining five facets of $C^{+}$are treated similarly. The resulting set $\mathcal{D}$ of canonical directions ${ }^{2}$ has size $6 \sigma^{2}=O\left(1 / \beta^{2}\right)$.
Finally, we define the towers. A tower in the direction $\vec{d} \in \mathcal{D}$ is a convex polyhedron $t$ with the following properties:
(i) One of the facets of $t$ is an axis-parallel square; this facet is called the base of $t$, denoted by base $(t)$. We require that the orientation of the base-whether it is parallel to the $x y$-plane, to the $x z$-plane, or to the $y z$-plane-be uniquely determined by the direction $\vec{d}$. Hence, all towers in a given direction $\vec{d}$ have parallel bases.
(ii) The remaining facets of $t$ form a terrain in direction $\vec{d}$, that is, any line parallel to $\vec{d}$ and intersecting the base intersects the remaining facets either in a single point or in a line segment. We call the union of these remaining facets, excluding facets parallel to $\vec{d}$, the cap of the tower, denoted $\operatorname{cap}(t)$.

[^3]Let $P$ be a $\beta$-fat convex polyhedron. The decomposition of $P$ is performed in a manner similar to the way we constructed the canonical directions. Let $C^{-}(P)$ and $C^{+}(P)$ be cubes with the properties given in Lemma 3.11. Partition each facet of $C^{+}(P)$ into $\sigma^{2}$ equal-sized squares. For each such square $s$ we construct a tower by sweeping $s$ towards the corresponding facet of $C^{-}(P)$, and taking the intersection of the swept volume and the polyhedron $P$-see Fig. 3.6(b) for an illustration. This way we obtain for each polyhedron $P$ one tower for each of the $|\mathcal{D}|$ canonical directions. We denote the set of towers constructed for $P$ by $T(P)$. The union of the towers in $T(P)$ is contained in $P$; the boundary of this union consists of the boundaries of $P$ and of $C^{-}(P)$.
Since $|\mathcal{D}|$ is $O\left(1 / \beta^{2}\right)$, our construction leads to the following theorem:
Theorem 3.12 The boundary of a $\beta$-fat convex polyhedron can be covered by $O\left(1 /(\beta)^{2}\right)$ towers.

The natural generalization of towers to non-convex polyhedra is to allow more than one set of towers to be present inside a polyhedron at a time. A single set of towers generated by one pair of cubes would then not need to cover the entire boundary of the polyhedronsee Figure 3.7. As long as all of the points of the boundary of the polyhedron are covered by some tower, the results from Chapter 4 hold. We could apply the results from the previous section to do this: cover the boundary of the $(\alpha, \beta)$-covered polyhedron $P$ by fat convex polyhedra and then cover the boundary of those polyhedra by towers using the method described above. Unfortunately, this is not very efficient, since the boundary covering presented in the previous section uses $O\left(n^{2} \log n\right)$ convex polyhedra. Therefore we describe a direct method to cover the boundary by towers. Our method only uses a constant number of towers per polyhedron.


Figure 3.7 A tower in a non-convex polyhedron.
Next we explain how to get a set of towers covering the boundary of an $(\alpha, \beta)$-covered polyhedron $P$. Recall that for every point $p \in \partial P$ there is a good tetrahedron $T_{p}$, that is, a tetrahedron that stays completely within $P$ that is $\alpha$-fat, has diameter $\beta \cdot \operatorname{diam}(P)$, and has $p$ as a vertex.

Lemma 3.13 There is a set of $O\left(1 /(\alpha \beta)^{3}\right)$ axis-aligned congruent cubes of edge length $\Omega(\alpha \beta \cdot \operatorname{diam}(P))$ such that the good tetrahedron $T_{p}$ of every point $p \in \partial P$ contains at least one such cube.

Proof. Consider a good tetrahedron $T_{p}$. Since it is $\alpha$-fat and has diameter $\beta \cdot \operatorname{diam}(P)$, it contains a ball $B_{p}$ of radius $\rho=\Omega(\alpha \beta \cdot \operatorname{diam}(P))$. Halve the radius of this ball, while keeping its center at the same position, and let $B_{p}^{*}$ denote the resulting ball. Let $C$ be a bounding cube of $P$. If we put a sufficiently fine grid inside $C$, then $B_{p}^{*}$ must contain at least one grid point. Since $B_{p}^{*}$ has radius $\Omega(\alpha \beta \cdot \operatorname{diam}(P))$, and $C$ has edge length at most $\operatorname{diam}(P)$, it suffices to put a grid with $O\left(1 /(\alpha \beta)^{3}\right)$ grid points [33].
For each grid point $q$ inside $P$, put a cube $C_{q}$ centered at $q$ with edge length $\rho / 2$. If $q \in B_{p}^{*}$, then $C_{q} \subset B_{p} \subset T_{p}$. Since there is a grid point $q$ inside every $B_{p}^{*}$, this implies we have a cube $C_{q}$ inside every $T_{p}$.
We now have a collection $\mathcal{C}$ of $O\left(1 /(\alpha \beta)^{3}\right)=O(1)$ cubes of size $\Omega(\alpha \beta \cdot \operatorname{diam}(P))$. Next we construct a cube $C^{+}$of size $c \cdot \operatorname{diam}(P)$ where $c$ is a constant such that $P \subset C^{+}$ whenever the center of $C^{+}$is in $P$. Finally, we construct towers for each cube $C^{-} \in \mathcal{C}$, by placing $C^{+}$concentric with $C^{-}$and using the approach described above. Clearly, this gives us a set of $O(1)$ towers in total. Note that if $C^{-} \subset T_{p}$, then one of the towers created for $C^{-}$covers $p$.

Theorem 3.14 $O\left(1 /(\alpha \beta)^{5}\right)$ towers are sufficient to cover the boundary of an $(\alpha, \beta)$ covered polyhedron.

Proof. We already noted that the number of towers in our construction is $O(1)$. (More precisely, it is $O\left(1 /(\alpha \beta)^{5}\right)$, since we have $O\left(1 /(\alpha \beta)^{3}\right)$ cubes in $\mathcal{C}$, and for each cube we generate $O\left(1 /(\alpha \beta)^{2}\right)$ towers.) Moreover, each point $p \in \partial P$ is covered, because $C^{-} \subset T_{p}$ for at least one $C^{-} \in \mathcal{C}$.

Note that construction of the towers in Theorem 3.14 is very similar to the construction of the guarding set from Theorem 2.3. In fact, the existence of a guarding set (with the extra property that the guards are a sufficient distance from the boundary of the polyhedron) is a sufficient condition for the construction of a set of towers.

By slightly modifying the example from Theorem 3.10, we see that the number of towers necessary to cover the boundary of a polyhedron $P$ that is not $(\alpha, \beta)$-covered can not be bounded. Recall that we modified Figure 3.4 so that the "tube" in the middle of the polyhedron was very skinny and had arbitrarily small gaps to the rest of the polyhedron. If we further modify the polyhedron so that the tube does not have its long axis parallel to any of the directions from $\mathcal{D}$, then, given $k$, we can force $\partial P$ to require more than $k$ towers to be covered ${ }^{3}$. This polyhedron remains locally-fat with fat faces and local.

[^4]Theorem 3.15 For any given $k$, there exist locally- $\gamma$-fat polyhedra for some absolute constant $\gamma$ with faces that are $\beta$-fat for some absolute constant $\beta$ which require at least $k$ towers to cover their boundaries. These polyhedra are also local polyhedra.

### 3.4 Conclusion

We studied decompositions and boundary coverings of fat polyhedra. Our bounds on the number of objects needed in the decomposition (or covering) are tight, except for the bound on the number of convex fat polyhedra needed to cover the boundary of an $(\alpha, \beta)$ covered object. In particular, there is still a large gap for the case that the facets of the polyhedron are also fat. It would be interesting to get tight bounds for this case.

## CHAPTER 4

## Ray shooting and range searching

### 4.1 Introduction

The ray-shooting problem is to preprocess a set $\mathcal{P}$ of objects in $\mathbb{R}^{d}$ for the following queries: what is the first object (if any) in $\mathcal{P}$ hit by a query ray? Such queries form the basis of ray-tracing algorithms, they can be used to approximate form factors in radiosity methods, and they can be used for other visibility problems. Since ray shooting is an integral part of many graphics applications, it should not be surprising that it has received much attention, both in computer graphics and computational geometry. In fact, after the range-searching problem it is probably one of the most widely studied data-structuring questions in computational geometry. The survey by Pellegrini [79] and the book by De Berg [28] discuss several of the data structures that have been developed within computational geometry for the ray-shooting problem (although there is also much work that is not covered there, for example, research concerning ray shooting in two-dimensional scenes, or in $d$-dimensional space, for $d>3$ ). In the discussion below, we will restrict our attention to results on ray shooting in $\mathbb{R}^{3}$.
In the first part of the discussion below, we examine ray shooting when the ray is restricted to travel in a single direction. We assume without loss of generality that this direction is parallel to the $z$-axis and thus call this type of problem vertical ray shooting. Afterwards we remove the restriction and give a data structure for answering ray-shooting queries where the query ray can have any direction.

Related work. Data structures for vertical ray-shooting queries among sets of arbitrary triangles in $\mathbb{R}^{3}$ have rather high storage requirements. When a $O(\log n)$ query time is desired, the best-known data structure needs $O\left(n^{3}\right)$ space [28]. Space can be traded for query time: for any $m$ satisfying $n \leq m \leq n^{3}$, a data structure can be constructed that uses $O\left(m^{1+\varepsilon}\right)$ space that allows vertical-ray-shooting queries that take $O\left(n^{1+\varepsilon} / m^{1 / 3}\right)$ time [28].

Given the prominence of the ray-shooting problem in computational geometry it is not surprising that ray shooting has already been studied from the perspective of realistic input models. In particular, the vertical-ray-shooting problem has been studied for fat convex polyhedra. For this case Katz [58] presented a data structure that uses $O\left(n \log ^{3} n\right)$ storage and has $O\left(\log ^{4} n\right)$ query time. (In fact, Katz's solution works for polygons whose projections onto the $x y$-plane are fat, but it is not difficult to see that it works for fat 3D polytopes as well.) Using the techniques of Efrat et al. [47] it is possible to improve the storage bound to $O\left(n \log ^{2} n\right)$ and the query time to $O\left(\log ^{3} n\right)$ [59]. Recently De Berg [31] presented a structure with $O\left(\log ^{2} n\right)$ query time; his structure uses $O\left(n \log ^{3} n(\log \log n)^{2}\right)$ storage.

Similarly, in the case of ray-shooting in arbitrary directions, the results achieved for nonfat objects require a lot of storage. If the set $\mathcal{P}$ consists of $n$ arbitrary triangles, the best known structures with $O(\log n)$ query time use $O\left(n^{4+\epsilon}\right)$ storage [28, 78], whereas the best structures with near-linear storage have roughly $O\left(n^{3 / 4}\right)$ query time [7]. More generally, for any $m$ with $n<m<n^{4}$, one can obtain $O\left(\left(n / m^{1 / 4}\right) \log n\right)$ query time using $O\left(m^{1+\varepsilon}\right)$ storage [7]. Better results have been obtained for several special cases. When the set $\mathcal{P}$ is a collection of $n$ axis-parallel boxes, one can achieve $O(\log n)$ query time with a structure using $O\left(n^{2+\varepsilon}\right)$ storage [28]. Again, a trade-off between query time and storage is possible: with $O\left(m^{1+\varepsilon}\right)$ storage, for any $m$ with $n<m<n^{2}$, one can achieve $O((n / \sqrt{m}) \log n)$ query time. If $\mathcal{P}$ is a set of $n$ balls, then it is possible to obtain $O\left(n^{2 / 3}\right)$ query time with $O\left(n^{1+\varepsilon}\right)$ storage [90], or $O\left(n^{\varepsilon}\right)$ query time with $O\left(n^{3+\varepsilon}\right)$ storage [72].

Both axis-parallel boxes and balls are very special objects, and in most graphics applications the scene will not consist of such objects. The question thus becomes: is it possible to improve upon the ray-shooting bounds for classes of objects that are more general than axis-parallel boxes or spheres? This is the problem we tackle in this chapter. More precisely, we study the ray-shooting problem for convex polyhedra that are fat-see Chapter 1 for a formal definition.

For the case of horizontal fat triangles, there is a structure that uses $O\left(n^{2+\varepsilon}\right)$ storage and has $O(\log n)$ query time [28], but the restriction to horizontal triangles is quite severe. Another related result is by Mitchell et al. [69]. In their solution, the amount of storage depends on the so-called simple-cover complexity of the scene, and the query time depends on the simple-cover complexity of the query ray. Unfortunately the simple-cover complexity of the ray-and, hence, the worst-case query time-can be $\Theta(n)$ for fat objects. In fact, this can happen even when the input is a set of cubes. The first (and so far only, as far as we know) result that works for arbitrary rays and rather arbitrary fat objects
was recently obtained by Sharir and Shaul [89]. They present a data structure for ray shooting in a collection of fat triangles that has $O\left(n^{2 / 3+\varepsilon}\right)$ query time and uses $O\left(n^{1+\varepsilon}\right)$ storage. Curiously, their method does not improve the known bounds at the other end of the query-time-storage spectrum, so for logarithmic-time queries the best known storage bound is still $O\left(n^{4+\varepsilon}\right)$.

Our results for ray shooting. First, we present a new data structure for vertical ray shooting in a collection of $n$ convex constant-complexity fat polyhedra ${ }^{1}$ in $\mathbb{R}^{3}$. Our data structure uses $O\left((1 / \beta) n \log ^{2} n\right)$ storage and has $O\left(\left(1 / \beta^{2}\right) \log ^{2} n\right)$ query time. Compared to Katz's structure [59] it has a better query time (while the storage is the same) and compared to the De Berg's structure [31] it has a better storage bound (while keeping the same query time).

We then present a data structure for ray shooting with arbitrary rays in a collection $\mathcal{P}$ of (not necessarily disjoint) convex fat polyhedra with $n$ vertices in total. Our structure requires $O\left(n^{2+\varepsilon}\right)$ storage and has query time $O\left(\log ^{2} n\right)$. A trade-off between storage and query time is also possible: for any $m$ with $n<m<n^{2}$, we can construct a structure that uses $O\left(m^{1+\varepsilon}\right)$ storage and has $O\left((n / \sqrt{m}) \log ^{2} n\right)$ query time. Compared to the bounds obtained by Sharir and Shaul there are two differences: our query time for near-linear storage is $O\left(\sqrt{n} \log ^{2} n\right)$ while the query time of Sharir and Shaul is $O\left(n^{2 / 3+\varepsilon}\right)$, and we get improved bounds at the other end of the spectrum while Sharir and Shaul will need $O\left(n^{4+\varepsilon}\right)$ storage for $O(\log n)$ query time. Of course, the two settings are not the same: Sharir and Shaul consider fat triangles, whereas we consider fat polyhedra. Indeed, our solution makes crucial use of the fact that fat polyhedra have a relatively large volume. Note that neither setting implies the other: fat triangles need not form fat polyhedra, and fat polyhedra do not necessarily have fat facets. (For example, a polyhedral model of a cylinder is likely to contain long and thin facets.)

Results on range searching. The intersection-searching problem is to preprocess a set of objects such that all objects intersecting a query range can be reported efficiently. If the objects are points, then the problem becomes the standard range-searching problem: report all points inside a query range. Range searching and intersection searching have been studied extensively-see for example the surveys by Agarwal [2] and Agarwal and Erickson [4]. For intersection-searching with a query simplex in a set of simplices in $\mathbb{R}^{3}$ one can, for any $m$ with $n<m<n^{4}$, obtain $O\left(\left(n / m^{1 / 4}\right) \log n+k\right)$ query time using $O\left(m^{1+\varepsilon}\right)$ storage, where $k$ is the number of reported simplices. Using our technique of covering with towers, we show that simplex-intersection queries can be answered more efficiently if the objects are fat convex polyhedra of constant complexity: for any $m$ with $n<m<n^{3}$, we obtain $O\left(\left(n / m^{1 / 3}\right) \log n+k\right)$ query time with a structure using $O\left(m^{1+\varepsilon}\right)$ storage. This matches the best known bounds for simplex range searching in point sets in $\mathbb{R}^{3}$. So far, no general results were known for intersection searching among

[^5]fat polyhedra that were better than those for arbitrary polyhedra-there has been work on intersection searching in fat objects $[29,75,85]$ but these results require the query range to be not too large compared to the input objects and they require the input objects to be disjoint.

### 4.2 Preliminaries

Basic properties of fat objects. We need a result that will allow us to stab a set of relatively large fat objects that all intersect some region $R$ using only a few points. Similar results have been proved earlier [33].

Lemma 4.1 Let $R$ be a bounded region in the plane, and let $c$ be a constant that satisfies $0<c \leq 1$. Then there is a collection $Q$ of $O\left(1 /(c \beta)^{2}\right)$ points with the following property: any $\beta$-fat object o with $\operatorname{size}(o) \geq c \cdot \operatorname{size}(R)$ that intersects $R$ contains at least one point from $Q$.

Proof. Let $U$ be a bounding square of $R$, and let $\widehat{U}$ be the concentric square twice the size of $U$. Consider a $\beta$-fat object $o$ with $\operatorname{size}(o) \geq c \cdot \operatorname{size}(R)$ that intersects $R$. Then $\operatorname{area}(o \cap \widehat{U}) \geq c^{\prime} c \beta \cdot \operatorname{area}(\widehat{U})$ for a suitable constant $c^{\prime}(c f$. Van der Stappen's thesis [96], Theorem 2.9). Hence, a regular grid on $\widehat{U}$ with $\lceil M\rceil^{2}$ cells, where $M=2 /\left(c^{\prime} c \beta\right)$, must have at least one grid point inside $P$, because the area of any convex object missing all grid points is less than $2 \cdot \operatorname{area}(\widehat{U}) / M$.

The following lemma was proved by Van Kreveld [98] for non-convex polygons. However, his definition of fatness is different from ours and is not obviously compatible. Therefore we have proved it independently using our definition. The proof is rather long, so it can be found in the appendix to this chapter. In the lemma below, an $\alpha$-fat triangle refers to a triangle all of whose angles are at least $\alpha$. (Such a triangle is $\alpha^{\prime}$-fat according to Definition 1.1 for some $\alpha^{\prime}=\Omega(\alpha)$.)

Lemma 4.2 Let $P$ be a $\beta$-fat convex polygon with $n$ vertices. There is a set $T$ of $\alpha$-fat triangles that cover $P$ where $|T|=O(n)$ and $\alpha=\Theta(\beta)$.

Ray shooting and parametric search. Agarwal and Matoušek [6] described a technique that reduces the ray-shooting problem on a set $\mathcal{P}$ of objects to the segment-emptiness problem, i.e., testing whether a query segment intersects any of the objects in $\mathcal{P}$. Since then their technique has been used in several papers dealing with ray shooting [72, 89, 90]. We will also use this technique.

Theorem 4.3 (Agarwal and Matoušek [6]) Let $\mathcal{P}$ be a set of objects. Suppose that we have a data structure $\Sigma$ supporting segment-emptiness queries with respect to $\mathcal{P}$, for
arbitrary segments. Let $A_{p}$ be a parallel algorithm for answering a segment-emptiness query, which uses at most $p$ processors and runs in at most $T_{A}$ parallel steps, and such that for a query segment ox, the computation of $A_{p}$ uses the information about $x$ only in deciding the signs of certain fixed-degree polynomials in the coordinates of $x$. Let $B$ be another version of the segment-emptiness algorithm, which can report an object $P_{i} \in \mathcal{P}$ containing the endpoint of the query segment, provided that the segment is otherwise empty, and let $T_{B}$ be the maximum running time of $B$. Then the ray-shooting problem for rays in $R$ can be solved using the same data structure $\Sigma$, in time $O\left(p T_{A}+T_{B} T_{A} \log p\right)$.

Finally, we will need the following result.

Theorem 4.4 (Chazelle et al. [22]) Let $L$ be a set of $n$ lines in 3-space. For any $m$ with $n<m<n^{2}$, we can preprocess the set $L$ using $O\left(m^{1+\varepsilon}\right)$ time and storage so that we can detect in $O((n / \sqrt{m}) \log n)$ time whether a query line $\ell$ lies above all the lines in $L$.

### 4.3 Vertical ray shooting

Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ be a collection of $n$ constant-complexity convex $\beta$-fat polyhedra that we wish to preprocess for vertical ray shooting. We start by studying the simpler case where all the objects are intersected by a common vertical line. After that we will show how to use this structure to obtain an efficient solution to the general problem.

Agarwal et al. [5] already described a data structure for the case where all objects are intersected by a common vertical line and project to triangles. We observe that it is possible to apply fractional cascading to their structure to obtain the following result.

Lemma 4.5 Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ be a set of $n$ disjoint convex constant-complexity $\beta$-fat polyhedra that are all stabbed by a vertical line $\ell$ and that all project to fat triangles. Then there is a data structure such that vertical ray shooting queries on $\mathcal{P}$ can be answered in $O(\log n)$ time. The structure uses $O((1 / \beta) n \log n)$ storage and it can be built in $O((1 / \beta) n \log n)$ time.

Proof. As stated above, all we need to do is apply fractional cascading to the structure of Agarwal et al. [5]. For completeness, we briefly describe their solution and explain how to apply fractional cascading.

The structure is a balanced binary tree $\mathcal{T}$ with the objects in the leaves, sorted by their position along $\ell$; the lowest object is in the leftmost leaf, the second lowest object in the next leaf, and so on. Since the objects are non-intersecting and convex, this ordering is well-defined.

For a node $\nu$, let $\mathcal{P}(\nu)$ denote the set of objects stored in the leaves of the subtree rooted at $\nu$. At each non-leaf node $\nu$ of $\mathcal{T}$, we store the union $U(\nu)$ of the vertical projections of the objects in $\mathcal{P}(\nu)$. We preprocess $U(\nu)$ for point-enclosure queries-that is, queries
that ask whether a point $q$ in the $x y$-plane lies inside $U(\nu)$ - as follows. Let $p_{\ell}$ be the point where $\ell$ intersects the $x y$-plane. Then all projections contain $p_{\ell}$, and since they are convex $U(\nu)$ is star-shaped with $p_{\ell}$ in the kernel. Hence, if we partition the plane into cones by drawing half-lines from $p_{\ell}$ through all breakpoints on the boundary of $U(\nu)$, then a point-enclosure query can be answered in $O(1)$ time after we have determined in which cone the query point lies.

To perform a query with a vertical ray starting above all objects, we walk down the tree as follows. Suppose we reach a node $\nu$. When the point $p$ where the ray hits the $x y$-plane lies inside the union of the right child of $\nu$ we proceed to the right child, otherwise we proceed to the left child. The leaf we reach must store the first object hit (if any object is hit at all). When the starting point of the ray does not lie above all objects, things are more complicated. However, Agarwal et al. have shown that a query can still be answered by walking down the tree, although now up to four nodes per level may be visited. In any case, we visit $O(\log n)$ nodes in total, and at each node we have to do a point-enclosure query. As explained above, a point-enclosure query can be answered in $O(1)$ time after we have determined in which cone the query point lies. Finding the right cone can be done in $O(\log n)$ time by binary search, but this can be made faster: using fractional cascading $[24,25]$ finding the cones can be done in $O(1)$ time, except for the search at the root. Since the application of fractional cascading is completely standard in this setting we omit further details.

To build the structure, we sort the objects along $\ell$ in $O(n \log n)$ time, and then we construct the unions to be stored at each node in a bottom-up fashion. Hence, when we arrive at a node $\nu$, we have to merge the two unions of the children of $\nu$. Because the unions are star-shaped with respect to the same point, computing the union of these unions boils down to merging the two circularly sorted lists of breakpoints. Hence, this can be done in linear time. The total time to construct all unions is therefore equal to the total size of the data structure, which is $\sum_{\nu} O(|\mathcal{P}(\nu)|)=O(n \log n)$. Adding the additional pointers for the fractional cascading does not increase the preprocessing time or the amount of storage asymptotically.

Now consider the general case, where the objects in $\mathcal{P}$ are not necessarily stabbed by a vertical line. We can cover each object by $O(1)$ subobjects whose projections are fat triangles using the technique of Lemma 4.2 , so we can assume without loss of generality that all objects project to fat triangles. We shall make use of two-dimensional BARtrees. Recall from Chapter 1 that BAR-trees (or balanced aspect ratio trees) are a special type of BSP trees for point sets. A BSP tree $\mathcal{T}$ for a set $S$ of points contained in some bounding square $\sigma$ is a recursive partitioning of $\sigma$ by splitting lines, such that the final cells of the subdivision do not contain any points in their interior. Each node $\nu$ of $\mathcal{T}$ corresponds to a region region $(\nu) \subset \sigma$, which is defined recursively as follows. The region $\operatorname{region}(\operatorname{root}(\mathcal{T}))$ is the whole square $\sigma$. Furthermore, if the splitting line stored at a node $\nu$ is $\ell(\nu)$, then region $(\operatorname{leftchild}(\nu))=\operatorname{region}(\nu) \cap \ell(\nu)^{-}$, where $\ell(\nu)^{-}$is the half-plane below $\ell(\nu)$. Similarly, region $($ rightchild $(\nu))=\operatorname{region}(\nu) \cap \ell(\nu)^{+}$, where
$\ell(\nu)^{+}$is the half-plane above $\ell(\nu)$.
The special properties of BAR-trees that are relevant for us are the following. First, a BAR-tree on a set $S$ of points has depth $O(\log |S|)$ and size $O(|S|)$. Furthermore, the regions corresponding to a node in a BAR-tree have bounded aspect ratio, which implies they are $c$-fat for some constant $c$. It has been shown by De Berg and Streppel [40] that this implies the following.

Lemma 4.6 (De Berg and Streppel [40]) Let o be a $\beta$-fat object. Then there is a set $G(o)$ of 12 points-we call these points guards-such that for any BAR-tree region $R$ that intersects o but does not contain a guard from $G(o)$ in its interior we have size $(o)=$ $\Omega(\operatorname{size}(R))$.

De Berg and Streppel [40] used this to design a so-called object BAR-tree: this is a BARtree that can be used for approximate range searching in a set of objects rather than in a point set. Our ray-shooting structure combines BAR-trees and the lemma above in a different way, as described next.
Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ be a set of $n$ constant-complexity $\beta$-fat polyhedra. Let $G_{i}=$ $G\left(\operatorname{proj}\left(P_{i}\right)\right)$ be a set of guards for the projection of $P_{i}$, as in Lemma 4.6. Our data structure for vertical ray shooting on $\mathcal{P}$ is defined as follows.

- The main tree $\mathcal{T}$ is a BAR-tree for the set $G=G_{1} \cup \cdots \cup G_{n}$.
- Let $\nu$ be a node in $\mathcal{T}$. We say that an object $P_{i}$ is large at $\nu$ if (i) $\operatorname{proj}\left(P_{i}\right)$ intersects region $(\nu)$, and (ii) region $($ parent $(\nu))$ contains a guard from $G_{i}$ in its interior but region $(\nu)$ does not. Note that Lemma 4.6 implies that $\operatorname{size}\left(P_{i}\right)=$ $\Omega(\operatorname{size}(\operatorname{region}(\nu)))$ if $P_{i}$ is large at $\nu$. Let $\mathcal{P}(\nu) \subset \mathcal{P}$ be the subset of objects that are large at $\nu$.
Let $Q(\nu)$ be a set of points such that for any $P_{i} \in \mathcal{P}(\nu)$, there is a point $q \in Q(\nu)$ with $q \in \operatorname{proj}\left(P_{i}\right)$. By Lemma 4.1 there exists such a set $Q(\nu)$ of size $O\left(1 / \beta^{2}\right)$. Assign each object $P_{i} \in \mathcal{P}(\nu)$ arbitrarily to one of the points $q \in Q(\nu)$ contained in its projection. Let $\mathcal{P}(q)$ denote the set of objects assigned to $q$. We store the set $\mathcal{P}(q)$ in a data structure $\mathcal{T}(q)$ for vertical ray shooting according to Lemma 4.5. Thus each node $\nu$ has $|Q(\nu)|$ associated structures.

Let's first see how to answer a vertical ray-shooting query with this structure.
Lemma 4.7 A vertical ray-shooting query can be answered in $O\left(\left(1 / \beta^{2}\right) \log ^{2} n\right)$ time.
Proof. Let $p$ be the point where the line through the query ray intersects the $x y$-plane. Search with $p$ down the tree $\mathcal{T}$. At every node $\nu$ on the search path, perform a query in the associated structure $\mathcal{T}(q)$ of each $q \in Q(\nu)$. A query thus takes $O\left(\log n \cdot \log n \cdot\left(1 / \beta^{2}\right)\right)$ time-that is, the length of every search path, times the query time in the associated data structures along the search path, times the size of $Q(\nu)$.

To prove the correctness, it suffices to argue that any object $P_{i}$ whose projection contains $p$ must be large at one of the nodes on the search path of $p$. To see this, we observe that $\operatorname{region}(\operatorname{root}(\mathcal{T}))$ contains all guards from $G_{i}$ while the leaf regions do not contain any guards in their interior. It follows that when we follow the path of $p$, the object $P_{i}$ must become large at some node.

We can now prove our final result on vertical ray shooting.
Theorem 4.8 Let $\mathcal{P}$ be a collection of $n$ convex disjoint constant-complexity $\beta$-fat polyhedra in $\mathbb{R}^{3}$. Then there is a data structure such that vertical ray shooting queries on $\mathcal{P}$ can be answered in $O\left(\left(1 / \beta^{2}\right) \log ^{2} n\right)$ time. The structure uses $O\left((1 / \beta) n \log ^{2} n\right)$ storage and it can be built in $O\left((1 / \beta) n \log ^{2} n\right)$ time.

Proof. The correctness of the query procedure and the query time have been shown in Lemma 4.7.

It remains to prove the bound on the construction time; the storage bound then follows trivially. Computing the guards for each object takes constant time per object, and constructing the BAR-tree takes $O(n \log n)$ time [44]. We claim that an object $P_{i}$ is large at $O(\log n)$ nodes. Indeed, any guard is contained in the regions of the nodes on a single path down the tree, and an object can only be large at a node if the parent region contains one of its guards. Hence, $\sum_{\nu}|\mathcal{P}(\nu)|=O(n \log n)$. We can generate the sets $\mathcal{P}(\nu)$ in $O(n \log n)$ time by filtering the objects down the tree $\mathcal{T}$. The set $Q(\nu)$ can be constructed in $O(|Q(\nu)|)$ time, and associating the objects with the points in $Q(\nu)$ can be done in a brute-force way in $O(|Q(\nu)| \cdot|\mathcal{P}(\nu)|)$. Finally, constructing the associated structures of $\nu$ takes time

$$
\sum_{q \in Q(\nu)} O((1 / \beta)|\mathcal{P}(q)| \log |\mathcal{P}(q)|)=O((1 / \beta)|\mathcal{P}(\nu)| \log |\mathcal{P}(\nu)|)
$$

by Lemma 4.5. Hence, the overall construction time is

$$
\begin{aligned}
& \sum_{\nu} O(|\mathcal{P}(\nu)| \cdot(|Q(\nu)|+(1 / \beta) \log |\mathcal{P}(\nu)|)) \\
& =O\left((1 / \beta) n \log ^{2} n+\left(1 / \beta^{2}\right) n \log n\right) \\
& =O\left((1 / \beta) n \log ^{2} n\right)
\end{aligned}
$$

### 4.4 A ray-shooting data structure for arbitrary directions

Let $\mathcal{P}$ be the set of either convex fat polyhedra or $(\alpha, \beta)$-covered polyhedra that we wish to preprocess for ray-shooting queries with query rays that have arbitrary directions. We
use $n$ to denote the total number of vertices of the polyhedra. Our global strategy is roughly as follows.
We first decompose of the boundary of each polyhedron into a constant number of towers. This is the same decomposition that we mentioned in Chapter 3. Recall that for a convex $\beta$-fat polyhedron $P$, we can cover the boundary $P$ with $O\left(1 / \beta^{2}\right)$ towers by Theorem 3.12. By Theorem 3.14, for an $(\alpha, \beta)$-covered polyhedron $P$, we can cover the boundary of $P$ with $O\left(1 /(\alpha \beta)^{5}\right)$ towers, where the towers have $O\left(1 /(\alpha \beta)^{2}\right)$ canonical directions. Next, we present a data structure to efficiently perform segment-emptiness queries on the towers. Using Agarwal and Matoušek's parametric-search technique mentioned above, we then convert this structure into a structure for ray shooting.

Testing for segment emptiness. Before we describe the data structure for segmentemptiness queries, we describe necessary and sufficient conditions for a segment to intersect a polyhedron $P$. We treat $P$ as a solid, meaning that a segment $s$ intersects $P$ even if both endpoints of $s$ are inside $P$.
In the lemma below and in the rest of the chapter, whenever we speak of "above" and "below" when referring to a specific tower, this is always with respect to the canonical direction $\vec{d}$ of that tower. More precisely, we say that an object $o$ is below an object $o^{\prime}$ whenever there exists a directed line with orientation $\vec{d}$ that first intersects $o$ and then $o^{\prime}$. A point is inside a tower, for instance, if and only if it is above the base and below the cap. Finally, we use proj$(o)$ to denote the projection of an object $o$ in direction $\vec{d}$ onto a plane orthogonal to $\vec{d}$.

Lemma 4.9 A segment $s=\overline{p q}$ intersects a polyhedron $P \in \mathcal{P}$ if and only if one of the following conditions holds:

1. $p$ or $q$ is inside $P$, or
2. there is a tower $t \in T(P)$ such that
(a) $\overline{p q}$ intersects base $(t)$, or
(b) $\overline{p q}$ passes below an edge of $\operatorname{cap}(t)$ and above an edge of base $(t)$, or
(c) $\overline{p q}$ passes below an edge of $\operatorname{cap}(t)$ and $p$ or $q$ is above base $(t)$.

Proof. If one of the conditions is met, $s$ clearly intersects $P$. Therefore, we will concentrate on the "only if" part of the proof. If $s$ meets $P$ but misses all $t \in T(P)$, condition 1 clearly holds. Suppose $s$ intersects some $t \in T(P)$. Put $b:=$ base $(t)$. Up to exchanging $p$ and $q$, there are three possible scenarios for $p$ and $q$ with respect to $t$ :

Case (i): $\operatorname{proj}(p)$ is inside $\operatorname{proj}(t)$ but $\operatorname{proj}(q)$ is not. Then $p$ is either above $t$, below it, or inside it. If $p$ is inside $t$, then condition 1 is satisfied. If $p$ is below $b$, then there must be some other point on $s$ that is above $b$, which implies that $s$ must satisfy
condition 2a. Finally, if $p$ is above $b$ but not inside $t$, then condition 2 c is satisfied by the property that $t$ is a terrain and the fact that $\operatorname{proj}(q)$ is not inside $\operatorname{proj}(t)$.

Case (ii): both $\operatorname{proj}(p)$ and $\operatorname{proj}(q)$ are inside $\operatorname{proj}(t)$. If either $p$ or $q$ are inside $t$, then condition 1 is satisfied. If $p$ is below $b$ and $q$ is above it (or vice versa), then condition 2 a is satisfied. If both $p$ and $q$ are below $b$, then $s$ can not intersect $t$. If both $p$ and $q$ are above $b$ but not inside $t$, then they must both be above $\operatorname{cap}(t)$. Since $s$ intersects $t$, this implies that condition 2 c is satisfied.

Case (iii): neither $\operatorname{proj}(p)$ nor $\operatorname{proj}(q)$ is inside $\operatorname{proj}(t)$. Now condition 2 b must always be satisfied.

Lemma 4.9 allows us to treat a segment-emptiness query as the disjunction of several different conditions and test separately for each of these conditions. Developing data structures for each of these conditions is relatively routine; they can be implemented using standard multi-level range-searching data structures. Below we provide some of the details.

Lemma 4.10 Let $\mathcal{P}$ be a set of $\beta$-fat convex polyhedra in $\mathbb{R}^{3}$ of total complexity $n$. Given a query segment $s$, we can detect in $O\left(\left(n / \beta^{2} \sqrt{m}\right) \log n\right)$ time whether an endpoint of $s$ is inside a polyhedron of $\mathcal{P}$ using a data structure that requires $O\left(m^{1+\varepsilon} / \beta^{2}\right)$ preprocessing time and storage, for any parameter $m$ with $n<m<n^{2}$. If the polyhedra are disjoint, this can be improved to $O(n / \beta)$ storage and preprocessing time and $O((1 / \beta) \log n)$ query time.
If $\mathcal{P}$ is a set of $n(\alpha, \beta)$-covered polyhedra in $\mathbb{R}^{3}$ with total complexity $n$, then the bounds are the same except for the dependence on the fatness constant: in all cases, $O\left(1 / \beta^{2}\right)$ is replaced by $O\left(1 /(\alpha \beta)^{2}\right)$.

Proof. When the objects in $\mathcal{P}$ may intersect, we treat the towers and the inner cubes of each object separately.
We preprocess the cubes into a three-level segment tree [42]. This tree uses $O\left(n \log ^{3} n\right)$ storage and allows us to check if any of the cubes contains a query point in $O\left(\log ^{3} n\right)$ time. By increasing the degree of the nodes in the segment tree to $O\left(n^{\varepsilon}\right)$, we can reduce the query time to $O(\log n)$ at the cost of using $O\left(n^{1+\varepsilon}\right)$ storage.
The towers are handled as follows. Consider the collection of towers for a fixed canonical direction. Assume without loss of generality that the bases of the towers are parallel to the $x y$-plane. A tower $t$ contains a query point $q$ if and only if the following three conditions hold: the projection of $q$ is contained in the projection of the base of $t$ (here the projections are onto the $x y$-plane and in the canonical direction of the tower), $q$ is above that base, and $q$ is below the plane through the cap facet whose projection contains $q$. This means we can detect this using a multi-level tree: the first two levels are segment trees on the projections of the bases onto the $x y$-plane (these are used to select the bases whose projections contain the projection of $q$ ), the third level is a binary tree on height (used to
select those bases that are below $q$ ), the next three ${ }^{2}$ levels are partition trees on the edges of the projected cap facets (to select the cap facets whose projections contain $q$ ), and the final level is a structure to test if $q$ is above the upper envelope of the planes through the cap facets. As usual with this type of multi-level data structure, the performance is determined by the worst-case performance of any of the levels. Hence, we get the same bounds as in a two-dimensional partition tree, as stated in the lemma; the extra factor $O\left(1 / \beta^{2}\right)$ for convex objects or $O\left(1 /(\alpha \beta)^{2}\right)$ is because each of the canonical directions is treated separately.

When the objects in $\mathcal{P}$ are guaranteed not to intersect, we use the so-called object BAR-tree designed by De Berg and Streppel [40]. Recall from Chapter 1 that this is a BSP-tree with $O(n)$ nodes and depth $O(\log n)$, such that every leaf region intersects at most $O(1 / \beta)$ objects. Therefore, assuming the polyhedra have constant complexity, we can test whether $p$ is inside any of the polyhedra in $\mathcal{P}$ simply by finding the cell containing $p$ in $O(\log n)$ time and then testing whether $p$ is inside any of the polyhedra in the cell. If the polyhedra do not have constant complexity, we apply the Dobkin-Kirkpatrick hierarchy [43] to each polyhedron. In either case, the test takes $O(\log n)$ to determine which cell $p$ is in and $O((1 / \beta) \log n)$ to test if $p$ is inside any of the $O(1 / \beta)$ polyhedra meeting that cell.

Lemma 4.11 Let $\mathcal{P}$ be a set of convex $\beta$-fat polyhedra. Assuming there is no endpoint of query segment $s$ inside any polyhedron in $\mathcal{P}$, we can detect whether $s$ intersects any polyhedron in $\mathcal{P}$ using a data structure which requires $O\left(n^{2+\varepsilon} / \beta^{2}\right)$ storage and preprocessing time and has query time $O\left((\log n) / \beta^{2}\right)$. Furthermore, for any $m$ with $n<m<n^{2}$, we can construct a structure that uses $O\left(m^{1+\varepsilon} / \beta^{2}\right)$ storage and preprocessing time and has $O\left(\left(n /\left(\beta^{2} \sqrt{m}\right)\right) \log n\right)$ query time.
If $\mathcal{P}$ is a set of $(\alpha, \beta)$-covered polyhedra, the dependence on the fatness constant, which is $O\left(1 / \beta^{2}\right)$ in the convex case, is replaced by $O\left(1 /(\alpha \beta)^{2}\right)$.

Proof. There are three cases to consider, according to Lemma 4.9. We will design a different structure for each of them, and in each case we will need a separate structure for each of the $|\mathcal{D}|$ canonical tower directions. So we fix one of the canonical directions $\vec{d}$, and let $\mathcal{T}=\mathcal{T}(\vec{d})$ be the set of all towers of that direction. Without loss of generality, assume that the base of the towers in $\mathcal{T}$ is horizontal, i.e., parallel to the $x y$-plane.

Condition 2a: $s$ intersects base $(t)$ for some tower $t \in \mathcal{T}$ : Since $\operatorname{base}(t)$ is an axisaligned rectangle, a segment $s$ intersects base $(t)$ if and only if $\ell(s)$, the line through $s$, intersects base $(t)$ both in the projection onto the $y z$-plane and in the projection onto the $x z$-plane, and the endpoints of $s$ lie on opposite sides of the plane through base $(t)$. Hence, we can test whether there is an intersected base using a five-level tree: the first two levels are partition trees used to select the bases that intersect
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Figure 4.1 (a) Condition 2a. (b) Condition 2b. (c) Condition 2c.
$\ell(s)$ in the projection onto the $x z$-plane, the next two levels are partition trees used to select of these bases the ones that also intersect $\ell(s)$ in the projection onto the $y z$-plane, and the last level is a search tree on $z$-coordinate to test whether $s$ has its endpoints on opposite sides of any of the selected bases.

Condition 2b: s passes above an edge of base $(t)$ and below an edge of $\operatorname{cap}(t)$, for some $t \in \mathcal{T}$ : This happens if and only if $s$ intersects an edge of base $(t)$ in the projection onto the $x y$-plane, is above that edge in the orthogonal projection onto the plane orthogonal to that edge, and is below some edge of $\operatorname{cap}(t)$. Therefore, we can also check condition $2 b$ by using a multi-level structure based on partition trees: the first levels are used to select all towers having a base with an edge that intersects $s$ in the projection onto the $x y$-plane, the next level is to restrict the selection to towers with base edges below $s$, the next levels are to select of those towers the cap edges intersecting $s$ in the projection to the $x y$-plane. It remains to check whether any of the selected cap edges is above $s$. Since these edges all intersect $s$ in the projection, we can treat them and $s$ as full lines and use the structure from Theorem 4.4.

Condition 2c: s passes below an edge of $\operatorname{cap}(t)$ and it has an endpoint above base $(t)$, for some $t \in \mathcal{T}$ : We first select all towers having a base below one of the endpoints of $s$-this can be done using a two-level segment tree storing the projected bases and a binary search tree on the heights of the bases-then we select the towers with a cap edge that is intersected in the projection to the $x y$-plane, and finally we apply the structure of Theorem 4.4 again.

In all cases, we have described a multi-level data structure with a constant number of levels, where each level is either a two-dimensional partition tree, a segment tree, a binary tree, or (as the final level) the structure of Theorem 4.4. The bounds for such multi-level structure are determined by the worst level, which leads exactly to the bounds stated in the lemma. (To speed up the query from $O\left(\log ^{4} n\right)$ time to $O(\log n)$, when $O\left(n^{1+\varepsilon}\right)$ storage is used, we employ the standard trick [28]: we choose the branching degree to be $O\left(n^{\varepsilon}\right)$, and we add a point-location structure to identify the correct child to which we must descend in $O(\log n)$ time.)

It is easily checked that, in the worst case, the total complexity of the towers of $\mathcal{T}(\vec{d})$
can be $\Theta(n)$, for each $\vec{d}$. Hence the above estimates for query time and preprocessing time and space must be multiplied by $1 / \beta^{2}$ in the case of convex polyhedra or $1 /(\alpha \beta)^{2}$ in the case of $(\alpha, \beta)$-covered polyhedra to account for processing all canonical directions.

Putting it all together. In order to apply the parametric-search technique described in Theorem 4.3, we must describe parallel algorithms for querying the data structures presented in the previous section. For the object BAR-tree and the Dobkin-Kirkpatrick hierarchies for the polyhedra of non-constant complexity, the parallel query algorithm coincides with the sequential one. In the other structures, we can obtain $O(\log n)$ parallel query time using $O(n / \sqrt{m})$ processors: basically, whenever a search path splits we add another processor. Applying Theorem 4.3 now gives the final result.

Theorem 4.12 Let $\mathcal{P}$ be a set of $\beta$-fat convex polyhedra in $\mathbb{R}^{3}$ of total complexity $n$. We can preprocess $\mathcal{P}$ using $O\left(n^{2+\varepsilon} / \beta^{2}\right)$ storage and preprocessing time, such that rayshooting queries can be answered in $O\left(\left(\log ^{2} n\right) / \beta^{2}\right)$ time. Moreover, for any $m$ with $n<m<n^{2}$, we can construct a structure that uses $O\left(m^{1+\varepsilon} / \beta^{2}\right)$ preprocessing time and storage such that queries take $O\left(\left(n / \beta^{2} \sqrt{m}\right) \log ^{2} n\right)$ time.
If $\mathcal{P}$ is a set of $(\alpha, \beta)$-covered polyhedra in $\mathbb{R}^{3}$ with total complexity $n$, then the bounds are the same except for the dependence on the fatness constant: in all cases, $O\left(1 / \beta^{2}\right)$ is replaced by $O\left(1 /(\alpha \beta)^{5}\right)$.

Remark 4.13 This result is most likely optimal, up to an $O\left(n^{\varepsilon}\right)$ factor. Indeed, the rayshooting problem for fat polyhedra in 3 -space is at least as hard as the ray-shooting problem for squares in the plane. For the latter problem no better bounds are known. Moreover, Hopcroft's problem-deciding whether there is an incidence between given sets of $n_{p}$ points and $n_{\ell}$ lines in the plane-can be solved by performing $n_{\ell}$ ray-shooting queries in the set of points (which can be considered degenerate squares). If we set the storage parameter $m$ of our structure to $m=n_{p}+n_{p}^{2 / 3} n_{\ell}^{2 / 3}$, then our algorithm solves Hopcroft's problem in $O\left(\left(n_{p}+n_{p}^{2 / 3} n_{\ell}^{2 / 3}+n_{\ell}\right)^{1+\varepsilon}\right)$ time. In a restricted model of computation, the lower bound for Hopcroft's problem [49] is $\Omega\left(n_{p} \log n_{\ell}+n_{p}^{2 / 3} n_{\ell}^{2 / 3}+n_{\ell} \log n_{p}\right)$. Thus it is unlikely that better results than the trade-off bounds that we obtain are possible for ray shooting in a set of points in the plane. (This is not a formal statement, because of the restricted model of computation.) Hence, such improvements are also unlikely for ray shooting in a set of fat objects in 3 -space.

### 4.5 Simplex Range Searching

The techniques described above can be adapted to the problem of simplex range searching. The task is to preprocess $\mathcal{P}$ to facilitate queries of the form: report, given a query simplex
$\Delta$, all objects intersecting $\Delta$. Unlike the previous sections of this chapter, we must assume that $\mathcal{P}$ contains constant-complexity polyhedra.

Lemma 4.14 A tower $t$ of polyhedron $P \in \mathcal{P}$ intersects a query simplex $\Delta$ if and only if one of the following conditions holds:
(i) $t \subset \Delta$, or
(ii) an edge of $\Delta$ intersects $t$, or
(iii) $t$ properly intersects a facet $f$ of $\Delta$, that is, $t$ intersects only the relative interior $\operatorname{int}(f)$ of $f$ and not its boundary.

Proof. If one of the conditions is met, then $t$ clearly intersects $\Delta$. Suppose neither of the first two conditions are met, but $t$ intersects $\Delta$. Since $t$ intersects $\Delta$ but is not contained in it, a facet $f$ of $\Delta$ must intersect $t ; \Delta \subset t$ is ruled out by condition (ii). Since none of the edges of $\Delta$ meet $t$, it must be the case that $t \cap f=t \cap \operatorname{int}(f)$, so the last condition holds, as claimed.

Let $\mathcal{T}=\mathcal{T}(\vec{d})$ be the collection of all towers for the canonical direction $\vec{d}$. For each of the three conditions we will construct a data structure that can report all towers $t \in \mathcal{T}$ satisfying that condition.

To handle condition (i), we take a vertex of each tower in $\mathcal{T}$ and preprocess the resulting set of points for simplex range searching. Thus, for any $m$ with $n<m<n^{3}$, we can obtain $O\left(\left(n / m^{1 / 3}\right) \log n+k\right)$ query time using $O\left(m^{1+\varepsilon}\right)$ preprocessing time and storage, where $k$ is the number of reported towers [2].

Condition (ii) is handled as follows. Recall that in Section 4.4 we developed a structure for segment-emptiness queries in a set of towers. Now we need to report all towers intersecting a segment, instead of only testing if there is such a tower. The structures presented in Section 4.4 can also report all intersected towers, with one exception: in the multi-level structures for conditions 2 b and 2 c we used the structure of Theorem 4.4 as the final level. This structure was used to check whether any line from a given set of lines was above a query line. Now we need to report all such lines, which can be done using a structure for half-space range reporting in 5-dimensional (Plücker) space [2]. Note that since the objects in $\mathcal{P}$ are constant-complexity, each object is reported at most a constant number of times. We get a structure with $O\left(m^{1+\varepsilon}\right)$ preprocessing time and storage such that queries take $O((n / \sqrt{m}) \log n+k)$ time.

To handle condition (iii) we proceed as follows. For each vertex $v$ of the cap of a tower $t \in \mathcal{T}$ we define a segment $s_{v}$, which we call a stick, as follows. Let $\ell_{v}$ be the line through $v$ in direction $\vec{d}$. Then $s_{v}:=\ell_{v} \cap t$. Thus the stick $s_{v}$ connects $v$ to the point on base $(t)$ that is below $v$.

Lemma 4.15 If a tower $t \in \mathcal{T}$ properly intersects a facet $f$ of the query simplex $\Delta$, then $f$ is intersected by an edge of $\operatorname{base}(t)$, or by the stick $s_{v}$ of a vertex $v$ of $\operatorname{cap}(t)$.

Proof. Suppose $t$ properly intersects $f$, but $f$ does not intersect an edge of base $(t)$. Then base $(t)$ must be completely below the plane containing $f$. On the other hand, at least one cap vertex, $v$, must be above that plane, otherwise $t$ would not intersect $f$. Hence, the stick $s_{v}$ must intersect that plane. Since $t$ properly intersects $f$, this implies that $s_{v}$ must intersect $f$.

This lemma gives us an easy way to handle condition (iii): we need a structure so that we can find all sticks whose projection in direction $\vec{d}$ (note that this is a point) is contained in the projection of a facet $f$ of the query simplex and whose endpoints are on opposite sides of the plane through $f$. This can again be done with a multi-level partition tree that uses $O\left(m^{1+\varepsilon} / \beta^{2}\right)$ preprocessing time and storage, and for which queries take $O\left(\left(n / \beta^{2} \sqrt{m}\right) \log n+k\right)$ time. A similar structure can be used to find the base edges intersecting $f$, since the base edges of the towers in $\mathcal{T}$ have only two distinct directions.

Since we have $O\left(1 / \beta^{2}\right)$ different canonical directions in the case of convex polyhedra and $O\left(1 /(\alpha \beta)^{5}\right)$ towers in the case of $(\alpha, \beta)$-covered polyhedra, we get the following.

Theorem 4.16 Let $\mathcal{P}$ be a set of $n \beta$-fat constant-complexity convex polyhedra in $\mathbb{R}^{3}$. For any $m$ with $n<m<n^{3}$, we can preprocess $\mathcal{P}$ using $O\left(m^{1+\varepsilon} / \beta^{2}\right)$ time and storage, such that simplex range-searching queries can be answered in $O\left(\left(n / \beta^{2} m^{1 / 3}\right) \log n+k / \beta^{2}\right)$ time, where $k$ is the number of polyhedra reported.
If $\mathcal{P}$ is a set of $n$ constant-complexity $(\alpha, \beta)$-covered polyhedra in $\mathbb{R}^{3}$, then the bounds are the same except for the dependence on the fatness constant: in all cases, $O\left(1 / \beta^{2}\right)$ is replaced by $O\left(1 /(\alpha \beta)^{5}\right)$.

### 4.6 Conclusion

In this chapter, we looked at two related problems: ray shooting and range searching. We studied ray shooting both for rays whose direction is fixed and for rays that can have an arbitrary direction. In the first case, we gave improved results for objects that are fat and convex, whereas in the second case we gave improved results for polyhedra that are $(\alpha, \beta)$-covered. These results extended fairly directly into simplex range searching as well. The results on ray shooting in arbitrary directions and simplex range searching polyhedra show the utility of the decomposition into towers that we introduced in Chapter 3.

## Appendix

This appendix contains a proof that was omitted.

Lemma 4.2. Let $P$ be a $\beta$-fat convex polygon with $n$ vertices. There is a set $T$ of $\alpha$ fat triangles that cover $P$ where $|T|=O(n)$ and $\alpha \geq \beta / 128$.
Proof. Recall that for triangles, we use the definition that the fatness is given by the smallest angle in the triangle.
Let $S$ be the largest possible square contained in $P$. Any convex subset of $P$ that contains all of $S$ is at least $\beta^{\prime}$-fat where $\beta^{\prime}=\Theta(\beta)$ by Lemma 4.18 below.

We extend the edges of $S$ until they intersect $P$ and add vertices to $P$ at the intersection points. We let $P_{a}$ denote the part of $P$ above the (extended) top edge of $S$, let $P_{b}$ denote the part below the bottom edge of $S$, let $P_{c}$ denote the part to the right of the right edge of $S$, and let $P_{d}$ denote the part to the left of the left edge of $S$. We will show how to cover $P_{a}$. The three other parts of $P$ are covered similarly, and $S$ is covered with two triangles that each have a fatness of $45^{\circ}$.


Figure 4.2 One of the subpolygons of $P$ induced by $S$.

An ear of a polygon $P$ consists of two consecutive edges of $P$ that have the property that a straight edge connecting the first and last vertex of the edges stays completely inside the polygon. In a convex polygon, any two consecutive edges are ears.

We cover $P_{a}$ by choosing an arbitrary ear from it (except any ear that also contains the top edge of $S$ ), covering it using Lemma 4.17 below, and then replacing $P$ by $P$ with that ear removed. Since no part of $S$ is ever removed, $P$ remains fat. Thus we keep removing ears from $P_{a}$ until it exactly coincides with the extended edge of $S$.

Since we cover the ears that we remove using the procedure from Lemma 4.17, we add a constant number of triangles to $T$ per vertex, implying that $|T|=O(n)$. The exact bound
on $\alpha$ is given by combining Lemmas 4.17 and 4.18.

Lemma 4.17 An ear of a $\beta$-fat polygon $P$ can be covered with at most four $\alpha$-fat triangles that all stay inside $P$ where $\alpha:=(\beta \pi) / 16$.

Proof. In a convex polygon, an ear is a triangle formed by three consecutive vertices. Consider the ear defined by vertices $v_{i-1}, v_{i}$, and $v_{i+1}$. Let $\phi_{i-1}, \phi_{i}$, and $\phi_{i+1}$ be the angles at the respective vertices-see Figure 4.3 (a). Because $P$ is $\beta$-fat, we know that the angle between any two adjacent edges of $P$, and in particular the angle $\phi_{i}$, is at least $\beta /(2 \pi)$. There are three possibilities for the other two angles, $\phi_{i-1}$ and $\phi_{i+1}$ : either they are both at least $\alpha$, they are both less than $2 \alpha$, or one is larger than $2 \alpha$ and one is smaller than $\alpha$. Note that these cases overlap.
Case (i): $\phi_{i-1} \geq \alpha$ and $\phi_{i+1} \geq \alpha$. In this case, the ear is trivial to cover: it is already an $\alpha$-fat triangle that can be covered by a copy of itself.

Case (ii): $\phi_{i-1}<2 \alpha$ and $\phi_{i+1}<2 \alpha$. First, we add triangles to the edges $v_{i-1} v_{i}$ and $v_{i} v_{i+1}$ where the angles of the edges of the triangles with respect to the boundary edges are at least $2 \alpha$-these are the triangles with dotted edges in Figure 4.3 (a). These triangles must stay inside $P$ as long as $\alpha \leq(\beta \pi) / 16$ by Lemma 5.6 , proved in the next chapter. However, it is clear that the non-boundary vertex of these triangles must be outside the ear that we are covering. Therefore, we can place a triangle at the middle vertex of the ear with two sides that correspond to the sides of the two triangles that we just added and whose third side is the edge of the ear that goes between these two edges. This triangle completes the covering of the ear.

(b)


Figure 4.3 (a) Case (ii). (b) Case (iii).

Case (iii): $\phi_{i-1}>2 \alpha$ and $\phi_{i+1}<\alpha$ (or the symmetric case). See Figure 4.3 (b). In this case, we add an edge between the vertex that is at the large angle ( $v_{i-1}$, without loss of generality) and the edge across from it, making vertex $v_{j}$. This splits $\phi_{i}$ into two angles $\varphi_{1}$ and $\varphi_{2}$. We place $v_{j}$ such that $\varphi_{1}$ is exactly $\alpha$. Thus, $\varphi_{3}=\alpha+\phi_{i+1}>\alpha$ . By assumption, $\varphi_{2}>\alpha$. Thus, we can cover the triangle $v_{i-1} v_{i} v_{j}$ with a copy of itself. Triangle $v_{i-1} v_{j} v_{i+1}$ can be covered according to the procedure outlined for case (ii) above.

Note that in all cases, we have covered the ear with at most four $\alpha$-fat triangles.

Lemma 4.18 Let $P$ be a convex $\beta$-fat polygon in $\mathbb{R}^{2}$ and $S$ be the largest square contained in $P$. Then any convex subset $P^{\prime}$ such that $S \subseteq P^{\prime} \subseteq P$ is $\beta^{\prime}$-fat where $\beta^{\prime} \geq \beta /(8 \pi)$.

Proof. By the results of Section 3.2.1 of Van der Stappen's thesis [96], the side length of $S$ is at least $\beta \rho /(2 \sqrt{2})$, where $\rho$ is the diameter of $P$.
Let $d=\overline{p_{1} p_{2}}$ be the diameter of $P^{\prime}$. Let $S^{\prime} \subseteq S$ be the largest square contained in $S$ that has an edge parallel to $d$. The side length of $\bar{S}^{\prime}$ is at least $\sqrt{2} / 2$ times the side length of $S$. Let $p_{3}$ and $p_{4}$ denote the midpoints of the sides of $S^{\prime}$ parallel to $d$-see Figure 4.4.


Figure 4.4 $P^{\prime}$ must be fat.

We will make two triangles: $p_{1} p_{3} p_{4}$ and $p_{2} p_{3} p_{4}$. By convexity, both of these triangles must be completely inside $P^{\prime}$. The sum of the area of these triangles is not dependent on the placement of $S^{\prime}$ —it is always $d \cdot s / 2$, where $s$ is the side length of $S^{\prime}$.
Since $P^{\prime}$ is convex, the fatness of $P^{\prime}$ is determined by a circle placed at $p_{1}$ with radius $d$ [96]. The area of that circle is $\pi d^{2}$. Thus the fatness of $P^{\prime}$ is at least

$$
\beta^{\prime}=\frac{\frac{d \cdot s}{2}}{\pi d^{2}}=\frac{s}{2 d \pi} \geq \frac{\beta \rho}{8 d \pi} \geq \frac{\beta}{8 \pi}
$$

since $d \leq \rho$.

## chapter 5

## Depth orders

### 5.1 Introduction

In this chapter we study another problem arising in computer graphics in the context of realistic input models; namely the depth-order problem for fat polytopes in $\mathbb{R}^{3}$.

Problem statement and previous results. Let $\mathcal{P}$ be a set of $n$ disjoint objects in $\mathbb{R}^{3}$. The problem we study is the depth-order problem: compute a depth order for the set $\mathcal{P}$, that is, an ordering $P_{1}, \ldots, P_{n}$ of the objects in $\mathcal{P}$ such that if $P_{i}$ is below $P_{j}$ then $i<j$. Here we say that $P_{i}$ is below $P_{j}$, denoted by $P_{i} \prec P_{j}$, if there are points $\left(x, y, z_{i}\right) \in P_{i}$ and $\left(x, y, z_{j}\right) \in P_{j}$ with $z_{i}<z_{j}$. In other words, a depth order is a linear extension of the $\prec$-relation. Since there can be cycles in the $\prec$-relation-we then say there is cyclic overlap among the objects-a depth order does not always exist. In that case the algorithm should report that there is cyclic overlap. Depth orders are useful in several applications. For example, they can be used to render scenes with the Painter's Algorithm [52] or to do hidden-surface removal with the algorithm of Katz et al. [60]. Depth orders also play a role in assembly planning [3].
The depth-order problem for arbitrary sets of triangles in 3-space does not seem to admit a near-linear solution; the best known algorithm runs in $O\left(n^{4 / 3+\varepsilon}\right)$ time [39]. This has led researchers to also study this problem for fat objects. Agarwal et al. [5] gave an algorithm for computing the depth order of a set of triangles whose projections onto the
$x y$-plane are fat; their algorithm runs in $O\left(n \log ^{5} n\right)$ time. However, their algorithm cannot detect cycles-when there are cycles it reports an incorrect order. A subsequent result by Katz [58] produced an algorithm that runs in $O\left(n \log ^{5} n\right)$ time and that can detect cycles. In this case though, the constant of proportionality depends on the minimum overlap of the projections of the objects that do overlap. If there is a pair of objects whose projections barely overlap, then the running time of the algorithm increases greatly. One advantage that this algorithm has is that it can deal with convex curved objects.

Our results. We present an algorithm for computing a depth order on a collection of $n$ convex constant-complexity fat polyhedra in $\mathbb{R}^{3}$. Our algorithm runs in $O\left(\left(1 / \beta^{3}\right) n \log ^{3} n\right)$ time, improving the result of Agarwal et al. [5] by two logarithmic factors. Like the algorithm of Agarwal et al., our algorithm unfortunately does not detect cyclic overlap. Hence, we also study the problem of verifying a given depth order. We give an algorithm that checks in $O\left(\left(1 / \beta^{2}\right) n \log ^{3} n\right)$ time ${ }^{1}$ whether a given ordering for a set of fat convex polyhedra is a valid depth order. This is the first result for this problem. Until now, the only algorithm for verifying a given depth order was an algorithm for arbitrary triangles [39], which runs in $O\left(n^{4 / 3+\varepsilon}\right)$ time.

### 5.2 Preliminaries

In this section we introduce some basic definitions and terminology.
Define the size of an object $o$, denoted by $\operatorname{size}(o)$ to be the radius of its smallest enclosing ball. Note that the size of a ball is simply its radius.
It is not hard to show that the projection of a fat object is also fat, as proved by De Berg [31] and made precise in the following lemma.

Lemma 5.1 (De Berg [31]) If an object $P$ is a $\beta$-fat object in three dimensions, then $\operatorname{proj}(P)$ has fatness $\Omega(\beta)$ in two dimensions.

We will also need the following lemma.

Lemma 5.2 Let $P_{1}$ and $P_{2}$ be simple polygons. Let $e_{1}$ be an edge of $P_{1}$ and $e_{2}$ be an edge of $P_{2}$. If $P_{1}$ intersects $P_{2}$ so that there is no vertex of $P_{1}$ inside $P_{2}$ and no vertex of $P_{2}$ inside $P_{1}$, then there is an intersection of edges $e_{3}$ of $P_{1}$ and $e_{4}$ of $P_{2}$ such that $e_{3} \neq e_{1}$ and $e_{4} \neq e_{2}$.

Proof. Let $e$ of $P_{1}$ and $e^{\prime}$ of $P_{2}$ be edges that intersect. If $e \neq e_{1}$ and $e^{\prime} \neq e_{2}$, then we are done. If $e \neq e_{1}$ and $e^{\prime}=e_{2}$, then there must be an intersection between $e$ and a different

[^7]edge of $P_{2}$ (since there are no vertices of $P_{1}$ inside $P_{2}$ ) meaning that we have found an intersection between $e$ and some edge $e^{\prime \prime} \neq e_{2}$, and we are done. Similarly, we are done if $e=e_{1}$ and $e^{\prime} \neq e_{2}$. Finally, suppose $e=e_{1}$ and $e^{\prime}=e_{2}$. Since $e_{1}$ enters $P_{2}$, it must exit it, and that implies that there must be an intersection between $e_{1}$ and some edge $e^{\prime \prime} \neq e_{2}$. This puts us in the previous case, so we are done.

### 5.3 The size of the transitive reduction of depth-order graphs

Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ be a set of disjoint objects in $\mathbb{R}^{3}$. Recall that we say that $P_{i}$ is below $P_{j}$, denoted by $P_{i} \prec P_{j}$, if there are points $\left(x, y, z_{i}\right) \in P_{i}$ and $\left(x, y, z_{j}\right) \in P_{j}$ with $z_{i}<z_{j}$. We define the depth-order graph of $\mathcal{P}$ to be the graph $\mathcal{G}(\mathcal{P})=(\mathcal{P}, E)$ where $\left(P_{i}, P_{j}\right) \in E$ iff $P_{i} \prec P_{j}$. Hence, a depth order for $\mathcal{P}$ corresponds to a topological order on $\mathcal{G}(\mathcal{P})$.

In general it is too costly to compute $\mathcal{G}(\mathcal{P})$ explicitly, since it can have $\Omega\left(n^{2}\right)$ arcs. When computing depth orders for segments in the plane, this can be circumvented by only looking at pairs of segments that "see" each other, that is, that can be connected vertically without crossing another segment. For objects in 3-space, however, the number of pairs that see each other can be quadratic, even when the objects are fat. In this section we therefore study the size of the transitive reduction of depth-order graphs, since the transitive reduction is the smallest subgraph that is sufficient to topologically sort a graph. The main result is that the number of arcs in the transitive reduction of the depth-order graph of a set of fat objects is linear. Then in the next section we will compute a superset of the arcs in the transitive reduction.

We define the separation of two nodes in the depth-order graph, denoted $\operatorname{sep}\left(P_{i}, P_{j}\right)$ to be the length of the longest path from $P_{i}$ to $P_{j}$. Notice that if the graph contains cycles, $\operatorname{sep}\left(P_{i}, P_{j}\right)$ can be infinite. We define $\mathcal{G}^{(1)}(\mathcal{P})=\left(\mathcal{P}, E^{(1)}\right)$ to be the subgraph of the depth-order graph $\mathcal{G}(\mathcal{P})$ where $\left(P_{i}, P_{j}\right) \in E^{(1)}$ if and only if $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$ in $\mathcal{G}(\mathcal{P})$.

Lemma 5.3 If $\mathcal{G}(\mathcal{P})$ is acyclic, the transitive closure of $\mathcal{G}^{(1)}(\mathcal{P})$ is the transitive closure of $\mathcal{G}(\mathcal{P})$.

Proof. We have to prove that there is a path $P_{i} \leadsto P_{j}$ in $\mathcal{G}(\mathcal{P})$ if and only if there is a path $P_{i} \leadsto P_{j}$ in $\mathcal{G}^{(1)}(\mathcal{P})$. The "if" part is obvious since $\mathcal{G}^{(1)}(\mathcal{P})$ is a subgraph of $\mathcal{G}(\mathcal{P})$. We prove the "only if" part by induction on $\operatorname{sep}\left(P_{i}, P_{j}\right)$.
If $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$, the $\operatorname{arc}\left(P_{i}, P_{j}\right)$ exists in $\mathcal{G}^{(1)}(\mathcal{P})$ by construction. Now assume there is a path in $\mathcal{G}^{(1)}(\mathcal{P})$ between all nodes with separation $m$. Take $P_{i}$ and $P_{j}$ in $\mathcal{G}(\mathcal{P})$ which have separation $m+1$. Then there is a node $x$ such that $\operatorname{sep}\left(P_{i}, x\right)=1$ and
$\operatorname{sep}\left(x, P_{j}\right)=m$. By the induction hypothesis, we then have a path $P_{i} \rightarrow x \leadsto P_{j}$ in $\mathcal{G}^{(1)}(\mathcal{P})$.
For arbitrary triangles in 3 -space, the number of $\operatorname{arcs}$ in $\mathcal{G}^{(1)}(\mathcal{P})$ can still be $\Theta\left(n^{2}\right)$. For some special classes of objects, however, the number of arcs is linear. For example, one can show that this number is linear for a set of disjoint polyhedra whose projections form a set of polygonal pseudodisks [42]. Here we concentrate on the case where the objects in the given set $\mathcal{P}$ project onto fat convex objects. We show that in this case the number of arcs is also linear. Since fat convex objects project to fat objects, showing this also shows that the number of $\operatorname{arcs}$ in $\mathcal{G}^{(1)}(\mathcal{P})$ is small if the input is a set of fat objects. We start with an auxiliary lemma

Lemma 5.4 Let $P_{i} \in \mathcal{P}$ be an object and let $\mathcal{P}^{+}(i)$ be the subset of objects $P_{j} \in \mathcal{P}$ that are above $P_{i}$ and where $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$. Then the projections $\operatorname{proj}\left(P_{j}\right)$ of the objects $P_{j} \in \mathcal{P}^{+}(i)$ are pairwise disjoint.

Proof. Suppose not. Then there are objects $P_{j}, P_{k} \in \mathcal{P}^{+}(i)$ such that $\operatorname{proj}\left(P_{j}\right) \cap$ $\operatorname{proj}\left(P_{k}\right) \neq \emptyset$ and $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$ and $\operatorname{sep}\left(P_{i}, P_{k}\right)=1$. Since $\operatorname{proj}\left(P_{j}\right)$ and $\operatorname{proj}\left(P_{k}\right)$ intersect, they must share at least one point, so there must be an arc between $P_{j}$ and $P_{k}$ in $\mathcal{G}(\mathcal{P})$. Therefore, either $\operatorname{sep}\left(P_{i}, P_{j}\right)>1$ or $\operatorname{sep}\left(P_{i}, P_{k}\right)>1$, either case being a contradiction.

Theorem 5.5 Let $\mathcal{P}$ be a collection of $n$ disjoint objects in $\mathbb{R}^{3}$ that project to convex $\beta$-fat objects. Then the number of edges in $\mathcal{G}^{(1)}(\mathcal{P})$ is $O(n / \beta)$.

Proof. We will charge each arc in $\mathcal{G}^{(1)}(\mathcal{P})$ to an object, and then use a packing argument to show that the number of arcs in $\mathcal{G}^{(1)}(\mathcal{P})$ charged to each object is $O(1 / \beta)$.
We project all objects onto the $x y$-plane, making them convex fat objects. In this setting, we say that one object is above another if the original objects satisfy this relationship.
Recall that for a planar object $o$, its size is defined as the radius of its smallest enclosing disk. Consider an arc $\left(P_{i}, P_{j}\right)$ in $\mathcal{G}^{(1)}(\mathcal{P})$. We charge the arc to the smaller of the two objects. That is, we charge the arc to $P_{i}$ if $\operatorname{size}\left(\operatorname{proj}\left(P_{i}\right)\right)<\operatorname{size}\left(\operatorname{proj}\left(P_{j}\right)\right)$ and to $P_{j}$ otherwise, breaking ties arbitrarily. We claim that any object is charged $O(1 / \beta)$ arcs. To prove this, take an arbitrary object $P_{j}$ such that $\left(P_{i}, P_{j}\right)$ is charged to $P_{i}$. Let $\rho=$ $\operatorname{size}\left(\operatorname{proj}\left(P_{i}\right)\right)$. If there is an arc in $\mathcal{G}^{(1)}(\mathcal{P})$ between $P_{i}$ and $P_{j}$, then proj $\left(P_{j}\right)$ intersects $\operatorname{proj}\left(P_{i}\right)$. Let $p$ be a point in this intersection. Then a circle centered at $p$ with radius $\rho$ is centered in $\operatorname{proj}\left(P_{j}\right)$ and does not fully enclose $\operatorname{proj}\left(P_{j}\right)$, or else $\operatorname{proj}\left(P_{j}\right)$ would have a smallest enclosing circle that is smaller or equal to that of $\operatorname{proj}\left(P_{i}\right)$. Thus, this circle contains at least $\beta \pi \rho^{2}$ units of area of $\operatorname{proj}\left(P_{j}\right)$ by the definition of fatness. Also, this circle is completely enclosed in a circle of radius $2 \rho$ centered at the center of the smallest enclosing disk of $\operatorname{proj}\left(P_{i}\right)$. This is illustrated in Figure 5.1.
Since all objects proj $\left(P_{j}\right)$ where $P_{j}$ is above $P_{i}$ and $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$ must be disjoint by Lemma 5.4, and because each must have at least $\beta \pi \rho^{2}$ units of area inside a disk that


Figure 5.1 Illustration of the packing argument.
has $4 \pi \rho^{2}$ units of area, there can only be $4 / \beta$ edges of $\mathcal{G}^{(1)}(\mathcal{P})$ charged to $P_{i}$. We must double this number to account for objects $P_{j}$ below $P_{i}$ such that $\left(P_{j}, P_{i}\right)$ is charged to $P_{i}$. Therefore, we get an upper bound on the number of arcs charged to $P_{i}$ of $8 / \beta$. Finally, since there are $n$ objects, $\mathcal{G}^{(1)}(\mathcal{P})$ can have at most $8 n / \beta$ edges, which is $O(n / \beta)$.

### 5.4 Computing depth orders

We now present the algorithm for finding the depth order of a set $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ of $n$ disjoint $\beta$-fat convex polyhedra. In contrast to Theorem 5.5 , we require the complexity of the projection of each object to be constant.

Witness edges. One of the basic steps that we need to perform repeatedly in our algorithm will be to find polyhedra that are above a query polyhedron. To facilitate this, we will add so-called witness edges inside the projection of each $P_{i}$. They are defined as follows.

Let $\beta^{\prime}$ be defined so that each member of $\left\{\operatorname{proj}\left(P_{i}\right) \mid P_{i} \in \mathcal{P}\right\}$ is $\beta^{\prime}$-fat. By Lemma 5.1 we know that $\beta^{\prime}=\Omega(\beta)$. Also let $\mathcal{C}=\{0, \alpha, 2 \alpha, \ldots, c \alpha\}$ where $\alpha=\left(\beta^{\prime} \pi\right) / 8$ and $c=\lfloor 2 \pi / \alpha\rfloor$. We call the directions in $\mathcal{C}$ canonical directions as in Chapter 1. We require the witness edges to have the following properties. Let $W_{i}$ and $W_{j}$ be the sets of witness edges constructed for $P_{i}$ and $P_{j}$ respectively.
(i) Each witness edge has one of the canonical directions.
(ii) For any pair of polyhedra $P_{i}$ and $P_{j}$, we have that $\operatorname{proj}\left(P_{i}\right)$ intersects $\operatorname{proj}\left(P_{j}\right)$ if and only if at least one of the following is true:

- A vertex of $\operatorname{proj}\left(P_{i}\right)$ is inside $\operatorname{proj}\left(P_{j}\right)$, or a vertex of $\operatorname{proj}\left(P_{j}\right)$ is inside $\operatorname{proj}\left(P_{i}\right)$.
- A witness edge in $W_{i}$ crosses a witness edge in $W_{j}$.

The construction of the set $W_{i}$ of witness edges for $P_{i}$ is done as follows. For each edge $e=v w$ of $\operatorname{proj}\left(P_{i}\right)$ we add to $W_{i}$ two witness edges $e^{\prime}$ and $e^{\prime \prime}$ that are incident to $v$ and $w$, respectively, extend into the interior of $P_{i}$, and form a triangle with $e$. The directions of the witnesses are chosen from the canonical directions, such that the interior angles that $e^{\prime}$ and $e^{\prime \prime}$ make with $e$ are minimal-see Figure 5.2. We claim that if we add


Figure 5.2 A projection of a polyhedron with witness edges added
the witness edges in this manner, they have the required properties. The first property holds by construction, so it remains to prove the second property. We first argue that the witness edges lie completely inside $\operatorname{proj}\left(P_{i}\right)$, which implies that the "if"-part of the second property holds.

Lemma 5.6 The witness edges in $W_{i}$ lie completely inside $\operatorname{proj}\left(P_{i}\right)$.
Proof. Let $e$ be the edge for which we are adding witness edges. Let $p$ be the midpoint of $e$ and consider the circle $C$ with center $p$ and diameter equal to the length of $e$. Suppose an edge of $\operatorname{proj}\left(P_{i}\right)$ intersects the triangle formed by $e, e^{\prime}$, and $e^{\prime \prime}$. Note that this region must be inside the isosceles triangle with angles $\alpha$ and base $e$-the lighter region in Figure 5.3 by the minimal-angle condition which implies that the angles that $e$ makes with $e^{\prime}$ and $e^{\prime \prime}$ are at most $\alpha$. Then, by convexity of $\operatorname{proj}\left(P_{i}\right)$, we know that $\operatorname{proj}\left(P_{i}\right) \cap C$ must be completely inside the union of the triangular wedges in Figure 5.3. These wedges have area at most $\beta^{\prime} \pi|e|^{2} / 8$ inside $C$. Hence, $\operatorname{area}\left(\operatorname{proj}\left(P_{i}\right) \cap C\right)<\beta^{\prime} \pi|e|^{2} / 4$, contradicting


Figure 5.3 No edge of the polygon may enter the light gray region.
our assumption that $\operatorname{proj}\left(P_{i}\right)$ is $\beta^{\prime}$-fat.

The following lemma, which follows directly from Lemma 5.2, finishes the proof that the witness edges have the required properties.

Lemma 5.7 If proj $\left(P_{i}\right)$ intersects $\operatorname{proj}\left(P_{j}\right)$ and $\operatorname{proj}\left(P_{i}\right)$ does not contain a vertex of $\operatorname{proj}\left(P_{j}\right)$ or vice versa, then a witness edge from $P_{i}$ intersects a witness edge from $P_{j}$.

The algorithm. The general idea of our algorithm is as follows. By Lemma 5.3 it is sufficient to find all pairs of objects $P_{i}, P_{j}$ of separation 1 in the depth-order graph. Such a pair of objects must, of course, intersect in the projection. Thus ideally we would like to find among all pairs $P_{i}, P_{j}$ whose projections intersect the ones of separation 1. Our algorithm does not quite achieve this-it will find more pairs-but the number of extra pairs we find will be small. Lemma 5.7 suggests that the task of finding the intersecting pairs of projections can be broken into two parts: finding pairs for which there is a vertex of the projection of one polyhedron inside the projection of another, and finding crossing pairs of witness edges.
Below we give a more detailed description of the algorithm. The algorithm will find a set $A$ of arcs-a superset of the $\operatorname{arcs}\left(P_{i}, P_{j}\right)$ for objects of separation 1—and then topologically sort the graph $\mathcal{G}^{*}=(\mathcal{P}, A)$. Initially $A$ is empty.

1. For every vertex $v$ of each object $P_{i} \in \mathcal{P}$, find the objects $P^{b}(v)$ and $P^{a}(v)$ that are directly below and above $v$, respectively, and add the $\operatorname{arcs}\left(P^{b}(v), P_{i}\right)$ and
$\left(P_{i}, P^{a}(v)\right)$ to $A$.
2. Sort the objects by decreasing size so that $\operatorname{size}\left(\operatorname{proj}\left(P_{1}\right)\right) \geq \cdots \geq \operatorname{size}\left(\operatorname{proj}\left(P_{n}\right)\right)$, and define $\mathcal{S}_{i}=\left\{P_{1}, \ldots, P_{i}\right\}$.
3. For every witness edge $e$ associated with each $P_{i}$, find a set $\mathcal{P}(e)$ consisting of objects $P_{j} \in \mathcal{S}_{i-1}$ with the following properties:
(P1) Each $P_{j} \in \mathcal{P}(e)$ has a witness edge that intersects $e$.
(P2) Each $P_{j} \in \mathcal{P}(e)$ is above $P_{i}$.
(P3) Each $P_{j} \in \mathcal{S}_{i-1}$ with $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$ that satisfies (P1) and (P2) is a member of $\mathcal{P}(e)$.

For each $P_{i}$, add the set of $\operatorname{arcs}\left\{\left(P_{i}, P_{j}\right): P_{j} \in \mathcal{P}(e)\right.$ and $e$ is a witness edge of $\left.P_{i}\right\}$ to $A$.
4. Repeat step 3 with "below" substituted for "above" and the directions of the arcs added reversed.
5. Topologically sort the graph $\mathcal{G}^{*}=(\mathcal{P}, A)$ and report the order.

Lemma 5.8 The order reported by the algorithm is a valid depth order for $\mathcal{P}$, if a depth order exists.

Proof. Assume a depth order exists for $\mathcal{P}$. It follows directly from the construction that every arc added to the set $A$ is also an arc in the depth-order graph $\mathcal{G}(\mathcal{P})$. It remains to argue that $A$ is a superset of the set of arcs in the graph $\mathcal{G}^{(1)}(\mathcal{P})$.
Consider an $\operatorname{arc}\left(P_{i}, P_{j}\right)$ in $\mathcal{G}^{(1)}(\mathcal{P})$. If there is a vertex of $\operatorname{proj}\left(P_{i}\right)$ in $\operatorname{proj}\left(P_{j}\right)$ (or vice versa) then, because $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$, that vertex is directly below $P_{j}$ (resp. above $P_{i}$ ). Hence, the arc is found in Step 1. By Lemma 5.7, the remaining case is that a witness edge of $\operatorname{proj}\left(P_{i}\right)$ intersects a witness edge from $\operatorname{proj}\left(P_{j}\right)$. Without loss of generality, assume $P_{i}$ is smaller than $P_{j}$. Hence, $P_{j} \in \mathcal{S}_{i-1}$. Since $\left(P_{i}, P_{j}\right)$ is an $\operatorname{arc}$ in $\mathcal{G}^{(1)}(\mathcal{P})$, $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$. By condition (P3), the arc will be found in Step 3 or 4, depending on whether $P_{j}$ is above or below $P_{i}$.

Step 1 can be carried out efficiently using the vertical ray-shooting data structure presented in Chapter 4. Hence, it remains to describe Step 3 in more detail. This step will be performed as follows. We will treat each $P_{2}, \ldots, P_{n}$ in order. When we have to handle $P_{i}$, we will make sure we have a data structure available that we can query with each witness edge $e$ of $P_{i}$ and that will then report the set $\mathcal{P}(e)$. After having queried with all witness edges of $P_{i}$, we insert $P_{i}$ into the data structure and proceed with $P_{i+1}$. Next we describe this data structure.

The witness-edge-intersection data structure. Consider the set of all witness edges of the objects in $\mathcal{P}_{i-1}$. These witness edges have canonical directions, so we can partition them into $|\mathcal{C}|$ subsets depending on their directions. The query segment $e$ has one of the canonical directions as well. Hence, we construct for each subset $|\mathcal{C}|$ different data structures, one for each query direction. We now describe the structure for one such subset, let's call it $W$, and a fixed query direction.

Assume without loss of generality that the witness edges in $W$ are all horizontal, and that the query edge $e$ is vertical. The structure is a multi-level data structure defined as follows.

- The top level of the data structure is a segment tree $\mathcal{T}$ on the projections of the edges in $W$ onto the $x$-axis. Note that each node $\nu$ in $\mathcal{T}$ corresponds to a vertical slab in the plane.
- Let $W(\nu)$ denote the edges in $W$ whose projection is in the canonical subset of $\nu$. Such an edge crosses the slab of $\nu$ but not the slab of the parent of $\nu$. We store the edges in $W(\nu)$ in a balanced binary tree $\mathcal{T}(\nu)$, ordered according to their $y$-coordinates. We call this the "slab tree". So far our structure is just a standard two-level tree to perform intersection queries with vertical segments in a set of horizontal segment in the plane [42].
- Let $\mu$ be a node in $\mathcal{T}(\nu)$. Let $\mathcal{P}(\mu)$ denote the subset of objects that have a witness edge in the subtree rooted at $\mu$. The node $\mu$ represents a rectangular ${ }^{2}$ region $R(\mu)$ that is bounded by two slab boundaries and the topmost and bottommost edge stored in the subtree rooted at $\mu$. We associate with $\mu$ a reduced subset $\overline{\mathcal{P}(\mu)} \subset \mathcal{P}(\mu)$ of the objects, in the following way: $P_{j} \in \overline{\mathcal{P}(\mu)}$ iff $P_{j} \in \mathcal{P}(\mu)$ and $\operatorname{size}\left(\operatorname{proj}\left(P_{j}\right)\right) \geq$ $\operatorname{size}(R(\mu)) / 2 \sqrt{2}$.
By Lemma 4.1 we can find a set $Q(\mu)$ consisting of $O\left(1 / \beta^{2}\right)$ points such the projection of any object $P_{j} \in \overline{\mathcal{P}(\mu)}$ is stabbed. We arbitrarily assign each $P_{j} \in \overline{\mathcal{P}(\mu)}$ to one of the points $q$ it contains, and we associate a balanced binary search tree $\mathcal{T}(q)$ with each point $q$ on the associated objects, where the sorting order is defined by the height of the objects along the vertical line through $q$.

This finishes the description of the data structure. Next we describe the algorithms to query the structure and to insert an object.

Lemma 5.9 With the structure described above, we can find the set $\mathcal{P}(e)$ referred to in Step 3 of the depth-order algorithm in $O\left(\left(1 / \beta^{3}\right) \log ^{3} n\right)$ time. Furthermore, the set $\mathcal{P}(e)$ contains $O\left(\left(1 / \beta^{3}\right) \log ^{2} n\right)$ objects.

Proof. Recall that we actually have to query $|\mathcal{C}|=O(1 / \beta)$ different versions of the structure. We focus on the time spent in one of these structures.

[^8]To perform a query with a witness edge $e$ belonging to an object $P_{i}$, we search with $e$ in the first two levels of the tree in the standard way. This gives us $O\left(\log ^{2} n\right)$ nodes $\mu$ whose subtrees contain exactly those edges that intersect $e$. At each node $\mu$, we use the trees $\mathcal{T}(q)$ for $q \in Q(\mu)$ to find the lowest object that is above $P_{i}$. We can search in $\mathcal{T}(q)$ since $P_{i}$ is known to intersect all objects in $\mathcal{P}(q)$ in the projection. Hence, at $\mu$, we find $|Q(\mu)|$ objects in $O(|Q(\mu)| \log n)$ time in total. The query time and the bound on the size of $\mathcal{P}(e)$ follow.

It remains to argue that the reported set has the required properties. Properties (P1) and (P2) follow immediately from the definition of the data structure and query algorithm. Furthermore, when we query a tree $\mathcal{T}(q)$ we can indeed restrict our attention to the lowest object that is above $P_{i}$, because the other objects $P_{j}$ will either be below $P_{i}$ or have $\operatorname{sep}\left(P_{i}, P_{j}\right)>1$. Hence, to prove ( P 3 ) it is sufficient to argue that any $P_{j}$ satisfying ( P 1$)$ and (P2) and with $\operatorname{sep}\left(P_{i}, P_{j}\right)=1$ will be a member of one of the sets $\overline{\mathcal{P}(\mu)}$. We know that the object will be a member of $\mathcal{P}(\mu)$ for a visited node $\mu$.
Suppose for a contradiction that $P_{j} \notin \overline{\mathcal{P}(\mu)}$. This means we must have size $\left(\operatorname{proj}\left(P_{j}\right)\right)<$ $\operatorname{size}(R(\mu)) / 2 \sqrt{2}$. This can only happen when $\operatorname{size}\left(\operatorname{proj}\left(P_{j}\right)\right)$ is less than $d / 2$, where $d$ is the distance between the top and bottom edge of $R(\mu)$, because $P_{j}$ crosses the slab of which $R(\mu)$ is a part. On the other hand, when we reach a node $\mu$ in the slab tree by querying with a witness edge $e$ of $\mathcal{P}_{i}$, we have $\operatorname{size}\left(\operatorname{proj}\left(P_{i}\right)\right) \geq$ length $(e) / 2 \geq d / 2$. This contradicts that when we query with a witness edge $e$ of $P_{i}$, all objects $P_{j}$ in the data structure have size $\left(\operatorname{proj}\left(P_{j}\right)\right) \geq \operatorname{size}\left(\operatorname{proj}\left(P_{i}\right)\right)$.

Lemma 5.10 An object $P_{i}$ can be inserted into the structure in $O\left((1 / \beta) \log ^{2} n(\log n+\right.$ $\left.1 / \beta^{2}\right)$ ) time.

Proof. Each of the $O(1)$ witness edges of $P_{i}$ has to be inserted into $|\mathcal{C}|=O(1 / \beta)$ structures. To insert a witness edge, we first find each node $\mu$ in a slab tree whose canonical subset contains the witness edge. We test if $\operatorname{size}\left(P_{j}\right) \geq \operatorname{size}(R(\mu)) / 2$ and, if so, find a point $q \in Q(\mu)$ that is contained in $\operatorname{proj}\left(P_{i}\right)$ and insert $P_{i}$ into the tree $\mathcal{T}(q)$. This takes $O\left(\log ^{2} n\left(\log n+1 / \beta^{2}\right)\right)$ time per structure, so $O\left((1 / \beta) \log ^{2} n\left(\log n+1 / \beta^{2}\right)\right)$ time in total.

From the two lemmas above, we see that Steps 3 and 4 of the depth-order algorithm can be performed in $O\left(\left(1 / \beta^{3}\right) n \log ^{3} n\right)$ time in total. We get the following theorem.

Theorem 5.11 Let $\mathcal{P}$ be a collection of $n$ disjoint constant-complexity $\beta$-fat convex polyhedra in $\mathbb{R}^{3}$. Then we can compute a depth order for $\mathcal{P}$ in time $O\left(\left(1 / \beta^{3}\right) n \log ^{3} n\right)$, if it exists.

### 5.5 Verifying depth orders

In order for our algorithm to be complete, it should output the correct depth order if one exists, but it should also not output an incorrect depth order if no depth order exists. Unfortunately the algorithm of the previous section does not necessarily detect cycles in the $\prec$-relation. Hence, we present an algorithm for checking whether a given order is correct.

We use the general approach by De Berg et al. [39] for verifying depth orders. Let $L=P_{1}, \ldots, P_{n}$ be the given order. We define $L_{1}=\left\{P_{1}, \ldots, P_{\lfloor n / 2\rfloor}\right\}$ and $L_{2}=$ $\left\{P_{\lfloor n / 2\rfloor+1}, \ldots, P_{n}\right\}$. We first check if any object in $L_{2}$ is above any object in $L_{1}$. Clearly, if the answer is "yes" then the given ordering is not valid. Otherwise, we verify the lists $L_{1}$ and $L_{2}$ recursively. If $T(\beta, n)$ is the amount of time to check the objects in $L_{1}$ against those in $L_{2}$, then the overall algorithm takes $O(T(\beta, n) \log n)$ time. We shall see that $T(\beta, n)=O\left(\left(1 / \beta^{2}\right) n \log ^{2} n\right)$, so the algorithm for verifying the depth order takes $O\left(\left(1 / \beta^{2}\right) n \log ^{3} n\right)$ time. Next we describe how to check the objects in $L_{1}$ against those in $L_{2}$.

First we introduce a new type of witness edge. The difference with the witness edges in Section 5.4 is that the new witness edges will have canonical directions in 3D, rather than in the projection. To achieve this we again use towers. Recall the following lemma from Chapter 3.
Lemma 3.11 Let $\sigma:=\lceil 54 \sqrt{3} / \beta\rceil$. For any convex $\beta$-fat object $o$ in $\mathbb{R}^{3}$, there exist concentric axis-aligned cubes $C^{-}(o)$ and $C^{+}(o)$ with $C^{-}(o) \subseteq o \subseteq C^{+}(o)$ such that

$$
\frac{\operatorname{size}\left(C^{+}(o)\right)}{\operatorname{size}\left(C^{-}(o)\right)}=\sigma
$$

Assume we are given $C^{-}(o)$ and $C^{+}(o)$ for object $o$. We partition each face of $C^{+}(o)$ into squares with side length equal to the side length of $C^{-}(o)$. For each facet $f$ of $C^{-}(o)$ and each square on the corresponding facet of $C^{+}(o)$, we sweep $f$ so that it coincides with the square-see Figure 5.4(a). The sweeping directions form the set of canonical directions. There are at most $\sigma^{2}$ different directions that a facet of $C^{-}(o)$ can be swept in, so we have $O\left(1 / \beta^{2}\right)$ canonical directions. We denote an arbitrary member of this set of directions by $\vec{d}$. Note that the set of canonical directions thus obtained does not depend on $o$, only on the value $\sigma$, which is specified by the fatness factor $\beta$. This is precisely the construction of towers for convex objects we gave in Chapter 3.
For each $P_{i}$ we construct a set $W_{i}$ of witness edges, as follows. First, we add the edges of $C^{-}\left(P_{i}\right)$ to $W_{i}$. Second, for each silhouette vertex $v$ of $P_{i}$-a silhouette vertex is a vertex whose projection is a boundary vertex of the projection of $P_{i}$-we add an edge $e_{v}$ that connects $v$ to one of the facets of $C^{-}\left(P_{i}\right)$. This edge is allowed to be in any of the canonical directions as long as it reaches a facet of $C^{-}\left(P_{i}\right)$. We can be certain that at least one direction works for $v$ since there must be at least one pair consisting of a facet $f$


Figure 5.4 (a) One of the canonical directions. (b) Projection of the new witness edges and witness vertices.
of $C^{-}\left(P_{i}\right)$ and a square on a facet of $C^{+}\left(P_{i}\right)$ such that $v$ is hit when sweeping $f$ to that square.

We also add some vertices to $P_{i}$ that we call witness vertices, as follows-see Figure 5.4(b). For each witness edge $e$, we add the intersection point between $\operatorname{proj}(e)$ and $\partial \operatorname{proj}\left(C^{-}\left(P_{i}\right)\right)$, lifted back to $e$, to the set of witness vertices for $P_{i}$. Moreover, if the projected witness edges of two consecutive silhouette vertices intersect, then we lift the intersection points to one of the two intersecting witness edges (choosing arbitrarily), and make the resulting point a witness vertex. Finally, we add the vertices of $C^{-}\left(P_{i}\right)$ to the set of witness vertices.

Lemma 5.12 The witness edges satisfy the properties that
(i) Each witness edge has one of the canonical directions.
(ii) For any pair of polyhedra $P_{i}$ and $P_{j}, \operatorname{proj}\left(P_{i}\right)$ intersects $\operatorname{proj}\left(P_{j}\right)$ if and only if at least one of the following is true:

- A projected witness or silhouette vertex of $P_{i}$ is inside $\operatorname{proj}\left(P_{j}\right)$, or a projected witness or silhouette vertex of $P_{j}$ is inside $\operatorname{proj}\left(P_{i}\right)$.
- A projected witness edge in $W_{i}$ crosses a projected witness edge in $W_{j}$.

Proof. Property (i) is satisfied by construction. Also, if one of the two conditions in property (ii) is satisfied, then the projections of $P_{i}$ and $P_{j}$ must intersect since they share a point. Therefore, we will concentrate on proving that a projected witness edge in $W_{i}$ crosses a projected witness edge in $W_{j}$ assuming that $\operatorname{proj}\left(P_{i}\right) \cap \operatorname{proj}\left(P_{j}\right) \neq \emptyset$, and that no projected witness or silhouette vertex of $P_{i}$ is contained in $\operatorname{proj}\left(P_{j}\right)$ (or vice versa).

Since $\operatorname{proj}\left(P_{i}\right)$ intersects $\operatorname{proj}\left(P_{j}\right)$ and no projected silhouette vertex of one is inside the projection of the other, there must be silhouette edges of $\operatorname{proj}\left(P_{i}\right)$ and $\operatorname{proj}\left(P_{j}\right)$ that cross. Take one such pair of edges and call them $e_{i}$ and $e_{j}$. Consider the arrangement induced by the projections of the silhouette edges and the witness edges of $P_{i}$, and let $f\left(e_{i}\right)$ denote the (bounded) face in this arrangement with $e_{i}$ on its boundary-see Figure 5.4(b). Define $f\left(e_{j}\right)$ similarly for the arrangement induced by the projections of the silhouette edges and the witness edges of $P_{j}$. By Lemma 5.2, there must be an intersection between a pair of edges from $f\left(e_{i}\right)$ and $f\left(e_{j}\right)$, neither of which is $\operatorname{proj}\left(e_{i}\right)$ or $\operatorname{proj}\left(e_{j}\right)$. Hence, there must be an intersection between two projected witness edges.
It follows from Lemma 5.12 that there is an object from $L_{1}$ below an object from $L_{2}$ when at least one of the following conditions holds for some pair $P_{i}, P_{j}$ with $P_{i} \in L_{1}$ and $P_{j} \in L_{2}$ : a witness or silhouette vertex of $P_{i}$ is below $P_{j}$, or a witness or silhouette vertex of $P_{j}$ is above $P_{i}$, or a witness edge of $P_{i}$ is below a witness edge of $P_{j}$. To test for the first condition, we construct a data structure for vertical ray shooting on the objects in $L_{2}$ and query it with upward rays from the witness and silhouette vertices of the objects in $L_{1}$. The second condition can be tested similarly, namely by constructing a data structure for vertical ray shooting on the objects in $L_{1}$ and query it with downward rays from the witness and silhouette vertices of the objects in $L_{2}$. By Theorem 4.8 and the fact that the total number of witness and silhouette vertices is $O(n)$, this will take $O\left(\left(1 / \beta^{2}\right) \log ^{2} n\right)$ in total. To test the third condition we proceed as follows. Let $W\left(L_{1}\right)$ and $W\left(L_{2}\right)$ denote the set of all witness edges defined for the objects in $L_{1}$ and $L_{2}$, respectively. We will preprocess $W\left(L_{2}\right)$ into a data structure for querying with witness edges from $W\left(L_{1}\right)$, according to the following lemma.

Lemma 5.13 We can preprocess the set $W\left(L_{2}\right)$ in $O\left(\left(1 / \beta^{2}\right) n \log n\right)$ time into a data structure of size $O\left(\left(1 / \beta^{2}\right) n \log n\right)$ such that, for any witness edge $e \in W\left(L_{1}\right)$, we can determine in $O\left(\left(1 / \beta^{2}\right) \log ^{2} n\right)$ time whether any witness edge from $W\left(L_{2}\right)$ is above $e$.

Proof. Let $W_{\vec{d}}\left(L_{2}\right) \subset W\left(L_{2}\right)$ denote the subset of witness edges of canonical direction $\vec{d}$. Note that

$$
\sum_{\vec{d}}\left|W_{\vec{d}}\left(L_{2}\right)\right|=\left|W\left(L_{2}\right)\right|=O(n) .
$$

Define $W_{\vec{d}}\left(L_{1}\right)$ similarly. For each pair of directions $\vec{d}_{1}, \overrightarrow{d_{2}}$ we build a data structure on $W_{\vec{d}_{1}}\left(L_{2}\right)$ for querying with edges from $W_{\vec{d}_{2}}\left(L_{1}\right)$. (In fact, the structure can be queried with any segment with direction $\vec{d}_{2}$.) Assume without loss of generality that $\vec{d}_{1}$ is parallel to the $x$-axis and $\overrightarrow{d_{2}}$ is parallel to the $y$-axis. The structure is a multi-level data structure similar to the structure of Section 5.4. The first two levels are exactly the same as for the structure in Section 5.4: the first level is a segment tree on the $x$-ranges of the witness edges, and the second level is a balanced binary search tree on their $y$-values (in Section 5.4 this was called the slab tree). For each canonical subset of a node in the slab tree, we store the witness edge with the highest $y$-coordinate. Note that the witness edge with the highest $y$-coordinate is a single edge since the witness edges in the canonical subset all have the same direction and the query edge will have a fixed direction as well.

A query with a witness edge $e \in W_{\vec{d}_{2}}\left(L_{1}\right)$ can be answered in $O\left(\log ^{2} n\right)$ time, as follows: query with the $x$-coordinate of $e$ in the segment tree, for each node $\nu$ on the path query with the $y$-range of $e$ in the associated slab tree $\mathcal{T}(\nu)$, and for each selected node $\mu$ in $\mathcal{T}(\nu)$ check if the witness stored there is above $e$.

When we are querying with an edge $e$, we actually have to query in the sets $W_{\vec{d}}\left(L_{2}\right)$ for each canonical direction $\vec{d}$. Since there are $O\left(1 / \beta^{2}\right)$ canonical directions this means that the total query time is $O\left(\left(1 / \beta^{2}\right) \log ^{2} n\right)$.

If we let $s:=\left|W_{\vec{d}_{1}}\left(L_{2}\right)\right|$, building the structure on $W_{\vec{d}_{1}}\left(L_{2}\right)$ for a given query direction $\overrightarrow{d_{2}}$ can be done in $O(s \log s)$ time. This is because the associated structures of the segment tree (the slab trees) can be built in linear time if we pre-sort the witness edges on $y$ cooordinate. After that we compute the highest edge for each node in a slab tree in a bottom up fashion-the highest edge for a node is the higher of the highest edges of its two children-in linear time. Hence, the overall preprocessing time is the same as the amount of storage, which is $O(s \log s)$. Overall, the preprocessing is therefore

$$
\begin{aligned}
& \sum_{\vec{d}_{1}, \vec{d}_{2}} O\left(\left|W_{\vec{d}_{1}}\left(L_{2}\right)\right| \log \left|W_{\vec{d}_{1}}\left(L_{2}\right)\right|\right) \\
& =O\left(1 / \beta^{2}\right) \cdot \sum_{\vec{d}_{1}} O\left(\left|W_{\vec{d}_{1}}\left(L_{2}\right)\right| \log \left|W_{\vec{d}_{1}}\left(L_{2}\right)\right|\right) \\
& =O\left(\left(1 / \beta^{2}\right) n \log n\right) .
\end{aligned}
$$

Putting everything together, we get the following theorem.

Theorem 5.14 We can verify whether a given order on a set of $n$ disjoint convex constantcomplexity $\beta$-fat polyhedra in $\mathbb{R}^{3}$ is a valid depth order in $O\left(\left(1 / \beta^{2}\right) n \log ^{3} n\right)$ time.

### 5.6 Conclusion

We have presented new and improved solutions to two problems on fat convex polyhedra in 3-space: computing depth orders, and verifying depth orders. One open problem is to see if the results can be extended to fat non-convex polyhedra, or fat curved objects.

Our algorithm for verifying depth orders uses a collection of witness edges that have canonical directions in 3D and allow us to capture (together with a certain set of points in the objects) the above-below relation between the objects. It would be interesting to investigate if these witness edges can be useful for other problems on convex fat objects as well.

## chapter 6

## Visibility maps

### 6.1 Introduction

Hidden-surface removal is an important and well-studied computational-geometry problem with obvious applications in computer graphics. The problem is to find those portions of objects in a scene that are visible from a given viewpoint. There are two main approaches to the hidden-surface removal problem: the image-space approach and the object-space approach. In the former, one calculates the visible object for each pixel of the image; the well known Z-buffer algorithm is the standard example of this. In the latter, one computes the so-called visibility map of the scene, which gives an exact description of the visible part of each object; this is the approach taken in computational geometry.

Formally, the visibility map of a set $\mathcal{P}$ of objects in $\mathbb{R}^{3}$ with respect to a viewpoint $p$ is defined as the subdivision of the viewing plane into maximal regions such that in each region a single object in $\mathcal{P}$ is visible from $p$, or no object is visible. We will assume in this chapter, as is usual, that the objects are disjoint. The visibility map of a set of $n$ constant-complexity objects can be computed in $O\left(n^{2}\right)$ time [67]. Since the (combinatorial) complexity of the visibility map can be $\Omega\left(n^{2}\right)$-a set of $n$ long and thin triangles that form a grid-like pattern when projected on the viewing plane is an example-this is optimal in the worst case. In most cases, however, the complexity of the visibility map is much smaller than quadratic. Therefore the main challenge in the design of algorithms for computing visibility maps has been to obtain output-sensitive algorithms: algorithms whose running time depends not only on the complexity of the input, $n$, but also on the


Figure 6.1 (a) The visibility map of a scene with cyclic overlap. (b) The visibility map of fat boxes can have quadratic complexity. Left: the scene. Right: the visibility map for $p=(0,0, \infty)$.
complexity of the output (that is, the visibility map), $k$. Ideally the running time should be near-linear in $n$ and $k$.

The first output-sensitive algorithms for computing visibility maps only worked for polygons parallel to the viewing plane or for the slightly more general case that a depth order on the objects exists and is given [15,53,54, 80, 81, 88]. Unfortunately a depth order need not exist since there can be cyclic overlap among the objects ${ }^{1}$-see Figure 6.1 (a). De Berg and Overmars [38] (see also [28]) developed a method to obtain an outputsensitive algorithm that does not need a depth order. When applied to axis-parallel boxes (or, more generally, $c$-oriented polyhedra) it runs in $O((n+k) \log n)$ time [38] and when applied to arbitrary triangles it runs in $O\left(n^{1+\varepsilon}+n^{2 / 3+\varepsilon} k^{2 / 3}\right)$ time [6]. Unfortunately, the running time for the algorithm when applied to arbitrary triangles is not near-linear in $n$ and $k$; for example, when $k=n$ the running time is $O\left(n^{4 / 3+\varepsilon}\right)$. For general curved objects no output-sensitive algorithm is known, ${ }^{2}$ not even when a depth order exists and is given.

In this chapter we study the hidden-surface removal problem for so-called fat objectssee Chapter 1 for a definition of fatness. As illustrated in Figure 6.1(b), the complexity of the visibility map of fat objects can still be $\Theta\left(n^{2}\right)$, so also here the main challenge is to obtain an output-sensitive algorithm. Since hidden-surface removal has been widely studied in computational geometry, it is not surprising that it has also been studied for fat objects: Katz et al. [60] gave an algorithm with running time $O\left((U(n)+k) \log ^{2} n\right)$, where $U(m)$ denotes the maximum complexity of the union of the projection onto the viewing plane of any subset of $m$ objects. Since $U(m)=O(m \log \log m)$ for fat polyhedra [76] and $U(m)=O\left(\lambda_{s+2}(m) \log ^{2} m\right)$ for fat curved objects [30], their algorithm is near-

[^9]linear in $n$ and $k$. (Here $\lambda_{s+2}(n)$ is the maximum length of an $(n, s+2)$ DavenportSchinzel sequence; $\lambda_{s+2}(n)$ is almost linear in $n$, for any constant $s$.) However, the algorithm only works if a depth order exists and is given. This leads to the main question we wish to answer: is it possible to obtain an output-sensitive hidden-surface removal algorithm for fat objects that is near-linear in $n$ and $k$ and does not need a depth order on the objects? We answer this question affirmatively by giving an algorithm with running time $O((n+k)$ polylog $n)$ for fat convex objects of constant complexity. More precisely, the running time is $O\left(\left(n \log n(\log \log n)^{2}+k\right) \log ^{3} n\right)$ when the objects are polyhedra, and it is $O\left(\left(n \log ^{5+\varepsilon} n+k\right) \log ^{3} n\right)$ when the objects are curved.
The only previously known method for output-sensitive hidden-surface removal that can handle objects without depth order $[28,38]$ needs an auxiliary data structure for ray shooting in so-called curtains-these are semi-infinite surfaces, extending downward from the edges of the input objects—and it appears to be difficult to profit from the fact that the objects are fat when implementing this data structure. This also explains why there is currently no efficient output-sensitive algorithm for hidden-surface removal in curved objects: there are no efficient data structures known for ray shooting (with curved rays, in this case) in curved curtains. Although our algorithm borrows some ideas from this method-we describe the necessary preliminaries in Section 6.2-we therefore proceed differently. Instead of building a data structure for ray shooting in curtains in 3D, we project the rays and the objects onto planes "in between" the objects and the rays. Then ray shooting boils down to tracing the rays on these planes similar to the line-segment-intersection algorithm of Bentley and Ottmann [14]. To make this work, we need a collection of planes such that for every ray and object one of the planes separates them. For this we use a binary space partition on the objects. Section 6.3 describes all of this in detail. We conclude the chapter in Section 6.4 by mentioning some open problems.

### 6.2 Preliminaries

Visibility maps. Next we define some notation and terminology relating to visibility maps. We assume from now on that we are looking at the scene from above with the viewpoint at $z=\infty$; hence, we are dealing with a parallel view. As already mentioned, the visibility map $\mathcal{M}(\mathcal{P})$ of a set $\mathcal{P}$ of objects is the subdivision of the viewing plane into maximal regions such that in each region a single object in $\mathcal{P}$ is visible from the viewpoint $p$, or no object is visible. We assume without loss of generality that the viewing plane is the $x y$-plane.
Consider an object $o \in \mathcal{P}$. We denote the (orthogonal) projection of $o$ onto the viewing plane by $\operatorname{proj}(o)$. Since $o$ is convex, the boundary of $\operatorname{proj}(o)$ consists of the projection of all points of vertical tangency of $o$. Let $\sigma(o)$ denote the curve ${ }^{3}$ on the boundary of $o$ that projects onto the boundary of $\operatorname{proj}(o)$. Note that if $o$ is polyhedral, $\sigma(o)$ consists of
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Figure 6.2 A scene consisting of two polyhedral objects, and their visibility map. For one of the objects, its silhouette curves and vertices are indicated in bold. One arc and two nodes of the visibility map are indicated explicitly, but in total the visibility map has six arcs and five nodes.
certain edges of $o$. We cut $\sigma(o)$ into two pieces at the points of minimum and maximum $x$-coordinate; we can assume without loss of generality that these points are unique. We call these pieces silhouette curves. Note that for polyhedral objects a silhouette curve consists, in general, of multiple edges of the object-see Figure 6.2. The endpoints of the silhouette curves are called vertices.
$\mathcal{M}(\mathcal{P})$ is a plane graph whose nodes are intersection points of projected silhouette curves and whose arcs are portions of projected silhouette curves. Arcs of the visibility map will be denoted by $a$, and silhouette curves by $e$. The curve whose projection contains the arc $a$ is denoted $e(a)$. Note that a single silhouette curve can induce more than one arc, so for two arcs $a, a^{\prime}$ we can have $e(a)=e\left(a^{\prime}\right)$. It will be convenient to also consider the projections of visible endpoints of silhouette curves (that is, visible vertices) as nodes, as indicated in Figure 6.2. Since we cut $\sigma(o)$ into two pieces when it changes direction with respect to the $x$-axis, the $\operatorname{arcs}$ of $\mathcal{M}(\mathcal{P})$ are $x$-monotone.

Curtains. For a curve $e$ in $\mathbb{R}^{3}$ define the curtain of $e$, denoted curt $(e)$, as the ruled surface constructed by taking a vertical ray pointing downward and moving its starting point from one end of $e$ to the other. Thus, if $e$ is a segment then $\operatorname{curt}(e)$ is an infinite polygon defined by $e$ and two unbounded edges, each parallel to the $z$-axis. For a set $E$ of curves we let $\operatorname{curt}(E):=\{\operatorname{curt}(e) \mid e \in E\}$.

Computing visibility maps. Our algorithm is based on the existing output-sensitive hidden-surface removal algorithm from [28]. Hence, we give a brief overview of this algorithm.

The algorithm is a plane-sweep algorithm. It sweeps over the viewing plane from left to right, detecting the arcs of the visibility map along the way. There are two types of event points: projections of object vertices (these are known in advance), and nodes of the visibility map (these will be computed as the sweep progresses).


Figure 6.3 The endpoint of arc $a$ is the intersection of $\operatorname{proj}(e(a))$ and $\operatorname{proj}\left(e^{\prime}\right)$, and it corresponds to the ray along $e(a)$ hitting curt $\left(e^{\prime}\right)$. (Note that the objects pictured here are not fat, but could be the top surfaces of fat polyhedra. We draw the objects in this way to ease visualization.)

When the projection of an object vertex $v$ is reached by the sweep line, the algorithm checks whether $v$ is visible. This is done by shooting a ray from $v$ vertically upward. The vertex $v$ is visible if and only if no object is hit by the ray. (Thus the algorithm needs a supporting data structure that can answer vertical ray shooting queries such as the one in Chapter 4.) If $v$ is visible, its projection is a node of the visibility map. This node will then be treated as an event for the sweep, as described next.

When a node of the visibility map is reached by the sweep line, the algorithm proceeds as follows. First the arcs ending at that node-this information can easily be maintainedare reported. Next it is determined whether any new arcs start at the node, that is, whether any arcs have the node as their left endpoint. This can be decided based on the two silhouette curves defining the node. For each new arc $a$, its right endpoint is computed and inserted into the event queue.
It remains to explain how to compute the right endpoint of a given arc $a$ of the visibility map. An arc $a$ can end for two reasons. One is that the silhouette curve $e(a)$ defining $a$ ends. The other is that $\operatorname{proj}(e(a))$ intersects some other projected silhouette curve $\operatorname{proj}\left(e^{\prime}\right)$ such that either $e(a)$ becomes invisible or $e^{\prime}$ becomes visible-see Figure 6.3. This can be detected by a ray shooting in a set of curtains, as described next. When $e(a)$ becomes invisible because it disappears below some object $o$, then the ray along $e(a)$ must hit the curtain hanging from one of $o$ 's silhouette curves. When some other silhouette curve $e^{\prime}$ becomes visible, something similar holds. To this end, we define a ray ${ }^{4} \rho(a)$ for an arc $a$ of the visibility map as follows. Let $q$ be the point on $e(a)$ projecting onto the left endpoint of $a$. Project the portion of $e(a)$ to the right of $q$ onto the object $o(q)$ immediately below $q$. (If there is no such object, we project onto a plane below all objects.) This gives us a ray on the surface of $o(q)$ whose projection contains $a$. It can be argued [28] that the point where $\rho(a)$ hits curt $\left(e^{\prime}\right)$ corresponds to the point where the silhouette curve $e^{\prime}$ becomes visible. Since any curtain hit by the ray along $e(a)$ is also hit by $\rho(a)$-after

[^11]all, $\rho(a)$ is below $e(a)$-we can detect events where $e(a)$ becomes invisible by shooting along $\rho(a)$ as well.
The next lemma summarizes the discussion above.

Lemma 6.1 (De Berg [28]) Let $E$ be the set of silhouette curves of the objects in $\mathcal{P}$. The right endpoint of an arc $a$ of $\mathcal{M}(\mathcal{P})$ is the leftmost of the following event points:

- The projection of the right endpoint of $e(a)$.
- The projection of the first intersection of $\rho(a)$ with a curtain in $\operatorname{curt}(E)$.


### 6.3 The algorithm

As mentioned in the introduction to this chapter, it seems hard to implement a structure for ray shooting in curtains that profits from the fact that the objects are fat. Therefore we use the following idea.
Consider a collection of curtains hanging from the silhouette curves of some set of objects that are all above a plane $h$. Now suppose we want to do ray shooting in those curtains with a query ray $\rho(a)$ that lies below $h$. Then we can project all objects and the ray onto $h$, and shoot with the projected ray in the union of the projected objects; the point where the ray first hits a curtain then corresponds to the point where the projected ray hits the union. This is true because in our application the ray will always be visible, so the projected ray cannot start inside the union. Unfortunately two-dimensional ray shooting is still too costly. If, however, we have to answer many queries, then we can project all of them onto $h$, and perform a sweep to detect when they intersect the union. Of course there will not be a plane $h$ that separates all objects from all rays. Therefore we construct a binary space partition (a $B S P$, for short) on the objects. This will give us a collection of $O(\log n)$ planes that together separate any ray from all the objects. The ray will then be traced on each of these planes. Below, we make this idea more precise.

We start by describing the BSP in Section 6.3.1, then discuss in Section 6.3.2 the correspondence between ray shooting in curtains and tracing rays on a suitable set of planes, and finally we give the details of the algorithm in Section 6.3.3.

### 6.3.1 The data structure

Recall that a balanced aspect ratio tree (or BAR-tree for short) is a special type of BSP for storing points. The variant known as the object BAR-tree [40] stores objects rather than points and has proved especially useful in designing data structures for fat objects. It has been used as a basis for vertical ray shooting in Chapter 4 and [31] as well as approximate range searching and nearest neighbor searching [40].

We denote the region associated with a node $\nu$ in the object BAR-tree for $\mathcal{P}$ by region $(\nu)$, and we let $\mathcal{P}_{\nu}$ denote the set of all objects $o \in \mathcal{P}$ intersecting region $(\nu)$, clipped to $\operatorname{region}(\nu)$. The following lemma states the properties of the object BAR-tree we will need.

Lemma 6.2 (De Berg and Streppel [40]) Let $\mathcal{P}$ be a set of $n \beta$-fat disjoint convex objects in $\mathbb{R}^{d}$. An object BAR-tree on $\mathcal{P}$ is a BSP tree $\mathcal{T}$ for $\mathcal{P}$ with the following properties: (i) the tree has $O(n)$ leaves and each leaf region intersects $O(1 / \beta)$ objects from $\mathcal{P}$;
(ii) the depth of the tree is $O(\log n)$;
(iii) for each node $\nu$, region $(\nu)$ has constant complexity and fatness.

De Berg [31] has shown how to augment an object BAR-tree $\mathcal{T}$ with secondary structures, so that vertical ray shooting can be performed efficiently. The augmentation is as follows.

- For each leaf node $\mu$ of $\mathcal{T}$, we store the set $\mathcal{P}_{\mu}$ in a list $\mathcal{L}_{\mu}$.
- For an internal node $\nu$, let $h_{\nu}$ denote the splitting plane stored at $\nu$.
- If $h_{\nu}$ is vertical, then we store the set $\left\{h_{\nu} \cap o: o \in \mathcal{P}_{\nu}\right\}$ - that is, the crosssections of the polyhedra in $\mathcal{P}_{\nu}$ with $h_{v}$-in a structure $\mathcal{T}_{\nu}$, which is an optimal point-location structure [62] on the trapezoidal map defined by $h_{\nu} \cap \mathcal{P}_{\nu}$.
- If $h_{\nu}$ is not vertical, then $\nu$ has two associated data structures, $\mathcal{T}_{\nu}^{+}$and $\mathcal{T}_{\nu}^{-}$, defined as follows.
Let $\mathcal{P}_{\nu}^{+}$denote the set of object parts from $\mathcal{P}_{\nu}$ lying above $h_{\nu}$. Thus $\mathcal{P}_{\nu}^{+}=$ $\mathcal{P}_{\mu}$, where $\mu$ is the child of $\nu$ corresponding to the region above $h_{\nu}$. Let $\operatorname{proj}\left(\mathcal{P}_{\nu}^{+}\right)$denote the set of vertical projections of the objects in $\mathcal{P}_{\nu}^{+}$onto $h_{\nu}$. Then $\mathcal{T}_{\nu}^{+}$is an optimal point-location structure for $U\left(\operatorname{proj}\left(\mathcal{P}_{\nu}^{+}\right)\right)$, the union of $\operatorname{proj}\left(\mathcal{P}_{\nu}^{+}\right)$. In our application, we not only store the point-location structure for $U\left(\operatorname{proj}\left(\mathcal{P}_{\nu}^{+}\right)\right)$, but also an explicit list of all union edges.
The associated structure $\mathcal{T}_{\nu}^{-}$is defined similarly, but this time for the object parts below $h_{\nu}$.

Lemma 6.3 (De Berg [31]) The augmented object-BAR-tree data structure above requires $O\left(\left(\frac{1}{\beta^{5}} \log ^{2} \frac{1}{\beta}\right) n \log ^{3} n(\log \log n)^{2}\right)$ storage and $O\left(\left(\frac{1}{\beta^{5}} \log ^{2} \frac{1}{\beta}\right) n \log ^{4} n(\log \log n)^{2}\right)$ preprocessing time for convex $\beta$-fat polyhedral objects, and $O\left(\frac{1}{\beta^{14}} n \log ^{7+\varepsilon} n\right)$ storage and $O\left(\frac{1}{\beta^{14}} n \log ^{8+\varepsilon} n\right)$ preprocessing time for convex $\beta$-fat curved objects. With this structure, we can answer vertical ray-shooting queries in $O\left(\log ^{2} n+1 / \beta\right)$ time.

Recall that we want to use the structure not only to answer vertical ray-shooting queries in the given set of objects, we also want to use it for ray shooting in the curtains hanging from the objects' silhouette curves. The idea is as follows. Suppose that the query ray $\rho$ is located inside the region of some leaf $\mu$. Then any object above $\rho$ (except for the $O(1 / \beta)$
objects stored at $\mu$ ) will be separated from $\rho$ by some of the splitting planes stored at nodes on the path to $\mu$. Hence, the ray shooting query can be answered by tracing $\rho$ in the unions stored at these nodes.

There is one problem with this approach, however. The query rays are along the projections of (parts of) silhouette curves onto the object immediately below them. These objects and, hence, the query rays can be cut into many pieces by the BSP. ${ }^{5}$ At the points where a ray is cut into pieces, it moves to a different leaf region. Then we would have to trace the ray on a different set of planes, because the path from the root changessomething we cannot afford.
To avoid this problem we proceed as follows. Let $\partial_{\text {top }}(o)$ denote the top surface of an object $o$, that is, the part of the boundary of $o$ visible from above. For each object $o \in \mathcal{P}$ we will store the union of the projection of a certain subset $\mathcal{P}(o) \subset \mathcal{P}$ onto $\partial_{\text {top }}(o)$. The subset $\mathcal{P}(o)$ is defined as follows. Call an object o large at a node $\nu$ of $\mathcal{T}$ if $o$ intersects region $(\nu)$ and the following two conditions are met: (i) size $(o)<$ $\operatorname{size}(\operatorname{region}(\operatorname{parent}(\nu)))$ and (ii) either size $(o) \geq \operatorname{size}(\operatorname{region}(\nu))$ or $\nu$ is a leaf. Now we define

$$
\begin{array}{r}
\mathcal{P}(o):=\left\{o^{\prime} \in \mathcal{P}: \text { there is a node } \nu \text { such that } o \text { is large at } \nu,\right. \\
\left.o^{\prime} \text { intersects region }(\nu), \text { and } o^{\prime} \text { is above } o\right\}
\end{array}
$$

Finally, we also store the union of the projections of all the objects in $\mathcal{P}$ onto the $x y$ plane. (The $x y$-plane can be seen as a dummy object added below the whole scene, which is large at the root of $\mathcal{T}$.)

Next we analyze the cost of the additional information. We need the following lemma.
Lemma 6.4 Any object $o \in \mathcal{P}$ is large at $O(\log n)$ nodes, and at any node $\nu$ there are $O(1 / \beta)$ large objects.

Proof. By Lemma 6.2(iii) we know that every cell of $\mathcal{T}$ is $O(1)$-fat. Lemma 1.5 then implies that any collection of disjoint cells has density $O(1)$. Therefore, since the cells at any level of the BAR-tree are disjoint, the number of nodes $\nu$ in any level of the BAR-tree intersecting some $o \in \mathcal{P}$ with size $(\operatorname{region}(\nu)) \geq \operatorname{size}(o)$ is $O(1)$. An object $o$ can only be large at the node $\nu$ if $\operatorname{size}($ region $(\operatorname{parent}(\nu))) \geq \operatorname{size}(o)$. Thus, the number of cells per level at which $o$ can be large is $O(1)$. Finally we know that $\mathcal{T}$ has $O(\log n)$ levels by Lemma 6.2, proving the first part of the lemma.

To prove the second part of the lemma, we note that a set of disjoint $\beta$-fat objects has density $O(1 / \beta)$ by Lemma 1.5. This immediately proves that there are only $O(1 / \beta)$ large objects at any internal node. For leaf nodes this follows from Lemma 6.2(i).

Using Lemma 6.4 we can prove a bound on the total size of all sets $\mathcal{P}(o)$.

[^12]Lemma 6.5 $\sum_{o}|\mathcal{P}(o)|=O((1 / \beta) \cdot n \log n)$.
Proof. We have

$$
\begin{aligned}
\sum_{o}|\mathcal{P}(o)| & \leq \sum_{\nu}\{(\# \text { large objects at } \nu) \cdot(\text { \# objects intersecting region }(\nu))\} \\
& \leq O(1 / \beta) \cdot \sum_{\nu}\left|\mathcal{P}_{\nu}\right| \leq O((1 / \beta) \cdot n \log n)
\end{aligned}
$$

where the last inequality follows from [31].
Together with the known bounds on the union of fat objects [30,76] this is easily seen to imply that the total amount of storage and preprocessing time needed to construct the unions of the projections of $\mathcal{P}(o)$ onto the top surfaces $\partial_{\text {top }}(o)$ is upper bounded by the bounds in Lemma 6.3.

### 6.3.2 Tracing an arc

Recall that the right endpoint of an arc $a$ can be found by shooting with $\rho(a)$ in $\operatorname{curt}(E)$. Next we explain how to find the right endpoint of $a$ using the unions stored in $\mathcal{T}$ and the unions on the objects' top surfaces. The key is to find a collection of $O(\log n)$ unions such that the first point where $\rho(a)$ hits a curtain corresponds to the first point where one of the unions is hit.
To this end we first define for a node $\nu$ a collection $S^{+}(\nu)$ of $O(\log n)$ splitting planes:

$$
S^{+}(\nu):=\left\{\text { splitting planes } h_{\nu^{\prime}}: \nu^{\prime} \text { is an ancestor of } \nu \text { and region }(\nu) \text { is below } h_{\nu^{\prime}}\right\}
$$

Let $e(a)$ be the silhouette curve defining an $\operatorname{arc} a$, and let $p \in e(a)$ be the point projecting onto the left endpoint of $a$. Recall that $\rho(a)$ is a ray on the top surface of the object $o$ directly below $p$. We denote the projection of $p$ onto $o$ by $\tilde{p}$. The first curtain hit by $\rho(a)$ can now be found using the following lemma.

Lemma 6.6 Let $\rho(a)$ be a ray on $\partial_{\text {top }}(o)$ and let $\tilde{p}$ be the starting point of $\rho(a)$. Let $\nu$ be the node in $\mathcal{T}$ such that $\tilde{p} \in \operatorname{region}(\nu)$ and $o$ is large at $\nu$. Then the first curtain from $\operatorname{curt}(E)$ inside region $(\nu)$ hit by $\rho(a)$ corresponds to the first of the following events:
(i) $\rho(a)$ hits the union of the projection of the objects in $\mathcal{P}(o)$ onto $\partial_{\text {top }}(o)$;
(ii) the projection of $\rho(a)$ onto $h_{\nu^{\prime}}$ hits the union stored on $h_{\nu^{\prime}}$, for some $\nu^{\prime} \in S^{+}(\nu)$.

Proof. Note that the node $\nu$ referred to in the lemma is unique and must exist, since we consider the $x y$-plane to be a dummy object below the whole scene.
Let $\tilde{q}$ be the first point where $\rho(a)$ intersects a curtain in $\operatorname{curt}(E)$, let $e$ be the silhouette curve defining the curtain, and let $q \in e$ be the point directly above $\tilde{q}$. If $q \in \operatorname{region}(\nu)$ then the object containing the silhouette curve $e$ is a member of $\mathcal{P}(o)$ and we are in case (i).


Figure $6.4 \rho(a)$ hits a curtain in $\operatorname{curt}(E)$ at point $q$ when its projection intersects a silhouette curve of a union stored at $S^{+}(\nu)$.

Otherwise there is a splitting plane $h_{\nu^{\prime}}$ stored at some ancestor $\nu^{\prime}$ of $\nu$ with $q$ above $h_{\nu^{\prime}}$ and $\tilde{q}$ below $h_{\nu^{\prime}}$. Then the relevant portion of $e$ must be part of the union stored at the first such node $\nu^{\prime}$ (as seen from the root of $\mathcal{T}$ ). See Figure 6.4.

Conversely, since all the unions considered are generated by (portions of) objects above $o$, we know that $\rho(a)$ cannot hit such a union before it hits a curtain.

### 6.3.3 Details of the algorithm

We now describe our algorithm for computing the visibility map of a set $\mathcal{P}=\left\{o_{1}, \ldots, o_{n}\right\}$ of convex, disjoint, constant-complexity, $\beta$-fat objects. The algorithm is a space-sweep algorithm that moves a sweep plane $h$ parallel to the $y z$-plane from left to right through space. The space sweep induces a plane sweep for each of the unions stored in $\mathcal{T}$. Thus, instead of thinking about the algorithm as a 3D sweep, one may also think about it as a number of coordinated 2D sweeps. That is, while we sweep $\mathbb{R}^{3}$ with $h$, we also sweep each (non-vertical) splitting plane $h_{\nu}$ with the line $h \cap h_{\nu}$. Such a 2D sweep is performed to detect intersections of the union on $h_{\nu}$ with certain rays (projected onto $h_{\nu}$ ). The same holds for the unions stored for each object: while we sweep $\mathbb{R}^{3}$ with $h$, we sweep the top surface $\partial_{\text {top }}(o)$ of each object $o$ with the curve $h \cap \partial_{\text {top }}(o)$. Finally, the sweep of $h$ induces a sweep on the viewing plane. As in the algorithm from [28], the visibility map will be computed as we go, so that at the end of the sweep the entire visibility map has been computed.
The space-sweep algorithm is supported by the following data structures:

- There is a global event queue $Q$, where the priority of an event is its $x$-coordinate. Initially, all vertices of the objects (that is, all endpoints of silhouette curves) are placed into $Q$. In addition, all vertices of any of the unions stored in $\mathcal{T}$ are placed into $Q$. During the sweep, new event points will be inserted into $Q$, for example
endpoints of arcs of the visibility map. It is also possible that events will be removed before they are handled.
- For every splitting plane $h_{\nu}$ (and the top surface of every object $o$ ) we maintain a balanced binary tree, which we will call the intersection-detection data structure. This tree will store the edges of the union on the splitting plane (resp. $\partial_{\text {top }}(o)$ ) that intersect the sweep line $h \cap h_{\nu}$ (resp. $h \cap \partial_{\text {top }}(o)$ ) as well as the rays traced on it that intersect the sweep line; the edges and rays are stored in order of their intersection with the sweep line. Thus we are essentially running the standard line-segment intersection algorithm of Bentley and Ottmann [14] on the union edges and rays.

Next we discuss the events that can take place, and how they are handled. The first two events are essentially subroutines that we use in the other events.
(i) The sweep reaches the left endpoint of an arc $a$.

Let $e(a)$ be the silhouette curve defining $a$, and let $p \in e(a)$ be the point whose projection is the left endpoint of $a$. Let $o$ be the first object that a vertical ray downward from $p$ hits, and let $\tilde{p} \in o$ be the point where $o$ is hit. Finally, let $\nu$ be the node where $o$ is large such that $\tilde{p} \in \operatorname{region}(\nu)$. Determine $S^{+}(\nu)$, and insert the portion of $e(a)$ starting at $p$ into each of the intersection-detection data structures associated with the splitting planes in $S^{+}(\nu)$. (More precisely, the projection of the silhouette curve onto the plane is added.) Also add the projection of the silhouette curve onto $\partial_{\text {top }}(o)$ to the intersection-detection structure for $o$. Determine any new events using these data structures in the standard way (that is, by checking new pairs of adjacent elements); add any new events to $Q$. Finally, add the following three events to $Q$ : the right endpoint of $e(a)$, the (first) intersection of $\rho(a)$ with the boundary of region $(\nu)$, and the (first) intersection of $\rho(a)$ with the silhouette of $o$.
(ii) The sweep reaches the right endpoint of an arc $a$.

Determine $\nu$ and $o$ as above. Remove $a$ from all intersection-detection data structures in $S^{+}(\nu)$ and the intersection-detection data structure associated with $o$. Remove all events associated with $a$ from $Q$. Check for new events in each of the intersection-detection data structures; add any new events to $Q$. Output $a$ as an arc of $\mathcal{M}$. (Note that the right endpoint of an arc may be the left endpoint of one or two other arcs; in this case the left endpoints will be separate events, which are handled according to case (i).)
(iii) The sweep reaches the left vertex $v$ of a silhouette curve.
(In other words, we reach the leftmost point of an object $o \in \mathcal{P}$.) Determine if $v$ is visible by shooting a ray vertically up from it. If $v$ is visible, two arcs start at the projection of $v$ onto the viewing plane. Run the actions from case (i) for each of these arcs.
(iv) The sweep reaches the right vertex $v$ of a silhouette curve it is currently tracing defining an arc currently intersected by the sweep line.
Run the actions from case (ii) for the arc ending at the projection of $v$.


Figure 6.5 Cases (iii) and (iv)


Figure 6.6 Cases (v) and (vi)
(v) The sweep reaches the intersection point of the union boundary on some splitting plane (or top surface of an object) and an arc a traced on the plane (or top surface). This case corresponds to $a$ hitting a curtain in $\operatorname{curt}(E)$. Now the arc $a$ ends. Run the actions from case (ii) for $a$. One or two new arcs may start at this point, at most one along the silhouette curve $e(a)$, and one along the silhouette curve corresponding to the curtain that is hit. Run the action from case (i) for the new $\operatorname{arc}(\mathrm{s})$.
(vi) The sweep reaches a point $p$ where the projection of a currently visible silhouette curve onto the object o below hits the boundary of a cell $\nu$ where o is large.
Let $a$ be the arc defined by the silhouette curve. Remove $a$ from all the intersectiondetection data structures in $S^{+}(\nu)$ and all events associated with $a$ from $Q$. Run the action for case (i) for the continuation of $a$. (The only thing that happens here is that the set $S^{+}(\cdot)$ changes, because the ray that we are tracing moves out of a cell where the object $o$ on which the ray is traced is large.)
(vii) The sweep reaches the point where the object o immediately below a currently visible silhouette curve changes.


Figure 6.7 Cases (vii) and (viii)

This can be detected because the visible silhouette curve is traced on $\partial_{\text {top }}(o)$, and therefore we also know where it reaches the boundary of the top surface. Note that the projection of the point $p$ where the curve reaches the boundary of the top surface is the right endpoint of an arc $a$. Run the actions from case (ii) for $a$. At most two new arcs start at $p$, one that is the continuation of $a$, and one that is along a silhouette curve of $o$ (which became visible or stops being visible). Run the actions for case (i) on these curve(s).
(viii) The sweep reaches a point on a splitting plane (or top surface of an object), where a union edge starts or ends.
In this case we only have to update the relevant intersection-detection data structure, check for new events in the intersection-detection data structures, and add any new events to $Q$.

Lemma 6.7 The number of events of type (i)-(vii) is $O(n+k \log n)$, where $k$ is the complexity of $\mathcal{M}$, and the number of events of type (viii) is $O\left(\left(\frac{1}{\beta^{5}} \log ^{2} \frac{1}{\beta}\right) n \log ^{3} n(\log \log n)^{2}\right)$ for fat polyhedra and $O\left(\frac{1}{\beta^{14}} n \log ^{7+\varepsilon} n\right)$ for fat curved objects.

Proof. Clearly, the number of events of types (i), (ii), (iv), (v), and (vii) is $O(k)$, since they can be charged to a vertex of $\mathcal{M}$. The number of events of type (iii) is $O(n)$. It remains to bound the number of events of type (vi). Consider the portion of a silhouette curve $e(a)$ defining some arc $a$. This portion has a unique object $o$ immediately below it. Since $o$ is large at $O(\log n)$ cells by Lemma 6.4 and the projection of $e(a)$ onto $o$ can leave any cell only a constant number of times, we can conclude that there are only $O(\log n)$ type (vi) events for any arc $a$, this giving $O(k \log n)$ such events in total.

The bound on the number of events of type (viii) follows from Lemma 6.3.

Lemma 6.8 The time taken for each event of type (i)-(vii) is $O\left(\log ^{2} n\right)$, and the time taken for each event of type (viii) is $O(\log n)$.

Proof. In all event types, we may need to perform several actions: vertical ray shooting, updating intersection-detection data structures, determining a set $S^{+}(\nu)$, and updating $Q$.
By Lemma 6.3, the time taken for the vertical ray shooting is $O\left(\log ^{2} n\right)$. Each event needs to do only a constant number of ray shooting queries, so this is $O\left(\log ^{2} n\right)$ in total. The intersection-detection data structures are balanced binary trees, so updates take $O(\log n)$ time. At each event we have to update $O(\log n)$ intersection-detection data structures, so the total time taken for updating is $O\left(\log ^{2} n\right)$. Determining new events in the intersectiondetection data structures takes $O(1)$ per data structure, so the total amount of time taken for events of type (iii) is $O\left(\log ^{2} n\right)$. Determining a set $S^{+}(\nu)$ can be done in $O(\log n)$ time by searching in $\mathcal{T}$. At each event we may have to remove $O(\log n)$ event points from $Q$, each removal taking $O(\log n)$ time. Hence, all events of type (i)-(vii) can be handled in $O\left(\log ^{2} n\right)$ time, as claimed.
The events of type (viii) require only $O(\log n)$ time, since they only involve a constant number of operations on a single intersection-detection data structure.

The correctness of the algorithm follows from Lemmas 6.1 and 6.6 as well as the correctness of the algorithm in [28]. We conclude with the following theorem.

Theorem 6.9 The visibility map of a set of $n$ disjoint constant-complexity convex $\beta$-fat polyhedra in $\mathbb{R}^{3}$ can be computed in time $O\left(\left(\frac{1}{\beta^{5}} \log ^{2} \frac{1}{\beta}\right)\left(n \log n(\log \log n)^{2}+k\right) \log ^{3} n\right)$, where $k$ is the complexity of the visibility map. When the objects are curved (and disjoint, constant-complexity, convex, and $\beta$-fat) the visibility map can be computed in time $O\left(\frac{1}{\beta^{14}}\left(n \log ^{5+\varepsilon} n+k\right) \log ^{3} n\right)$.

### 6.4 Conclusion

We presented the first algorithm to compute the visibility map of a set of fat convex objects that does not need a depth order and that runs in $O((n+k)$ polylog $n)$ time.
One obvious open problem is to further reduce the running time, either by getting rid of some logarithmic factors or by reducing the dependency on the fatness factor $\beta$ (which is currently quite bad). A second open problem is to extend the results to non-convex objects. Finally, it would be very interesting to come up with an approach that works for low-density scenes, and not just for fat objects. The main problem here is that the union complexity of the projection of a low density scene can be $\Omega\left(n^{2}\right)$, so the approach would need to use a different data structure than the one presented in this chapter.

## CHAPTER 7

## Concluding remarks

In this thesis, we have looked at some computational-geometry problems in the context of fat objects. We first studied decompositions in two and three dimensions. We then gave algorithms and data structures related to three different problems inspired by computer graphics: ray shooting, depth orders, and hidden-surface removal.

We introduced the technique of decomposing objects into towers in Chapter 3. We showed its utility in ray shooting, range searching, and in verifying depth orders. We believe that this technique has potential for use in other situations as well. Also, given that any $(\alpha, \beta)$-covered polyhedron can have its boundary covered by $O(1)$ towers, it seems likely that any algorithm that operates on towers can be extended to $(\alpha, \beta)$-covered polyhedra without any extra asymptotic cost. This provides extra incentive to work with towers, since most algorithms for fat objects only apply to objects that are also convex-often an unreasonable extra restriction.

Other techniques that could potentially be useful in the future are the witness edges from Chapter 5 that give us an easy test of the above/below relation for fat polyhedra and the simulation of a space sweep by plane sweeps that we employed in Chapter 6. Moreover, we believe that the technique of designing algorithms for polygons that have a small set of guards, such as in Chapter 2, could be interesting on its own.
We conclude by stating some problems that have arisen from this work that would be exciting to see solved.

Vertical ray shooting. Our first open problem concerns vertical ray-shooting in nonconvex objects. We would like to have a data structure that has properties (in terms of query time and space complexity) similar to those in Section 4.3. This would greatly improve the algorithms that we have for hidden-surface removal and depth-order computation in the context of non-convex objects. Our current solution relies on covering the boundaries of the input by convex fat objects. At the moment we can only do this for constant-complexity $(\alpha, \beta)$-covered polyhedra. We think that it should be possible to perform these queries in a more general input model. There could be two ways of achieving this. One possibility is that we could improve the results of Chapter 3. Another possibility is that a different algorithm could be devised that operates directly on non-convex objects.

Kinetic data structures. All of the problems that we have studied in this thesis have been for objects that are stationary. In many applications, such as in video games and movies, the objects in the scene move. One way of dealing with such motion is known as a kinetic data structure [13]. A strategy that is perhaps more commonly used, known as time-slicing, is to recompute everything in regular increments (such as for every new frame). In contrast, a kinetic data structure attempts to update only when a change is required.
As an example, one popular application for kinetic data structures is collision detection. A kinetic data structure for collision detection keeps a set of certificates that the objects in the scene have not collided as well as a queue of times when the certificates could potentially fail (the objects could change course, for example). When a time in the queue is reached, the data structure is updated. Kinetic data structures have been studied in the context of realistic input models before-a kinetic data structure for collision detection amongst fat objects in $\mathbb{R}^{3}$ has recently been proposed [1].

We would like to know whether it is possible to create an efficient kinetic data structure for realistic input in any of the problems we studied related to computer graphics. Clearly the problems would need to be changed slightly in order to make sense in a kinetic context: a kinetic data structure for the visibility-map problem, for example, would need to be updated only when the visibility map changes combinatorially.
We feel the problem that has the most potential in this regard is that of finding the depth order of a set of objects. This is because of the result in Section 5.3. Since, as we showed in that section, the size of the transitive reduction of the depth-order graph is not too large, it might be possible to compute the graph and only change it when the comparability (in the above/below relation) of a pair of objects changes.

Dynamic data structures. Related to the question of whether a kinetic data structure can be built, we also wonder whether dynamic data structures can be built for any of the computer-graphics problems that we studied. A dynamic data structure would need to support insertion and deletion operations. In some cases a dynamic data structure can be easily turned into a kinetic data structure. The method for doing this is to update the data structure as needed by deleting and reinserting affected objects.

Practicality. Finally, it remains to be seen which of the algorithms and data structures presented here are of practical interest. With the possible exception of the data structure for performing ray-shooting queries in arbitrary directions from Chapter 4 (which uses parametric search), all the data structures that we present are certainly implementable. We would like to see experiments comparing these algorithms with the current state of the art.

Such experiments might give extra insight into how realistic our realistic input models actually are. For example, some of the algorithms that we present in this thesis have time complexities with rather high dependencies on the fatness constant- $O\left(1 / \beta^{14}\right)$ in one case. In some cases, the dependence on the fatness constant is inherent in the algorithm: making a data structure for every pair of canonical directions in our depth-order algorithm, for example, can not be helped. In other cases, the dependence on the fatness constant is partially an artifact of a proof. Performing experiments is one way to evaluate whether these proofs should be targeted for improvement.
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## Summary

## Algorithms for Fat Objects: Decompositions and Applications

Computational geometry is the branch of theoretical computer science that deals with algorithms and data structures for geometric objects. The most basic geometric objects include points, lines, polygons, and polyhedra. Computational geometry has applications in many areas of computer science, including computer graphics, robotics, and geographic information systems.

In many computational-geometry problems, the theoretical worst case is achieved by input that is in some way "unrealistic". This causes situations where the theoretical running time is not a good predictor of the running time in practice. In addition, algorithms must also be designed with the worst-case examples in mind, which causes them to be needlessly complicated. In recent years, realistic input models have been proposed in an attempt to deal with this problem. The usual form such solutions take is to limit some geometric property of the input to a constant.

We examine a specific realistic input model in this thesis: the model where objects are restricted to be fat. Intuitively, objects that are more like a ball are more fat, and objects that are more like a long pole are less fat. We look at fat objects in the context of five different problems-two related to decompositions of input objects and three problems suggested by computer graphics.

Decompositions of geometric objects are important because they are often used as a preliminary step in other algorithms, since many algorithms can only handle geometric objects that are convex and preferably of low complexity. The two main issues in developing decomposition algorithms are to keep the number of pieces produced by the decomposition small and to compute the decomposition quickly. The main question we address is
the following: is it possible to obtain better decompositions for fat objects than for general objects, and/or is it possible to obtain decompositions quickly? These questions are also interesting because most research into fat objects has concerned objects that are convex.

We begin by triangulating fat polygons. The problem of triangulating polygons-that is, partitioning them into triangles without adding any vertices-has been solved already, but the only linear-time algorithm is so complicated that it has never been implemented. We propose two algorithms for triangulating fat polygons in linear time that are much simpler. They make use of the observation that a small set of guards placed at points inside a (certain type of) fat polygon is sufficient to see the boundary of such a polygon.
We then look at decompositions of fat polyhedra in three dimensions. We show that polyhedra can be decomposed into a linear number of convex pieces if certain fatness restrictions are met. We also show that if these restrictions are not met, a quadratic number of pieces may be needed. We also show that if we wish the output to be fat and convex, the restrictions must be much tighter.

We then study three computational-geometry problems inspired by computer graphics.
First, we study ray-shooting amidst fat objects from two perspectives. This is the problem of preprocessing data into a data structure that can answer which object is first hit by a query ray in a given direction from a given point. We present a new data structure for answering vertical ray-shooting queries-that is, queries where the ray's direction is fixed-as well as a data structure for answering ray-shooting queries for rays with arbitrary direction. Both structures improve the best known results on these problems.
Another problem that is studied in the field of computer graphics is the depth-order problem. We study it in the context of computational geometry. This is the problem of finding an ordering of the objects in the scene from "top" to "bottom", where one object is above the other if they share a point in the projection to the $x y$-plane and the first object has a higher $z$-value at that point. We give an algorithm for finding the depth order of a group of fat objects and an algorithm for verifying if a depth order of a group of fat objects is correct. The latter algorithm is useful because the former can return an incorrect order if the objects do not have a depth order (this can happen if the above/below relationship has a cycle in it). The first algorithm improves on the results previously known for fat objects; the second is the first algorithm for verifying depth orders of fat objects.
The final problem that we study is the hidden-surface removal problem. In this problem, we wish to find and report the visible portions of a scene from a given viewpoint-this is called the visibility map. The main difficulty in this problem is to find an algorithm whose running time depends in part on the complexity of the output. For example, if all but one of the objects in the input scene are hidden behind one large object, then our algorithm should have a faster running time than if all of the objects are visible and have borders that overlap. We give such an algorithm that improves on the running time of previous algorithms for fat objects. Furthermore, our algorithm is able to handle curved objects and situations where the objects do not have a depth order-two features missing from most other algorithms that perform hidden surface removal.
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[^0]:    ${ }^{1}$ Incidentally, Chris also convinced me to take my first course in computational geometry as well as to apply to UBC for the Master's program. He has had a strangely disproportionate influence on my life up to now.

[^1]:    ${ }^{1}$ It is also possible to use the diameter of $o$ as the measure of its size. This leads to slightly different constants in the analysis, but has no asymptotic effect.

[^2]:    ${ }^{1}$ A covering of a set $S$ is a set of subsets of $S$ where every element of $S$ is in at least one subset. This is as opposed to a partition of $S$ which is a set of subsets of $S$ where every element of $S$ is in exactly one subset. A decomposition is a generic term that can refer to either a covering or a partition.

[^3]:    ${ }^{2}$ In fact, some of the directions defined for, say, the top facet of $C^{+}$are identical to a direction defined for a side facet. It will be convenient to treat these directions as different.

[^4]:    ${ }^{3}$ One could, of course, "cheat" and define $\mathcal{D}$ so that it contained a direction parallel to the tube. However, as we have noted, $\mathcal{D}$ should not depend on any specific polyhedron, as this would render the decomposition useless when applied to multiple polyhedra.

[^5]:    ${ }^{1}$ Though results are presented in terms of fat polyhedra, our results for vertical ray shooting also work without modification in the more general setting of objects that project to fat polygons.

[^6]:    ${ }^{2} \mathrm{We}$ assume without loss of generality that each cap facet is a triangle.

[^7]:    ${ }^{1}$ This is an improvement over the $O\left(n \log ^{4} n\right)$ bound that we had in the preliminary version of the paper [34], which was published in SODA 2006.

[^8]:    ${ }^{2}$ This is only true because we assumed the edges in $W$ are horizontal and the query edge is vertical. In general, $\mu$ will represent a parallelogram, but this does not influence the arguments.

[^9]:    ${ }^{1}$ One might be tempted to try to cut the input objects until they have a depth order. This is probably not such a good idea because $\Omega\left(n^{3 / 2}\right)$ cuts are required for some examples [21]. Also, it has recently been shown [10] that minimizing the number of cuts that removes a depth order is NP-complete.
    ${ }^{2}$ Some of the algorithms can be generalized to curved objects using standard techniques. The resulting algorithms are not very efficient, however, and typically have running time close to quadratic even when the visibility map has linear complexity.

[^10]:    ${ }^{3}$ For simplicity of presentation we assume $o$ does not have any vertical facets, so that $\sigma(o)$ is uniquely defined. It is easy to adapt the definitions to the general case.

[^11]:    ${ }^{4}$ Note that in case of curved objects, the ray will be curved.

[^12]:    ${ }^{5}$ The fact that the objects may be cut into many pieces also prevents us from applying the following simple strategy: compute the object BAR-tree, use it to find a depth order on the resulting set of pieces, and apply the algorithm of Katz et al. [60]. The problem is that the visibility map of the pieces may be much more complex than the visibility map of the original objects.

