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GPS global positioning system
GSM global system for mobile communication
I&Q in-phase and quadrature phase
IC integrated circuit
IEEE802.X institute of electrical and electronics engi-

neers local area network standards
IF intermediate frequency
IL implementation loss
IM intermodulation
IIP input intercept point
IP intercept point or intellectual property
I&Q in phase and quadrature phase
IR image rejection
IRR image rejection ratio
ISI inter-symbol interference
ISSCC International Solid-State Circuits Conference
JSSC Journal of Solid-State Circuits
LCD liquid crystal display
LNA low noise amplifier
LO local oscillator
LSB least significant bit
LTE long term evolution
MIMO multi-input multi-output
MP3 MPEG-1 audio layer 3
MPEG moving pictures experts group
MSB most significant bit
NF noise figure
NRTZ non RTZ
NTF noise transfer function
NZIF near-zero intermediate frequency
OIP output intercept point
OSR over-sampling ratio
OTA operational transconductance amplifier
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PA power amplifier
PC personal computer
PCB printed circuit board
p-cell parameterized cell
PDA personal digital assistant
PLL phase locked loop
PMU power management unit
POD performance on demand
PSK phase shift keying
QAM quadrature amplitude modulation
QPSK quadrature phase shift keying
RF radio frequency
RMS root mean square
RTZ return-to-zero
Rx receiver
S2P single-ended to parallel
SC switched capacitor
SD sigma-delta (Σ∆)
SI switched current
SDR Signal-to-distortion ratio
SNR signal-to-noise ratio
SNDR signal-to-noise-and-distortion ratio
SoC system-on-chip
SQNR signal-to-quantization-noise ratio
SR switched resistor
STF signal transfer function
TAJE time-to-amplitude-jitter-error
TD-SCDMA time division synchronous code division mul-

tiple access
THD total harmonic distortion
TPJE time-to-phase-jitter-error
TV television
Tx transmitter
UMTS universal mobile telecommunications system
USB universal serial bus
VGA variable gain amplifier
VHDL VHSIC hardware description language
VHSIC very high speed integrated circuit
VLSI very-large-scale integration
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WIBRO wireless broadband
Wi-Fi wireless fidelity
WIMAX worldwide interoperability for microwave ac-

cess
WLAN wireless local area network
ZIF zero intermediate frequency



Terminology

Adaptability
The ability of a system to change or be changed to fit a changing outside world.
To be able to respond the system needs inputs which are a measure of the changes
in outside world parameters.

Co-existence
The ability of two or more systems to operate at required performance being ac-
tive at the same time.

Co-habitation
The ability of two or more systems to operate at required performance being in
the same package or volume.

Durability
The property of a system being intensively used without degradation of the system
quality.

Efficiency
The ratio between system performance and used resources, which should be as
high as possible.

Flexibility
A combination of re-configurability, scalability, and adaptability.

Portability
The ease with which the system function can be transformed from one form to
another. For instance a change of material or technology.

Re-configurability
The quality of the system to change from one system function into another system
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function, by changing the order, or position of the different sub-systems of the
main system.

Reliability
Reliability is the probability that a system will operate at its required performance
with changing outside world influences over time.

Reproducibility
The quality of being reproducible. Reproducibility is a measure how sensitive the
system function is to the imperfections and variations of the production process.

Robustness
The property of strong constitution to outside influences eg. to temperature, hu-
midity, radiation, force, interference, imperfections and variations of the produc-
tion process.

Re-usability
The quality of a system to be re-used in the same or different system.

Scalability
The ability to scale or trade the system parameters to meet the requirements of the
current system function application, by re-programming the systems’ parameters.

Simplicity
The quality of using minimum resources to achieve the maximum system func-
tionality and performance.

Testability
The ease with which the system performance can be verified after manufacturing.

Variability
A collection of phenomena characterized by uncontrolled parameter variation be-
tween individual unit components. This collection is populated with a large num-
ber effects ranging from offset mechanisms to reliability aspects. Variability ef-
fects can be subdivided along three main axes: Time independent versus time
variant effects. Global variations versus local variations. Deterministic versus
stochastic (statistical) effects.
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AVT
threshold mismatch process parameter V·m

Ax area of block x m2

Ax amplitude of signal x - or V
AAD anti-alias distance -
bn modulator resonator coefficient n -
B bandwidth Hz
Beff effective bandwidth Hz
BER bit error rate %
CNR carrier to noise ratio Hz
D duty cycle -
DR dynamic range -
Eb energy per bit J
ENOB effective-number-of-bits bits
FOMDR conventional ADC power efficiency FOM J/conversion
FOMeq,th power efficiency FOM based on ADC supply

load and noise impedance
-

FOMHD3D third order distortion FOM -
FOMarea area FOM W/m2

fin input signal frequency Hz
fc 1/f - thermal noise corner frequency Hz
fs sample frequency Hz
G gain -
GV l loaded voltage gain -
Fx gain of a filter of order x -
gm transconductance of a transistor A/V
Gm transconductance of a differential pair A/V
HD2 third order harmonic distortion -
HD3 second order harmonic distortion -
HD2D third order harmonic distortion distance -
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HD3D second order harmonic distortion distance -
ID drain current of a MOS transistor A
in normalized modulator integrator coefficient rad
IIP2 second order input intercept point -
IIP3 third order input intercept point -
IL implementation loss -
IM2 second order intermodulation -
IM3 third order intermodulation -
IM2D second order intermodulation distance -
IM3D third order intermodulation distance -
IRcochint co-channel interference ratio dB
IRR image rejection ratio -
jn normalized modulator feed-forward coefficient -
k Boltzmann’s constant, 1.38 · 10−23 J/K
kn normalized modulator resonator coefficient n -
L channel length of a MOS transistor m
L loop filter order -
ln maximum signal swing of integrator n -
mn normalized modulator stability coefficient -
b number of bits bits
N number of levels levels
Nx Integrated noise power of x V2

NF noise figure -
N0 single-sided noise spectral density W/Hz
NRTZ non-return-to-zero -
OIP output intercept point -
OSR over-sampling ratio -
P power W
px sub block x area percentage out of the total area

of an IP block
-

Q charge C
R resistance Ω
R 1

f
,th 1/f - thermal integrated noise power ratio -

Rb transmission bit-rate bits/s
Req,th equivalent ADC noise impedance Ω
Rload equivalent ADC supply load impedance Ω
Rn,RF,ADC RF front-end - ADC integrated noise contribu-

tion ratio
-

Rx,y ratio between x and y -
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RTZ return-to-zero -
sT (effective) oxide scaling factor over succeeding

technology generations
-

Sx spectral noise power density of x V2/Hz
ST,i expected technology scaling factor of IP block i -
SDR Signal-to-distortion ratio -
SNR signal-to-noise ratio -
SNDR signal-to-noise-and-distortion ratio -
SQNR signal-to-quantization-noise ratio -
SJNR signal-to-jitter-noise ratio -
T temperature K
Tp DAC output pulse width s
Ts sampling period s
tox (effective) oxide thickness m
VGS gate-source voltage of a MOS transistor V
VGT overdrive voltage of a MOS transistor V
Vin,rms rms value of the input voltage Vrms

Vn,rms rms value of the noise voltage Vrms

Vpp peak-to-peak voltage Vpp

VT MOS transistor threshold voltage V
vx,in,max,rms Maximum input voltage of block x (x is ADC,

RF etc.)
Vrms

W channel width of a MOS transistor m
β2 current factor A/V2

∆i input signal to jitter tone ratio -
∆s clock carrier to jitter tone ratio -
π pi, 3.141593 -
σx standard deviation on variable x same as vari-

able x
τ time constant s
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Nomenclature

• A variable in dBx is referenced to x. For example:

dBV unit in dB’s with respect to 1V
o dBµV unit in dB’s with respect to 1µV
o dBm unit in dB’s with respect to 1mW dissipated

in a pre-defined reference resistor R

• To indicate that a variable is defined in decibels, the superscript dB is added
to the variable’s symbol. For example:

o V V is defined in [V]
o V dBV V is defined in [dBV]
o V dBµV V is defined in [dBµV]
o P P is defined in [W]
o P dBm P is defined in [dBm]

• In chapter 6 the TPJE jitter model is introduced. To separate time jittered
signals from signals without time jitter, the superscript ∼ is introduced. A
few examples:

o tx time instant x of a clock without jitter
o t∼x time instant x of a clock with jitter
o Ts sample period of the clock of frequency fs

o T∼s sample period of the jittered clock of fre-
quency f∼s

• Dynamic range (DR), Signal-to-Noise-ratio (SNR), Signal-to-Quantization-
Noise-ratio (SQNR), Signal-to-Jitter-Noise-ratio (SJNR) are always voltage
division when not specified in dB’s.

• If a variable is dimensionless this is indicated by [-].
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Chapter 1

Introduction

The introduction of IC technology has led to a revolution in the integration of
electronic systems. Nowadays millions of transistors can be put in a very small
volume, together forming complex functions. This has opened up the road to
many new products, like today’s personal computers, digital TV, and many bat-
tery powered products, like PDAs, advanced wrist watches, MP3 players and the
mobile phone. In this thesis the mobile phone will be further investigated. More
specifically, this thesis will zoom-in on the ADC in the receive path of a mobile
phone.
In this chapter the work presented in this thesis will be motivated by making an
inventory of important trends in the mobile phone industry, from the application
and the technology side. These trends will be related to the implications these
trends put on the ADC used in the transceiver of a mobile phone.
First, the market trends for cellular and connectivity terminals will be identified.
These trends will be translated into system quality indicators, which will be used
for the system specification and qualification. From the implementation side,
Moore’s law will be used to explore the technology trends of mainstream CMOS
technologies used for the integration of the transceiver, and the implications these
have on the implementation of circuits on silicon. Furthermore, Shannon’s the-
orem will show that time resolution is in favor to amplitude resolution, which
pleads for the use of a Σ∆ ADC architecture for the transceiver’s ADC, the Σ∆
converter.
This chapter will end with the presentation of the thesis aims and scope, a sum-
mary of the original contributions, and the outline of the thesis.
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1.1 Advanced, multi-standard cellular and connectivity
terminals for the mass market

One of the markets boosted by IC technology is the mobile phone market. Due
to the ability to integrate electronic systems in a single IC, the mobile phone has
developed from a large device with only a phone call function, to a slim and multi-
feature device. This has led to the mass market introduction of the mobile phone
in the 1990s, and at the end of 2009 the number of mobile phone subscriptions
has exceeded 4 billion. With an earth population of about 7 billion, that means at
least half a subscription per person, an indication of the size of the market. And
development has not stopped yet. The mobile phone has developed itself to more
than a phone. Multiple features are added to the phone making it more compelling
than the phone offered by the competitor. Larger touchscreen displays, FM radio,
GPS navigation, electronic compass, cameras, mp3 player, voice recorder and
games are being added to the phone without increasing and often even decreasing
the phones size. Co-existing services like making a GSM phone call while looking
up details on the internet or browsing your PC looking for documents should
work seamless on these advances devices, and even the possibility of watching
live video streams should be available. The increase of phone complexity which
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Figure 1.1: Convergence of multiple, single application phones into sin-
gle flexible, multi-mode phones

at the same time has to fit in a smaller volume requires miniaturization of the
technologies the phones are built with. Amongst other technologies, this means
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smaller batteries, more integrated functionality in less silicon area, and smarter
systems and circuits (figure 1.1). The impact of IC developers on battery and
IC technology miniaturization is very limited. However, IC developers can have a
huge impact by coming up with smarter system and circuit solutions exploiting the
advantages of transistor technology miniaturization. Only this way the increased
functionality can fit the limited volume and power budget available. In the next
few sections, it will be shown how the increase in phone complexity impacts the
transceiver and the A/D converter in the receiver, and how transistor technology
can be exploited by taking a smart system and circuit choice for the A/D converter
architecture.

1.1.1 Complexity: mobile phone trends, its impact on the transceiver
and the quest for integration

A typical block diagram of a mobile phone is shown in figure 1.2. The core of the
phone is a DSP, which is surrounded by interface circuitry. The DSP is connected
to the cellular network with a transceiver, to a user through the audio codec, key-
board and displays, to a PC with a USB, WLAN, and/or Bluetooth transceiver,
to memory for data storage and to a battery being the energy source. Additional
features included are a digital camera and an FM radio. The thick line outlines

PMU &

charger

Battery

Transceiver

USB

DSP
Audio

Codec

display 1

display interface

Camera

Memory

External

memory card

Ext. memory

interface

Keyboard

FM radio

display 2

Figure 1.2: Block diagram of a mobile phone with an extremely high de-
gree of IC integration

a possible IC boundary. In this example every functional block which can be in-
tegrated in a standard IC technology, is integrated on the same chip. If done so,
the integrated system complexity will be huge, and possible co-existence issues
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between the systems integrated on the same chip have to be identified before the
actual IC design starts. In most phones available on the market at this moment,
functional blocks are separated in multiple ICs, to reduce the integration complex-
ity, which is contradictory to a form factor decrease and a functionality increase.
This asks for convergence of stand-alone, single application ICs into scalable,
programmable, re-useable, and platform based ICs, to be able to create sophis-
ticated devices in the limited volume available. This convergence is the driving
force to integrate the mobile phone’s transceiver as much as possible, using as
little external components as possible. At the same time the radio design com-
plexity is increased by four radio technologies arising, which are multi-standard
(multi-mode) radios, Multi-Input Multi-Output (MIMO) radios, software defined
radios and cognitive radios. These radio technologies ask for clever system and
circuit solutions, which makes the transceiver one of the most challenging parts
to integrate on an IC.
A multi-standard radio has the ability to be used anywhere around the globe and
to connect to any cellular and connectivity communication network, which re-
quires a very flexible transceiver. Figure 1.3 gives an overview of the the most
popular globally used standards, with their channel bandwidths. The figure shows
that the channel bandwidth can vary between 200kHz and 28MHz which will put
requirements on the flexibility of the receiver chain. Furthermore, the input signal
dynamics and frequency content at the antenna will be different in each standard,
increasing the flexibility requirements on the receiver further. The trend to more
flexible receivers is confirmed by modern standards like WiMAX and LTE which
already expect flexibility of the receiver, as the channel bandwidth is adaptable
to the service to be delivered. MIMO radios have multiple radios integrated on a
single IC to add diversity, increase sensitivity, or to be able to connect to multiple
(different) communication channels at the same time. A typical use case could
be one receive path for the connection to the GSM cellular network, one for the
Bluetooth connection to a wireless headset, one as an FM radio, and one to search
for documents on your personal computer via a WLAN connection. Next to that
the receiver paths have to be reusable for different cellular (GSM, CDMA, UMTS,
etc.), connectivity (Bluetooth, WLAN, WIMAX) or radio (FM) standards.
Software defined radios add performance parameter programmability to the re-
ceiver. The performance parameters are programmed according to the system’s
requirements to cover different standards. To increase the power efficiency of the
radios, performance-on-demand (POD) is added to the receiver. The radio moni-
tors the signal dynamics at the antenna and adapts the performance delivered and
the proportional power consumed by each block accordingly.

Cognitive radios further improve the efficiency of the transceiver by adding spec-
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Figure 1.3: Channel bandwidths of the different communication and con-
nectivity standards

trum sensing and flexible spectrum allocation to the radio. This will not only ask
for flexibility in the transceiver, but also for flexibility in the services the radio
networks provide.
A possible block diagram of such a multi-standard, MIMO, software defined and
cognitive radio is presented in figure 1.4. The radio has multiple receive and
transmit pipes, has reconfigurable blocks to implement POD, and has a radio re-
source manager, which programs the performance of the different blocks as re-
quired, and includes the spectrum sensing and allocation algorithm, to adapt to
the transceivers environment. These new radio technologies ask for more adapt-
ability and flexibility at every abstraction level of the transceiver, which does not
come for free and will increase the integration complexity and design time of ra-
dios on a single IC. But it is not only these radio technologies which ask for more
adaptability and flexibility of the transceiver. It is also the increased competition
in the mobile market which forces phone manufactures to come up with clever,
reusable system blocks, to reduce system design time, and to be able to set prod-
ucts on the market more quickly. The decreasing time-to-market in combination
with the increasing complexity requires consolidation of the radio IC manufactur-
ing industry, to reduce the development costs and time of these advanced radios.
In this thesis the focus will be on the receive path of the mobile phone’s transceiver,
and more specifically on the ADC in the receiver chain. The question arises which
receiver architecture is the best fit on the requirements of these modern radios,
with the boundary of a reasonable ADC power consumption. The adaptability and
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Figure 1.4: Block diagram of a multi-standard/MIMO/software de-
fined/cognitive radio

flexibility of the receive paths ask for a digitized receiver architecture in which
most of the adaptability and flexibility can be done in the digital domain. This
moves the A/D converter closer to the antenna which will have a major impact on
the required ADC accuracy and bandwidth, the ADC being the main subject of
this thesis.

1.1.1.1 Implications of trends on the ADC specification generalized in qual-
ity indicators

In the previous section, it has become clear that the A/D converter needs to have
a high accuracy being close to the antenna, needs to be small as it houses in a
mobile phone and needs to be power efficient as the phone is battery powered. As
the phone life-time decreases, time-to-market becomes more important. The A/D
converter needs to be flexible as it is used in a reconfigurable receiver which is
used for different communication systems. Finally, the A/D converter should be
robust to interference and of course should not generate interference, as the A/D
converter has to coexist in a complex environment with other electronic systems in
the same housing. The requirements mentioned above are captured in five quality
indicators:
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1. Accuracy

2. Robustness to secondary inputs

3. Flexibility

4. Efficiency

5. Emission of secondary outputs

In 2 these quality indicators will be founded.

In general, these quality indicators can be used to specify and qualify analog IP.
In this thesis these quality indicators will be applied to Σ∆ modulators, except for
emission which is out of the scope of this thesis.

1.1.2 Transistor scaling: VLSI and Moore

In 1965 Moore predicted that the number of transistors the industry would be
able to place on a chip would double every year [1]. In 1975, he updated his
prediction to once every two years [2]. It has become the guiding principle for the
semiconductor industry to deliver ever-more-powerful chips while decreasing the
cost of electronic systems.
The development of modern CMOS technologies is mainly driven by the digital
processor industry. The more transistors that can be put in the same area, the
more powerful the digital processing per area will be, which requires technology
scaling, and has led to a digital circuit specific technology optimization.
In ICs which interface with the analog world surrounding us, like the cellular
and connectivity transceivers of section 1.1, analog-digital and digital-analog in-
terfaces are required, which have to be designed in the same digitally optimized
process. This requires a strategy on how to exploit the advantages of the digital
technology for analog circuit design, while dealing with the technology’s disad-
vantages.

To make a quantitative inventory of pro’s and con’s, a transistor feature size scal-
ing factor sT is introduced. The transistor feature size scaling factor is defined
by

sT =
Lmin,new

Lmin,old
[-] (1.1)

and represents the scaling of the minimum L of transistors available within a new
technology compared to the minimum L of transistors in the current technology
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node. For two succeeding CMOS technologies sT ≈ 0.7.

When constant field technology scaling is assumed (which was valid from the year
1990 to 2000), the advantages of technology scaling are [3], [4]:

• Speed increases with 1/sT

• Area decreases with s2
T

• Dynamic power consumption decreases with s2
T

• gm/I increases slightly (more gm for the same transistor bias current)

The disadvantages of technology scaling are:

• Power supply voltage decreases with sT

• Noise margin of digital circuits decreases sT

• Cross-talk increases with 1/sT

• Static power dissipation increases

• Transistor output impedance decreases

The scaling pro/con comparison shows that for both analog and digital functions
the opportunities lie in the increasing speed of new technologies. The combined
area and speed scaling of digital circuits make digital circuits (1/s3

T ) times more
powerful in the same area, when fabricated in a next generation technology for
constant field scaling. Furthermore, the power-delay product decreases, which
makes the digital circuits more efficient in the next technology node (in the con-
stant field technology scaling period, power efficiency increased with 1/s3

T ). This
makes it attractive to shift analog functions into the digital domain where possi-
ble1.
This means that the ADC and DAC converters at system level are shifted closer
to the out-side-world, and analog signal conditioning is eliminated as much as
possible. The scaling disadvantages for the remaining analog functions should be
solved by choosing smart analog function architectures, or even better, by assis-
tance of digital circuits.

1It has to be noted here that for constant voltage scaling in the period 2001 to date, the efficiency
of digital circuits still increases, but at a reduced pace of 1/sT [4]
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1.1.2.1 Transistor scaling in the context of Shannon’s channel-capacity the-
orem

Shannon’s channel-capacity theorem relates the systems’ bandwidth and signal to
noise ratio into the system’s channel-capacity. The higher the available bandwidth
and SNR, the more information bits/s can be put through the system reliably,
without information loss. When both the signal source and the channel noise
sources have a Gaussian distribution, the capacity of a channel can be calculated
by:

Channel capacity = B · log2(1 + SNR) [bits/s] (1.2)

The information sent over the channel can be put in the amplitude/resolution
(SNR) or in the time (bandwidth) domain. The cost of increasing the channel
capacity by a factor of M is M/(log2(1 + M)) easier in the time domain. This
maps onto the scaling advantages of deep sub-micron CMOS technologies, as the
speed of a new technology generation increases, making it future proof. In the am-
plitude domain, technology scaling predicts that the ratio Vsupply(sT )/σVT

(sT ) is
constant, which means that the performance at best remains the same.

1.1.3 Smarter circuits: Σ∆ modulators for mobile applications

The choice of the architecture of the A/D converter of section 1.1 should be driven
by the receiver application of the A/D converter, and by the speed advantages of
(future) deep submicron technologies, while being robust to the disadvantages.
Sigma Delta modulators trade amplitude resolution for time resolution, by using
over-sampling in combination with noise shaping. In particular 1-bit Σ∆ mod-
ulators only use a 1-bit quantizer and DAC, making the modulator insensitive to
transistor mismatch, and inherently linear.
Traditionally, a continuous-time (CT) Σ∆ modulator has a better power efficiency
compared to switched capacitor (SC) modulators, as a SC Σ∆ modulator needs
high bandwidth filter circuits. Furthermore, CT Σ∆ modulators take advantage
of the CT nature of the loop filter as it provides anti-alias filtering, which is of
great merit when the Σ∆ modulator is used in a receiver architecture, because
the Σ∆ modulator is more robust to interference at the input of the ADC. A SC
implementation of the filter loses the advantage of a built-in anti-alias filter, as it
has a sampler at the input. Furthermore, SC Σ∆ modulators are more prone to
emit and receive interference, as they use switching everywhere in the filter.
A disadvantage of a CT Σ∆ modulator is its sensitivity to time jitter on the clock.
This effect can be reduced by using a SC instead of a switched current (SI) feed-
back DAC.
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Σ∆ modulators exploit Shannons’ bandwidth parameter to increase channel ca-
pacity, and use the speed advantages of future deep submicron technologies. Fur-
thermore, Σ∆ modulators using a CT loop filter and a SC feedback DAC, combine
the advantages of CT and SC Σ∆ modulators. For these reasons Σ∆ modulators
with a CT loop filter in combination with a 1-bit SC feedback DAC are chosen as
the basis of most of the presented Σ∆ modulators in this thesis.

1.2 Thesis aims

As seen in the introduction the trends in an application can have a major impact on
the requirements of the IP to implement the application. This thesis studies how
to deal with the ever increasing requirements on such IP, and how the technology
advances of the technology the IP is manufactured in can be exploited choosing
the right design methodology.
It is the objective of this thesis to explore possibilities to implement high quality
Σ∆ modulators. Key steps in this process are:

1. Find quality indicators which can be used to qualify a signal processing
system and the analog IP blocks with which it is built (chapter 1 and 2)

2. Define a general design methodology for high quality analog IP blocks
(chapter 2).

3. Derive requirements for a Σ∆ modulator used in a low-power, multi-standard,
highly digitized wireless receiver (chapter 3 through chapter 4).

4. Contribute to Σ∆ modulator theory and categorize this theory along the
presented quality indicators (chapter 5 through chapter 8)

5. Apply the presented design strategy and theory to Σ∆ modulators and im-
plement them on silicon (chapter 9).

6. Judge the implemented Σ∆ modulators on the quality indicators to see
whether the chosen design strategy was successful (chapter 9 and chap-
ter 10).

1.3 Thesis scope

The design methodology for high quality analog IP blocks will be applied to
ADCs in (N)ZIF receiver architectures only. Chosen ADC architecture is the Σ∆
modulator. The Σ∆ modulator presented in this thesis will either have a CT or a
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partly CT - partly digital loop filter; no SC loop filters will be used. The number
of feedback levels used in the Σ∆ modulator feedback path will be limited to 2 or
3. These choices will be reasoned during the thesis.
As the modulators presented were to be part of a receiver SoC with a large amount
of digital processing on board, the design technologies used to implement the
modulators presented in this thesis are all standard digital CMOS technologies.
No additionally available non-standard process options were used in these tech-
nologies. Native technology supply voltage was used in all cases.

1.4 Original contributions

Methodology

• Introduction of five quality indicators to qualify systems and the analog
IP blocks they are built with, which are accuracy, robustness, flexibility,
efficiency, emission.

• Categorization of Σ∆ modulator theory along the quality indicators.

• Strategy to top-down digitize analog signal processing systems at different
abstraction levels. Digitization is carried through from system/application
level, through analog IP architecture level to circuit design and layout level.

Theory

• Derivation of relations to interchange performance requirements between
RF front-end and ADC. Performance interchange relations are found for
the 1/f corner frequency, noise requirements and linearity.

• Introduction of a distortion model for quadrature signal paths.

• Introduction of advanced Σ∆ modulator architectures with a scalable CT
loop filter; multiple quantizers in the loop; additive error-feedback loop;
1.5-bit DAC including a unit cell mismatch elimination technique.

• Introduction of a delay and excessive-phase compensation technique.

• Introduction of an aliasing model for aliasing occurring in the feedback
DAC, for different types of feedback DACs.

• Introduction and extension of clock-jitter models. These models are the
time-to-amplitude-error-jitter (TAJE) model, the time-to-phase-jitter-error
(TPJE) model, and a model describing the effect of clock jitter in a quadra-
ture ADC.
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• Introduction of new figure of merits for Σ∆ modulators for modulator power
efficiency, area efficiency and distortion.

Implementations

• Digitization at system/application level: Σ∆ modulators for highly digi-
tized receivers.

• Digitization at analog IP architecture level: an inverter-based hybrid Σ∆
modulator.

• Digitization at circuit topology and layout level: technology portable Σ∆
modulators.

• Introduction and implementation of several original circuits.

1.5 Outline

The outline of the thesis is summarized in figure 1.5. Chapter 1 summarizes the
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Figure 1.5: Outline of the thesis

trends in transceivers for cellular and connectivity and the impact these trends can
have on the analog IP blocks these transceivers are built with. Chapter 2 will de-
scribe how we can categorize this impact in quality indicators, and will explain
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why it can be advantageous to increase the level of digitization in your system.
Chapter 3 will show an example of such a digitization process at system level. A
receiver architecture will be shown for different levels of digitization, by shifting
the ADC closer and closer to the antenna, and will briefly elaborate on the impact
on the ADC. The specification of the ADC in such receivers and the interchange
between RF front-end and ADC performance are derived in chapter 4. Based on
the specification outcome and using the quality indicators, a choice for the ADC
architecture will made in this chapter, which is the Σ∆ modulator architecture.
In chapters 5 to 8 Σ∆ modulator theory is derived and extended and is catego-
rized along the quality indicators presented in chapter 2. In each of these four
chapters, the properties of Σ∆ modulators will be tested on the quality indicator
presented in that chapter, and will show how the score on this quality indicator
can be improved. Chapter 9 presents all implemented modulators. In this chapter
Σ∆ modulators will be shown, which are subject of digitization at different ab-
straction levels. Furthermore, the implemented modulators will be benchmarked
with state-of-art Σ∆ modulators published in literature and will be tested on the
quality indicators (except for emission 1.1.1.1). At the end, the conclusions will
be presented in chapter 10.
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Chapter 2

System quality indicators

The integration of systems on a chip, has led to a revolution in the electronic in-
dustry. Large, complex system functions can be integrated in a single IC, paving
the road to many battery powered portable applications like the cellular phone,
wireless products, MP3 players and so on. The constant drive to improve these
applications and to include extra features has enormously increased the pace with
which new generation portable products are introduced on the market. Keeping
its main function, extra demands are put on the system realizing this function.
Smarter integrated system solutions, which are cheaper, smaller, more power ef-
ficient, robust to interference, more flexible, etc. are required. In this chapter
these additional system requirements are captured in five quality indicators which
indicate the quality of the integrated system, and which help to structure the anal-
ysis complex systems. The five quality indicators used are: accuracy, robustness,
efficiency, flexibility, and emission. The system and its quality indicators are pre-
sented in section 2.1 and 2.2 respectively.
In section 2.3 the quality indicators are used to motivate why it can be advanta-
geous to shift analog functionality into the digital domain which implicates the
need for high dynamic range and high bandwidth analog-digital interfaces. In
chapter 3, the quality indicators are used to find a power efficient receiver ar-
chitecture for use in a mobile phone. The influence of system partioning on the
quality indicator requirements of the analog-digital interface used in such receiver
is postponed to chapter 4. The quality indicators are used to determine the quality
of the analog-to-digital interface in chapters 5 to 8. In a later stage in this thesis
(chapters 8 and 9), the quality indicators are used to compare the analog-to-digital
interfaces presented in this thesis to the quality of analog-digital interfaces pre-
sented in literature with the help of a benchmark. In this benchmark, the same or
similar analog-digital interfaces are compared, on their quality indicators as these
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indicators can be a key differentiator to a customer.

2.1 The system function and its in- and outputs

A system could be defined as a group of interacting, interrelated, and interdepen-
dent elements executing a function. A system function has one or more input(s)
X, which are processed in some way by the system function F, yielding one or
more output(s) Y. This is schematically shown in figure 2.1. The system inputs

System function FInputs X Outputs Y

Figure 2.1: System function with its inputs and outputs

can be sub-divided in 2 categories, namely the primary inputs and the secondary
inputs. The primary inputs are the wanted inputs, which have to be transferred
by the system to the wanted outputs, a process which is called the primary pro-
cess. The secondary inputs are inputs, which are unavoidable in some way, when
implementing the system.
The secondary inputs are split up in 3 categories:

• Resources

• Outside world influences

• System interface

The first category describes the resources that are required for the systems’ pri-
mary process (e.g. power source, material, design effort). The second category
comprises the outside world influences, which describe inputs imposed by the
outside world onto the system and can degrade the quality of the primary pro-
cess (e.g. temperature, interference, manufacturing imperfections, noise). The
last category represents inputs, which are required by the user or the system itself,
to adapt and change the properties of the primary process to the current system
application (e.g. volume control, or tuning function). The secondary inputs are
shown in figure 2.2. The outputs of the system can also be sub-divided in the
primary and secondary categories. The primary output is the output the system
was designed for, the wanted output. A secondary output is an output, which was
not intended to be an output of the system function, like the heat or interference
generated by the system. The primary output might be a function of the secondary
inputs. Next to that, the combination of primary and secondary inputs might cause
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Figure 2.2: System with its primary and secondary inputs and outputs

cross-correlated secondary outputs. The different in- and outputs are shown in fig-
ure 2.2. It is very likely that some of the cross-correlation factors of F are zero.
Of course there is also wanted correlation between inputs and outputs, examples
are: primary input to primary output, secondary system interface input to primary
output.

2.2 System quality

An ideal system has infinite accuracy, uses its resources 100% efficiently, is un-
aware of influences from the outside world and is re-usable for different applica-
tions. However, during the system implementation phase, it will show, that there
are limits to the accuracy and efficiency the system can achieve, including flexibil-
ity turns out to have its cost, the system will be susceptible to the outside world,
and the system will generate secondary outputs which might interfere with the
system itself or neighbouring systems.
To determine the quality of a system it is judged on several quality indicators,
which are divided into five groups:
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1. Accuracy

2. Robustness to secondary inputs

3. Flexibility

4. Efficiency

5. Emission of secondary outputs

The quality indicators will be explained by the following sections.

2.2.1 Accuracy

The accuracy is the precision with which the primary system function can be ful-
filled. The accuracy or performance of the system is measured on the quality of its
primary outputs, compared to the quality of the primary inputs, and is determined
by system choices.

2.2.2 Robustness to secondary inputs

Another measure to judge the quality of a system is the systems’ robustness. The
outside world can distort the primary function of the system in some way due to
implementation aspects. The more insensitive the system is for influences from
the outside, the more robust the system is. Examples of outside world influences
are temperature, humidity, interference, noise, force, process spread and material
imperfections. A few examples of different measures to quantify the systems’
insensitivity to the outside world are durability, reliability, reproducibility and
portability (technology independence).

2.2.3 Flexibility

The flexibility of a system indicates the re-configurability, adaptability and scala-
bility a system, to meet changing requirements, or circumstances. It measures the
extent in which (parts of) the system function can be changed into different sys-
tem functions, for instance with a different accuracy. An adaptable system has the
ability to respond to a changing outside world. To be able to respond, the system
needs inputs measuring the changes in the outside world. Scalability describes the
ability to scale or trade system parameters to meet the requirements of the current
system function application. A re-configurable system is able to change from one
system function into another system function, by changing the order or position
of the different sub-systems of the main system.
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The requirements on the flexibility of a system are often identified by use-case
studies. It makes an inventory of expected human behavior and the way a system
is expected to be used. To make an inventory of use-cases, marketing research has
to be done.

2.2.4 Efficiency

Efficiency indicates how economical a resource is spent. Important efficiencies
are power and area efficiency, as nowadays feature rich, battery powered and
portable applications require low power consumption and small form factor. Other
relevant efficiencies are testability, re-useability and design effort.
Testability describes the ease with which the required system accuracy of a system
can be verified after manufacturing. Re-useability describes the extent in which
parts of the system can be re-used for other systems. Sub-system functions can
be categorized in libraries with clearly defined input and output conditions. In
this way new system functions can be created with of the shelve parts coming out
of the library, decreasing time to market, and reducing maintenance of different
products as they share parts from the same library. Design effort describes the
effort to build the system and is a resource which should be spent with great care,
as it is costly and scarce.
Benchmarking is used to quantify the efficiency of a certain system. In a bench-
mark different system implementations, which have the same or similar system
functionality are compared on their efficiencies. The efficiencies are bounded by
fundamental limits (like thermal noise, maximum technology speed and availabil-
ity of man power), but as the implementation of a system has additional cost, the
maximum system efficiencies achievable are determined by the current state-of-
art.

2.2.5 Emission of secondary outputs

Another system quality indicator is the amount in which the system generates
secondary outputs. It is important to make an inventory of the secondary outputs
the system emits as these outputs can distort the primary process of the system
itself, or the primary process of other systems. Examples are heat, and electrical
and magnetic interference.

2.3 The digital revolution

The quality indicators presented in the previous section, make the introduction of
digital circuitry in nowadays integrated system functions unstoppable. A digitally
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implemented system is greatly in line with the quality indicators as will be shown
in the next section, something that is not so obvious for the same system function
implemented with analog circuits. Although the outside world is analog, it is
much easier to do advanced signal processing in digital hardware or software.
The application of digital enhancements to system functions is numerous. Below
several examples are given of systems, which use digital functionality to imple-
ment tasks, which are very difficult to implement with analog circuits, if possible
at all.

• The reliability of wireless transmission of speech and video streams is greatly
improved by the introduction of digital data transmission. The digital mod-
ulation techniques used in these wireless links are much more robust to
interference than completely analog modulation schemes. Digital error cor-
rection algorithms further improve the reliability of the wireless link.

• In medical imaging applications an A/D converter converts the sensor out-
puts of medical imaging equipment into the digital domain. The higher
the A/D converter resolution, the better the resolution of the images of the
human body, which leads to a diagnosis of better quality and potentially a
longer life.

• A digital photo camera turns something visible into a digital representation
using a photo sensor and A/D converter. After transferring the data to a PC,
further image processing and retouching (like red-eye reduction) can easily
be done in software.

The digital world is penetrating daily life everywhere. But it is not only the digital
processing, which facilitates this increased quality of life and number of features;
an interface is required between the analog and digital world.

2.3.1 The analog-digital interface

Because the outside world is still analog and the processing is done digitally,
the introduction of analog-to-digital and digital-to-analog converters has been in-
evitable. Figure 2.3 shows a generalized implementation of a system function
which has been (partly) digitized. From the figure it is evident that the quality of
the A/D and D/A converters used in the signal path largely determine the quality
of the overall system function. This opposes challenges on the design of the A/D
and D/A converters. The more our world is captured digitally, the more we must
convert from analog to digital and reconstruct from digital to analog, which im-
plicates a trade-off between the amounts of analog and digital functionality. The



2.3. THE DIGITAL REVOLUTION 21

X(s) F(s) G(z)

A/D

fs

D/A

H(s) Y(s)

Receiver TransmitterProcessing

fs fs

Analog Mixed-

signal

Mixed-

signal

AnalogDigital

Figure 2.3: Partially digitized system

system of figure 2.3 is split into a receiver, a processing unit and a transmitter. The
receiver receives an analog input X from a sensor, e.g. a microphone, a temper-
ature sensor or an antenna. X is conditioned by F , which can include both gain
and filtering, such that it most efficiently fits the input DR of the ADC. The ADC
converts the analog input signal into its digital representation at a clock rate fs.
In the digital domain G represents the required digital signal processing which
implements the task which is more efficient or powerful in digital hardware, or
maybe even software. The output of the processing unit is connected to a D/A
converter, which outputs the analog signal, which again is conditioned to the right
amplitude and frequency content, yielding the desired output Y .
The more of the analog functionality represented by F and H is shifted into G, the
more demands will be put on the A/D and D/A converter. This requires a system
optimization which leads to realistic A/D and D/A converter requirements, which
are in line with what is dictated by a benchmark of converters with state-of-the-art
performance. This process will be described in chapter 4.
Before going into the converter function, first it will be motivated why it is ad-
vantageous to replace as much as analog functionality by digital functionality.
This is done in the next section, where digital functionality will be tested for its
compliance to the quality indicators.

2.3.2 Digital systems and the quality indicators

The advantages of digital signal processing compared to analog signal processing
are clear. Once in the digital domain, the signal processing is much more power-
ful, and advanced features can be added in the signal processing path much easier.
In this section the match between digital circuits and the quality indicators will be
explored.
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2.3.2.1 Accuracy

One of the primary advantages of digital circuits is the accuracy of digital circuits
is 100% when operating well within the noise margin [5] and below the maximum
speed of the technology. The maximum switching frequency of the technology
chosen sets an upper bound for the sample frequency that can be used for the
digital processing unit. If digital circuits are designed on the edge of the speed
boundary of the technology and are processed in a slow technology corner, timing
errors might occur leading to faulty outputs.
For analog circuits the accuracy analysis is much more difficult. The accuracy
of the analog circuits is much more dependent on bias conditions and transistor
parameters. Furthermore, once introduced, the offset, noise and distortion intro-
duced by the analog circuits accumulates along the signal path, whereas in digital
circuitry the accuracy is independent of transistor offset, distortion, circuit noise
and interference, when operating well within the noise margin and below the max-
imum technology speed.
Because digital circuits are 100% accurate within the noise margin, they can be
captured in a high level descriptive language. The mapping of the VHDL code
functionality on the functionality extracted from the layout of the digital system
normally is 100% when the digital circuits operate well within the maximum tech-
nology speed and noise margin. The maximum achievable accuracy is set by the
sample frequency of the digital system, and the number of bits used for the cal-
culations. If the required accuracy is proven by simulation, the hardware imple-
mentation of it will show exactly the same performance, under ideal outside world
circumstances.

2.3.2.2 Robustness

The noise margin and maximum technology switching speed of digital circuits
are subject to outside world influences, like process spread, process corners (slow,
typical and fast processing), power supply variations (typical +/-10% of the nom-
inal technology supply voltage), temperature (typical -40 and 125oC). To char-
acterize the influences of these conditions on the noise margin and speed of the
technology, several standard digital cells are exposed to these conditions. The out-
come of this characterization can than be generalized to define the performance
of the technology. At the end of the design trajectory of a digital system, timing
verification is done to verify if the accuracy is guaranteed by the system when
exposed to these conditions. The extraction of the noise margin from the charac-
terization of different digital cells, will lead to a general substrate, power supply
and decoupling strategy.
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For analog circuits a generalization of the design strategy is much more difficult.
As the errors introduced by the outside world influences mentioned above accu-
mulate along the signal path.
Due to the robustness of digital systems, they are almost push-button portable to
newer technologies, which adds more flexibility to the system. Once available in
VHDL code, the layout of a digital system can be ported from one technology to
another in only limited amount of time, with a high degree of automation.
Although in the discussion above digital circuits seem very robust, the technology
scaling of digital circuits predicts that interference within the digital system is
an increasing threat. As the accuracy in lithography scales with sT , wires are
closer to each other, increasing mutual crosstalk. Furthermore the impedance of
supply lines is increasing, which together with an increase of the current density
per area increases the supply bounce. With the increasing number of switching
transistors per area the dI/dt increases per area which causes the ground bounce
to increase. Next to that the noise margin will become smaller as supply voltage
and VT are decreasing. This means that shifting analog functionality into the
digital domain does not come for free, and noise margin, supply and substrate
bounce, and decoupling strategy will become more and more important. As in
this thesis the digital circuits which are used to replace the analog functions are
comparably small in area, the (influence on the total digital) interference problem
is only small.

2.3.2.3 Flexibility

As the performance overhead in the noise margin of digital circuits allows for a
high abstraction level description (like VHDL) of digital systems, the flexibility
potential of digital circuits is enormous. As analog design is mostly custom de-
sign it is much more difficult to make flexible. Moreover, adding flexibility to
analog circuits introduces parasitic behavior which can even limit the maximum
achievable accuracy of the analog circuit.
The VHDL code describing a digital system can be set up in a scalable way by
using parameterization, to be able to program the systems’ performance in line
with the current application requirements. If the VHDL code describing a digital
sub-system is set-up in a scalable way, with clearly defined input and output con-
ditions, the main system function can easily be re-configured to a different system
function re-using sub-system functions in a different way or order. A digital sys-
tem function can be made adaptable to changing outside world circumstances, by
reprogramming of the coefficients of the input-output matrix defining the system.
To be able to respond to changes in the outside world, the digital system should
be supplied with inputs which represent the changes in the outside world.
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2.3.2.4 Efficiency

The power consumption of digital circuitry is related to P = C · V 2
supply · fs. As

Vsupply scales with sT (for constant field scaling [4]), and C also scales with sT ,
the consumed power of a digital circuit switching at a constant fs scales with s3

T

(for constant voltage technology scaling, consumed power scales with sT ). This
makes it attractive to shift analog functionality in the digital domain, because
power consumption of analog circuits at best remains constant when scaled into
to deep submicron technologies.
The area of digital circuitry scales with s2

T as the minimum gate length of the
smallest transistor that can be used in logic cells, scales with sT . As with power,
the area of analog functions at best remains the same when scaling an analog
function into deep submicron technologies. Looking into the future, the scaling of
digital systems in deep submicron technologies shows promising area and power
advantages compared to the scaling of analog systems.
Although difficult to measure, the effort to design a certain function (e.g. a chan-
nel filter) with analog circuits is more time consuming compared to the design
of the same functionality with digital circuits. Moreover, for digital circuitry the
generation of layout is automated to a great extent. Analog layout often still is
handcraft, for sure for high-end analog functions. For analog functionality some
design and layout automation methods have been published ( [6], [7] and many
more), but are often limited to a specific analog function.
To test high performance analog functionality, expensive equipment is required
to be able to generate and qualify the analog signals going in or coming out of
the analog block respectively. Complicated and difficult to generalize tests with
high quality input signals have to be carried out, to be able to completely check
if the analog system achieves the required performance under all conditions. The
qualification of the system accuracy is difficult because it is degraded by the noise,
distortion and interference introduced along the analog signal path.
In digital circuits test chains are introduced to verify the systems’ performance.
A pattern generator generates input vectors which sufficiently cover the system
functionality. The output vectors of the system are either wrong or right. In
general the testing of digital systems is much easier as the behavior of digital
circuits is much more predictable, and the results are easier to interpret.

2.3.2.5 Emission

A drawback of digital circuits is the fact that they are notorious for their emission
of interference to supplies and substrate. This asks for a good supply, substrate,
and decoupling connection strategy. This way the interference generated by the
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digital system can be kept under control, and is no threat to the surrounding sys-
tems on the same chip or in the same application. As nowadays deep submicron
technologies have a deep N-well technology option, at least the substrate bounce
of digital circuits can be better shielded from other systems on the same chip.

2.4 Conclusions

The design of a system is not only about system functionality but also about sys-
tem quality. The wish to create more efficient and flexible systems, insensitive to
outside world influences, comes from the drive to get products faster to the mar-
ket, at a lower price, and including more features in a smaller volume, making
products more differentiating. This asks for the introduction of quality indicators,
with which the quality of a system can be judged. In this chapter five quality indi-
cators have been presented, which are: accuracy, robustness to secondary inputs,
flexibility, efficiency, and emission of secondary outputs. Throughout the thesis
these are used to judge a system’s quality. Quality indicator emission is outside
the scope of this thesis. The quality indicators are shown in figure 2.4. In chap-

Flexibility

Accuracy

Efficiency

Robustness
(Emission)

Figure 2.4: The quality indicators introduced in this thesis

ter 1 it was shown that Moore’s law predicts that if a digital function is ported
to the next technology node, clear technology advantages like area scaling (s2

T ),
increase of power efficiency (1/s2

T ) and speed increase (1/sT ) become available.
Furthermore, as digital circuits have built-in performance overhead in their noise
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margin, a high degree of automation to do the port to the next technology node is
possible. Next to that, digital circuits can be made re-configurable very easily as
they are captured in a descriptive language like VHDL.
For a fixed analog function the area scaling in the next technology node is not that
evident. The change of analog design parameters like power supply, VT , etc., ask
for a re-design of all the analog circuit blocks when going to the next technol-
ogy node. This reduces the portability of these analog blocks and thus increases
time-to-market. Next to that, analog circuits are much more difficult to make re-
configurable.

Therefore, it is advantageous to increase the digitization of a system as digital
circuits score high on the quality indicators. In this thesis the digitization process
will be carried through four different abstraction levels, displayed in figure 2.5. At

System/application
level

Analog (sub) IP 
architecture level

Circuit level

High quality 
mixed-signal IP

Layout level

Digitization

Figure 2.5: Digitization of an analog system at different levels

system level, this calls for an early introduction of the A/D and D/A conversion
in the system pipe-line, which shifts the signal processing as much as possible
into the digital domain. Once in the digital domain, the systems’ accuracy is only
determined by the accuracy described in the VHDL code when operating within
the maximum achievable speed of the technology and within the noise margin.
This makes the system robust to outside world influences. In the digital domain
the signal processing is more powerful, can be setup in a flexible way more easily
and shows increased power and area efficiencies in newer technologies, being fu-
ture proof. However, shifting more of the signal processing in the digital domain,
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higher demands are put on the DR and bandwidth requirements of the ADC. It
is the challenge to trade off analog and digital functionality with the ADC DR to
come to a realistic but competitive system solution.

At analog IP architecture smart circuit choices should be made to reduce the
amount of critical analog functions and replace or assist them with digital cir-
cuits as much as possible.

At circuit level, the circuits should be designed such that the analog blocks can
be built up by a limited amount of unit cells, like in digital circuits. Due to the
simplicity of the analog unit cells, the analog library can be ported to a next tech-
nology node very quickly, as its optimization process can be done by using simu-
lation scripts for the analog simulator.

At layout level, each unit cell out of the analog unit cell library is turned into a
parameterized layout (p-cell layout). Once these p-cell layouts are available, the
routing tool normally used to layout digital circuits can be used, which reduces
time-to-market tremendously.

This way digitally assisted systems and circuits are created which score high on
the quality indicators.
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Chapter 3

Integrated receiver architectures
for cellular and connectivity

In wireless digital communication complex modulated signals containing user
data are transmitted via the ether. A receiver is required to receive and detect
the user data bits. Somewhere along the receive path, A/D converters are required
to convert the analog signal into a digital signal. One of the trade-offs that has to
be made during the receiver design is the degree of digitization. The quality indi-
cators presented in chapters 1 and 2 predicted it could be advantageous to shift as
much of the analog signal processing into the digital domain as possible, but this
will come at the cost of increased requirements for the ADC.
In this chapter a receiver architecture will be searched for, which scores high on
the quality indicators and combines a high degree of digitization with a reasonable
ADC power consumption.

3.1 Wireless receiver architectures for digital communi-
cation

One of the earliest forms of a receiver architecture for digital transmission, is the
superheterodyne architecture presented in figure 3.1. It uses two IF frequencies,
and lots of analog signal conditioning blocks as well as expensive high Q (ce-
ramic) filters to reduce the incoming antenna signal to our wanted channel. At
the output of the filter in front of the A/D converters, our wanted signal is at a
low or zero-IF and is almost clear of interference, which means that the DR and
linearity requirements of the A/D converter are very low, and the ADC power
consumption will be smaller than 100µW. Drawback of this architecture is that it
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Figure 3.1: Traditional receiver architecture

requires a lot of (tuneable) analog filters, and although the A/D converter in this
architecture is very simple, the analog design of this kind of receivers is very time
consuming, hard to port from one IC technology to another and difficult to make
re-configurable, as it needs multiple (tunable) analog filters, and mixers.
The continuous development of modern IC technologies and increasing availabil-
ity of digital processing power has paved the road to more digitized receiver archi-
tectures. The first example is a digitized IF receiver architecture which simplifies
the architecture above by removing the second mixer from the receiver. Only
one (bandpass) ADC is required to convert the wanted channel into the digital
domain. A drawback of this architecture is the tune-able image filter required,
which is difficult to design. Because the signal at the input of the ADC is at a high
IF, the clock frequency of the ADC should at least be twice the IF frequency to
avoid aliasing. This means that the bandwidth requirements of the circuits used in
the ADC will be high, which increases ADC power consumption. In the receiver
architecture proposed in [8], the aliasing is used to the advantage of the receiver,
in this case it replaces a mixer.
In a direct conversion receiver (figure 3.2) a complete band of channels is directly
down converted to a zero IF (ZIF) or Near Zero IF (NZIF), to reduce the circuit
bandwidth requirements for the ADC. The LO is tuned to the wanted signal fre-
quency which is mixed down to the low IF frequency, at which it is converted into
the digital domain. To reduce image interference, an I&Q mixer is used. After
down mixing, the analog filter reduces the input power to the ADC and removes
frequency components, which can cause aliases due to the sampling operation of
the ADC. The VGA conditions the signal such, that it uses the ADC dynamic
range in the most efficient way. The signal is digitized by the quadrature A/D
converter and finally the channel filtering and demodulation is done in the DSP. In
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modern receiver architectures for mobile phones the concept of direct conversion
has become very popular. It only uses one IF frequency and does not need an
expensive high Q ceramic IF filter compared to the traditional super heterodyne
receiver. Instead it uses a quadrature mixer and two ADCs. This way, part of
the channel filtering can be shifted into the digital domain. Implemented in the
digital domain, the channel filtering can be made scalable more easily to satisfy
the different filtering requirements depending on the communication standard the
receive pipe is used for. The question is how much of the analog filtering if not
all can be shifted in the digital domain. This imposes a trade-off between analog
and digital filtering and ADC dynamic range. If only limited analog filtering is
assumed in front of the ADC, it will be shown later that a state-of-art ADC power
consumption is in the 100µW-10mW range.
The holy grail of receiver architectures is the digitized RF receiver architecture.
It is shown in figure 3.3 It only has limited selectivity at RF to select the RF

A/D DSP

AGC

LNABand filter

Figure 3.3: RF A/D conversion receiver architecture

band of interest. The RF band is directly digitized by an A/D converter at RF and
channel selection is completely done in the digital domain. The signal at the input
of the ADC now contains all channels of e.g. the GSM system. Although this
architecture enables new features such as multi channel reception, it will increase
the dynamic range of the ADC dramatically and thus its power consumption. In a
GSM receiver for example, the signal dynamics and the noise requirement leads
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to an SNR close to 100dB (section 4.7). Furthermore, the GSM channels at RF
cover a bandwidth of 35MHz. If this would be digitized by an ADC processed
in current state-of-art technology, its estimated power would be larger than 1W,
which is way too much for portable applications like the mobile phone. Next to
that as the RF channels are positioned in the GHz range and no mixer is used, a
multiple GHz sample frequency will be required, which will lead to even higher
power consumption for the ADC, let alone the power consumption of the digital
channel filters following the ADC. It is believed to be a power inefficient system
if possible at all in modern state-of-art mainstream IC technologies.

3.2 Receiver architecture and the quality indicators

Figure 3.4 summarizes the receiver architectures discussed. The ADC in a digi-
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Figure 3.4: Summary of receiver architectures

tized RF receiver requires 1W of power, which is already higher than the compete
receiver power budget, and therefore is no option. The superhytrodyne receiver is
no option as the number of analog circuits is too high. If such a receiver would
be made flexible, it would lead to a very bulky solution. The (N)ZIF direct con-
version receiver has a limited number of analog blocks, and a high degree of dig-
itization. Therefore, it benefits from the advantages transistor technology scaling
brings ( 1.1.2). Furthermore, part of the flexibility can be shifted into the digital
domain, like the channel filters. The remaining analog filtering should reduce out-
of-band interference such that the required ADC accuracy yields a realistic ADC
power consumption of 0.1-10mW. The ADC converts the wanted signal into the
digital domain, but because of the limited filtering in front of the ADC, neighbor-
ing channels will not be at a negligible level. This will put additional accuracy
requirements (DR, distortion and aliasing) on the ADC. The exact analysis of the
impact of the neighbors on the accuracy requirements of the ADC will be given
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in 4.7 for a direct conversion receiver for GSM.

3.3 Conclusions

In this chapter different receiver architectures have been shown with their pro’s
and con’s. The degree of digitization of these architectures has been balanced with
the ADC power consumption. The highly but not completely digitized (N)ZIF
direct conversion receiver architecture with limited analog filtering seems to be
the best candidate for integration in nowadays state-of-art IC technologies. It
combines a high degree of receiver digitization with a reasonable ADC power
consumption. Because of the limited amount of analog blocks it can be made
flexible more easy, at the cost of a high ADC DR. Furthermore, the variety of
communication standards will put requirements on ADC bandwidth and clock
frequency programmability.
The ADCs presented in this thesis are designed for a direct conversion receiver
which can be used for multi-standard, MIMO, software defined and cognitive
radios. Before the design of the ADC is discussed, chapter 4 will relate the RF
front-end and ADC performance parameters, to come to realistic specification
balance for the RF front-end and ADC.
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Chapter 4

Specifications for A/D converters
in cellular and connectivity
receivers

The design of a receiver system asks for relations between system level choices,
and their impact on the specifications of the different receiver building blocks, to
come to a optimized system partitioning. This chapter will relate system level
specifications to the RF front-end and ADC requirements. The implementation
loss of the digital part following the ADC will be assumed to be zero.

The chapter starts with a discussion about the relation between the IF frequency
choice and the receiver image rejection, DC offset, and 1/f noise requirements.
Next, the ADC DR will be calculated by determining its top and bottom-end. The
top-end of the ADC DR will be calculated as a function of antenna input signals,
their crest factor, and the RF front-end selectivity. The gain of the receiver will
be related to the maximum ADC input signal, and the maximum input swing
possible within the ADC supply. The bottom-end of the ADC DR will be related
to the modulation scheme, the wanted signal at sensitivity (the minimum signal
the receiver should be able to receive), the receiver and RF front-end noise figure,
and the receiver gain. Furthermore, various performance parameters of the RF
front-end like 1/f - thermal noise corner, NF, and IP2/3 will be related to the ADC
1/f corner, DR and IM2/3 respectively. The last part of this chapter describes an
example of the performance parameter trade-offs between RF front-end and ADC
for a GSM receiver.
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4.1 IF choice

The choice of the IF frequency in the direct receiver architecture has impact on
the 1/f noise, offset and image rejection ratio (IRR) requirements of the receiver.
This section will relate the RF front-end and ADC image rejection requirements.
Furthermore, the influence of the choice of the IF frequency on the receiver 1/f
noise requirements will be discussed.
The starting point is the RF band depicted in figure 4.1. A wanted channel and
a neighboring channel are used to illustrate the impact of IF choice on image
rejection, DC offset end 1/f noise requirements. To illustrate the impact, it suffices
to consider the dark grey neighboring channel only. The wanted signal is down-

f [Hz]

= Wanted channel = Neighbouring channel

RF band

|A|

= Other neighbouring channels

fwanted,RF

Figure 4.1: Example RF band

converted such that the IF frequency is in the middle of the signal bandwidth.
Therefore, the wanted signal spans the bandwidth fIF ± 1

2Bwanted.

4.1.1 Image rejection

The figure below shows the I&Q mixer and ADCs. The mixer input signal X

X

j

-Sin( LOt)

Cos( LOt)

Y

Digital

Q-path

I-path

A/D

A/D

Figure 4.2: Model to relate gain and phase matching to the IRR require-
ment

contains the wanted signal which is at a frequency ωwanted,RF , and the mixer
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frequency is at ωLO. The LO frequency with which the wanted signal will be
down-converted, is positioned in the middle of the wanted signal at RF plus the
IF frequency, or fLO = fwanted,RF − fIF .
If the mixers and ADCs have perfect amplitude and phase matching and the LO
signals driving the mixer are perfectly in quadrature, the digital ADC re-combined
output signal Y is:

Y = ejωwanted,RF t · (cos(ωLOt)− j sin(ωLOt)) (4.1)

= ejωwanted,IF t = ej(ωIF +ωwanted)t

using equations:

sin(ωt) =
ejωt − e−jωt

2j
and cos(ωt) =

ejωt + e−jωt

2
(4.2)

and in which fwanted is defined from −1
2Bwanted to 1

2BwantedHz.
If there is an amplitude mismatch ∆ or a phase mismatch θ between the two
mixers or ADCs, or if the LO signals are not perfectly in quadrature, an image will
appear in the output signal Y at a frequency −ωwanted. The amplitude difference
between the original signal and its image is called the image rejection ratio, and
can be approximated by [9]:

IRRdB ≈ 10 · log10

(
4

∆2 + θ2

)
[dB] (4.3)

The individual amplitude and phase mismatches in the mixer, LO signals, IF am-
plifiers and ADCs have to be added together to determine the receiver image re-
jection. The way the amplitude or phase errors should be added is determined by
the nature of the errors. The error can be deterministic (e.g. unbalanced para-
sitics in layout) or stochastic (component mismatch) which require linear or rms
addition of the errors respectively.
The mechanism which determines the IRR specification of the receiver will be
subject to the choice of the IF frequency, which can be split up in three variants,
namely: Zero IF (ZIF), Near Zero IF (NZIF), high IF.

4.1.2 Zero IF architecture

In a ZIF architecture the wanted channel is mixed down to DC, or 0Hz IF and
spans the frequency range of +/- half the signal bandwidth. Figure 4.3 shows the
signal just after the I&Q ADCs. The figure shows the wanted and one adjacent
channel. Furthermore, it shows the 1/f and thermal circuit noise and the ADC
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1/f noise
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= Image wanted channel

= Image neighbouring channel

Figure 4.3: ADC output signal in a ZIF configuration

quantization noise. The ADC bandwidth is only plus and minus half the channel
and low bandwidth ADC circuits can be used, which reduces power consumption.
A disadvantage of zero-IF is that DC offset and 1/f noise are in the middle of the
signal bandwidth, which distorts the signal. A DC cancelation loop can be intro-
duced in the receiver path to reduce the DC offset (and part of the 1/f noise), but
as these loops introduce a notch in the spectrum at DC, this might be unattrac-
tive to do in narrow band systems like GSM, as it creates a notch in the middle
of the signal bandwidth. Lowering cut-off frequency to reduce the influence of
the notch, will lead to an undesirable settling time. Another solution to 1/f noise
and DC offset is the introduction of chopping in for example the input stage of
the ADC. Using chopping, the 1/noise and DC offset is modulated to an out-of-
band frequency where it can be removed by filtering. A drawback of chopping
is that the chopping is done on one of the most sensitive nodes in the ADC, and
therefore very careful design is required to avoid non-linearities caused by the
chopping switches and the switching process itself.

Furthermore, the limited I&Q balance in the LO signals, mixers and ADCs will
cause an image in the channel bandwidth. In a ZIF architecture the image is a
mirrored copy of the wanted signal itself, and the co-channel interference ratio
IRcochint is determined by the receiver IRR only. The IRdB

cochint requirement nor-
mally is only a few dBs more than the required minimum receiver SNRdB for
demodulation, which leads to an image rejection specification in the order of 20-
30dB for most digital modulation schemes.
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4.1.3 Near Zero and high IF architecture

In an NZIF direct conversion receiver, the wanted channel is mixed down close to
DC. Advantages are that the DC offset (fIF > 1

2B) and (most of the) 1/f noise
is out of the channel bandwidth, and can be removed in the digital domain. A
disadvantage of NZIF is the higher bandwidth required for the circuits used in
the ADC (real or complex) which makes this approach less power efficient com-
pared to the zero-IF architecture. The signal just after the ADCs is shown in
figure 4.4. Another disadvantage of NZIF is that the co-channel image appearing

DC offset

Image

Image Rejection

f [Hz]BADC0

Quantization noise
Thermal noise

= Wanted channel

= Neighbouring channel

= Image wanted channel

= Image neighbouring channel

1/f noise

Figure 4.4: ADC output signal in a NZIF configuration

in the wanted signal bandwidth is now coming from an adjacent channel. The
magnitude of the image is not only dependent on I&Q balance, but also on the
magnitude of the adjacent channels. In the NZIF architecture, the receiver IRR
specification is defined by the combination of the adjacent channel powers, the
exact IF frequency, and the co-channel interference ratio that can be tolerated ac-
cording to the standard’s specification. The image rejection is not only determined
by the image appearing in the wanted signal bandwidth. The image powers ap-
pearing at the adjacent channel distances are limited by the power spectral mask,
which defines the maximum power at each fixed distance to the wanted signal.
The image interference should not exceed these powers, as these are used as a
reference for the receiver design.

The higher the IF is chosen, the higher the IRR requirement will be, as the power
of adjacent channels and blocker signals increases (section 4.2.1) with the fre-
quency offset to the wanted signal. This asks for a trade-off between 1/f noise and
IF frequency, to come to an optimal IRR and 1/f noise specification. Next to that,
increasing the IF frequency will increase the ADC design complexity.
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The actual image requirement of the ADC will be subject to the IF filtering in
front of the ADC, as the ADC’s IRR is dependent on the power of the adjacent
channels.

4.1.4 IF assessment

In the table below the pro’s and con’s of the three IF architectures presented are
displayed. ZIF seems to have the most advantages, but 1/f noise and DC offset
are potential problems. ZIF also seems to be the most attractive architecture for

hhhhhhhhhhhhADC parameter

Intermediate frequency
ZIF NZIF High IF

Circuit bandwidth + - –
Power consumption ++ + –
Image rejection ++ - –
DC offset – + ++
1/f noise – + ++

Table 4.1: IF pro’s and con’s

a low power receiver, as it puts the lowest bandwidth requirements on the ADC.
If 1/f noise and DC offset become a threat to the receiver performance, an NZIF
architecture is recommended, or introduction of chopping is advised.

4.1.5 DC offset and 1/f noise

The DC offset and 1/f noise introduced along the receiver chain can degrade the
performance of a receiver. The DC offset is introduced by mismatch in the re-
ceiver circuits and self-mixing in the mixer. The 1/f noise is introduced by the
switches of the mixers and the circuits of the IF stages and the ADCs.

The DC offset of the circuits can be reduced by increasing the area of the transis-
tors to improve matching. Furthermore, a DC cancelation loop can be added to
the receiver.

The contribution of the 1/f and thermal noise to the total noise is dependent on
the IF frequency chosen. To demonstrate this effect a generic circuit block noise
model shown in figure 4.5 is used. A relation between the 1/f and thermal noise
contributions of a circuit block can be derived from eq. 4.4, in which it is assumed
that 1/f noise has infinite power. In the equation, the 1/f noise level is related to
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SthS1/f

analog circuit

Stot

Figure 4.5: Analog circuit noise model

the power density of the thermal noise Sth(f).

Ntot = Nth + N 1
f

=
∫ f2

f1

(
Sth(f) + S 1

f
(f)

)
· df [V2]

= Sth

∫ f2

f1

df + Sth

∫ f2

f1

fc

f
· df [V2]

= Sth ·
(

(f2 − f1) + fc · ln
(

f2

f1

))
[V2] (4.4)

The factor f2/f1 in eq. 4.4 shows that the power of the 1/f noise is the same for
each frequency octave or decade. Eq. 4.4 also shows, that halving the corner fre-
quency decreases the 1/f noise by 3dB. It depends on the level of the thermal noise
whether this reduction in fc is beneficial.

In an NZIF receiver architecture the signal bandwidth and IF are often related by
fIF = 1

2B. This means, the 1/f noise is integrated from 0Hz, which would theo-
retically lead to an infinite 1/f noise contribution. The actual effective noise inte-
gration bandwidth is Beff and is smaller than B. The exact Beff is determined
by system aspects like system frame rate, and DC offset calibration of which the
exact explanation is out of the scope of this thesis. The influence of the effec-
tive integration bandwidth on the 1/f noise contribution is shown in figure 4.6 for
Beff = 0.9B and Beff = 0.99B, for B=1Hz. On the y-axis of figure 4.6, the to-
tal noise (normalized to the thermal noise density) is plotted. On the same y-axis
the thermal noise limit is plotted. In all noise plots the noise is normalized to the
thermal noise density Sth, as the absolute value of the noise is of no importance
in these plots. The figure shows that the effective noise bandwidth has a great
influence on the 1/f noise contribution when fIF is 0.5Hz, as the factor f2/f1 in
equation 4.4 approximates infinity when Beff is close to 1. If fIF is increased
above 0.5Hz, f2/f1 reduces rapidly. For very large fIF the 1/f noise is negligible,
and the total noise approximates the thermal noise limit. For Beff =0.9Hz and
Beff =0.99Hz the Sth normalized thermal noise limits, are

√
0.9Hz and

√
0.99Hz

respectively.
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Figure 4.6: Total integrated circuit noise (normalized to thermal noise
density) as function of fIF and Beff (B=1Hz, fc=0.5Hz)
and corresponding thermal noise limits

Another system partitioning parameter is the choice of the 1/f - thermal noise
corner compared to the signal bandwidth. To show this effect of the IF frequency
on the contributions of the 1/f and thermal noise to the total circuit noise, the ratio
Rn, 1

f
/th is introduced:

Rn, 1
f

/th =

√√√√N1/f

Nth
=

fc · ln
(

f2

f1

)

f2 − f1
[-] (4.5)

In figure 4.7 the Rn, 1
f

/th is plotted on the y-axis for corner frequencies 0.125, 0.5
and 2Hz. For each corner frequency the IF is varied from 0.5-5Hz. On the same
y-axis the total noise Ntot normalized to Sth is displayed. In the example above
Beff is 99% of B (B=1Hz). In the corner frequency example of fc=0.5Hz, it can
be read from the plot that the 1/f - thermal noise contributions are equal at an IF
of 0.65Hz. Shifting the IF frequency from 0.5Hz to 0.65Hz reduces the total inte-
grated noise in Beff by 1.35 times. At IF frequencies much larger than 0.65Hz,
the total circuit noise will approximate the thermal noise limit of

√
0.99Hz (grey

line). The more fc is lowered below the IF, the less it helps to lower the total inte-
grated noise, and the more dominant the thermal noise becomes, which is a likely
scenario for the more wide-band (MHz range) systems, like WLAN. In narrow
bandwidth systems like GSM, 1/f noise will have a non-negligible contribution to
the total noise, when the thermal - 1/f noise corner frequency fc of the IF receiver
circuits is of the same magnitude as the IF and signal bandwidth. Although the
1/f noise can be solved by increasing the circuit area, this might lead to costly IC
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dimensions.

4.1.6 RF front-end and ADC 1/f - thermal noise corner frequency

The contribution of the 1/f and thermal noise of the RF front-end and ADC to the
total receiver noise is a trade-off between circuit area and power. The 1/f noise
is inversely proportional to the circuit area

√
Acircuit, while the thermal noise is

inversely proportional to power consumption of the circuit
√

Pcircuit as will be
shown in chapter 5. This will have its impact on RF front-end and ADC area
(ARF and AADC respectively) and power consumption (PRF and PADC respec-
tively).

In this section, the ratio Rn,RF/ADC is introduced, which will relate the integrated
noise contributions of the RF and ADC circuits, referred to the input of the ADC.
Using this relation, the 1/f noise corner frequency of the receiver fc,Rx will be
related to the individual corner frequencies of the RF front-end (fc,RF ) and ADC
fc,ADC . The section will prove that choosing a very high corner frequency for the
RF front-end, might lead to an unrealistically low corner frequency of the ADC,
and vice versa.

To derive these relations the receiver noise model of figure 4.8 is used. The
model shows the signal in and outputs of the receiver and the input parameters
Rn,RF/ADC , GV l,RF and fc,Rx, of which the actual intermediate gain GV l,RF is
determined in section 4.3.
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Figure 4.8: Model for RF-ADC combined 1/f - thermal noise corner fre-
quency calculation

Eq. 4.6 presents the ratio Rn,RF/ADC when a bandwidth of (f1, f2) is assumed.

Rn,RF/ADC =

√√√√G2
V l,RF · Sth,RF · ((f2 − f1) + fc,RF · ln(f2

f1
))

Sth,ADC · ((f2 − f1) + fc,ADC · ln(f2

f1
))

[-] (4.6)

The 1/f - thermal noise corner frequency of the RF front-end and ADC combina-
tion is:

fc,Rx =
S 1

f
,RF (f) ·G2

V l,RF + S 1
f

,ADC(f)

Sth,RF ·G2
V l,RF + Sth,ADC

[Hz] (4.7)

Which can be rewritten to:

fc,Rx =
(f2 − f1) · (fc,RF + fc,ADC) ln(f2

f1
) · fc,RF · fc,ADC · (1 + R2

n,RF/ADC)

(f2 − f1) · (1 + R2
n,RF/ADC) + ln(f2

f1
) · (fc,RF + fc,ADC ·R2

n,RF/ADC)

[Hz]
(4.8)

If the fc,Rx, the bandwidth (f1, f2) and Rn,RF/ADC is given, the ADC and RF
front-end 1/f - thermal noise corner frequency relation can be calculated using
eq. 4.8. Note that GV l,RF is eliminated from eq. 4.8.

Figure 4.9 shows the RF corner frequency as a function of the ADC corner fre-
quency for Rn,RF/ADC equal to 1, and under the conditions B = f2 − f1 = 1Hz
and fc,Rx = 1Hz. The varying corner frequencies in the plot lead to different
values for Sth and S1/f to keep the same total integrated noise. Although B is
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constant for all curves, f1 and f2 are varied in the different plots (f2/f1 is not
constant). Exactly on the grey line R1/f,th (section 4.1.5) is 1, which means the
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Rn,RF/ADC is 1

thermal and 1/f noise contributions are equal. For the curves above the grey line,
the receiver is 1/f noise dominated, below the grey line the receiver is thermal
noise dominated. In figure 4.10 the noise contributions of RF and ADC differ
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by a factor of three (Rn,RF/ADC =1/3 and Rn,RF/ADC =3). In figure 4.10,
four extreme situations for Rn,RF/ADC =3 are indicated which are displayed in
the frequency domain in figure 4.11. For these four different cases the dominant

1 fc,ADC
fc,RF
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A
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log(f) [Hz]

1 fc,ADCfc,RF

1fc,ADC fc,RF fc,ADC 1 fc,RF

SADC
SRF
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Figure 4.11: Four extreme RF front-end and ADC corner frequency cases
for Rn,RF/ADC=3

noise contributions will be described in more detail.

• 1. Thermal noise dominated design. RF dominates thermal noise, ADC
dominates 1/f noise. Very low fc,RF required. High fc,ADC allowed.

• 2. 1/f noise dominated design. RF dominates thermal and 1/f noise. The
fc,RF is close to fc,Rx. High fc,ADC allowed.

• 3. 1/f noise dominated design. RF dominates 1/f noise, ADC dominates
thermal noise. High fc,RF allowed. Low fc,ADC is required.

• 4. Thermal noise dominated design. RF dominates thermal and 1/f noise.
The fc,RF is close to fc,Rx. Low fc,ADC is required.

For 1/f noise in (N)ZIF receiver architectures it can be concluded from section 4.1.5
and 4.1.6 that:

• It is important to know what the exact system bandwidth (Beff ) related to
the IF frequency is, to be able to optimally design the corner frequency of
circuits required in the RF front-end and ADC. An inaccurate specification
of Beff , might lead to over-specification of the analog blocks, which is
bound to cost area and power.
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• When the channel bandwidth B is close to 2fIF , the 1/f noise can have
severe impact on the total noise contributions. A limited increase of the IF
directly relaxes the 1/f noise noise requirement.

• A high corner frequency for the RF front-end might lead to an unrealistic
low corner frequency for the ADC, and vice versa.

In chapter 5 the relation between ADC 1/f - thermal noise corner frequency and
ADC area and power consumption will be calculated. For the RF front-end the
same should be done to come to an optimized system, but this is out of the scope
of this thesis.

4.2 Top-end of the ADC DR

The top-end of the ADC DR is determined by the signals to be expected at the
receiver antenna and the signal conditioning throughout the receiver. The trade-
off between ADC DR and analog filtering (and thus the degree of digitization) of
the receive path is shown by three examples. The input signal of the receive path
consists of a weak wanted signal and a large unwanted signal. The wanted signal
is in the grey area which indicates the signal bandwidth of interest. Figure 4.12
shows the most traditional implementation of the receive path. It uses high order

A/D DSP

f

|A|

Figure 4.12: The analog filter used for channel filtering resulting in a low
DR requirement for the ADC

analog filtering to remove the interfering signal and uses amplification to condi-
tion the wanted signal such that it exactly matches the maximum input signal of
the ADC, relaxing its noise requirements. Because the interferer is attenuated to
a negligible level, the required bandwidth is only dependent on the wanted signal,
as alias products due to the sampling process of the ADC have not to be feared.
Figure 4.13 shows a more advanced receive path. It reduces the analog filter-
ing to a level where the interference is conditioned such that it is close or equal
to the wanted signal level. Only low order analog filtering is required, and part
of the filtering is shifted in the digital domain. The bandwidth requirement for
the ADC has now increased to at least the unwanted signal frequency, to avoid
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A/D DSP

f

|A|

Figure 4.13: The analog filter used for signal conditioning resulting in a
medium DR requirement for the ADC

aliases. Figure 4.14 shows the system with the highest degree of digitization. It

A/D DSP

|A|

f

Figure 4.14: No analog filtering resulting in a high DR requirement for the
ADC

shifts all the analog signal conditioning into the digital domain. Analog func-
tionality is reduced to the ADC, at the cost of increased ADC DR and bandwidth
requirements. It should be noted that the bandwidth at the input of the ADC is not
limited at all, and the sample frequency should be chosen such that it is at least
twice the highest unwanted signal frequency to be expected at the input of the
ADC, to avoid in-band aliases. Removal of the unwanted signals can now com-
pletely be done in the digital domain. The highly digitized receiver architecture
of figure 4.14 might open up the road to new applications such as multi-channel
reception, as the wanted and unwanted signal might be two radio stations, which
can be selected and filtered out in the digital domain.
In the more digitized receiver architectures of figure 4.13 and 4.14 there is only
limited or no filtering in front of the ADC, which means it is very likely that
the maximum input signal of the ADC is determined by out-of-band interfering
signals. To come to a realistic ADC DR a trade-off between analog filtering and
ADC DR has to be made. As discussed in 3.1, this trade-off is found in the direct
conversion receiver.

4.2.1 Signal levels, selectivity, and maximum ADC input signal

The in- and out-of-band signal levels are defined in the communication standard
specification. Figure 4.15 shows an interferer/blocking/wanted signal spectral
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mask example. The x-axis displays the frequency offset to the wanted signal,

offset frequency [Hz]
0

P3

P1

P
 [d

B
m

]

f1 f2 f3- f1- f2- f3

P2

Pw

Figure 4.15: Spectral mask model

the y-axis displays the signal power. The figure shows the signal levels that can
be expected at the antenna of the receiver, of which the far-off signals are the
strongest. Closer to the wanted signal the out-of-band signals gradually become
smaller.
At the antenna, the interferers are normally specified in dBm. A power of 0dBm,
refers to 1mW of power in a reference impedance Rref , or:

P dBm
in = 10log10

(
V 2

in,rms

Rref · 1mW

)
[dBm] (4.9)

The signal level can be calculated to dBµVrms by:

V dBµV
in,rms = P dBm + 90 + 10log10(Rref ) = P dBm

50Ω + 107 [dBµV] (4.10)

if it is assumed that the RF front-end input impedance matches the antenna output
impedance of Rref = 50Ω.

The maximum ADC input signal is determined by the signal levels at the antenna,
together with the filtering in the RF front-end. In the direct conversion receiver
the RF front-end filtering consists of a duplexer and the IF amplifier filter. In
figure 4.16 the maximum ADC input signal is shown for a first (F1) and a second
(F2) order IF amplifier filter. The filtering introduced by the duplexer, is the same
in both cases. The maximum ADC input signal in case of F1 and F2 only differs
about 6dB, and is determined by an interferer at ∆f4 and ∆f2 respectively. A
first order filter in the IF amplifier means 6dB additional ADC top-end dynamic
range compared to a second order filter. From the figure it becomes clear, that a
higher order filter only has limited effect on the top-end, as the close by interferer
(adjacent channel) is dominating the top-end of the ADC DR.
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Figure 4.16: Derivation of the ADC maximum input signal

4.2.2 Crest factor

The dynamic range of A/D converters is generally qualified with a sine wave input
signal. The peak SNR of the ADC is determined by the maximum sine wave
amplitude that can be put at the input of the ADC, without overdriving it, and
the ADC’s integrated noise in the signal bandwidth. The signals going through a
receiver hardly resemble a sine wave. Advanced modulation and coding schemes
are used for the data transmission, and the resulting signals spectrally look like
noise. The crest factor defines the ratio between the peak amplitude of the signal
divided by its (time-averaged) RMS value (signal power). Equation 4.11 gives
the worst case crest factor, in case the signal is built up of x signals with different
crest factors.

GdB
crest = 20 · log10


 |V̂1|+ |V̂2|+ ... + |V̂x|√

V 2
1,rms + V 2

2,rms + ... + V 2
x,rms


 [dB] (4.11)

In table 4.2 crest factors for a few modulation schemes are summarized.
In the design of the receiver, the crest factor should be accounted for in the cal-

culation of the maximum receiver gain to be sure the circuits used in the receiver
are not overdriven by the peaks of the modulated signals. This means additional
top-end dynamic range has to be accounted for.

4.3 Receiver gain

To reduce the noise requirement of the ADC, the gain in front of the ADC should
be as large as possible. To be able to calculate the maximum gain in front of
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Waveform Crest factor
Square wave 0 dB
sine wave 3 dB
GMSK (BT=0.3) 6.2 dB
QPSK 3.5-4 dB
64-QAM 7.7 dB
128-QAM 8.2 dB

Table 4.2: Crest factor for different digital modulation schemes

the ADC, a model of the receiver is introduced in figure 4.17. The model splits
the receiver in three parts being the antenna, the RF front-end and the ADC. In
the model the input and output impedances of the different blocks are indicated.
The loaded voltage gain GV l of a block is its output voltage divided by the input

Vi,a

Ro,ant

Ri,RF Vo,RF

Ro,RF

Ri,ADC Vo,ADC

Ro,ADC

Antenna RF front-end ADC

Vant,in= VRF,in VADC,in VDig,in

RL

Digital

Figure 4.17: Receiver model used for max. signal level and loaded voltage
gain calculations

voltage, when driven with the output impedance of the preceding block and loaded
with the input impedance of the following block. The accumulated voltage gain of
the RF front-end GV l,RF is determined by the gain of the LNA, the IF amplifier,
the duplexer and the mixer.
The upper limit for the maximum ADC input signal is the maximum signal swing
that is possible within the ADC power supply voltage. If a differential sine wave
ADC input is assumed the maximum rms differential input signal of a single ADC
is:

V dBV
ADC,in,max,rms = 20log10

(
x · VDDA√

2

)
[dBV] (4.12)

where x is the ratio between the single ended, peak-to-peak ADC input signal
swing and the ADC supply voltage. The maximum loaded voltage gain becomes:

GdB
V l,RF,max = V dBV

ADC,in,max,rms − V dBV
int,ADC,in,max,rms −GdB

crest [dB] (4.13)
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4.3.1 Narrow vs broad band AGC

For the implementation of the AGC loop two choices can be made: narrow band
or broad band AGC. Narrow band AGC acts on the wanted signal only and has no
awareness of interferer presence. The receiver always has to reckon for the most
demanding interferer to be expected at the antenna, independent on the wanted
signal level. When a broad band AGC loop is used, interferer absence information
can be translated in a power saving for the analog blocks. In case the wanted signal
is very strong, gain reduction is allowed, as the noise and distortion floor of the
different blocks have become less relevant.

4.4 Bottom-end of the ADC DR

The receiver noise figure is determined in a receiver sensitivity test. In this test, the
wanted signal power is brought at a level where the receiver output BER specified
in the communication standard is just met. In this section the digital modulation
scheme, receiver sensitivity and RF front-end and ADC noise requirements will
be discussed.

4.4.1 Receiver SNR requirement

In modern cellular and connectivity receivers digital modulation schemes are used
for data transmission. The data is modulated onto one or more carriers which are
transmitted by the transmitter. The required receiver SNR is determined by the
SNR needed to detect the bits at a certain BER at the receiver demodulator, and is
dependent on the digital modulation scheme used. For a given digital modulation
scheme and for transmission at bit-error-rate BER, the required SNR per bit is
Eb/N0 [Hz/(bits/s)], which is called energy per bit to noise spectral density ratio.
Multiplied by the link spectral efficiency, which is the ratio of the physical channel
bit-rate Rb and the utilized channel bandwidth B, the channel’s required SNR can
be calculated which is needed for reliable transmission at bit-error-rate BER. Eq.
4.14 relates the maximum channel capacity according to Shannon’s theorem [10],
to the energy per bit to noise spectral density ratio and the link spectral efficiency.

Rb,max < B · log2(1 + SNR) = B · log2

(
1 +

Eb

N0
· Rb

B

)
[bits/s] (4.14)

Figure 4.18 shows the Shannon bound on Eb/N0 for reliable transmission of bits
along a transceiver path with a normalized rate of Rb/B. The figure shows that
there is a limit 10 · log10(ln(2)) to the required Eb/N0 even for very small Rb/B.
In the same figure several digital modulation [11] schemes are compared for their
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Figure 4.18: a. BER as a function of the energy per bit to noise spectral
density ratio for different types of digital modulation schemes,
b. Energy per bit to noise spectral density ratio for dif-
ferent modulation schemes and compared to Shannon limit
(BER=2%)

Eb/N0 required to achieve a BER of 2%, which is the specified BER at sensi-
tivity for a GSM receiver. As can be seen from the figure the digital modulation
schemes have an Eb/N0 which is quite far for the Shannon bound.

The channel capacity of an information channel can be further improved by using
advanced techniques, like error correcting or spread spectrum coding. This way
the effective data rate over the channel can be increased, without increasing the
physical data rate Rb.

4.4.2 Receiver noise figure and ADC noise floor

From the SNR required by the digital modulation scheme, for reliable transmis-
sion at a certain BER, the receiver noise figure (NF) can be calculated. The noise
analysis of the receiver starts with the available noise power, which is kTB. For
each block along the receiver chain, a noise figure defines how much noise the
block adds compared to kTB. In addition a gain is defined for each block, also
shown in figure 4.19. In the figure it is illustrated that the gain amplifies the sig-
nal and noise with G to the output of the block, and additional noise is added by
the block itself. The implementation loss (IL) is the difference between the input
SNR and the output SNR, and in this case is equal to the NF. The implementation
loss of a block in the receiver is equal to the difference between the cumulative
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Figure 4.19: Noise figure, implementation loss and SNR

receiver NF at the output and input of that block.
From the minimum receiver SNR requirement, the signal level defined by the
sensitivity test and kTBR, the maximum receiver noise figure can be calculated.
To calculate the ADC noise floor, the RF front-end (including Duplexer, LNA,
mixer and IF amplifier) is seen as a black box with a cumulative noise figure and
gain. The noise contribution of the digital part is assumed to be negligible. This is
shown in figure 4.20. At the input of the receiver, the wanted signal is at sensitivity

GRF

GRF

RFin

signal level at sensitivity

SNRRx

Maximum receiver NF

required receiver noise floor
achieved noise floor

achieved receiver NF

GADC

ADCin Digitalin

ADC IL

GDigital.

Vn,kTBR

|V
| [

dB
V

]

Vw,ant,in

Vw,Dig,out

Vn,Rx,in,max

dB

dB

Figure 4.20: Cumulative noise figure of a cascade of RF front-end, ADC
and digital part

level of Vw,ant,in. Being at sensitivity, the receiver just has enough SNR, SNRRx,
to be able to detect the incoming bits at the required BER. The required receiver
noise floor at the antenna V dBV

n,Rx,in,max,rms is V dBV
w,ant,in,rms − SNRdB

Rx,min. The
difference between the receiver noise floor Vn,Rx,in,max,rms and the kTBR noise
Vn,ant,kTBR,rms is the maximum receiver noise figure, with which the receiver
will pass the sensitivity test. The noise will be distributed over the RF front-
end (duplexer, LNA, mixer and IF amplifier) and the ADC. This is indicated in
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figure 4.20. In the figure the ADC implementation loss is indicated. The ADC has
0dB gain, and should have an input referred noise floor which is:

Vn,ADC,in,max,rms ≤ V 2
n,Rx,out,max,rms − V 2

n,RF,out,rms [V] (4.15)

under the condition of:

V dBV
n,RF,out,rms =V dBV

n,ant,kTBR,rms + GdB
V l,RF,max+

NFRF [dBV]
(4.16)

V dBV
n,Rx,out,max,rms ≤V dBV

n,ant,kTBR,rms + GdB
V l,RF,max+

NFRx,max [dBV]
(4.17)

4.5 DR of the ADC

The combination of the outcome of eq. 4.12 and eq. 4.18 leads to an ADC DR of:

DRdB
ADC ≥V dBV

int,ADC,in,max,rms|GV l,RF =GV l,RF,max
−

V dBV
n,ADC,in,max,rms [dB]

(4.18)

4.5.1 DR of a quadrature ADC

A quadrature system requires two ADCs to convert the quadrature signals into the
digital domain. In case the input signals to the ADCs are quadrature sine waves,
the required peak SNR of the individual ADCs is relaxed with 3dB as the I&Q
signal components are correlated but the noise contributions of the I and Q ADCs
are not correlated. It is clear that this advantage comes at the cost of two times the
ADC power consumption. Furthermore, this 3dB advantage is independent of the
IF choice.
In case of modulated input signals (eq. QPSK), the I&Q ADC input signals are
not correlated and the 3dB advantage is lost.

4.6 RF front-end and ADC linearity requirements

The linearity requirements of a receiver are normally defined in an IIP2 and IIP3
test. In these tests large out-of-band interferers are defined which should be han-
dled by the receiver, without getting too far into compression, yielding too high
intermodulation products.
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A/D converter linearity is often qualified by measuring its harmonic- or intermod-
ulation distortion with a full-scale sine wave signal at its input. In receivers the
linearity of the ADC is most relevant at high power out-of-band interferers. The
interferers inter-modulate which can yield in-band intermodulation products. In
this section the receiver IP2 and IP3 and ADC harmonic and intermodulation dis-
tortion will be related. In section 4.7.4 these relations will be used to analyse the
the distortion requirement interchange between RF front-end and ADC.

4.6.1 Second and third order harmonic distortion

A general transfer function which models the second and third order distortion of
a circuit block is:

y = xin + a · x2
in + b · x3

in (4.19)

The HD2 and HD3 is calculated with an input sine-wave of frequency ωw and
amplitude A:

xin(t) = A · sin(ωw · t) [V] (4.20)

Combining 4.19 and 4.20 yields:

Yw ≈ A [V] (4.21)

YDC =
a ·A2

2
[V] (4.22)

YHD2 =
a ·A2

2
[V] (4.23)

YHD3 =
b ·A3

4
[V] (4.24)

Next to the harmonic components, the HD2 causes a DC component at a·A
2 com-

pared to full scale, and the HD3 causes a negligible (if b · A2 << 1) signal
component ωw, which has been omitted from equation 4.21. The spectrum of y is
shown in figure 4.21. The input signal related HD2 and HD3 distances are:

HD2DdB = 20 log10

(
2

a ·A
)

[dB] (4.25)

HD3DdB = 20 log10

(
4

b ·A2

)
dB] (4.26)



4.6. RF FRONT-END AND ADC LINEARITY REQUIREMENTS 57

YHD3YHD2

O
ut

pu
t s

ig
na

l [
dB

V
]

O
ut

pu
t s

ig
na

l [
dB

V
]

f [Hz] 3fw2fw

YDC

a. b.

fw

Yw

fw

Yw

f [Hz]

Figure 4.21: Second (a.) and third (b.) order harmonic distortion spectra

4.6.2 Second and third order intermodulation and IP2 and IP3

The intermodulation distortion is determined with two test tones at frequency ω1

and ω2, and amplitudes A1 and A2. The amplitudes are related by A1 + A2 = A
and RA1/A2

= A1/A2. The input signal becomes:

xin(t) = A1 · sin(ω1 · t) + A2 · sin(ω2 · t) [V]

= A · ( sin(ω1 · t)
1 + 1

RA1/A2

+
sin(ω2 · t)
1 + RA1/A2

) [V] (4.27)

The intermodulation products are calculated by combining 4.19 and 4.27. The IM
products which might appear in the signal bandwidth are:

Y1 ≈ A1 (4.28)

Y2 ≈ A2 (4.29)

YDC =
a · (A2

1 + A2
2)

2
=

a ·A2 · (1 + R2
A1/A2

)

2(1 + RA1/A2
)2

[V] (4.30)

YIM2 = a ·A1 ·A2 =
a ·A2 ·RA1/A2

(1 + RA1/A2
)2

[V] (4.31)

YIM3 =
3 · b ·A2

1 ·A2

4
=

3 · b ·A3 ·RA1/A2

4(1 + RA1/A2
)3

[V] (4.32)

The IM2 distortion produces a DC component, and a distortion component at
f2 − f1. The IM3 distortion causes a distortion component at frequency 2f1 − f2

and 2f2−f1, the latter being neglected being out of band. The IM3 distortion also
causes additional input signal components f1 and f2 which are neglected. The
relevant IM2 and IM3 products are displayed in figure 4.22a,b. In figure 4.23, the
DC offset, IM2 and IM3 products are displayed as a function of RA1/A2

. From
the figure it can be seen that the YIM2 component at f2−f1 is symmetrical around
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Figure 4.23: DC offset and IM2/IM3 products as function of RA1/A2

RA1/A2
= 1 or 0dB. The YIM3 components gets smaller when A1 < A2, which

unfortunately is in contradiction with filtering, because due to filtering, Y1 will be
attenuated more than Y2.
The ADC intermodulation is normally specified with 2 equal amplitude sine waves
at the receiver input. If A1 = A2 = 1

2A (RA1/A2
= 1) the IM2 and IM3 distances

become:

IM2DdB = 20 log10

(
2

a ·A
)

[dB] (4.33)

IM3DdB = 20 log10

(
16

3 · b ·A2

)
[dB]

(4.34)

Y dB
DC will be at 20 log10(a · A2/4). In case A1 = A2 = 1

2A, the combined
equations 4.23/ 4.24, 4.33/ 4.34 predict that the HD2DdB is equal to the IM2DdB ,
and the IM3DdB is 2.5dB (16/12x) bigger than the HD3DdB , if the IM and HD
products are related to the input signal amplitude of a single tone (1

2A). When the
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IM products are also related to full scale (A), the IM2DdB and IM3DdB figures
are 6dB and 8.5dB better than the HD2DdB and HD3DdB figures respectively.
From the equations above it can be derived that the input output power relation
between the input signal power and its IM2 and IM3 intermodulation products is
2dB/dB and 3dB/dB respectively. The IP2 and IP3 are defined by the extrapolated
point where the IM2 and IM3 components are equally big as the input signal. The
input and output IP2 and IP3 are displayed in figure 4.24. From the figure the IIP2
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Figure 4.24: Second and third order intercept point

and IIP3 can be calculated.

Y dBV
IM2 = 2 · V dBV

in − IIP2dBV or (4.35)

IIP2dBV = V dBV
in + IM2DdB [dBV] (4.36)

Y dBV
IM3 = 3 · V dBV

in − 2 · IIP3dBV or (4.37)

IIP3dBV = V dBV
in +

IM3DdB

2
[dBV] (4.38)

Using equation 4.33 and 4.34 the IIP2 and IIP3 becomes:

IIP2 = −6 + AdBV + IM2DdB (4.39)

= 20 log10

(
1
a

)
[dBV] (4.40)

IIP3 = −6 + AdBV +
1
2
IM3DdB (4.41)

= 20 log10

(√
4

3 · b

)
[dBV] (4.42)
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In a receiver the IM requirements of the individual blocks is subject to the selec-
tivity that was added to the receiver. This can cause the IM tones to have different
amplitude A1 6= A2 (or RA1/A2

6= 1). From eq. 4.40 it can be seen that the IM2
level rises 1dB/dB for both A1 and A2. Eq. 4.42 predicts the IM3 level to rise
with 2dB/dB with A1 and 1dB/dB with A2. The signal to distortion ratio can be
calculated and yields:

SDRdB
IM2 =AdBV

w −AdBV
1 −AdBV

2 + IIP2dBV

=AdBV
w − 2 ·AdBV + RdB

1/R+

RdB
R + IIP2dBV [dB]

(4.43)

with
R1/R = 1 +

1
RA1/A2

and RR = 1 + RA1/A2
[-]

SDRdB
IM3 =AdBV

w − 2 ·AdBV
1 −AdBV

2 +

2 · IIP3dBV

=AdBV
w − 3 ·AdBV + 2RdB

1/R + RdB
R +

2 · IIP3dBV [dB]

(4.44)

4.6.3 Third order cross-modulation

When an out-of-band IM test is combined with an input signal, cross-modulation
products appear around the input signal. The input signal of the receiver x(t)in

contains 4 signals: the IM test tones f1, f2, the wanted signal fw and a neighboring
channel fn.

xin(t) =Aw · sin(ωw · t) + An · sin(ωn · t)+
A

1 + 1
RA1/A2

· sin(ω1 · t) +
A

1 + RA1/A2

· sin(ω2 · t) [V] (4.45)

The wanted and neighboring channel are modulated by the IM tones due to 3rd
order distortion. Figure 4.25 shows the relevant resulting IM distortion prod-
ucts. The intermodulation products of the wanted signal are not shown, because
they are related to the wanted signal amplitude and in this case are very small.
Combining eq. 4.42 and 4.19 yields the level of the CM products, which have an
equal amplitude.

YCM3 =
3 · b ·A1 ·A2 ·An

8
[V] (4.46)
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Figure 4.25: Third order cross-modulation

The modulated cross modulation products of fn might appear in the wanted signal
bandwidth, degrading the SNDR ratio. The SDR can be calculated by combining
eq. 4.42 and eq. 4.46 which yields:

SDRdB
CM3 = AdBV

w − 2 ·AdBV −AdBV
n + 2 · IIP3dBV + 6dB [dB] (4.47)

4.6.4 Distortion in a quadrature ADC

The ADCs used in the I&Q receiver produce distortion which might interfere with
the wanted signal. If it is assumed that this distortion is caused by the distortion of
the I&Q ADC input differential pairs (which is often the case in a Σ∆ modulator),
and the both differential pairs match perfectly, the distortion is correlated.
The different IM2 and IM3 product amplitudes at the output of the I&Q ADC are
given by table 4.3, when it is assumed that the input signal consists of two sine
waves of amplitude 1

2A.

Second order distortion components Third order distortion components
Frequency Amplitude Frequency Amplitude

2f2
√

2aA2/16 2f2 − f1 3bA3/32

f1 + f2
√

2aA2/8 f2 9bA3/32

f1
√

2aA2/16 f1 9bA3/32

f2 − f1
√

2aA2/8 2f1 − f2 3bA3/32

0
√

2aA2/4 −3f1 bA3/32

f1 − f2
√

2aA2/8 −2f1 − f2 3bA3/32

−2f1
√

2aA2/16 −2f2 − f1 3bA3/32

−f1 − f2
√

2aA2/8 −3f2 bA3/32

−2f2
√

2aA2/16

Table 4.3: Second and third order distortion components in an I&Q sys-
tem

The different signal and distortion components are displayed in figure 4.26. The
figure shows, that if an NZIF system is taken, the IM2 product f1− f2 falls out of
the signal bandwidth, and table 4.3 predicts an IM2 relaxation of 3dB compared
to eq. 4.33.
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Figure 4.26: Second (a.) and third (b.) order distortion in an I&Q ADC

In Appendix A it is calculated that when the input signal components have a pos-
itive frequency, the HD3 components are only present in the negative frequency
band. In the case of finite image rejection of the I&Q ADC, or offset differences
in the I&Q input pairs, a third harmonic distortion components will appear in the
positive frequency band as well, as the cancelation of the distortion products is
not perfect.

4.7 Example receiver partitioning: receiver for a GSM
mobile phone

This section elaborates on the system choices for, and the partitioning of an NZIF
direct conversion receiver for GSM, and the influence on the ADC requirements.
Table 4.4 gives a summary of the GSM system in relation to the receiver. In

Communication standard GSM
System bit-rate 270.8333kbps
System bandwidth 200kHz
Receiver SNR requirement (BER= 2%) SNRdB

Rx 6.5dB
Digital modulation scheme GMSK

Table 4.4: GSM receiver system summary

GSM the modulation scheme used is GMSK. The BER as a function of Eb/N0
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for GMSK modulated signal plotted in figure 4.18 shows that for a BER of 2%
the required Eb/N0 is 5.2dB. In GSM the data rate Rb is 270.833kbps, and the
channel bandwidth is 200kHz, which yields and Rb/B of 1.3dB (eq. 4.14). This
means that the SNR requirement for the complete GSM receiver SNRdB

Rx,min is
5.2+1.3=6.5dB.

The in- and out-of-band signal levels for GSM are defined in the communication
standard specification. Figure 4.27 shows the interferer/blocking/wanted signals
specification for a GSM system. The x-axis displays the frequency distance to

f [Hz]+0.20-0.2 +0.4-0.4-1.6-3-35 +35+3+1.6

0

-23

-33

-41

-73

-109

P [dBm]

= Wanted channel = Adjacent/Alternate channel = Blocker signal

Figure 4.27: Signal definitions for a GSM receiver

the wanted signal, the y-axis displays the signal power. The out-of-band signals
defined in the specification can either be modulated or un-modulated.

From the SNRRx,min and signal definitions for a GSM receiver, the RF front-end
and ADC noise and distortion requirements will be calculated. The wanted signal
level at sensitivity in dBV minus the SNRdB

Rx,min and the margin in the noise floor
reserved for the distortion, yields the maximum receiver noise floor V dBV

n,Rx,max

at the antenna. The maximum noise figure for the receiver NFdB
Rx is determined

by the difference of V dBV
n,Rx,max and the V dBV

kTBR noise, which is shown in figure
4.28. In the partitioning of the receiver, a margin is held in the receiver noise
floor to account for the distortion contributions of the RF front-end and ADC.
The Vd,Rx, Vd,RF , Vd,ADC represents the maximum distortion product level of the
receiver, the RF front-end and the ADC respectively. The accumulated noise and
distortion of the RF front-end and ADC are chosen such that the receiver will just
pass the sensitivity test in the IP2/3 tests.

Before diving into the ADC and RF front-end noise and distortion requirements,
the IF is related to the image rejection requirement.
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Vint,ADC,in,max

SNRRx,min

NFRx,max

Margin
Rx noise floor at sensitivity

Wanted at sensitivity

Vn,ADC,max

GVl,max

Vn,RF,max

DNRADC,min

Rx noise and distortion floor

IM2/3

Vint,IP2/3,ADC

Vd,ADC,max

Vd,Rx,max

Vd,RF,max

GVl,max

ADC noise floor

Max. ADC input signal

Vn,Rx,max

Vn,kTBRkTBR noise

Vn+d,Rx,max

Vw,ant,in

Figure 4.28: Signal level diagram of the GSM receiver

4.7.1 IF choice and image rejection

As discussed in section 4.1.4, the IF choice is a trade-off between the DC offset
and 1/f noise requirements, and image rejection. As GSM is a narrow band sys-
tem, NZIF is the preferred choice.

In an NZIF system, the image interference is not only dependent on the IRR but
also on the level of adjacent channels. The co-channel interference ratio IRcochint

requirement for a GSM receiver is 9dB. In the GSM co-channel interference test
the wanted signal is at -82dBm. The maximum level of the co-channel interfer-
ence is:

P dBm
cochint,max = P dBm

w − IRdB
cochint = −82− 9 = −91 [dBm] (4.48)

Depending on the IF frequency the image appearing in the wanted signal band-
width will come from a different adjacent channel. The IRR requirement for the
in band signal can be calculated by:

IRRdB
in−band = P dBm

−fIF
− P dBm

cochint,max [dB] (4.49)

In which P dBm
−fIF

is the power of the adjacent channel which will become the image
of the wanted.
The image appearing in adjacent channels also puts a requirement on the receiver
IRR. The adjacent channels have an image at fimage = −(2 · fIF + fint) which
is limited by the GSM spectral mask definitions (fig. 4.27).
The in- and out-of-band image rejection as a function of the IF frequency is shown
in table 4.5 :
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fIF 100 200 300 kHz
IRRdB in-band image -73 - (-91) = 18 -41 - (-91) = 50 -33 - (-91) = 66 dB
IRRdB image adj. of +200kHz -41 - (-73) = 32 -33 - (-41) = 8 dB
IRRdB image adj. of +400kHz -33 - (-41) = 8 dB

Table 4.5: Receiver image rejection requirements

In some cases the IRR requirement indeed is determined by an out-of-band (ad-
jacent) image. Furthermore, the higher the IF is chosen, the higher the IRR re-
quirement will be. This asks for a trade-off between 1/f noise and IF frequency,
to come to an optimal IRR and 1/f noise specification. In this receiver the IF is set
to 100kHz, which leads to a moderate receiver IRRdB

Rx specification of 32dB.
In the calculation above, the IF filtering is neglected as the IRR in a GSM receiver
is determined by close-by adjacent channels. The IRRRx specification can be
divided in an IRR specification for the I&Q mixers, LO signals and quadrature
ADC. The actual image requirement of the ADC will be subject to the IF filtering
in front of the ADC. The IRRdB

ADC is set to > 40dB.

4.7.2 Top-end of the ADC dynamic range

The top-end of the ADC dynamic range is determined by the GSM spectral mask,
the filtering in front of the ADC, and the crest factor of the different signals to be
expected at the ADC input. In table 4.6 the most relevant signal definitions out of
the GSM system specification [12] are shown. It concerns the signal definition for
the sensitivity test, the spectral mask of the interfers/blockers/adjacent channels
and the IP2 and IP3 test signals. The signals are specified at the antenna and are
calculated to the input of the ADC in table 4.6, under the assumption that:

• all receiver blocks have a loaded voltage gain of 0dB

• the duplexer reduces the input power at the antenna outside the 35MHz
wide GSM band (table 4.6

• a first order filter F (f) with a cut-off frequency fc of 400kHz is added to
the IF amplifier stage

The result is displayed in table 4.6. In the table it is assumed that the wanted sig-
nal is present under all tests specified, which can increase the effective crest factor
(eq. 4.11). With the chosen selectivity, the maximum signal to be expected at the
ADC input V dBµV

int,ADC,in,max,rms|GdB
V l,RF =0 is : 69.4dBµV, when the total loaded

voltage gain up to the ADC is 0dB. To reduce the noise contribution of the ADC
to the noise figure of the receiver, the gain in front of the ADC is set to maximum.
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Wanted at sensitivity 0 -109 -2.01 0 0.00 8 6.2 -2.0 4.2
Interferers from spectral mask
Interferer 1 0.2 -73 34.0 0 -1 33.0 6.2 6.7 39.7
Interferer 2 0.4 -41 66.0 0 -3.0 63.0 6.2 6.2 69.2
Interferer 3 1.6 -33 74.0 0 -12.3 61.7 3.0 3.0 64.7
Interferer 4 30 -23 84.0 0 -17.6 66.4 3.0 3.0 69.4
Interferer 5 35 0 107.0 -23 -38.8 45.2 3.0 3.2 48.3
Wanted signal, and IP2/3 interferers
Wanted signal 0.0 -99 8.0 0 0 8.0 6.2 6.2
IP3 interferers CW (modulated) 0.8 -49 58.0 0 -7.0 51.0 3.0 7.0 59.11.6 -49 58.0 0 -12.3 45.7 6.2
IP2 interferer 6.0 -31 76.0 0 -23.5 52.5 6.2 6.2 58.7

ADC maximum input signal 69.4

Table 4.6: Antenna signal level definitions according to the GSM speci-
fication and signal level impact throughout the receiver chain

Equation 4.12 predicts a maximum rms ADC input signal of 113.1dBµV or a dif-
ferential rms sine wave input signal of 0.45V when the supply voltage of the ADC
is 1.2V and x=0.53. If equations 4.12 and 4.13 are combined the input signal of a
single ADC becomes:

GdB
V l,RF,max = 20 · log10

(
x · VDDA√

2

)
− V dBV

int,ADC,in,max,rms|GdB
V l,RF =0 [dB]

(4.50)
which yields a GdB

V l,RF,max of 46.6dB.
The GSM specification defines that the power level of the wanted signal can be
-15dBm at maximum. In this case, the gain in the receiver has to be reduced, to
prevent the ADC to be overdriven, which calls for AGC circuitry preceding the
ADC.

4.7.3 Receiver sensitivity requirement and the bottom-end of the ADC
dynamic range

In the GSM standard the sensitivity test is defined with a wanted input signal at
P dBm

w,ant,in=-102dBm. In the product definition of a radio, the NFRx is often cho-
sen lower than the minimum required by the radio specification standard, which
increases the sensitivity of the radio and gives a competitive advantage. In the
receiver described in this thesis the reference sensitivity level is set to -109dBm



4.7. EXAMPLE RECEIVER PARTITIONING: RECEIVER FOR A GSM
MOBILE PHONE 67

or V dBµV
w,ant,in,rms = −2.0dBµV as shown in table 4.6. At the input of the receiver

the noise is kTBR=-13.83dBm which yields receiver SNR of 11.82dB at the an-
tenna. With minimum required SNR in a GSM receiver of 6.5dB (table 4.4) and
a margin of 0.32dB, leaves a maximum NFdB

Rx,max of 5dB. The NFRx,max can
be distributed over the RF front-end and ADC, if it is assumed that the ILDig is
negligible.
The interchange between NFRF and ADC DR is shown in figure 4.29 as a function
of the ratio between the integrated noise contributions of RF front-end and ADC,
Rn,RF/ADC . At high Rn,RF/ADC the RF dominates the noise contributions and
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Figure 4.29: RF front-end NF and ADC DR requirement as a function of
Rn,RF/ADC

the NFRF approximates NFRx, and the ADC DR increases. At low Rn,RF/ADC

the ADC dominates the noise contributions, and the required ADC DR reduces.
It can be seen from figure 4.29, that dependent on the noise contribution ratio
between RF and ADC, the ADC dynamic range varies roughly between ∼80-
100dB.

4.7.4 Receiver linearity requirement and ADC linearity

In the GSM standard the receiver linearity is defined in the IP2 and IP3 tests. In
the IP2 and IP3 test the wanted signal in both cases is defined at -99dBm. In
the IP2 test a 6MHz offset interferer is defined at a level of -31dBm. In the IP3
test, a CW and modulated interferer is defined both at a level of -49dBm, and
at frequencies of 800 and 1600kHz respectively. In both tests the receiver is at
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maximum gain. To achieve the BER of 2% the required SNR at the output should
be 6.5dB.
The reference sensitivity to be taken in the linearity requirement calculations is
subject to the choice of narrow or broad-band AGC. The GSM specification allows
for receiver de-sensitization to -99dBm, at high out-of-band interference power.
In case of narrow band AGC, the receiver can not act on out-of-band interference
as it is not aware of interference. Therefore, the reference sensitivity of -109dBm
must be maintained always, as the AGC can only act on the wanted signal itself.
In case of broad-band AGC, the receiver is aware of interference, and the sensi-
tivity requirement can be relaxed to -99dBm. In the IP2/3 calculations the IP2/3
products are allowed to reduce the margin of 0.32dB taken in the noise figure
calculations to 0dB, independent on the AGC scheme.
The influence of AGC bandwidth on the IP2/3 requirement is summarized in ta-
ble 4.7 This has a major impact on the linearity requirements of the receiver.

Broad band Narrow band
AGC AGC

Reference sensitivity at antenna -99 -109 dBm
Rx SNR 6.5 6.5 dB

Required Rx noise floor at antenna -105.5 -115.5 dBm
Rx noise floor at antenna at max. gain -115.8 -115.8 dBm

Max. IP2/3 level at the antenna P dBm
d,Rx -105.9 -127.0 dBm

Max. IP2/3 level at the ADC input V
dBµV
d,Rx,rms

47.7 26.7 dBµV

Table 4.7: Max. IP2/3 product level as function of reference sensitivity

Figure 4.30 shows the linearity requirements of the RF front-end and ADC in
both cases, as a function of Rdist,RF/ADC . Rdist,RF/ADC represents the ratio
of the RF and ADC distortion products contribution at the antenna, V dBV

d,RF and
V dBV

d,ADC −GdB
V l,RF,max. Therefore:

RdB
dist,RF/ADC = V dBV

d,RF − (V dBV
d,ADC −GdB

V l,RF,max) [dB] (4.51)

From the figure it can be seen that the ADC linearity requirements from system
level perspective are limited. This is because the IP2 and IP3 interferers are fil-
tered by the IF amplifier. This allows for a relaxed RF front-end IP2/3, at the
cost of only a slightly higher ADC linearity. In case of narrow band AGC, the
ADC IM2D and IM3D vary between ∼40-70 and ∼50-80 respectively, depend-
ing on the distortion contribution ratio Rdist,RF/ADC of RF front-end and ADC.
For broad band AGC, the ADC IM2D and IM3D vary between ∼20-50 and ∼30-
60 respectively, depending on the distortion contribution ratio Rdist,RF/ADC of
RF front-end and ADC. This means that broad band AGC relaxes the distortion
requirements of the receiver by 20dB, compared to narrow band AGC.
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Figure 4.30: RF front-end and ADC linearity requirement as a function of
distortion ratio RdB
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4.8 ADC requirements, the system quality indicators and
Σ∆ modulators as the ADC architecture

In this section the ADC requirements for a direct conversion receiver with first
order filtering are gathered and evaluated from the system quality indicators per-
spective of chapter 2.

1. Accuracy:

• ADC DR: is a trade-off between analog filtering, RF front-end NF and
receiver SNR requirement. For the GSM example this trade-off led to
a ADC DR between ∼80-100dB.

• ADC linearity: is a trade-off between analog filtering, RF front-end
IIP2/3, type of AGC and receiver SNR requirement. For the GSM
example this trade-off led to a ADC IM2/3 specification between∼20-
80dB.

• ADC bandwidth: system bandwidth requirements are in the range
of 200kHz-28MHz. The exact ADC bandwidth is dependent on the
ZIF/NZIF choice. If the digital modulation scheme allows for it, for
the higher bandwidths ZIF will be chosen, as 1/f noise will have little
influence. For the low bandwidths NZIF is the preferred choice.
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• The IRRdB
ADC should be larger than 40dB.

The ADC requirements revealed, match with the properties of a Σ∆ mod-
ulator. Σ∆ modulators use over-sampling and noise shaping, pushing the
in-band quantization noise out-of-band, which makes them extremely suit-
able for high DR, narrow/medium bandwidth applications. The DR of Σ∆
modulators will be further analyzed in chapter 5. In this chapter a num-
ber of Σ∆ modulator architectures will be reviewed on their algorithmic
accuracy.

2. Robustness to secondary inputs: The highly digitized receiver architecture
chosen, has limited analog filtering in front of the ADC. This means that
an anti-alias filter can be required. To be able to use broad band AGC,
the receiver blocks, and thus the ADC, should provide out-of-band signal
information. Furthermore, the ADC will be subject to technology impair-
ments/changes and supply voltage- and temperature variations. A CT Σ∆
modulator uses an analog noise shaping loop filter, which also acts as a
built-in anti-alias filter, which increases receiver power efficiency and ro-
bustness to interference. A Σ∆ modulator can supply additional out-of-
band interference information, as it uses over-sampling. Furthermore, a 1-
bit modulator is insensitive to technology impairments like matching. These
and more subjects are presented in chapter 6. Relations between Σ∆ mod-
ulator performance indicators (like DR, THD and aliasing) and their costs
(like power and area) will be derived.

3. Flexibility: As said, the ADC will be used in a multi-standard receiver.
This means bandwidth (200kHz-28MHz), resolution and clock frequency
programmability. The flexibility of Σ∆ modulators can be implemented by
changing the loop filter coefficients, and clock frequency, to accommodate
for the different DR and bandwidth requirements. This will be explained in
chapter 5 and chapter 7. Particularly in chapter 7 it will be investigated how
a Σ∆ modulator can be made flexible.

4. Efficiency: Σ∆ modulators are widely known for their power efficiency. A
thorough Σ∆ modulator efficiency analysis will be presented in chapter 8.

5. Emission of secondary outputs: In the multi-pipe receiver of the modern
mobile phone, different receivers should co-exist and co-habit, and the re-
ceiver should not interfere with other circuits on the same chip. Therefore,
an ADC architecture should be chosen which emits as little as possible in-
terference. As a 1-bit Σ∆ modulator only has a relatively simple 1-bit quan-
tizer and 1-bit DAC which are switching, the expected emitted interference
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is negligible. As said in the introduction, emission is not further investi-
gated in this thesis.

4.9 Conclusions

For narrow band systems (B ≈ fc,1/f ), NZIF is the preferred IF because of the
1/f noise. For larger bandwidth systems (B >> fc,1/f ), ZIF is the best choice,
because of the limited impact of 1/f noise on the ADC accuracy and the high
ADC bandwidth requirement. It depends on the digital modulation scheme used,
whether the receiver will be robust against DC offset in a ZIF configuration.
Several relations between the performance parameters of the RF front-end and
ADC have been derived. Choosing a high RF front-end NF or a low dynamic
range for the ADC, might lead to an unrealistic ADC DR or RF front-end NF
respectively, with the consequence of an unrealistic power consumption of the
RF front-end or ADC. Furthermore, it was shown in this chapter that only lim-
ited filtering in front of the ADC, can alleviate the ADC linearity requirements
dramatically. The relations presented in this chapter will be used in chapter 6 to
link the system specifications to the ADC circuit design trade-offs, to come to the
most optimal ADC implementation, considering the quality indicators. Of course
the same should be done for the RF front-end, but this is out of the scope of this
thesis.
The specifications and characteristics derived for an ADC for a GSM receiver,
very well match the properties of Σ∆ modulators. To validate the choice to use the
Σ∆ modulator ADC architecture as basis for the receiver ADC, its properties are
judged on the quality indicators presented in chapter 2. In particular, continuous-
time Σ∆ modulators are investigated.
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Chapter 5

Σ∆ modulator algorithmic
accuracy

Σ∆ modulators are a well appreciated A/D converter choice for implementing the
A/D conversion in receiver architectures for quite some time, as they can achieve
a high resolution in low to moderate bandwidths at low power consumption. This
chapter elaborates about the algorithmic accuracy of Σ∆ modulators. The al-
gorithmic accuracy of a Σ∆ modulator is defined as the theoretical modulator
performance measured in the Signal to Quantization Noise Ratio (SQNR). Circuit
imperfections like noise, distortion, aliasing, etcetera are not taken into account in
the algorithmic accuracy, and will be the subject of chapter 6.

Sigma Delta modulators trade amplitude resolution with time resolution. Only a
limited number of bits b are used for the quantization process. Instead, the modu-
lators’ sample frequency is taken much larger than the nyquist criterium dictates,
which defines the over-sampling ratio (OSR) by fs/fs,nyquist >> 1. In combi-
nation with an Lth order filter in the loop, the modulator succeeds in shaping part
of the quantization noise out of the signal bandwidth, yielding a higher in band
SQNR.

In this chapter, Σ∆ modulator analysis is limited to Σ∆ modulators which are
used as an ADC. Furthermore, only Σ∆ modulators without input sampler are
considered (the reason for this is explained in chapter 6). The loop filter of the
modulator is either continuous-time (CT) or partly CT and partly digital. Further-
more, in this chapter only feed-forward loop filters will be analyzed.

An example Σ∆ modulator used as an ADC is shown in figure 5.1a. It consists of
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Figure 5.1: Block diagram of a Σ∆ modulator with Lth order, CT, feed-
forward loop filter

an analog input X , a CT loop filter H , a quantizer (or ADC), a digital output Y
and a feedback DAC. In figure 5.1b, a model of the modulator is presented. The
quantizer is replaced by a quantization noise source Q with gaussian distribution
and a gain c leading to a linear model1, and the DAC is replaced by a gain d. From
the model in figure 5.1b, it can be written that:

Y =
cH

1 + cdH
X +

c

1 + cdH
Q (5.1)

From eq. 5.1, it can be seen that in case H is a low pass filter which at low fre-
quencies has a high gain ( cH

1+cdH ≈ 1/d), the input signal appears at the output
unfiltered. The quantization noise however, is suppressed by the loop filter gain,
and is pushed to higher frequencies where the gain of H is low. Therefore, at
low frequencies a high resolution can be achieved, if the out-of-band quantization
noise is removed by a digital filter.

Eq. 5.2 shows a first order approximation of the relation between the modulators
loop filter order L, number of bits b in the quantizer and DAC, and the over-
sampling ratio OSR for single loop Σ∆ modulators [13]. In the derivation of
eq. 5.2 it is assumed that the performance of the modulator is not bounded by
the stability criteria of the loop. Therefore, the equation will give very optimistic
SQNR figures for higher order modulators.

SQNRdB = 10 · log10

(
3
2

(
2L + 1

π2L

)(
2b − 1

)2
OSR2L+1

)
[dB] (5.2)

In this chapter the algorithmic accuracy will be explored for five different Σ∆
modulator architectures:

1The linearized model presented here is only valid when there is very limited or no correlation
between input signal and quantization noise.
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1. Σ∆ modulators with 1-bit quantizer and 1-bit DAC

2. Σ∆ modulators with b-bit quantizer and b-bit DAC

3. Σ∆ modulators with 1.5-bit quantizer and 1.5-bit DAC

4. Σ∆ modulators with multiple quantizers and 1-bit DAC

5. Σ∆ modulators with 1 or b-bit quantizer and DAC, and with additive error
feedback loop

6. Cascaded Σ∆ modulators

In the later implementation chapter 9, modulator examples of items 1, 3 and 4
will be shown. The Σ∆ modulator architecture of item 5 actually is being imple-
mented at the time of writing this thesis. By using an additional error feedback
loop, the need for the cascaded modulator stage of item 6, which was presented
in [14], is avoided to reduce complexity. The modulator architectures of item 2,
5 and 6 will not be represented in the implementation chapters.
In the exploration of the algorithmic accuracy of the different Σ∆ modulator ar-
chitectures, no distinction will be made between a feed-forward or feedback loop
filter, as generally the achievable algorithmic accuracy of both feed-forward and
feedback modulators is the same. The same holds for the choice of a discrete or
continuous-time (CT) implementation of the loop filters and DACs.

5.1 Σ∆ modulators with 1-bit quantizer and 1-bit DAC

Eq. 5.2 of the introduction shows that a high SQNR is possible by increasing L
and OSR, without using an excessively number of bits in the quantizer and DAC.
In this section 1-bit highly over-sampled Σ∆ modulators will be subject of inves-
tigation.

The design of the Σ∆ modulator starts with the design of the loop filter. A gen-
eralized Σ∆ modulator loop filter is shown in figure 5.2. The integrators are
unscaled ideal integrators and coefficients mn (n=[1..L]) are pre-calculated val-
ues, determined from for example a loop filter of order L with maximally flat
amplitude (Butterworth) or phase (Chebychev) response. The ratios between the
mn coefficients determine the stability of the modulator. At high frequencies, the
loop filter is forced to first order by the feed-forward coefficients mn to guarantee
loop stability. At the same time, the mn ratios also determine the noise shaping
efficiency of the modulator, and a trade-of between noise shaping and stability is
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Figure 5.2: Block diagram of a 1-bit Σ∆ modulator with nth order, CT
feed-forward loop filter

required. As this Σ∆ modulator is going to be implemented in an IC technol-
ogy with a maximum supply voltage, the mn coefficients need to be re-distributed
over the loop filter such, that the internal signal swings on the integrator outputs
are within the supply. Of course a margin in the signal swing is required, as the
integrator circuits need to stay within their linear region of operation. To be able
to scale the swing on the outputs, the mn coefficients are split in integrator coef-
ficients in and feed-forward coefficients jn in such a way, that the signal swings
on the integrator are made equal, without changing the pole zero locations of the
loop filter transfer function. The coefficients in are normalized to a peak value of
1 at a sample frequency of 1Hz.
The calculation of the loop filter coefficients is demonstrated for a modulator on
which most of the implemented Σ∆ modulators presented in this thesis are based.
Its block diagram is shown in figure 5.3. It uses a fifth order feed-forward loop

+

1 2 3 4 5

b3 b5

a1

a2

a3

a4

a5
X(s)

Y(z)

fs

fs

DAC

Figure 5.3: Block diagram of a 1-bit, 5th order, CT feed-forward Σ∆
modulator
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filter with two resonators. The loop filter is built up out of 5 integrator stages with
unity gain ωn, feed-forward coefficients an and resonator coefficients bn. The
resonator coefficients are used to spread the quantization noise of the modulator
more evenly over the signal bandwidth to increase the SQNR in a certain band-
width. The output signal of the loop filter is quantized by a 1-bit quantizer and fed
back to the input by the feedback DAC. Both the quantizer and DAC are sampled
at fs. The architecture of figure 5.3 can be used for lower or higher order Σ∆
modulators, by adding or leaving out integrator stages and feed-forward coeffi-
cients. To create a resonator, at least two integrator stages are required.

As the linearity requirements of the later integrator stages are lower than the first
integrator stage (section 6.6.1), higher signal swings can be tolerated on the later
integrator stages. As this will lead to higher integrator unity gain frequencies and
thus smaller capacitors in the loop filter, the area of the loop filter will be reduced.
To be able to do the scaling of the in coefficients, an integrator output clip level ln
is defined. These coefficients ln define the maximum signal swing at the output
of the integrator n.
For a fixed maximum integrator output signal level l1, the unity gain of the first
integrator can now be calculated with:

ω1 = i1 · l1
AX,in,max

· fs [rad/s] (5.3)

in which AX,in,max is the maximum input signal of the modulator. The unity gain
frequencies for integrator n=[2-L] can be calculated by:

ωn = in · ln
ln−1

· fs [rad/s] (5.4)

Note that the requirements on the integrator unity gain frequencies are dependent
on the clip level after and in front of the integrator.
Next to the unity gain frequencies, the feed-forward coefficients are also depen-
dent on the clip levels chosen for the integrator stages. If the allowed signal swing
on the output of integrator n is made larger, its feed-forward coefficient an should
be made smaller. In a general form, the feed forward coefficients can be calculated
by:

an =
jn

ln
[-] (5.5)

The coefficients jn thus relate the maximum integrator output swing ln to the
feed-forward coefficients an.
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If the set of coefficients mn (or the combination of coefficients sets in and jn) de-
fine a stable modulator, the feed-forward coefficients and unity gain frequencies
can be generated for a stable modulator sampled at any given fs, and with any
input signal amplitude AX,in,max. When implementing the modulator in an IC
technology, a choice has to be made for the maximum integrator swings ln, which
is determined by integrator circuit biasing, the supply voltage of the modulator
and the required linearity of each integrator stage.

As stated earlier, local feedback coefficients bn can be used to decrease the in-
band quantization noise. The bn coefficients that make two integrator stages a
resonator can be calculated by:

b3 =
ω2

B · k2
3

ω2 · ω3
and b5 =

ω2
B · k2

5

ω4 · ω5
[-] (5.6)

The k coefficients determine the resonator frequencies related to the signal band-
width ωB .

From the above coefficients only, the SQNR of a modulator with loop filter order
L can not be calculated. To be able to calculate the modulators SQNR, a model for
the quantizer is needed. From the theory presented in [15] and by doing several
assumptions, a reasonably accurate model of the quantizer can be derived. The
assumptions are:

• The quantizer gain is calculated with no quantizer input signal. Therefore,
the modulator is assumed to be idling with 1010 and 1100 patterns.

• Because of the high frequency patterns (compared to the input signal), the
contribution of the first integrator and its feed-forward coefficient is domi-
nant in the quantizer input signal.

• The quantizer output switches between +1 and -1.

• The quantization noise is assumed to have a Gaussian distribution, and is
completely de-correlated from the modulator input signal by the loop filter.
Therefore, its spectrum is assumed to be white.

From the quantizer input and output power the quantizer gain can be calculated.
From the quantizer gain, the quantizer input power and the assumption that the
quantization noise is white and that the output switches between +1 and -1, the
quantization noise power can be calculated. The resulting quantizer model con-
sists of a linear gain and and a Gaussian noise source, representing the quantizer
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gain and quantization noise respectively. Once the quantizer model is known, the
SQNR of the modulator can be calculated by integrating the quantization noise
in the signal bandwidth using the quantizer model and the loop filter coefficients
presented in this chapter. The SQNR of the modulator presented in figure 5.3 is
calculated to be:

SQNR =

√√√√
( (

1− 2
π

)−1
j2
5i22i

2
3i

2
4i

2
5OSR11

1
11ω11

B − 2
9ω9

Bα + 1
7ω7

B(2β + α2)− 2
5ω5

Bαβ + 1
3ω3

Bβ2

)
[-](5.7)

with α = ω2ω3b3 + ω4ω5b5 and β = ω2ω3b3ω4ω5b5.

Figure 5.4 presents the modulators SQNR as a function of the k3 and k5 for an
OSR of 40. From the figure the optimal value of the k coefficients can be read.
The maximum SQNR is achieved for b3 = 0.54 and b5 = 0.91, or b3 = 0.91 and

S
Q

N
R

[d
B

]

k3

k5

k3 k5

S
Q

N
R

[d
B

]
S

Q
N

R
[d

B
]

Figure 5.4: SQNR as a function of k3 and k5 coefficient values

b5 = 0.54. These values can also be found by equating the derivative of eq. 5.7 to
zero.

In figure 5.5 the result of eq. 5.7 is shown for a Σ∆ modulator without the res-
onators (k3 = k5 = 0) and for a Σ∆ modulator with optimal k3 and k5 values
(ratio between resonator frequencies and bandwidth is constant). In the same fig-
ure transient simulated results of both the modulators are shown (discrete points).
The difference between the simulations, and the difference between calculations
of the two different modulators are plotted in the same figure. As a reference,
the stability-unbounded theoretical performance predicted by eq. 5.2 is also plot-
ted in the figure. Introducing the additional feedback paths b3 and b5 results in a
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Figure 5.5: Simulated and calculated SQNR for a 5th order, 1-bit Σ∆
modulator with or without resonators

fixed SQNR improvement of 17dB independent of OSR, for the given loop filter
architecture and coefficients, as long as the resonator frequencies are sufficiently
below the frequency where the loop filter is forced back to first order. The fixed
improvement of 17dB can be explained by the fact that the ratio between band-
width and resonator frequency is fixed.

As a feed-forward loop filter can be directly transformed in a feedback loop filter,
the same coefficients and equations presented in this chapter can be used for a
feedback modulators. Using the same coefficients, the performance of both mod-
ulators will be exactly the same [16].

5.2 Σ∆ modulators with b-bit quantizer and b-bit DAC

A special class of Σ∆ modulators are b-bit modulators. The 1-bit quantizer
and DAC are replaced a b-bit quantizer and DAC, and loop filter coefficients are
changed accordingly.
The reason to choose for a multi-bit modulator can be twofold. Firstly, increasing
the loop filter order of a 1-bit converter to high orders gives limited performance
increase above loop filter orders of about 5 as the loop stability criteria more and
more limits the amount of noise shaping [17]. Secondly, over-sampling of the
1-bit modulator can not be increased further because of speed limitations (eg. due
to technology).
The merits of a transition from a 1 to a b-bit modulator are:
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1. The multi-bit modulator performance increases with approximately 6dB per
bit [17].

2. The input range of the modulator increases compared to a 1-bit modulator
by [18]:

Vin,max,N=x

Vin,max,N=2
=

0.7 + x− 2
0.7(x− 1)

[-] (5.8)

if it is assumed that the maximum input signal of the modulator is 0.7 times
(or approximately -3dB) below its feedback DAC output level (which is true
for the modulators presented in this thesis).

3. The lower quantization noise compared to 1-bit modulators allows for a
lower cost (area, power) decimation filter. For µm instead of nm-technologies,
this might be a valid consideration, as digital cells in µm technologies are
bulky. In nm-technologies this area advantage is questionable, as digital
cell area scales with s2

T [4] and section 6.1.

4. The quantizer gain is better defined, and stability is achieved more eas-
ily [17], [6], [19], [20].

The b-bit modulator performance disadvantages are:

1. Both multi-bit quantizer and DAC are required which are complex circuits

2. The integral linearity requirement of the feedback DAC should be at least
equal to the overall Σ∆ modulator’s integral linearity requirement (sec-
tion 6.6.4.2)

3. Absolute loop gain accuracy is required (section 6.4.2)

5.3 Σ∆ modulators with 1.5-bit quantizer and DAC

A special class of a b-bit modulator is a 1.5-bit Σ∆ modulator. It uses three levels
in the feedback DAC. Going from two levels (1-bit) to three levels (1.5-bit) the
quantization error reduces by a factor of two. And according to equation 5.8 the
input range of the modulator is increased by 1.6dB. This gives a total improve-
ment in SQNR of 7.6dB. A big advantage of a 1.5-bit modulator compared to a
modulator with more than 3 levels is, that a 1.5-bit DAC can be kept linear when
implemented in a differential mode as will be shown in section 6.6.4.3.
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5.4 Σ∆ modulators with multiple quantizers and 1-bit
DAC

As seen in the previous section, a multi-bit Σ∆ modulator can achieve a higher
performance than a 1-bit modulator sampled at the same frequency. However, the
linearity of the DAC has to be conform the intended performance of the modula-
tor. This section shows a new class of modulators, in which the advantages of the
higher performance multi-bit modulator and the inherently linear 1-bit modulator
are combined. The modulator uses a multi-bit quantizer to increase its SQNR,
but preserves the 1-bit inherently linear feedback DAC. Figure 5.6a shows the
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+
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+ F +

Q2

c1 c2
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Figure 5.6: Modulator architecture (a) and model (b)

proposed Σ∆ modulator architecture. It comprises an analog filter H , a b-bit
quantizer, a digital filter F , a 1-bit quantizer and a 1-bit feedback path. The 1-bit
quantizer is implemented digitally by taking the MSB of the output word of the
digital filter F , which is fed back to the input via the 1-bit DAC. Therefore the
1-bit quantizer costs no additional hardware.

If it is assumed that the quantization noise of the b-bit and 1-bit quantizer is com-
pletely de-correlated by the digital filter F , the b-bit and 1-bit quantizers can be
replaced by quantization noise sources Q1 and Q2 and with gains of c1 and c2 re-
spectively. The model is redrawn in figure 5.6b, which has the frequency domain
transfer function:

Y =
c1c2HF

1 + c1c2HF
X +

c2F

1 + c1c2HF
Q1 +

1
1 + c1c2HF

Q2 (5.9)
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If it is assumed that H and F have high gain at low frequencies, 5.9 changes into:

Y ≈ X +
1

c1H
Q1 +

1
c1c2HF

Q2 (5.10)

= X +
1

c1H

(
Q1 +

1
c2F

Q2

)
(5.11)

From 5.11 it can be seen that Q1 is shaped by H , while Q2 is shaped by the prod-
uct of H and F. If the gain of c2F is higher than the number of bits times 6dB, Q2

will be below Q1 at the output of the modulator.

Next to the analog filter, loop stability now is dependent on the digital filter as
well. This means that the delay of the digital filter has to be made very small at
frequencies close to fs to avoid instability. With an inverted IIR low-pass filter
this can be done, as it has a direct feed-forward path from filter input to output.
This will be shown for an implementation example in chapter 9

One drawback of this architecture compared to its conventional multi-bit modu-
lator (with multi-bit feedback DAC) is that due to the additional 1-bit quantizer,
more quantization noise is injected in the Σ∆ modulator loop. This results in
a larger output signal of the first integrator. Therefore, the first modulator unity
gain has to be chosen lower compared to the original modulator only containing
the b-bit quantizer to avoid overload of the b-bit quantizer. This will result in a
lower SQNR for the modulator with multiple quantizers, but the SQNR will still
be higher than for a 1-bit quantizer only modulator. The exact calculation of the
coefficients of this type of modulator is out of the scope of this thesis.

It should be noted that every combination of first and second quantizer resolution,
loop filter order and OSR is possible.

The general principle of using more quantizers and 1 feedback DAC, is patented
in [21].

5.5 Σ∆ modulators with additive error-feedback loops

Another way to increase the SQNR of a Σ∆ modulator is by adding error feed-
back to the quantizer. In [17] a fully digital implementation of quantizer error
feedback is introduced stand-alone. In this section an analog equivalent of the er-
ror feedback loop is added to the main loop of a Σ∆ modulator. The architecture
is presented in figure 5.7a. The architecture consists of the outer or main loop: in-
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Figure 5.7: Modulator architecture (a) and model (b)

put X , loop filter H , A/D output Y and the feedback DAC. The input of the outer
loop is X , its output Y . An additional error feedback path (inner loop) is included
in the main loop, consisting of a summation node and filter G, which feeds the
quantization error back into the loop via an additional summing node. The input
of the inner loop is W , its output Y . From the model presented in figure 5.7b, the
transfer function of the input signal X and the quantization error Q to the output
Y can be calculated if the quantizer is modeled by a quantization noise source Q
and a gain of 1. The feedback DACs are modeled by a gain of 1. The modulators
input signal and quantization noise frequency domain transfer functions become:

Y =
H

1 + H
X1 +

1−G

1 + H
Q (5.12)

From eq. 5.12 it can be seen that the original shaping behavior of the loop fil-
ter H is unchanged, and still reduces the quantization error Q in the part of the
frequency spectrum where H has gain. Furthermore, the quantization error Q is
multiplied by a factor (1−G). If G has a gain of 1, the quantization error is fully
canceled at the output Y . In reality this is not implementable because the addi-
tional loop will always have implementation delays like for example a parasitic
pole in the summation nodes.
In practical implementations the DAC will be split into two DACs. One for the
outer loop and one for the inner loop. This is because the gain requirement of the
DACs is different, or the summing on one of the summing nodes is done in the
current domain. In this case an additional DAC is required to implement the error
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feedback loop. Fortunately, the noise and linearity requirements are limited, as
the errors introduced in this part of the loop will be shaped by the loop filter H ,
similarly to the shaping of the quantization noise Q. This will be shown in 6.4.4.

In figure 5.8 the NTF of the inner loop only is shown for different loop filter orders
of G (L=[1..5]) for two different number of quantization levels (N=2 or N=9).
When the number of quantization levels is decreased, the loop filter coefficients
have to be chosen less aggressive as the quantization noise power in the loop
becomes too large overdriving the quantizer. A detailed stability analysis is out
of the scope of this thesis. In the NTFs in figure 5.8 the smaller quantization
error due to the increase in quantization levels is not included. An additional
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Figure 5.8: NTF amplitude and phase response of error feedback loop for
L=[1..5] and N=2 or N=9

advantage of the inner error feedback loop is that Filter G has no influence on
the transfer function of W to the output Y , and does not affect the criteria which
define stability of the outer loop when the linear model of figure 5.7 is considered.
This can be seen if the transfer function of W/Y is considered:

Y = W + (1−G)Q (5.13)

Figure 5.9 shows the SQNR of the additional loop only, as a function of the OSR
for N=2 and N=9, and for loop orders two to five. The improvement in SQNR be-
tween the 2 level and 9 level quantizer is partly explained by the smaller quantiza-
tion step (less quantization noise), and is partly explained by the more aggressive
noise shaping in G allowed in the case of a smaller quantization step quantizer.
Figure 5.10 shows an example spectrum of a 5th order 9-level Σ∆ modulator with
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Figure 5.9: NTF amplitude and phase response of the error feedback loop
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and without an additional second-order error-feedback loop. The coefficients of
the main loop are the same in both cases. Using the additional error feedback
loop in the Σ∆ modulator main loop, the SQNR increase in this case is 30dB at
an oversampling of 36.

An example with an even more aggressive noise shaping is given in figure 5.11. In
the Σ∆ modulator presented of figure 5.7, for loop filter H a second order filter
with one resonator is chosen, and filter G is a sixth order filter. The quantizer
and DAC are of 3-bit resolution. The aggressive noise shaping is possible due to
the nature of the inner loop; the quantization error only is fed back into the loop,
unlike in the outer loop, where signal and quantization noise are fed back. The
additive error-feedback loop’s noise shaping is not bounded by the control theory
loop stability criteria in the same way as the outer loop. The low-pass modulator
achieves 87dB at 10 times oversampling. According to figure 5.5, a fifth order
single loop modulator with two resonators at least requires an over-sampling ratio
of 40 to achieve 87dB.
Although the application of these error feedback loops in a Σ∆ modulator promise
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large SQNR improvements with low requirement hardware, in reality the perfor-
mance increase will be limited by filter coefficient inaccuracies (section 6.4.4).

In the examples of this section so far, the error feedback loop has been applied to a
quantizer in a Σ∆ modulator, making its noise shaping more aggressive, without
increasing the stability constraints of the outer loop. These error feedback loops
can also be used in other types of A/D converters, to add noise shaping to its quan-
tizer(s). Furthermore, in digital noise shapers an additional error feedback loop
can also be used to get a more aggressive noise shaping. The advantage of dig-
ital loops are, that the filter coefficients can be designed as accurate as required,
whereas in analog (to digital) noise shaping loop the filter coefficients are subject
to process variations.

A similar error feedback loop can also be used to shape the (linearity) errors of
a DAC. An example is displayed in figure 5.12a. Figure 5.12b shows a model of
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Figure 5.12: Error shaping loop used to shape the linearity errors in the
feedback DAC of a Σ∆ modulator (a) and its model (b)

the modulator. The errors made in the DAC are modelled by E, the quantization
errors made by the main quantizer are modeled by Q1 and the quantization errors
made by the auxiliary ADC are modeled by Q2. The transfer function derived
from the model is presented in eq. 5.14, in which it is assumed that the gain of
the main feedback DAC is 1. The DAC of subject in this case is part of a Σ∆
modulator loop. The DAC input and output signals are subtracted from each other
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and fed through filter G. Consequently, the DAC errors E are shaped by the filter
G. For frequencies where G=1, the errors of the DAC will not be visible in the
output spectrum of the Σ∆ modulator.

Y =
H

1 + H
X +

1
1 + H

Q1 +
GH

1 + H
Q2 +

H(G− 1)
1 + H

E (5.14)

A big disadvantage is the extra required A/D converter in the error feedback loop.
The requirements on this ADC are as high as the requirements on the overall
loop. The (quantization) error Q2 of the extra ADC is introduced at the input of
the modulator. This makes this type of DAC linearity error shaping unattractive.

The general principle of using additional error feedback loops in a Σ∆ modulator,
is patented in [22].

5.6 Cascaded Σ∆ modulators

Another way to increase the performance of a Σ∆ modulator is to cascade 2 or
more Σ∆ modulators. In a cascaded Σ∆ modulator, the quantization error of the
previous Σ∆ modulator stage is digitized by its consecutive Σ∆ modulator stage.
In the digital domain, the quantization error is subtracted, yielding a higher order
noise shaping [17]. The advantage of a cascaded Σ∆ modulators is that low order
Σ∆ modulator stages can be used, which have lower stability requirements than
high order Σ∆ modulator stages, and noise shaping can be chosen more aggres-
sive. This means that a 2 times second-order cascaded Σ∆ modulator will have a
better SQNR than a 1 stage 4th order Σ∆ modulator at the same over-sampling,
at the cost of one extra quantizer, two extra DACs and the digital compensation
filter.
For accurate quantization noise cancellation of the first stage the modulator coef-
ficients and digital compensation filter coefficients should match. Therefore, DT
modulators are preferred but these are known to be power hungry. Efforts have
been done to use a CT modulator as the basis of a cascaded modulator ( [23], [24]),
but this approach requires additional calibration algorithms. Therefore, this type
of modulator is not investigated further in this thesis.

5.7 Conclusions

This chapter has shown the algorithmic accuracy of different types of modulators.
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The most straightforward way to achieve a certain SQNR is to take a Σ∆ modu-
lator with an Lth order loop filter (either feed-forward or feedback), an inherently
linear 1-bit quantizer and DAC, and a sufficiently high sampling frequency. As
the loop filter order is bounded by stability criteria and the OSR is limited by the
speed of technology, alternative loop filter architectures have been proposed to
further increase the SQNR of Σ∆ modulators.
Multi-bit Σ∆ modulators give an increase of the SQNR of approximately 6dB
per bit, but are limited in performance by the feedback DAC linearity due to unit
cell mismatch. A promising direction might be using a 1.5-bit modulator as it
decreases the quantization noise by about 6dB, and has a larger stable input range
of 1.6dB compared to a 1-bit modulator, and can be implemented with perfect
linearity.
The linearity issue of multi-bit Σ∆ modulators can also be avoided by multi-
quantizer Σ∆ modulators, which have multi-bit quantization but use 1-bit feed-
back.
Σ∆ modulators with additive error feedback loops seem promising as their per-
formance can be increased with hardware that requires only limited performance.
As this is a relatively new modulator topology, no implementations are available
at the time of writing this thesis.
Cascaded modulators use multiple Σ∆ modulator stages to achieve a high order
noise shaping, at the cost of an interstage gain matching requirement and quite
some additional hardware. Therefore, this architecture is not further explored in
this thesis.
In summary, the architecture of the modulator implementations presented in this
thesis is limited to:

1. Single loop, Lth order, 1-bit feed-forward modulators

2. Single loop, Lth order, 1.5-bit feed-forward modulators

3. Single loop, Lth order, 1-bit feed-back modulators

4. Single loop, Lth order, multi-quantizer modulators with 1-bit feedback

and of each architecture one or more implementations will be presented in this
thesis.
Σ∆ modulators with additive error feedback loops will be further analyzed on
circuit imperfections in the next chapter, but no implementations will be shown in
this thesis.



Chapter 6

Σ∆ modulator robustness

In the analysis of the Σ∆ modulator’s algorithmic accuracy in chapter 5, the cir-
cuits are assumed to have no imperfections. In reality, the performance of the
circuits will come at the cost of resources (area and power). Trade-offs have to be
made to come to a good performance-to-resource ratio which can be verified in a
benchmark with other Σ∆ modulators. The benchmarking of modulators will be
done in chapter 8. In this chapter, the relation between architecture choices and
circuit imperfections and their impact on the Σ∆ modulator performance and cost
will be discussed. The subjects of discussion are:

• Technology

• Continuous-time vs. discrete time loop filter

• Feed-forward vs. feedback loop filter

• Gain accuracy

• Circuit noise

• Linearity

• Aliasing

• Excess loop delay

• Clock jitter

A schematic overview of the above is presented in 6.1. The block diagram on the
bottom of figure 6.1 illustrates all relevant imperfections for a continuous-time
Σ∆ modulator which will be discussed in this chapter. In this chapter, first it will
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Figure 6.1: Chapter overview. The block diagram holds for continuous-
time Σ∆ modulators.

be explained why it is advantageous, to replace analog circuits by digital circuits
where possible. As analog IP will never be completely digital, the most robust
architecture for remaining analog functions should be searched for. In this chapter,
the latter is done for Σ∆ modulators. The focus will be mainly on Σ∆ modulators
with a 1-bit feedback DAC, as most of the implementations presented in this thesis
have a 1-bit feedback DAC (one implementation has a 1.5-bit feedback DAC).
Where relevant, modulators with multi-bit DACs will be discussed.

6.1 Portable, technology robust analog IP and time-to-
market

The quest to increase digital processing per unit area has led to scaling of CMOS
technologies, yielding faster and smaller transistors. In [4] the technology scaling
factor sT is introduced to investigate the impact of technology scaling on digital
circuits. The technology scaling factor sT is defined as the ratio between the min-
imum L of a transistor in the current technology node and the minimum L of the
previous IC technology node or sT = Lmin, current node/Lmin, previous node and
is approximately 0.7.
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For digital circuits the advantages going to a smaller feature size technology are
evident. Its area decreases with s2

T and transistor speed increases with 1/sT for
the constant field scaling period of the years 1990 to 2000 [4]. This makes the
amount of processing power per area increase with 1/s3

T . The power-delay prod-
uct (V · I · ∆Tmin) of digital circuits decreases with 1/s3

T . For the constant
voltage scaling period from the year 2001 to date, speed and efficiency increases

with s
− 1

2
T and s−1

T respectively. Clear area, speed and efficiency advantages are
seen for digital circuits in newer technologies. Furthermore, digital circuits are
much more easy to port to the next technology node, as the noise margin in digital
circuits allows for a higher abstraction description level of digital circuits which
enables a very high degree of automation of the port. The porting of analog IP to
the next technology node normally requires lots of handcraft designing. Further-
more, the analog IP is very sensitive to changes of supply voltage and transistor
parameters in newer technologies, which makes the port more difficult, and very
often the analog IP is on the critical time path of a SoC tape-out. The challenge
is to port the analog IP to the next technology node in the same pace as is done
for the digital IP. This enables to port complex SoCs containing both analog and
digital circuits to the next technology node, without an increase in time-to-market.
Another challenge is to increase the robustness of analog circuits such that a SoC
becomes more robust to technology changes.

This section shows the impact of the digital-processing-per-area-driven scaling of
CMOS technologies on a limited number of analog design parameters. Further-
more, this section will present a top-down and bottom-up design methodology
for the design of analog IP blocks in order to increase the portability and thus
technology-change robustness of these analog IP blocks.

6.1.1 Technology scaling and its impact on analog design parameters

This section shows a flavor of the impact of technology scaling on analog design
parameters, when Lmin scales with sT . The presented scaling factors are a combi-
nation of the ones presented of the technology scaling parameters presented in [4]
and the ones in [3].

1. The ratio Vsupply/σVT
is more or less constant. This means that analog

blocks that require amplitude resolution (for example required in Nyquist
and multi-bit Σ∆ modulator ADCs), at best will have the same performance
when ported to the next technology node.

2. The gm/I slightly increases (which for example helps to increase parasitic
pole frequencies for the same power).
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3. The supply voltage decreases which means that the biasing of telescopic
amplifiers will become more difficult, and cascaded stages (or folded cas-
code stages) will be needed to supply sufficient gain. Due to the parallel
current paths, this can lead to an increase in power consumption, as less
current is re-used.

The list above is far from complete and shows just a flavor of the changes in analog
design parameters. Conclusion is, that careful re-simulation of all analog circuit
blocks is required to do a successful port to the next technology node. In some
cases even a change in circuit topology might be required to achieve the same
analog performance in the next technology.

6.1.2 A design methodology to increase the portability of analog IP

The design methodology presented in this section prescribes the replacement of
analog circuits by digital circuits where possible. The remaining analog circuits
should be designed like it is done in the digital design flow. The quality of a
limited amount of circuits with poor fundamental analog performance is boosted
by digital processing at limited cost (area and power). This trend is not a luxury
but a requirement, as most of the parameters determining analog circuit perfor-
mance get worse in newer technologies, as shown in the previous section. Analog
functions can be assisted, calibrated or even be replaced by digital functions to
improve the performance of the analog IP. To take the most out of the advan-
tages the scaling of technology brings (more signal processing per area and faster
transistors, and increasing efficiency of digital circuits), the digitization should be
carried through four different levels, as shown in figure 6.2 to come to portable,
high quality mixed-signal IP. These levels are:

• System/application level

• Analog (sub) IP block level

• Circuit level

• Layout level

An excellent example of digitization at system level is the highly digitized re-
ceiver of chapter 3. Analog filtering in front of the ADC is reduced as much as
possible, and replaced by more flexible digital filtering after the ADC. Analog
functionality is reduced and a flexible receive pipe is created, which can be used
for different cellular and wireless standards. The burden is put on the ADC and
although the amount of extreme performance analog IP should be reduced, as this
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Figure 6.2: Digitization of a system at various levels

kind of IP will be the most difficult to port, the amount of analog hardware is
greatly reduced. Paragraph 9.1 will show some example ADC implementations to
prove that such a high performance ADC can still be built at competitive power
consumption and that it can be scaled to newer technologies.

At sub analog IP block architecture level, the analog functionality required to im-
plement the function of the analog IP should be kept as simple as possible, or
should be replaced by digital functionality. An example of an analog IP block
with a digitized architecture is the multi-quantizer Σ∆ modulator of section 5.4.
By reducing the order of the loop filter of the modulator and introducing a multi-
bit quantizer with limited performance requirements and a digital filter instead,
the analog complexity of the modulator is greatly reduced. Paragraph 9.2 will
show an implementation example of this Σ∆ modulator architecture.

At circuit level the analog blocks should be designed the digital way. The normal
analog design procedure is to optimize each circuit independently by transistor
sizing. This requires a lot of custom design and handcraft layout which is very
time consuming. The digital design methodology is much more robust to tech-
nology porting. Digital circuits are defined by a descriptive language like VHDL.
The VHDL code is synthesized using a library with standard digital cells. Each
cell has a p-cell layout suitable for automatic routing. If analog IP can also be
designed this way, time-to-market can be reduced considerably. To enable this
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methodology for analog circuits, top-down and bottom-up iterations are required
to come to good circuit architectures. Commonalities in circuit blocks should
be searched for, to break-up the analog circuits in unit cells, and to reduce the
number of analog functions that need attention when ported to the next technol-
ogy node. This reduces the number of analog sub blocks that need maintenance,
and enables automation of unit cell design. On the bottom side, simple unit cell
circuits containing only a few transistors are put in a library. From top-level IP
block architecture side, the top-level is split in to sub-blocks which are built out
of the unit cells out of this library. A few iterations of top-level splitting and unit
cell design will be necessary before the unit cells exactly fit the sub-blocks of the
top-level architecture. In section 9.3 (and to some extend in section 9.2) some Σ∆
modulator examples will be shown, which were designed following this approach.

At layout level the unit cells should be transformed in p-cell layouts, which en-
ables the usage of digital routing tools to generate the layout of the analog IP. The
layout of the p-cells can be generated automatically using a layout programming
language like skill. An example circuit and layout of a digital and analog p-cell is
shown in figure 6.3. In the example the analog inverter layout has all the required

Vdda

Vssa

Vddd

Vssd

A Z OUT

IN1

IN2

Digital inverter Analog inverter

Figure 6.3: Analog inverter circuit and its example p-cell layout

properties to enable the use of the digital layout tool to (hierarchically) layout the
analog IP block. On each analog sub IP block, extractions are done to see if the
analog performance of the sub block is not decreased by the layout parasitics in-
troduced during the automated layout procedure. A typical flow diagram to design
the p-cells and the analog IP is presented in figure 6.4 6.3 In section 9.3 example
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Figure 6.4: Design flow of analog p-cells and IP

Σ∆ modulators built up out of analog p-cells will be shown.

For the unavoidable analog parts in an analog IP that can not be replaced by digital
circuits, robust implementations should be searched for, which is the done in this
chapter for Σ∆ modulators.

6.2 Continuous time vs. discrete time loop filter

Discrete time (DT) Σ∆ modulator are implemented with switched capacitor (SC)
circuits. Continuous-time (CT) Σ∆ modulators are implemented with gm-C or
RC circuitry. The main differences between DT and CT Σ∆ modulators are sum-
marized below.

• Because a DT modulator has a sampler at the input, sampling non-linearities
at the input of the modulator will be directly visible at the output. In CT
modulators sampling non-linearities do not occur in the loop filter, as there
is no sampling operation in the loop filter.

• Because a DT modulator loop filter has a sampler at the input, aliasing can
occur at the input of the modulator. A CT modulator however has no sam-
pler in the loop filter. The aliasing caused by the sampling in the quantizer
of a CT modulator is suppressed by the gain in front of the sampler (para-
graph 6.7.1).
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• DT modulators use a SC feedback DAC, which can cause sampling errors
and aliasing at the input as well. The feedback DAC of a CT modulator can
be implemented with either SC, switched resistor (SR), or switched current
(SI) circuitry. Paragraphs 6.7.2, 6.7.3 and 6.7.4 respectively will introduce
equations to calculate the expected aliasing for these three DAC topologies.

• Because of the SC nature of the circuits in DT modulators, high bandwidth
(compared to the signal bandwidth) circuits are required because of settling
requirements [25]. This gives CT modulators a power consumption ad-
vantage, unless special circuit techniques are used in the SC circuits of DT
modulators.

• The coefficients of DT modulators can be derived from a digital (numerical)
modulator in a straightforward way. For CT modulators this procedure is
slightly more complex.

• As the coefficients in DT modulators are all related to capacitor ratios, a
DT modulator is not very sensitive to process spread. CT modulator coeffi-
cients are determined either by gm-C or RC filters, and therefore are more
sensitive to process spread.

• The quantization noise shaping in a DT modulator scales with its clock
frequency fs, as all coefficients scale with fs. In CT modulators special
measures have to be taken, to enable clock frequency scaling.

• DT modulators are generally known to be clock jitter insensitive, while CT
modulators are said to be more prone to clock jitter. In this thesis it will be
shown that a CT modulator with switched capacitor DAC is less sensitive to
clock jitter compared to a fully discrete time Σ∆ modulator as it eliminates
the need for an input sampler (section 6.9).

In radio receivers for mobile communication, which is the main application area
for the modulators presented in this thesis, power consumption is the key param-
eter, which favors CT Σ∆ modulators. Next to that, CT Σ∆ modulators have
implicit anti-alias filtering for aliases occurring due to quantizer sampling, which
can be of benefit in the interferer-rich receiver environment. If a SC DAC is used
together with a CT loop filter, the modulator gets more robust to high frequency
jitter (section 6.9), but sacrifices alias suppression if not properly designed (para-
graph 6.7.4). The loop filter coefficients calculation is not difficult once the way
of calculating them is known, and the coefficient spread in a CT modulators can
be solved by calibration. Although the quantization noise shaping scaling ad-
vantages of DT modulators seems evident, the equivalent noise impedance of the
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modulator scales with fs as well (Rnoise,eq = 1/(fsC). In CT modulators the
input impedance is constant over clock frequency scaling. Coefficient scaling can
be done by changing the integrator capacitors, as will be shown in chapter 7. In
summary, a CT Σ∆ modulator is the best choice, if combined with a SC feedback
DAC, and mainly because of its lower power consumption.

6.3 Feed-forward vs. feedback loop filter

The loop filter of the Σ∆ modulator can either be feed-forward or feedback [17],
[16]. Below, a Σ∆ modulator with feed-forward loop filter is compared with a
Σ∆ modulator with feedback filter.

• Generally, the achievable algorithmic accuracy (SQNR) of both feed-forward
and feedback modulators is the same, as the quantization noise transfer
function can be made exact the same for both modulators (with the same
amount of hardware).

• The out-of-band filtering of a feed-forward and a feedback architecture is
first and Lth order respectively.

• Due to the steeper out-of-band STF, feedback modulators have a built in
Lth order anti-alias filter for the aliasing occurring due to the sampling by
the quantizer (paragraph 6.7).

• The aliasing occurring in the Σ∆ modulator’s input feedback DAC is the
same for both architectures (paragraph 6.7).

• The output signal of the integrators used in feedback modulators have more
correlation to the input signal compared to feed-forward modulators. This
leads to higher linearity requirements for the integrator circuits.

• Due to the higher linearity requirements, the power consumption of a feed-
back modulator is expected to be higher.

• Unlike feed-forward modulators, feedback modulators do not recover from
overload (except for a first order modulator).

• Feed-forward modulators require feed-forward coefficients and an addi-
tional summing node to sum the feed-forward coefficients, which adds an
additional pole in the loop. A feedback modulator needs L feedback DACs
where the feed-forward modulator needs only 1, but does not require the
feed-forward coefficients nor the additional summing node.
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As a Σ∆ modulator in a receiver application requires high linearity, a large signal
component at the integrator output is unwanted. Furthermore, as large interfer-
ence is present at the input of the receiver application, overload recovery is very
important. These two arguments both plead for a feed-forward filter. Unfortu-
nately, an additional summing node is required for the feed-forward filter, which
introduces additional excess phase.

The feedback filter does not have such an additional summing node (and thus no
extra parasitic pole that comes with the summing node), which makes it more
suitable for high sample frequencies. Furthermore, the feedback loop filter has
inherently Lth order out-of-band filtering, a key-feature in a receiver application.
Unfortunately, the Lth order filtering can not be used to reduce the requirements
on the Σ∆ modulator in terms of dynamic range, as the wanted signal can be
much smaller than the out-of-band interferer. The interferer together with the
wanted signal has to be delivered to the ADC within the power supply range to
avoid distortion in the circuit preceding the ADC. As the input gm or resistor of
the gm/C or RC integrator modulator input stage is normally the dominant noise
contributor, this means that the noise requirement of the ADC does not change.
The additional filtering in the feedback modulator compared to a feed-forward
filter might alleviate the requirements on the decimation filter.

Although feedback modulators have better suppression of aliases due to quantizer
sampling, the mechanism which causes aliases in the feedback DAC, when an RC
integrator is used as an input stage, is the same for a feed-forward and feedback
filter. In case the aliasing in the DAC is dominant over the aliasing in the quantizer,
there is no difference for both loop filter topologies.

As in digitized receivers a high ADC linearity is required, a feed-forward modu-
lator is preferred as it uses less power than a feedback modulator, to meet linearity
requirements.

As power consumption, linearity and overload recovery are seen as the most im-
portant advantages, and the additional out-of-band filtering of a feedback modu-
lator does not help to reduce the requirements of the ADC, a feed-forward loop
filter is in favor, unless the summing node becomes a too large contributor to de-
lay in the loop, and a feedback filter is the only way out. In paragraph 6.8.2 a
compensation method is introduced, which fully compensates the excess phase of
the additional summing node required in a feed-forward loop filter, eliminating
the final hurdle for a feed-forward Σ∆ modulator.
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6.4 Gain accuracy

To reduce the in-band quantization noise to the required level, the loop filter gain
of a Σ∆ modulator should be sufficiently large. There can be also a requirement
on the absolute accuracy of the gain. These issues will be discussed in the next
paragraphs for the different modulator architectures.
In the calculations on the gain accuracy of different modulator architectures, the
linear quantizer model presented in paragraph 5.4 used.

6.4.1 Σ∆ modulator with 1-bit quantizer and 1-bit DAC

In a 1-bit Σ∆ modulator the absolute loop gain accuracy required is very low. The
quantizer input signal amplitude is not so important, as the quantizer only has to
decide whether its input signal is smaller or larger than its threshold.

6.4.2 Σ∆ modulator with b-bit quantizer and b-bit DAC

The absolute gain requirements in a multi-bit (b > 1) converter are high. The out-
put signal of the loop filter should exactly match the input range of the quantizer.
If the input signal to the quantizer is too small, comparators at the top and bottom
of the quantizer input range are not used and the modulator performance will drop
by the number of levels used divided by the total number of levels. If the input
signal is too large, the quantizer will be overdriven and the Σ∆ modulator will
dramatically loose performance, as high frequency quantization noise will fold
back into the signal bandwidth. Furthermore the input signal will be distorted.

6.4.3 Σ∆ modulator with multiple quantizers and 1-bit DAC

In Σ∆ modulators with multiple quantizers, the requirements on the loop gain
is dependent on the number of bits used in the quantizers. For quantizers with
b =1 the loop gain requirements described in paragraph 6.4.1 hold, and for the
quantizers with b >1 the loop gain requirements described in paragraph 6.4.2
hold.

6.4.4 Σ∆ modulator with additive error feedback loops

Σ∆ modulators with additive error feedback loops have requirements on the gain
to the quantizer equal to single-loop modulators. Additionally they have gain
requirements on the feedback paths in the additional error feedback loop. Start-
ing point is the model of the modulator with additional error feedback loop of
figure 5.7b. In figure 6.5, the gain mismatch d between the two feedback paths
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and the gain of the main feedback path e are modeled additionally. Furthermore,
E models the errors of the additional DAC in the error feedback loop. First the
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Figure 6.5: Model of a Σ∆ modulator with b-bit quantizer and DAC and
with additive error feedback loop with feedback gain error

transfer function between W and Y is calculated, which yields:

Y =
c

1 + G(c(1 + d)− 1)
W +

1−G

1 + G(c(1 + d)− 1)
Q

+
−cG

1 + G(c(1 + d)− 1)
E

(6.1)

Eq. 6.1 shows that if c =1 and d =0, W directly appears at the output Y with-
out being filtered or attenuated, independent on the poles and/or zeros in G, as
(c(1+d)-1)=0. This means that under these conditions, the stability of the main
loop is unchanged.
The relation between inputs X , Q and E and output Y of the Σ∆ modulator is
given by:

Y =
cH

1 + ceH −G(c(1 + d)− 1)
X +

1−G

1 + ceH −G(c(1 + d)− 1)
Q

+
−cG

1 + ceH −G(c(1 + d)− 1)
E

(6.2)

Eq. 6.2 shows that the errors E of the additional DAC are shaped by the loop filter
H . This does not mean that if H has extremely high gain, extremely large lin-
earity errors are allowed in this DAC, as linearity errors can be transformed into
signal dependent DAC gain errors.

If G has a value different than 1, the inner additional noise shaping loop will add
limited or no noise shaping to the outer loop. To illustrate the effect, a first order
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example of G is given by:

G =
1 + g

s + 1
(6.3)

If g = 0, the value of G well below the -3dB cut off frequency is close to 1.
This means that in this portion of the frequency spectrum Q is suppressed. At
higher frequencies the value of G becomes smaller and smaller than 1, and the
quantization noise in the output spectrum will rise. If G is put into eq. 6.1, and it
is assumed that c = e = 1 and d = 0 this results in:

Y =
s + 1

s + 1 + (1 + g)d
W +

s− g

s + 1 + (1 + g)d
Q (6.4)

Eq. 6.4 shows that if d =0, the input signal W of the error feedback loop is not
affected by the loop filter G, as the quantization error is fed back perfectly. This
means that the stability criteria of the outer loop are not affected. If d 6=0, loop
filter G will be partly visible in the transfer function Y/W , and might compro-
mise the stability of the Σ∆ modulator. In figure 6.6 a simulation of the transfer
function Y/W for different values of d is shown. Even with a mismatch between
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Figure 6.6: Simulation of a Σ∆ modulator with additive error feedback
loop with a gain error d in the additional feedback DAC

the two feedback paths of 0.1, the main loop’s gain will change less than 1dB
(figure 6.6a). If the non-linearity of the additional DAC leads to signal dependent
gain changes in d, the effects on the noise shaping as well as the signal transfer
function Y/W are negligible. Furthermore, at values of of d higher than 0.1, the
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additional phase shift in the main loop due to the noise shaper will be less than 3
degrees ( 6.6b). At high frequencies where stability of the modulator is defined,
this is even less. If a lower pole frequency is chosen in G, the phase shift at high
frequencies can be reduced further, at the cost of noise shaping as will be shown
in the next simulation.

In figure 6.7 a simulation of the NTF (Q/Y ) of the additive error feedback loop
only (without the outer loop attached) is shown for different values of g. If g = 0
the loop filter G gives perfect first order shaping to the quantization noise. If
g 6= 0 the shaping will be first order for only a limited part of the spectrum. This
is shown in figure 6.7. As g deviates more and more from zero, the term 1−G will
also deviate more and more from 0. This means that the additional error feedback
loop will add less noise shaping to the main loop at low frequencies.
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Figure 6.7: Simulation of the NTF of the additive error feedback loop
with a gain error g in filter G

6.4.5 Cascaded Σ∆ modulators

Cascaded Σ∆ modulators do not only require well defined gain to the quantizer
when multi-bit (section 6.4.2), but also have gain requirements between the two
stages. If a cascaded modulator architecture, built-up out of two CT modulators
is chosen, accurate matching is required between the analog loop filters and the
digital noise cancellation filter [23], [26]. Due to the complexity of such a mod-
ulator, it is seen as an unattractive alternative. Therefore, this architecture is not
further analyzed nor represented in the implementation chapters.
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6.5 Circuit noise of the modulator’s input stage and DAC

In terms of circuit noise, the most critical blocks are the input stage and the feed-
back DAC, as an error (and thus noise) introduced by these blocks will be directly
visible in the output of the Σ∆ modulator. The noise requirements on the blocks
later in the loop are limited as their noise and distortion is shaped by the preceding
integrator stages.

In all modulators presented in this thesis, an RC integrator is used for the input
stage. This is because it can handle large input signal swings at excellent lin-
earity (paragraph 6.6.1.2). Therefore, noise analysis of other input stages is not
part of this thesis. The implemented DACs presented in this thesis are all 1-bit
and therefore the noise analysis of multi-bit DACs will be excluded here. The
feedback DAC can either be implemented with switched current (SI), switched
resistor (SR) or switched capacitor (SC) circuits. The three different feedback
DAC topologies are shown in figure 6.8. The input referred noise of the modu-
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Figure 6.8: RC integrator input stage with SI (a), SR (b) and SC (c) feed-
back DAC

lator will be calculated in the next few paragraphs assuming a modulator with an
RC integrator input stage with either an SI, SR or SC 1-bit feedback DAC.

6.5.1 RC integrator input stage and SI feedback DAC

If the noise introduced by the later integrators is neglected, because of the gain
of the first integrator, the total input referred noise of the modulator is only de-
termined by the input resistors, the feedback DAC current sources and the circuit
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noise of the OTA:

SΣ∆M,in,SI(ω) ≈8kTRin + SOTA(ω)
(
(ωRinCint)2 + 1

)
+

2i2n,dacR
2
in [V2/Hz]

(6.5)

The current source noise in,dac also includes 1/f-noise, which requires large area
current sources which can limit the maximum switching speed. As the modulators
presented in this thesis are clocked over 100MHz, the use of a current source
DAC is unattractive. Therefore the SI DAC is not used in the implementations
presented in this thesis. In SR and SC DAC implementations the 1/f noise problem
is decoupled from the DAC unit element size, because the 1/f noise originates
from the reference voltage instead of the unit elements themselves. This gives an
additional degree of freedom.

6.5.2 RC integrator input stage and SR feedback DAC

Following the same reasoning as in the previous paragraph, the input referred
noise of a modulator with SR DAC can be calculated by expanding the result in
[16] with the OTA and reference voltage noise leading to:

SΣ∆M,in,SR ≈8kTRin

(
1 +

Rin

RDAC

)
+ 2SV ref

(
Rin

RDAC

)2

+

SOTA

(
(ωRinCint)2 +

(
1 +

Rin

RDAC

)2
)

[V2/Hz]
(6.6)

Like the SI DAC current sources, the DAC reference also introduces 1/f noise.
This can either be improved by increasing area, filtering and/or using chopping
techniques. Anyhow the amount of 1/f noise on the DAC reference and the maxi-
mum switching speed of the Σ∆ modulator are independent issues. This gives an
extra degree of freedom.

6.5.3 RC integrator input stage and SC feedback DAC

The combination of eq. 6.6 with the results of [27] and [28] leads to a modulator
input referred noise of an RC integrator stage with SC feedback DAC [29]:

SΣ∆M,in,SC(ω) ≈8kTRin (1 + RinfsCDAC) + 2SV ref (ω)(RinfsCDAC)2+

SOTA(ω)
(

(ωRinCint)2 +
2Rsw + R2

infsCDAC

2Rsw

)
[V2/Hz]

(6.7)
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For a switched capacitor DAC the total modulator input referred noise density of
eq. 6.7 is only true if it is assumed that the OSR is large, and the sinc function in
the SC DAC can be neglected [27]. Like in a Σ∆ modulator with SR DAC, the
amount of 1/f noise on the DAC reference and the maximum switching speed of
the Σ∆ modulator are independent issues, which gives an extra degree of freedom
in the design.

6.5.4 Impact of supply voltage on the circuit noise requirements

In a power-efficient design, the noise of the input resistors and the DAC equivalent
resistors are dominant in the noise contributions over the OTA and DAC reference
voltage noise. This will yield smaller OTA input currents and optimizes the ratio
between modulator linearity and OTA bias current, as will be shown in 6.6.1.2.
For a modulator with SR or SC DAC, the total modulator input referred noise
density now reduces to:

SΣ∆M,in,SR or SC ≈ 8kTRin

(
1 +

Rin

ZDAC

)
[V2/Hz] (6.8)

in which ZDAC is either RDAC (SR DAC) or 1/(fsCDAC) (SC DAC). In the
calculation of the noise contributions of Rin and the DAC feedback impedance, it
is assumed that the modulators input range is 0.7 times the DAC reference voltage
[30]. For the circuit proposed in figure 6.8 this means that:

2Vin,rms

Vref
=

Rin

RDAC
[-] (6.9)

If eq. 6.8 and 6.9 are combined the most optimum SNR can be calculated.

SNRcircuit noise =
Vin,rms√

8kTRin

(
1 + Rin

ZDAC

)

=
Vin,rms√

8kTRin

(
1 + 2Vin,rms

Vref

) [-]
(6.10)

Eq. 6.10 shows that both Vin,rms and Vref should be as large as possible. However,
both are limited by the supply. This leads to the extreme case were Vin,rms,max =
Vdda/

√
2 and Vref = Vdda, where the input signal and reference voltage are rail-

to-rail. This changes eq. 6.9 into:

SNRcircuit noise =
Vdda√

16kTRin

(
1 +

√
2
) [-] (6.11)
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From eq. 6.10 it can be seen that a proportionally higher supply will allow for a
quadratically higher noise impedance for the same SNRcircuit noise, as the input
signal and reference voltage can be made bigger. This means the same SNR with
quadratically less current, or a higher SNR for the same current.
In practical situations the modulator input signal will not be rail-to-rail, as it needs
to be driven by the preceding circuit, which needs some headroom. The reference
voltage is normally generated by a bandgap circuit followed by a reference buffer,
to decouple the reference voltage from the supply. Therefore, the modulator input
signal amplitude and reference voltage are not very likely to be rail-to-rail, which
will lead to a lower SNRcircuit noise for the same Rin, or will lead to a higher
power consumption because of the lower Rin required.

6.6 Non-linearity

In this section the non-linearity of different modulator circuit blocks and their
impact on the performance of the Σ∆ modulator are discussed. The Input stage,
quantizer and feedback DAC are discussed consecutively.

6.6.1 Non-linearity in the input stage

Harmonic distortion in the input stage of a Σ∆ modulator causes input signal
related harmonics at the output. Furthermore, inter-modulation of high frequency
quantization noise and/or high frequency input signals causes noise and/or signal
folding into the signal bandwidth. The relation between circuit distortion and the
required resources to reduce the distortion will be investigated in this paragraph.
For the loop filter, the non-linearity analysis is limited to the non-linearity of the
first integrator, as the non-linearity errors introduced in the later integrator stages
are suppressed by the gain of the integrators in front of these stages.
First, the HD3 distance (HD3D) will be calculated for different differential input
pair configurations of which the input transistors are biased in strong or weak
inversion. Second, a selection will be made what the best configuration is for a
Σ∆ modulator in terms of linearity.
In the linearity analysis, only the non-linearity of the ID − Vgs transfer function
of MOS input stage transistors is considered. Furthermore, only HD3 will be
considered as HD2 is (transistor) mismatch related, and in theory is absent in a
fully differential design. In practice, the unbalance in the input stage will cause
second order harmonic distortion.
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6.6.1.1 Non-linearity of differential pairs

In figure 6.9a, an NMOS differential pair is shown. In [31] the third order distor-

½Vin+ ½Vin- ½Vin+ ½Vin-

Rin Rin

a. b.

Figure 6.9: a. NMOS differential pair b. Degenerated NMOS differential
pair

tion of a MOS differential pair biased in strong inversion is calculated. The HD3D
is given by:

HD3D =
32 · V 2

GT

V̂ 2
in

=
128 · I2

D

V̂ 2
in · gm2

=
64 · I2

D

V 2
in,rms,max · gm2

[-] (6.12)

In the degenerated differential pair of figure 6.9b, the input signal Vin is reduced
by a factor of approximately gm · Rin to the input transistor’s gate-source volt-
age. In combination with 6.12 the HD3D of a degenerated differential pair with
transistors in strong inversion can be calculated:

HD3D ≈ 64 · I2
D ·R2

in

V 2
in,rms,max

[-] (6.13)

In Appendix B the HD3D of a MOS differential pair in weak inversion is calcu-
lated:

HD3D =
96 · I2

D

V̂ 2
in · gm2

=
48 · I2

D

V 2
in,rms,max · gm2

[-] (6.14)

HD3D for a degenerated differential pair biased in weak inversion now becomes:

HD3D ≈ 48 · I2
D ·R2

in

V 2
in,rms,max

[-] (6.15)

Figure 6.10 shows a differential pair in feedback configuration. If the input tran-
sistors are biased in strong inversion it can be calculated that:

HD3D =
64 · I2

D ·R2
in ·G2

V 2
in,rms,max

[-] (6.16)
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½ Vin+ ½Vin-

G G

Figure 6.10: NMOS differential pair in feedback configuration

In which G is the current amplification factor. If the differential pair in feedback
configuration is biased in weak inversion, the HD3D becomes:

HD3D =
48 · I2

D ·R2
in ·G2

V̂ 2
in,rms,max

[-] (6.17)

6.6.1.2 Non-linearity of a Σ∆ modulator input stage

There are basically two options for a linear input stage: either the input stage of
figure 6.9, or the input stage in a feedback configuration of figure 6.10. In case
of a degenerated input stage, the DAC output current is directly integrated on the
integrator capacitor. This is shown in figure 6.11. As stated earlier the input stages

½Vin+ ½Vin-

½Vdac- ½Vdac+

½Vin+ ½Vin-

Rin Rin

a. b.IDAC

Figure 6.11: Degenerated differential pair (a) or differential pair with
feedback (b) as input stage of a Σ∆ modulator loop

of the modulators presented in this thesis all use RC OTA integrator input stages
like the one displayed in figure 6.11. In figure 6.11 the differential pair is part of
the Σ∆ modulator loop, and overall feedback is provided by the feedback DAC.
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In [16], eq. 6.12 is used to calculate the distortion of a Σ∆ modulator with RC
OTA input stage, with the input transistors biased in strong inversion.

HD3D =
32 · gm · I2

DR3
in(

1 + Rin
RDAC

)
V 2

in,rms,max

[-] (6.18)

With the help of eq. 6.14, the same calculation can be performed for an input pair
biased in weak inversion, which yields:

HD3D =
24 · gm · I2

DR3
in(

1 + Rin
RDAC

)
V 2

in,rms,max

[-] (6.19)

At first, an input pair in strong inversion seems to out perform an input pair in
weak inversion by a factor of x=4/3. It should be noted though that gm

ID wi
> gm

ID sat
which partly compensates x.

The advantage of the degenerated integrator input stage over the RC integrator
input stage is that the quantization noise is not present at the input of the dif-
ferential pair. This avoids quantization noise folding into the signal bandwidth
due to the non-linearity of the input pair. In the RC integrator input stage the
quantization noise is present at the input of the differential pair, and significant
quantization noise folding might occur. However, when eq. 6.13 is compared
with eq. 6.18, or eq. 6.14 is compared with eq. 6.19, conclusion is that the RC
OTA integrator input stage outperforms a degenerated input pair by a factor of
(gm ·Rin)/(2(1 + Rin/RDAC). From linearity perspective, this makes the RC
integrator stage the preferred input stage topology, under the condition that the
quantization noise folding is no issue.

6.6.2 Non-linearity in the quantizer decision levels

Random offset in the decision levels of the quantizer causes distortion. The quan-
tizer offset requirement in a 1-bit Σ∆ modulator is very low, as the offset intro-
duced by the 1-bit comparator is suppressed by the loop filter gain. In a multi-bit
quantizer the variance of the offset in the comparators is limited to a fraction of an
LSB to at least ensure monotonicity. The non-linearity of the quantizer is shaped
by the loop filter, and normally is no issue. For quantizers with a large number
of bits, the monotonicity requirement requires large comparator input stages or
offset cancellation techniques, which both are not very attractive in terms of area
and complexity respectively. In this thesis quantizers with only a limited number
of bits are used.
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6.6.3 Inter-symbol-interference in the feedback DAC

Inter-symbol-interference or ISI can cause non-linearity due to memory effects in
the feedback DAC. The effect is illustrated in figure 6.12a. The area of one 1-
symbol is not equal to half of the area of two consecutive 1-symbols, which makes
the feedback data dependent and thus introduces a non-linearity. One solution to
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Figure 6.12: Inter-symbol-interference, and return-to-zero for an SI/SR
and SC DAC

avoid ISI is the introduction of return-to-zero (RTZ) in the feedback pulses [30].
Figure 6.12b shows the result of introducing RTZ in the DAC feedback pulses.
After each symbol the DAC returns to zero output. Each pulse now has the same
amount of edges, and the area of each pulse is independent of the data pattern. To
compensate for the shorter pulse period, the amplitude of the pulses have to be
increased by a factor 1/(1-RTZ), where RTZ=[0..1].
Another way to reduce the sensitivity to ISI, is using SC feedback. When the
available settling time is infinite, an SC pulse decays to zero, and in theory the
ISI of consecutive pulses is zero. In practice due to bandwidth limitations in
the circuits and the finite settling-time available due to the fc sampled nature of
the DAC, the switched capacitor will not be completely discharged to zero from
symbol to symbol, and some ISI will remain. To get rid of ISI, an SC DAC can be



6.6. NON-LINEARITY 113

combined with RTZ. An example waveform is shown in figure 6.12c.
To be able to always feedback a unity charge QDAC of IDACTs in one clock cycle,
the SC feedback current is defined by:

ISC(t) = Ipeake
−t/τ [A]

for t = [n · Ts, n + (1− RTZ)Ts〉
ISC(t) = 0 [A]

for t = [n + (1− RTZ)Ts, (n + 1)Ts〉
and for n = [0..∞]

(6.20)

with a SC DAC peak output current of:

Ipeak =
IDAC

Ts
τ

1− e−(1−RTZ)Ts/τ
[A] (6.21)

6.6.4 Non-linearity in the output levels of the feedback DAC

The non-linearity of the feedback DAC will directly show up at the output of the
modulator as its error is directly fed to the input of the modulator. The linear-
ity error will cause harmonic distortion of the input signal, and high frequency
quantization noise folding into baseband, reducing the algorithmic accuracy.

6.6.4.1 Non-linearity in the output levels of a 1-bit DAC

As 1-bit DACs only have two levels, they are inherently linear, and matching
requirements in unit elements are avoided.

6.6.4.2 Non-linearity in the output levels of a b-bit DAC

The performance advantages of a multi-bit Σ∆ modulator described in 5.2, come
with the disadvantage of the linearity requirements for the DAC, which requires
accurate matching of unit cells. As matching is related to area, this makes multi-
bit modulators unattractive, as large area limits the speed of operation. In lit-
erature several solutions to the DAC linearity problem have been proposed like
DEM, DWA and barrel-shifting. A good overview is given in [17]. The solutions
proposed either increase cost, area, complexity, loop delay or a combination, at
limited to moderate performance increase. Therefore, multi-bit DACs are avoided
in the implementations presented in this thesis.
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6.6.4.3 Non-linearity in the output levels of a 1.5-bit DAC

A special member of the b-bit DACs is the 1.5-bit DAC. It has three output levels
which are 1,0 and -1. In principle the 1.5-bit DAC has the same linearity issues
as a b-bit DAC (b>1.5-bit). The difference is, that by using smart switching for
the unit cells, the non-linearity theoretically can be eliminated. The principle of
operation is shown in figure 6.13 for a 1.5-bit current DAC. When both current
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B: Idif = I2 – I1 D: Idif = -I1 – I2A: Idif = I1 + I2 C: Idif = I1 - I2
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Figure 6.13: 1.5-bit current DAC switching diagram

sources are connected to O2 (A) the differential current Idif is I1 + I2. When I1

is connected to O1 and I2 is connected to O2 (B) there is a differential current
(I2− I1). When I1 is connected to O2 and I2 is connected to O1 Idif = (I1− I2)
(C). When both current sources are connected to O1 the differential current Idif is
−(I1 + I2) (D). When I1 < I2 the lower non-linear curve (dotted) of figure 6.14
describes the transfer function of the DAC. The non-linearity is clearly visible.
When I1 < I2 and I1 = I and I2 = 1.01I due to a mismatch of 1% in the current

I2-I1

Code

I1-I2

-I2-I1

I2+I1

Idif

Figure 6.14: Transfer function of a 1.5-bit current DAC with unit cell mis-
match

sources there only is a gain error of (2.01I)/2I=1.005 or 0.043dB, which can be
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neglected. A more serious problem is the non-linearity of the transfer function.
From figure 6.14 it can be seen that a non-linearity occurs for code 0 because
for codes +1 and -1 the absolute value of the differential current is identical. To
improve linearity 0-data chopping is proposed. This technique switches between
circuit B and C dependent on 0-data. The idea is illustrated in figure 6.14. The
output current at 0-data changes sign dependent on the data that is put on to the
D/A converter, by chopping I1 and I2 between O1 and O2. Each 0-data or RTZ
period, the sign of the current in the 0-data is inverted. The transfer function of
the D/A converter is chopped between the two dashed lines, resulting in a per-
fectly linear straight line. The data pattern and DAC output current are shown if
figure 6.15. An example simulation is shown in figure 6.16. The 1.5-bit DAC is

I2-I1 t [s]

I1-I2

-I2-I1

I2+I1

I d
if

[A
]

D
a

ta

1

-1 -1

0 01 1 1

-1 t [s]

0* 0* 0* 0* 0* 0*0000

-1-1

1 1 1 1

-1

0

Figure 6.15: DAC input data and output current using the zero-chopping
technique

employed in a 4th order Σ∆ modulator with 1 resonator stage. The dashed line
gives the ideal modulator output spectrum. If there is 1% mismatch between I1

and I2, the output spectrum transforms into the straight black line. Due to the
non-linearity there is a lot of noise folding and harmonic distortion can be seen
from the spectrum. If the proposed technique is used, the D/A converter is lin-
earized and the theoretical algorithmic accuracy of the modulator is restored.

Note that the two current sources Icom in figure 6.13 are providing an equal
amount of current as an example. If these current sources are not equal, chop-
ping can be used to make them equal.

The technique is patented in [32], [33].
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Figure 6.16: Simulation of a 4th order 1.5-bit Σ∆ modulator, with and
without the chopping technique proposed with 1% current
source mismatch

6.7 Aliasing in Σ∆ modulators

If in the sampling process in an ADC, which is sampled at fs, an input signal of
frequency fin does not fulfill the Nyquist criterion, input signals beyond 1

2fs fold
back into the bandwidth 0-1

2fsHz causing an in-band alias at fa according to fa =
fs − fin [34]. This alias might interfere with the wanted signal to be converted
by the ADC. Therefore, if high frequency signals are expected at the input of the
ADC (like in highly digitized receivers in which analog signal conditioning is
minimized) an anti-alias filter will be required.
A continuous-time Σ∆ modulators have a built in anti-alias filter [30] which ef-
fectively reduce the in-band aliases introduced by the quantizer sampling.

Another source of aliases often forgotten is the Σ∆ modulator’s feedback DAC.
In this section, theory is presented with which the aliasing in the DAC can be
calculated. The DAC is in a RC integrator input stage configuration, and the
calculation will be done for three different DAC types, which are an SI, an SR and
an SC DAC.

6.7.1 Aliasing in the quantizer

In CT Σ∆ modulators, the loop filter acts as an anti-aliasing filter for the aliasing
which occurs due to sampling operation in the quantizer. The amplitude of the
aliased frequency components can be calculated by using the model presented in
figure 6.17 in which the quantizer has been replaced by a linear gain c. A signal
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c
X Y

D

H

Figure 6.17: Σ∆ modulator model

X with frequency fin close to fs will only have limited feedback from the DAC
due to the sinc function of the DAC:

D(f) = d · sin(π · f/fs)
π · f/fs

(6.22)

This means that the input signal will be amplified by the loop filter with approx-
imately H(fin). Arrived at the quantizer, the signal will be sampled and an alias
signal component will appear at fs − fin. Like the quantization error, the alias
component will be shaped by the loop filter gain at fs−fin which is H(fs−fin).
The theoretical amplitude of the alias product at the output of the Σ∆ modulator
is:

Y (fs − fin) =
cH(fin)

(1 + cD(fin)H(fin)) (1 + cD(fs − fin)H(fs − fin))
·X(fin)

(6.23)
As Σ∆ modulators use over-sampling, the highest frequency alias product to be
expected in-band is at fs(1− 1/2/OSR). This means that even at an OSR as low
as 10, D(fin) ≈ 0 and D(fs − fin) ≈ d. This simplifies eq. 6.23 to:

Y (fs − fin) =
H(fin)

H(fs − fin)
· X(fin)

d
(6.24)

6.7.2 Σ∆ modulator with an SI feedback DAC

A Σ∆ modulator input stage including the first integrator and an SI DAC is shown
in figure 6.18. The current sources IDAC are switched to the virtual ground nodes
depending on the data, or are dumped via the RTZ switch. When the current
sources are connected to the virtual ground this node is loaded with the Rout of
the current sources. In RTZ mode, the currents IDAC are dumped and the Rout

of the current sources is disconnected from the virtual ground nodes. Due to the
RTZ period in the data signals, the signal on the virtual ground node is modulated
due to the time varying impedance at that node because of the DAC current source
switching. This can cause in-band aliases of input signal frequencies close to fs.
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Figure 6.18: Model to calculate the aliasing in a Σ∆ modulator with
switched current DAC

The signal on the virtual ground node due to the input signal can be calculated to
be:

vvg

vin
≈ 1

1 + 2Gm ·Rin
[-] (6.25)

in which the DAC output impedance is neglected. The signal on the virtual ground
nodes is modulated by the output impedances of the current sources, resulting in
in a current ivg. The current drawn from the virtual ground node by the feedback
path switches between vvg/Rout (Data period) and zero (RTZ period). To cal-
culate the alias amplitude, only the fundamental frequency is taken (n=1) as the
fundamental frequency is the one causing the dominant contribution to the alias-
ing due to down modulation. The higher order harmonics are neglected. Using
eq. C.1 of Appendix C with n=1, the amplitude of the fundamental frequency
component can be calculated to be:

|ivg,n=1| = 2vvg

Routπ
sin(π(1− RTZ)) [A] (6.26)

The anti-alias distance (AAD) is defined as the ratio between the high frequency
input signal amplitude at the input and the amplitude of the aliased signal cal-
culated back to the input of the modulator. To calculate the AAD, ivg current is
compared to the input current vin/Rin. If the input signal is a sine wave with
frequency fin, an alias component is expected at fs − fin with an AAD of:

AADdB = 20 log10

(
Routπ(1 + 2Gm ·Rin)
Rin sin(π(1− RTZ))

)
[dB] (6.27)

An important observation is the fact that if there is no RTZ (RTZ=0), there is no
aliasing of input signals close to fs. Obviously, if RTZ=1 there is no aliasing due
to the fact that there is no feedback at all. If it is assumed that 2Gm · Rin À 1
which is normally the case, the AAD increases with the Gm ·Rout.
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6.7.2.1 Simulations

Figure 6.19 shows simulations of a fifth order, 1-bit Σ∆ modulator with SI DAC
sampled at 25MHz. In the simulation, the modulator has input resistors Rin of
10kΩ, an input stage with a Gm of 2mA/V, an RTZ of 0.5 and an Rout of 100kΩ
unless indicated otherwise. Figure 6.19a shows the AAD for different RTZ values.
At high RTZ, the feedback current amplitude has to be higher because the pulse
gets shorter. A current source with a higher output current means a lower output
impedance. In this simulation Rout is kept constant to clearly see the effect of the
RTZ period, in reality however the lower Rout will give a worse AAD. However,
the output impedance can be increased by circuit techniques like cascoding [35]
and gain-boosting [36], [37]. The calculation and simulation of the AAD for
different RTZ periods is within ±1dB.
Figure 6.19b shows the AAD for different values of Rout. Higher Rout means
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Figure 6.19: Simulations on aliasing in a Σ∆ modulator with switched
current DAC

higher AAD, as the ivg gets smaller. Calculation and simulation are within±1dB.
Figure 6.19c shows the AAD for different Gm values. At larger Gm values the
signals on the virtual ground node get smaller and the AAD will be larger. Calcu-
lation and simulation are within ±1dB.
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6.7.3 Σ∆ modulator with an SR feedback DAC

In a Σ∆ modulator with SR DAC, aliasing can occur due to output impedance
differences of the DAC. Figure 6.20 shows a Σ∆ modulator input stage with SR
DAC. Due to impedance mismatch between the switches, the virtual ground is

Rin

Rin

Cint

Cint

Gm

RDAC RDAC

Vref

2vvg(t)2vin(t)

RTZ

S1S1 S2

S1 = D· RTZ

S2 = D· RTZ

ivg(t)

Figure 6.20: Model to calculate the aliasing in a Σ∆ modulator with
switched resistor DAC

loaded by a different impedance during the different switching phases. This can
cause aliasing in two ways. The first is a mismatch between the the RTZ switch
and the DATA switches. The second is a inter data switch mismatch. Both will
be described in this paragraph. The aliasing due to the combination of both mis-
matches can be calculated by combining the equations of the next two paragraphs,
and will not be shown here. A mismatch between the two DAC resistors RDAC

does not give aliasing as these resistors are always in use.

6.7.3.1 Mismatch between data switches and RTZ switch

If the RTZ switch impedance is not equal to two times the data switch impedance,
aliasing can occur due to the non-constant loading on the virtual ground node. In
the data period the load is RDAC,eq = 2RDAC + 2Rsw,D. In the RTZ period
the load is 2RDAC + Rsw,RTZ = 2RDAC + 2Rsw,D = RDAC,eq. If Rsw,RTZ
is 2Rsw,D + ∆R, the signal on the virtual ground node will be modulated by
the time varying DAC impedance, yielding a current ivg. The amplitude of the
fundamental component of ivg can be derived in a similar way as explained in
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paragraph 6.7.2 which yields:

|ivg,n=1| = 4vvg sin(π(1− RTZ))
π

(
1

2RDAC,eq
− 1

2RDAC,eq + ∆R

)
[A]

(6.28)
The AAD then becomes:

AADdB = 20 log10


 π(1 + 2Gm ·Rin)

2Rin sin(π(1− RTZ))
(

1
RDAC,eq

− 1
RDAC,eq+∆R

)

 [dB]

(6.29)

6.7.3.2 Inter data switch mismatch

In case of inter data switch mismatch the aliasing distance is dependent on the
data pattern. If it is assumed that only one data switch deviates from the other
data switches, the impedance the virtual ground node switches between three
conditions: RTZ · D, RTZ · D and RTZ. The corresponding impedances are
2RDAC + 2Rsw,D + ∆R = RDAC,eq + ∆R, 2RDAC + 2Rsw,D = RDAC,eq

and 2RDAC + Rsw,RTZ = 2RDAC + 2Rsw,D = RDAC,eq. In the part where data
is ”1”, the virtual ground node is loaded by a different impedance compared to
the other two states. If the input signal to the modulator is dc free, the modulator
will generate patterns like ”0101” and ”0011” with an equal amount of zeros and
ones. Figure 6.21a shows the example patterns with RTZ. As the number of ones

A

t [s]

“1” “1” “0” “0”RTZ RTZ RTZ RTZ

Ts

t [s]

“1” “1”“0” “0”RTZ RTZ RTZ RTZ

A
a.

b.

Figure 6.21: ”1010”- and ”1100”-pattern data signal with RTZ

and zeros in each pattern are equal, and there is an RTZ period, the amplitude of
the frequency component fs = 1/Ts (figure 6.21) can be shown to be:

Afs =
A

π
sin(π(1− RTZ)) [V] (6.30)
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independent of the pattern. Therefore the AAD becomes:

AADdB = 20 log10


 π(1 + 2Gm ·Rin)

Rin sin(π(1− RTZ))
(

1
RDAC,eq

− 1
RDAC,eq+∆R

)

 [dB]

(6.31)
If due to a DC modulator input signal more zeros than ones appear at the output of
the modulator, or vice versa, the AAD gets better or worse. In the example where
one of the D switches has mismatch to the others is used, and the modulator only
outputs zeros, aliasing will disappear, as the switch impedance will always be the
same, and there is no impedance mismatch. In the case of only ones, the worst
case aliasing occurs which converges to the AAD of eq. 6.29.

6.7.3.3 Simulations

Figure 6.22 shows simulations on a fifth order, 1-bit Σ∆ modulator with SR DAC
sampled at 25MHz. The modulator has input resistors (Rin) of 10kΩ, an input
stage with a Gm of 2mA/V, a ∆R of 200Ω and an RTZ of 0.5 unless indicated
otherwise. In this simulation it is assumed that the reference voltage is chosen as
high as possible within the modulator supply, to optimize noise performance of
the Σ∆ modulator (eq. 6.6), as at higher reference voltages the feedback DAC re-
sistors can be made larger for the same feedback current. This means that the feed-
back resistor RDAC has to be scaled according to RDAC = RTZ ·RDAC,RTZ=0. In
this simulation it is assumed RDAC,RTZ=0=10kΩ. Figure 6.19a shows the AAD for
different RTZ values. At high RTZ, the feedback resistor has to become smaller
as the same charge needs to be fed back in a smaller feedback pulse width. This
leads to a relatively bigger error due to the switch mismatch. Calculation and
simulation are within ±1dB. Figure 6.22b shows the AAD for different values
of ∆R for the RTZ - data switch and the inter data switch mismatch. At higher
∆R the AAD becomes lower due to the larger mismatch. The RTZ - data switch
mismatch gives 6dB larger aliasing compared to the data - data switch mismatch
as expected. Calculation and simulation are within ±1dB. Figure 6.22c shows
the AAD for different Gm values. At larger Gm values the signals on the virtual
ground node get smaller and the AAD will be larger. Calculation and simulation
are within ±1dB except for the simulation for Gm=32mA/V, which deviates 5dB
from calculation due to simulation inaccuracy.

6.7.4 Σ∆ modulator with an SC feedback DAC

If an RC integrator input stage is used together with an SC DAC, aliasing can
occur due to the combination of a non-zero ohm input impedance of the virtual
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Figure 6.22: Simulations on aliasing in a Σ∆ modulator with switched re-
sistor DAC

ground node and the sampling operation of the DAC. The effect is illustrated in
figure 6.23. Due to the non-zero input impedance of the virtual ground node, the

Rin

Rin

Cint

Cint

Gm

CDAC CDAC

2vvg(t)2vin(t)

fclk

D

Vref

Figure 6.23: Model to calculate the aliasing in a Σ∆ modulator with
switched capacitor DAC

input signal present at the input of the OTA can be calculated using eq. 6.25. The
signal at the virtual ground node is sampled on the DAC capacitors during the ca-
pacitor discharge phase. This causes a sub-sampled current through the equivalent
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switched capacitor resistor 1/(fsC) into the virtual ground node, which means
that aliases will appear in the output spectrum of the Σ∆ modulator.
The single-ended equivalent circuit used for the calculation of the aliasing occur-
ring in the switched capacitor DAC is a sample-and-reset circuit shown in fig-
ure 6.24. The voltage on the virtual ground node is replaced by a voltage source

vvg(t)

ivg(t) Rsw

CDAC

+

chargedischarge

Figure 6.24: Model to calculate the aliasing in the switched capacitor
DAC

which only contains the attenuated input signal with frequency fin and amplitude
Vvg. It is assumed that the DAC capacitor CDAC is completely reset by the charge
switch and thus the reference voltage can be replaced by a short.

The signal vvg(t) and the switched capacitor current are shown in figure 6.25a.
The parameter of interest, is the current going into the discharge switch. This
current can contain an aliased component of frequency fa = fs − fin, which can
fall into the signal bandwidth of the modulator. The current shape is displayed in
figure 6.25b. The aliased current component is periodic with period time mTs =

Ts

Tin

Ta

A
i(t

)

vvg(t)

ivg(t)·Rsw = vvg(t)· e
-(t-xTs)/

e-(t-xTs)/
a.

b. t [s]
0.40 0.8 1.2 1.6 2

0.4 0.8 1.2 1.6 2

2

0

-2

2

0
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0
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Figure 6.25: Shape of the switch input current

fs/(fs − fin)Ts, and has frequency fa. To calculate amplitude of the aliased
current component, the Fourier integral is used. As the Fourier integral can only
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be used for signals which are periodic over T , the integral has to be used on the
aliased signal period Ta.

αn =
1

mTs

∫

Ta

i(t)e−jnωatdt (n ≥ 0) (6.32)

in which n is the nth order Fourier coefficient. The spectrum of the current then
is given by the fourier series:

I(ω) =
∞∑

n=−∞
αnejnωat [A] (6.33)

The time signal of figure 6.25 can be written as the sum of time shifted switched
capacitor currents:

i(t) =
m∑

x=0

Vvg

Rs
sin(ωint)e

−(t−xTs)
τ [A] (6.34)

in which Vvg is the signal amplitude on the virtual ground node, and Rs is the
total series resistance during the discharge phase. If 1/gm approximates the total
switch resistance Rsw, the gm should be taken into account, which yields Rs =
Rsw + 1/gm. Furthermore τ = RsCDAC .
Using the Fourier integral to calculate the nth order fourier coefficient yields:

αn =
1

mTs

Vvg

Rs

∫ (x+a)Ts

xTs

m∑

x=0

sin(ωint)e
−(t−xT )

τ e−jnωatdt (6.35)

This can be rewritten to:

αn = 1
2jmTs

Vvg

Rs

∫ (x+a)Ts

xTs

m∑

x=0

e
xTs

τ

(
e(j(ωin−nωa)− 1

τ
)t − e(−j(ωin+nωa)+ 1

τ
)t
)

dt

(6.36)
which leads to:

αn = 1
2jmTs

Vvg

Rs

m∑

x=0

[
1

j(ωin−nωa)− 1
τ

ej(ωin−nωa)t− t−xTs
τ

](x+a)Ts

xTs

−

1
2jmTs

Vvg

Rs

m∑

x=0

[
−1

j(ωin+nωa)+ 1
τ

e−j(ωin+nωa)t+ t−xTs
τ

t
](x+a)Ts

xTs

(6.37)

Substituting the intervals (x + a)Ts and xTs yields:

αn = ej(ωin−nωa)aTs− aTs
τ − 1

2jTs(j(ωin−nωa)− 1
τ )

Vvg

Rs

m∑

x=0

1
mej(ωin−nωa)xTs +

e−j(ωin+nωa)aTs− aTs
τ − 1

2jTs(j(ωin+nωa)+ 1
τ )

Vvg

Rs

m∑

x=0

1
me−j(ωin+nωa)xTs (6.38)
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αn only has values unequal to zero for n = ±1 or n = ±ωin
ωa

. For all other n,
the summation yields zero. This means that the output spectrum only contains the
frequency components ±ωa and ±ωin as expected.
The single sided frequency spectrum amplitudes of the frequency components can
be calculated by An = 2 | αn | and are summarized in table 6.1.

frequency n αn αn(τ << Ts and 1/gm << Rsw)

fa 1 e
−j2πa− aTs

τ −1
−2Ts(ωs+j 1

τ
)

Vvg
Rs

−jfsCDAC Vvg
2

−fa −1 e
j2πa− aTs

τ −1
2Ts(ωs−j 1

τ
)

Vvg
Rs

jfsCDAC Vvg
2

fin
fin
fa

e
− aTs

τ −1
2Ts(−j 1

τ
)

Vvg
Rs

−jfsCDAC Vvg
2

−fin − fin
fa

e
− aTs

τ −1
−2Ts(j 1

τ
)

Vvg
Rs

−jfsCDAC Vvg
2

Table 6.1: Frequency components

The frequency component fa can fall into the Σ∆ modulator signal bandwidth.
The frequency component fin will add to the signal component fin already present
at the modulator input, and will have negligible influence. Note that fs is not in
the switched capacitor current.

If the single sided spectrum is considered, the amplitude of the alias component is
Vin(fa) = Vin(fin) = fsCDACRinVvg referred to the Σ∆ modulator input. The
aliasing distance in this case can be approximated by:

Vin(fin)
Vin(fa)

≈ gm

fsCDAC
[-] (6.39)

The calculated, approximated and simulated alias distance is shown in the fig-
ure 6.26. If the τ/Ts is small, the approximated value of 6.39 holds. At higher
τ/Ts, the switch impedance becomes more relevant and the alias distance will
become larger, however the feedback charge to the virtual ground node will also
become less, which causes a modulator input-output gain error, and even worse;
might cause modulator instability. For this reason, no simulations could be done
for τ/Ts >0.1.

6.8 Excess loop delay

A parasitic pole or time delay in the loop can cause loop instability of the mod-
ulator. The parasitic pole for instance is caused by a parasitic pole in the loop
filter. Time delay is introduced by a deliberate timing difference between quan-
tizer sampling and DAC clocking, to account for the decision time of a (slowly)
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Figure 6.26: Calculated, approximated and simulated AAD for a Σ∆ mod-
ulator with switched capacitor DAC

deciding comparator in the quantizer. The traditional way to compensate for these
parasitic effects is increasing current in the circuits. This paragraph will show a
less power hungry approach: modifying the loop filter coefficients according to
the expected amount of excess phase or time delay. A more extensive analysis on
the impact of delay on the modulator DR, and on delay compensation techniques
is presented in [38].

Furthermore, it will be shown that a proper choice for the DAC circuit topology
also can reduce the total delay in the loop.

6.8.1 Excess time delay compensation

Fig. 6.27a shows the block diagram of an Lth order discrete time modulator with-
out excess time delay. The modulator block diagram of a modulator with a full
clock cycle of delay (1/z) is shown in fig. 6.27b. The method described in this
paragraph, equates the transfer functions of both block diagrams to calculate the
new coefficients bn based on the old coefficients an, and uses an additional feed-
back path c, in order to compensate for the additional unwanted delay. The feed-
forward coefficients an of fig. 6.27b are transformed into coefficients bn. Further-
more an additional feedback DAC c, of the same resolution as the quantizer is
introduced. The loop filter transfer function of fig. 6.27a is equated to the one of
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fig. 6.27b, which yields:

L∑

n=1

an

(
n∏

m=1

1
z − 1

)
=

1
z

(
c +

L∑

n=1

bn

(
n∏

m=1

1
z − 1

))
(6.40)

The coefficients bn and coefficient c then become:

bk = ak + ak+1 (k = 1..L− 1)
bL = aL

c = a1

If the loop filter has local feedback coefficients to create notches in the output
spectrum of the Σ∆ modulator (like in fig. 5.3), these coefficients are the same in
both situations.

6.8.2 Excess phase compensation

A parasitic pole in the loop in the loop, for instance in the summing node of a
feed-forward filter can add excess phase shift, causing the Σ∆ modulator instabil-
ity. In this section a compensation method is introduced, with which the parasitic
pole can be compensated, once simulations have uncovered the frequency of such
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a parasitic pole. If the delay compensation is used to compensate the pole, in-
stead of increasing the current in the amplifier to shift the parasitic pole to higher
frequencies, power consumption of the modulator can be reduced [39].
For parasitic excess phase a similar transformation as in section 6.8.1 can be done.
The transfer functions of both block diagrams of figure 6.28a and b are equated:
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Figure 6.28: Σ∆ modulator without loop delay (a.) and with loop delay
and accompanying compensation (b.)

L∑

n=1

an

(
n∏

m=1

ωm

s

)
=

1
s

ωp
+ 1

(
c +

L∑

n=1

bn

(
n∏

m=1

ωm

s

))
(6.41)

The coefficients bn and coefficient c then become:

bk = ak + ak+1
ωk+1

ωp
(k = 1..L− 1)

bL = aL

c = a1
ω1

ωp

In both cases the integrator unity gains are the same for fig. 6.28a and fig. 6.28b.
The feed-forward coefficients an change into bn. This way the integrator output
signal swings will stay the same. If the loop filter has local feedback coefficients
to create notches in the output spectrum of the Σ∆ modulator (like in fig. 5.3),
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these coefficients are the same in both situations. This is because the unity gain
frequencies stay the same in both cases (eq. 5.6). The excess phase compensation
has been applied to the Σ∆ modulator implementation of chapter 9.
Fig. 6.29 shows a simulation result of a 5th order 1-bit modulator without the
pole (grey), and a simulation with the parasitic pole but using the compensation
method described (black). Both the modulator output spectra (fig. 6.29a), their

a. b.
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Figure 6.29: Simulation of a Σ∆ modulator without loop delay (grey) and
a simulation of a Σ∆ modulator with loop delay and accom-
panying compensation (black)

simulated SQNR, as the signal swings on the output of the integrators (fig. 6.29b)
are the same.

6.8.3 DAC feedback pulse shape and delay

In 6.6.3, figure 6.12 it is shown that a full-T SI or SR DAC outputs pulses with
constant charge QDAC = IDAC ·Ts, in which the current is on during the complete
feedback period (hence the term full-T). One of the reasons to avoid full-T pulses
is to eliminate ISI as described in 6.6.3. Solutions to ISI are the introduction of
RTZ in the DAC, to use an SC DAC instead of an SI/SR DAC or a combination of
both. Next to the reduction of ISI, the introduction of RTZ and/or an SC DAC also
has the advantage of introducing less delay in the feedback loop. Fig. 6.30 shows
the effect. In the figure three simulations are done for different SI/SR DACs and
different SC DACs. In addition the SC DAC output pulses are given for three
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Figure 6.30: Pulse shape for switched current/resistor and switched ca-
pacitor DACs

different values of α (α = Ts/τ ). In the upper plots the DAC output current is
given. In the lower plots the integrated charge of the pulses QDAC for the three
different values of RTZ is given, in which QDAC is normalized to 1. Obviously,
the larger the RTZ period, the faster the total charge has arrived at the input stage.
For the SC DAC, this effect is increased by enlarging α. The earlier the current
arrives at the input stage, the less delay is introduced in the Σ∆ loop by the DAC,
and the better its stability, as less delay is introduced in the Σ∆ modulator loop.
A disadvantage of increasing RTZ and α is the increasing peak current required
for the pulse. This is shown in the upper plots. At an RTZ of 0.25, 0.5 and 0.75
the SI/SR current increases from 1 to 1.33, 2 and 4 respectively. For the SC DAC
the peak current increases to 6.3, 12.6 and 20.1. These larger DAC currents have
to be digested by the input stage, which means larger bias currents. In general a
very short RTZ period has lower peak currents, but larger delay. Very long RTZ
periods require large peak currents, but guarantee low delay in the DAC. However,
the required clock frequency increases inversely proportional with very short or
long RTZ periods. Therefore RTZ=0.5 seems to be a good choice, as it does not
need a higher clock, if it is assumed that both the rising and falling clock edge can
be used (of course this requires an accurate input clock duty cycle).
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6.9 Clock jitter in CT Σ∆ modulators

A major concern in Σ∆ modulators is the degradation of the Σ∆ modulator’s
dynamic range due to clock jitter. Imprudent design of the clock circuitry, which
generates the Σ∆ modulator’s clock, will induce too much clock jitter on the
Σ∆ modulator’s sampling operations and will degrade the performance of the
modulator. In this chapter the impact of clock jitter on the dynamic range of a CT
Σ∆ modulator will be further analyzed.
In a CT Σ∆ modulator, clock jitter is injected into the loop at two nodes: the
quantizer and the DAC. In figure 6.31 the block diagram (a) and corresponding
model (b) of a continuous time modulator are shown. The model consists of an

H
X Y

d

H
X Y

Q

c

fc

a. b.
JQ

JD

DAC

ADC

Figure 6.31: Model used to asses jitter contributors

analog input X , a CT loop filter H , a quantizer, a digital output Y , and a feedback
DAC. If the DAC is modeled by a gain d, and the quantizer is modeled by a gain c
and a quantization noise source Q, the transfer function of the input signal X and
quantization noise Q to the output becomes:

Y =
H

1 + H
X +

1
1 + H

Q (6.42)

when it is assumed that c and d are one. The jitter noise on the quantizer clock
(JQ) is shaped by the loop filter gain like the quantization noise. Therefore, it
will have a very small contribution to the in-band noise at the output of the Σ∆
modulator and can be neglected. The jitter noise on the DAC clock (JD) however,
is directly at the input of the Σ∆ modulator. Eq. 6.42 shows that an in-band error
at the input X will manifest itself directly at the output of the modulator as in the
signal bandwidth |H/(1+H)| is close to one. If the jitter noise at the output of the
feedback DAC causes frequency components (or noise) in the signal bandwidth,
the jitter noise will decrease the dynamic range of the modulator.

In the next two chapters, two clock jitter models are presented: the Time-to-
Amplitude-Jitter-Error (TAJE) model and the Time-to-Phase-Jitter-Error (TPJE)
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model. In the TAJE model the time-shifting of clock edges is transformed into a
random amplitude error (white noise) on the unity output charge per clock cycle
of the feedback DAC. The more precise TPJE model, on the contrary, describes
how the time-shifting of the edges of the sampling clock, due to jitter, influences
the clock spectrum. In the elaboration of this model, the jitter at first will be
modeled by a single frequency sine wave for sake of simplicity. Next, the model
describes how this sine wave induced jittered clock causes amplitude and phase
modulation of a sine wave going through a DAC sampled with this clock. It will
be shown that the clock jitter spectrum will be present around every output signal
of the DAC. Once the impact of a single sine wave jitter component to the DAC
output is known, the sine wave jitter will be replaced by white noise jitter.
The derivation of the TAJE and TPJE model will be done for a SC and SI DAC. As
the shape of the output pulses of an SI DAC is the same as the shape of the output
pulses of an SR DAC, the SI DAC jitter theory presented also can be applied to an
SR DAC. Therefore, the SR DAC is not further mentioned in this section.

6.9.1 The TAJE model

In the TAJE model, white noise jitter on the DAC clock edges is modeled as an
amplitude (or charge) error. The white noise clock jitter shifts the DAC output
edges up and down with a certain variance causing DAC feedback pulse width
variations. This leads to a constantly changing integrated charge of the DAC out-
put pulse from clock cycle to clock cycle, which in the TAJE model, is modeled
by an amplitude error. Therefore, the TAJE model only approximates the pulse
width variations on the DAC output pulses, and neglects the effect that the pulses
are also shifted back and forth in time.

In this section a modulator with a DAC which outputs either switched current or
switched capacitor output pulse will be analyzed using the TAJE model. In [40]
modulator feedback DACs also DACs with different pulse shapes are analyzed
with a TAJE like model.

6.9.1.1 CT 1-bit Σ∆ modulator with SI DAC

In [30] the TAJE model was introduced (under a different name) to calculate
the clock jitter SNR limitation of a Σ∆ modulator with 1-bit non-return-to-zero
(NRTZ) SI DAC, which resulted in:

SJNRdB
SI NRTZ DAC = 10 · log10

(
1

16OSRσ2
sB

2

)
[dB] (6.43)
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in which OSR and B are the over-sampling ratio and bandwidth of the modulator
respectively, and σs is the variance of the white noise clock jitter. In the next two
paragraphs the SNR limitation of the TAJE model will be determined for a Σ∆
modulator with an RTZ SI and RTZ SC DAC.

6.9.1.2 CT 1-bit Σ∆ modulator with RTZ SI DAC

In figure 6.32a the output waveform of a SI DAC is displayed. When there is
clock jitter present on the clock this will cause timing errors ∆t with variance
σ2

s causing a variation on the pulse width. The variance of the error charge σ2
q
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sQTs

QTs

0 Ts

QTs

QTs t [s]

s

s

a.

b.
+IDAC

-IDAC

+IDAC

-IDAC

I [
A

]

(1-RTZ)

(1-RTZ)

Figure 6.32: Switched current time signals with return-to-zero

transferred per clock cycle Ts can be calculated by:

σ2
q = σ2

s · I2
DAC [C2] (6.44)

in which IDAC is the amplitude of the feedback current. In figure 6.32b the feed-
back pulse with RTZ is shown. When RTZ is used, the feedback pulse has to have
an amplitude inversely proportional to (1-RTZ) to ensure that the amount of in-
tegrated feedback charge QDAC in one clock cycle is constant, ensuring an RTZ
independent gain in the feedback path. This increases the magnitude of σq because
of the (1/(1-RTZ)) times larger amplitude feedback pulses. The RTZ interval can
be added to eq. 6.44 which leads to:

σ2
q =

σ2
s · I2

DAC

(1− RTZ)2
[C2] (6.45)

A disadvantage of the RTZ interval is the higher clock frequency needed to create
the RTZ interval. When RTZ=0.5, the feedback pulse is two times shorter in time,
and to feedback the same amount of charge QTs, the pulse has to be twice the
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amplitude. The error charge due to clock jitter is expected to be two times higher
compared to the RTZ=0 pulses, due to the two times larger amplitude pulses.
Furthermore, two edges of the clock are used. If these edges are assumed to be
uncorrelated (high frequency jitter) the total amount of jitter power has increased
by a factor of two. If this is taken into account eq. 6.45 changes into:

σ2
q =

2σ2
s · I2

DAC

(1− RTZ)2
[C2] (6.46)

The power of a sine wave with amplitude Isignal is I2
signal/2. The maximum

signal amplitude at the input of the modulator is -3dB (paragraph 5.2) compared
to the DAC current levels, so Isignal = IDAC/

√
2. The signal charge per sample

period can be calculated to be:

Q2
signal =

I2
DAC · T 2

s

4
[C2] (6.47)

The maximum SNR is the maximum signal power divided by the noise power in
the signal band. Assuming that the noise power that is introduced by clock jitter
is white, the maximum achievable SNR due to pulse width jitter is:

SJNRdB
SI RTZ DAC =10 · log10

(
Q2

signal

σ2
q

· fs

2 ·B

)

=10 · log10

(
(1− RTZ)2

32OSRσ2
sB

2

)
[dB]

(6.48)

According to eq. 6.48 and eq. 14 in [30] (or eq. 6.43 of the previous para-
graph), the SNR of an SI DAC with a return-to-zero period RTZ is a factor√

(1− RTZ)2/2 lower compared to the SNR of a non-RTZ SI DAC.

It should be noted that the choice of a certain RTZ period can influence the clock’s
σs, as a very high or very low RTZ period, will require a higher clock frequency,
and therefore the oscillator or PLL needs to generate a higher clock frequency.
Therefore, for each RTZ value, the σs should be calculated at constant clock gen-
erator power consumption, to do an honest comparison.

6.9.1.3 CT 1-bit Σ∆ modulator with RTZ SC DAC

The TAJE model predicts that if the influence of clock jitter on the pulse width
of the DAC output pulse is eliminated, the SNR degradation due to clock jitter is
also eliminated. As the output pulse of a switched capacitor feedback DAC has a
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decaying shape, the influence of clock jitter on the pulse width will be dependent
on the settling of the DAC [41]. The feedback current in an SC DAC is shown in
figure 6.33. The integrated feedback charge per clock cycle QTs coming out of

s

0 (1-RTZ)Ts Ts

37%

100%

t [s]

sQTs

QTs
I [

A
]

Ipeak

Figure 6.33: Switched capacitor time signals with return-to-zero

the DAC, is the same as in the switched current example (QTs, SC = QTs, SI ),
because the same amount of charge has to be fed back to the input to assure the
same gain from input to output of the modulator. From the figure it can be seen
that the error charge due to clock jitter is now dependent on the settling-time
constant τ of the DAC. When it is assumed that σs << Ts and σs << τ , the
variance of the error charge transferred per clock cycle can be approximated by:

σ2
q = σ2

s · I2
peak

(
e
−(1−RTZ)Ts

τ

)2
[C2] (6.49)

where τ = R · CDAC . The resistance R via which the DAC capacitor CDAC is
discharged, is generally determined by the DAC switch resistances and the equiva-
lent input impedance of the integrator stage in feedback configuration (figure 6.8).
The peak current DAC output current Ipeak is given by eq. 6.21. From figure 6.33
the integrated feedback charge per clock period can be calculated:

QTs = Ipeak

(1−RTZ)·Ts∫

0

e
−t
τ · dt = τIpeak ·

(
1− e

−(1−RTZ)Ts
τ

)
[C] (6.50)

The signal charge per clock period Qsignal can be calculated in the same way
eq. 6.47 is derived:

Q2
signal =

τ2I2
peak

4
·
(
1− e−(1−RTZ)α

)
[C2] (6.51)
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with α defined as:

α =
Ts

τ
=

1
τ · fs

[-] (6.52)

which gives the number of settling time constants τ relative to Ts. According to
the TAJE model, the SNR limitation due to jitter in a modulator with switched
capacitor feedback can be calculated using equations 6.49 and 6.51:

SJNRdB
SC RTZ DAC = 10 log10


 1

32OSRσ2
sB

2

(
e(1−RTZ) [dB]α − 1

α

)2

 [dB]

(6.53)

6.9.1.4 The TAJE model: SI versus SC feedback DAC

Eq. 6.53 and eq. 6.48 represent the SNR limitation for a modulator with 1-bit SC
and 1-bit SI DAC respectively. Clocked with a white noise jittered clock, the SNR
difference using a SC DAC over a SI DAC according to the TAJE model becomes:

∆SJNRdB
SC/SI = 20 · log10

(∣∣∣∣∣

(
e(1−RTZ)α − 1

)

α(1− RTZ)

∣∣∣∣∣

)
[dB] (6.54)

According to the TAJE model, an SC DAC always outperforms an SI DAC. The
improvement is only dependent on the multiplication of (1-RTZ) and α which
describes the effective settling of the switched capacitor DAC. The SC DAC’s
performance dominance can also be seen intuitively, because when Ts is far larger
than τ , α goes to infinity, and the switched capacitor current would settle com-
pletely. This would give an infinite improvement in achievable SNR, because the
impact of jitter on the DAC output pulse width is eliminated completely. In fig-
ure 6.34 the result of eq. 6.54 is plotted as a function of (1-RTZ) and α. In UMTS,
CDMA2000 and GSM mode α is 8.4, 10, 12 respectively, and RTZ is 0.5 in all
cases. In these three modes, the SNR improvement using a SC DAC instead of an
SI DAC is 23.9, 29.4, and 36.5dB respectively.

6.9.1.5 TAJE model summary

Equations to calculate the impact of time jitter on the SNR of a Σ∆ modulator
with SI (SR) or SC DAC (with or without RTZ period) have been derived using
the TAJE model. Comparing these equations, the TAJE model predicts that a
modulator with SC feedback DAC will be more robust to time jitter compared to
modulators with an SI or an SR DAC, as the impact of a time error on the DACs
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1-RTZ [-]
[-]

SJNR [dB]

Figure 6.34: SNR clock jitter limitation difference between an SC and an
SI DAC as a function of (1-RTZ) and α according to the TAJE
model

output pulse is reduced by the decaying nature of an SC pulse.

Shortcomings of the TAJE model are:

• In the TAJE model, white noise time jitter is transformed into a random
(white noise) amplitude or charge error, which is basically not what happens
in reality; the clock jitter shifts the clock edges back and forth in time, which
means the clock is phase modulated.

• The TAJE model assumes that the consecutive clock edges on the clock
are uncorrelated, while for low jitter frequencies (compared to the clock
frequency) the correlation is very strong.

• The TAJE model only considers DAC output pulse width errors. DAC out-
put pulse position errors are neglected.

• In the TAJE model it is assumed that the in-band SNR limitation of time jit-
ter on the clock is independent of the input signal amplitude and frequency
applied to the modulator, which from experience is known to be untrue (as
will be shown in section 6.9.2).

• In the TAJE model the spectral shape of the jitter on the clock is not taken
into account, and white noise jitter on the clock is assumed always. How-
ever, the majority of the jitter on the clock coming from a PLL or oscillator
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very often is close to the clock carrier. This means that in the calculation of
the impact of clock jitter on the SNR of the modulator due to clock jitter,
the clock jitter’s spectral shape should be taken into account.

Due to these short comings of the TAJE model, the outcome of this model should
only be used as an approximation of the impact of time jitter on the modulator’s
SNR. In the rest of this thesis the TAJE model is discarded, and is replaced by the
more precise TPJE model. In the TPJE model, the mechanism how clock jitter
impacts the SNR of a Σ∆ modulator is represented more accurately. Although
with limited effort paragraph 6.9.1.2 and paragraph 6.9.1.3 could be extended to
multi-bit modulators, due to the short comings of the TAJE model, this extension
is not further pursued.

6.9.2 The TPJE model: sine wave induced jitter

In the TPJE model, first a single jitter noise component on the clock is modeled by
a low frequency sine wave phase modulated on the modulator clock 1. The transfer
function of this phase modulated sine wave to the output spectrum of a Σ∆ mod-
ulator will be determined for different feedback DACs. After determining these
transfer functions, the sine wave jitter will be replaced by noise in paragraph 6.9.3.

In figure 6.35 an ideal clock signal is shown. The clock transitions get timing
errors when an ideal clock is modulated by a low frequency sine wave representing
one frequency component of the jitter. With a slowly varying sine wave, the time
deviation within one clock cycle is small, but the accumulated time deviation
from the ideal positions measured over a period of time can be large. During the
positive part of the modulating sine wave the clock transitions are delayed, during
the negative part advanced. The clock is modulated by a sine wave with time error
amplitude ∆t and modulation frequency ωm. The time axis of the ideal clock t
and the jittered clock t∼ are related by:

t∼ = t + ∆t∼ = t + ∆t · sin(ωm · t) [s] (6.55)

The clock is longitudinally modulated in time. This results in phase modulation
(PM) of the clock, which mathematically is described by:

x∼(t) =As · cos(ωs · t∼)
x∼(t) =As · cos(ωs · t + ωs ·∆t · sin(ωm · t)) (6.56)

1Examples of phase modulation based clock jitter models were presented in [42], [43], [44].
The clock jitter model presented in paragraph 6.9.2 to paragraph 6.9.2.1.3 was presented in [44].
An extension on this model is presented in this thesis (sections 6.9.3.1 to 6.9.5.2). Part of this
extension was already published in [45] and [46]
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Figure 6.35: Ideal clock, time dependent time error and jittered clock sig-
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where As is the clock carrier amplitude, and only the fundamental frequency of
the clock is considered. When ωs∆t ¿ 1, the higher order Bessel components
can be neglected, which leads to:

x(t)∼ ≈ As ·cos(ωs ·t)+ As

∆s
·sin((ωs−ωm) ·t)− As

∆s
·sin((ωs+ωm) ·t) (6.57)

in which

∆s =
2

ωs∆t
[-] (6.58)

Figure 6.36 shows the frequency spectrum of the clock signal.
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Figure 6.36: Frequency spectrum of the sine wave induced jittered clock

6.9.2.1 Σ∆ modulator with SC DAC

In this section, the influence of clock jitter on the analog output of an SC DAC
is investigated, using the clock model of the previous paragraph. As explained
earlier, the spectrum coming out of the Σ∆ modulator will contain the effect of
the clock jitter because the DAC is in a feedback loop. In a SC DAC, the sine
wave induced jitter clock will cause amplitude and phase modulation of the signals
passing the DAC.
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6.9.2.1.1 Amplitude modulation Firstly the amplitude modulation is inves-
tigated. The period of the jittered clock is determined by measuring the time
between two consecutive rising edges. Assume that the time instants of two con-
secutive rising edges in the ideal case equal t1 and t2 where t2 = t1 + Ts. The
corresponding time instants t∼1 and t∼2 of the jittered clock equal:

t∼1 =t1 + ∆t · sin(ωm · t1) [s]
t∼2 =t1 + Ts + ∆t · sin(ωm · (t1 + Ts)) [s]

(6.59)

The instantaneous clock period T∼s of the jittered clock is found by calculating
the difference between both time instants T∼s = t∼2 − t∼1 . Using variable t instead
of t1, the instantaneous clock frequency f∼s is found by calculating 1/T∼s . For
low modulation frequencies where ωm is much smaller than ωs, cos(ωm ·Ts) ≈ 1
and sin(ωm ·Ts) ≈ ωm ·Ts. Therefore, the instantaneous frequency of the jittered
clock can be calculated to be:

f∼s = fs · (1− ωm ·∆t cos(ωm · t)) [Hz] (6.60)

The amplitude of the output current of an SC DAC is proportional with the instan-
taneous frequency so its amplitude modulation for sine wave jitter equals:

I∼DAC = IDAC · (1− ωm ·∆t cos(ωm · t)) [A] (6.61)

The amplitude modulation can also be explained intuitively. If the clock fre-
quency is slowly increasing, more SC pulses will be generated per time and thus
the amount of charge transferred per unit time is increasing. If the clock frequency
is decreasing, the amount of charge transferred per time is decreasing. This means
that the data coming out of the DAC is amplitude modulated by the phase modu-
lated clock.

6.9.2.1.2 Phase modulation Besides the observed amplitude modulation, the
samples of the DAC are also clocked out at wrong time instants, which causes
phase modulation of the output y. The ideal modulator output signal y is given by

y(t) = IDAC · sin(ωi · t) (6.62)

when an input signal of frequency ωi is applied to its input. The phase modulation
become clear when writing the modulator output signal with frequency ωi as a
function of the jittered time axis variable t∼, using eq. 6.55:

y(t) = IDAC · sin(ωi · t)
y(t)∼ = I∼DAC · sin(ωi · (t∼ −∆t · sin(ωm · t))) (6.63)
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Rewriting y to a function of t∼ and assuming ωi ·∆t << 1 yields:

y(t)∼ ≈ I∼DAC · sin(ωi · t)− I∼DAC · ωi∆t cos(ωi · t) · sin(ωm · t) (6.64)

in which the higher order Bessel components are neglected.

6.9.2.1.3 Combination of amplitude and phase modulation The jittered out-
put spectrum of the 1-bit SC DAC (or at the Σ∆ modulator output when the DAC
is in the loop) is found by combining the amplitude modulation of eq. 6.61 with
the phase modulation of eq. 6.64:

y(t)∼ =IDAC · (sin(ωi · t)− ∆t

2
((ωi + ωm) · sin((ωi + ωm) · t)−

(ωi − ωm) · sin((ωi − ωm) · t)))
(6.65)

in which the higher order product term is neglected. Combining eq. 6.65 and
eq. 6.58 results in:

∆i,+ =
ωs ·∆s

ωi + ωm
and ∆i,− =

ωs ·∆s

ωi − ωm
[-] (6.66)

The sidebands in the output spectrum of the SC DAC have different amplitudes
due to the combination of phase and amplitude modulation. Figure 6.37a shows
the modulated output spectrum of the clock, and in figure 6.37b the output signal
of the SC DAC (or Σ∆ modulator) is shown. Every frequency component coming
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Figure 6.37: Clock frequency spectrum (a) and SC DAC output frequency
spectrum (b)

out of the Σ∆ modulator has jitter components at ωi ± ωm. The amplitude ratio
of this frequency component to its jitter components is fixed and equal to ∆i±.
Therefore, the jitter components scale proportionally with the amplitude of the
wanted component at ωi.

6.9.2.2 Σ∆ modulator with SI DAC

In this paragraph the output spectrum of a switched current (SI) DAC is calculated,
when clocked with the phase modulated clock described in paragraph 6.9.2.
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6.9.2.2.1 Amplitude modulation In figure 6.38 the ideal clock, the timing
error, the jittered clock, and a 1-bit SI DAC output signal are shown. Instead of

Ideal clock

DAC output

t [s]

“1” “1” “0”

Time error

t1 t2 t3

t1 t2 t3

Jittered clock

~ ~ ~

t(t)

IDAC

As
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t [s]

t [s]

t [s]

Figure 6.38: Ideal clock, time dependent time error, jittered clock, and 1-
bit SI DAC output signal

being clocked at the exact time moments t, the DAC output is clocked at a jittered
time moment t∼. For the three time instants t∼1 , t∼2 and t∼3 it can be written that:

t∼1 = t1 + ∆t · sin(ωm · t1) [s]
t∼2 = t2 + ∆t · sin(ωm · t2) [s]
t∼3 = t3 + ∆t · sin(ωm · t3) [s]

(6.67)

The pulses at the output of the DAC can have an RTZ period, preventing any
ISI which might be present in the signal when full-T pulses (paragraph 6.6.3) are
used. To assure that the amount of charge per time period is independent of the
DAC output pulse duty cycle, the amplitude of the DAC output pulse has to be
multiplied by a factor 1/(1-RTZ). It can be written that:

t2 − t1 =(1− RTZ) · Ts [s]
t3 − t1 =Ts [s]

(6.68)

The jittered pulse width T∼p and clock period T∼s are:

T∼p =t∼2 − t∼1 = (1− RTZ) · Ts − te1 [s]

T∼s =t∼3 − t∼1 = Ts − te2 [s]
(6.69)

with te1 and te2 given by:

te1 =∆t · sin(ωm · (t1 + (1− RTZ) · Ts))−∆t sin(ωm · t1) [s]
te2 =∆t · sin(ωm · (t1 + Ts))−∆t sin(ωm · t1) [s]

(6.70)
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Assuming that ωm ·Ts << 1 and ωm << ωs and neglecting higher order product
terms, the output signal amplitude of the DAC (normalized to IDAC in figure 6.38)
can be written as:

I∼DAC =
1

(1− RTZ)
· T∼p
T∼s

IDAC

=
1

(1− RTZ)
· (1− RTZ) · Ts · (1 + ∆t · ωm · cos(ωm · t))

Ts · (1 + ∆t · ωm · cos(ωm · t)) IDAC

=IDAC [A]

(6.71)

This means that in an SI DAC using RTZ, there is no first order amplitude mod-
ulation. The absence of jitter-induced amplitude modulation in the output signal
of an SI DAC can also be explained intuitively. In the upper time axis in fig-
ure 6.38 the ideal clock is illustrated. The second time axis represents the timing
error ∆t · sin(ωm · t), and the third axis illustrates the ideal clock together with
the jittered clock. As can be seen from the third axis of the plot, the error on the
instantaneous clock period introduced by the jitter on the clock, is a function of
the derivative of the jittered clock. Therefore, the jitter on the DAC output pulse,
is also a function of the derivative of the jitter on the clock. For ωm << ωs, two
consecutive DAC output edges shift almost an equally amount of time, and the
charge per time coming out of the DAC is assumed to be constant. Therefore, no
amplitude modulation will be present in the output spectrum of an SI DAC.

6.9.2.2.2 Phase modulation The phase modulation in an SC and an SI DAC
is not different. Both pulses are clocked out at the wrong moment. Therefore
eq. 6.64 still holds, and with the help of eq. 6.58 can be rewritten to:

y∼(t) =I∼DAC

(
sin(ωit)− ωi

ωs∆s
sin((ωi + ωm)t)+

ωi

ωs∆s
sin((ωi − ωm)t)

) (6.72)

6.9.2.2.3 Combination of amplitude and phase modulation The combina-
tion of the amplitude and phase modulation in a 1-bit SI DAC is equal to 6.72
because there is no amplitude modulation ( 6.71). The distance from the signal to
its jitter components is

∆i,+ = ∆i,− =
ωs ·∆s

ωi
[-] (6.73)

Figure 6.39a shows the modulated output spectrum of the clock, and in figure 6.39b
the output signal of the SI DAC (or Σ∆ modulator) is shown. The output spec-
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Figure 6.39: Clock frequency spectrum and SI DAC output frequency spec-
trum

trum of the 1-bit SI DAC is comparable to the spectrum in the SC case, except for
the difference that the two spurious tones around the signal are now of the same
amplitude.

6.9.2.3 Application of the sine wave induced jitter model

If an in-band signal is applied to the modulator, this input signal will contain the
side band components around its carrier. The level of the side band components
for a modulator with an SC or an SI DAC can be calculated with eq. 6.66 and
eq. 6.73 respectively. The distance from DAC output signal carrier to its side
bands is fixed to ∆dB

i,±, and is independent of signal amplitude. At decreasing
carrier signal amplitudes, the jitter side bands will gradually disappear below the
other noise (circuit and quantization noise) present in the Σ∆ modulator. This is
shown by figure 6.40a and b for a modulator with SI DAC.
The in-band jitter component do not necessarily have to come from an in-band

signal. If an interferer is just next to the modulator’s bandwidth BADC , its left jit-
ter side band can fall in the modulator’s bandwidth. In figure 6.40c an out-of-band
interferer is present at the input of the modulator. In case of narrow-band jitter, the
left side band does not fall into the signal bandwidth as long as fint−fm > BADC .
At lower interferer frequencies fint and/or larger modulation frequencies fm, the
left side band jitter component might fall into signal bandwidth of the modulator.

It is important to realize that if an interferer at the input of the modulator has
a frequency which is attenuated by the modulator’s STF, its jitter components
visible int the output spectrum of the modulator will go down with the amount of
carrier attenuation.
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Figure 6.40: Amplitude and frequency of jitter components as a function
of amplitude and frequency of modulator input signal

6.9.2.4 Verification of the TPJE model with sine wave induced clock jitter

In this section measurements are presented which are done on three different con-
tinuous time Σ∆ modulators, to verify the TPJE model presented in the previous
sections. In these measurements the clock is modulated with a sine wave. The
combination of frequencies of the input signal and sine wave jitter are chosen
such that at least one of the sine wave induced jitter components falls inside the
signal bandwidth.

The first modulator is a triple mode 5th order low-pass Σ∆ modulator with 1-
bit SC DAC [41], of which the implementation details will be shown in 9.1.2.
The RTZ period of the modulator’s SC DAC is half the clock period. The mod-
ulator clock frequency fs is 26MHz. The input signal frequency fi is 100kHz
and modulation frequency fm is 50kHz. The clock spectrum and Σ∆ modulator
output spectrum are shown in fig. 6.41a and b (note the logarithmic scale in fig-
ure 6.41b). The spectrum shows the effect of the amplitude modulation predicted
by eq. 6.66. The expected jitter component level is also shown in the figure as a
reference. The f/fs relation is clearly visible. The distance between clock carrier
to its jitter components ∆s is 44.8dBc. Using 6.66 it can be calculated that for
the jitter components around the wanted signal at frequency fi, this distance in-
creases by 54.3dB for the left component at fi − fm, and by 44.8dB for the right
component at fi + fm, yielding a ∆dB

i,− and ∆dB
i,+ of 99.1 and 89.6dB respectively.
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Figure 6.41: Clock spectrum (a) and Σ∆ modulator output spectrum (b)

Compared to the measured distances of 100.4 and 89.6dB, this gives an error of
1.3 and 0dB respectively. The measurement results together with the outcome of
eq. 6.66 are shown in table 6.2.

5th order low-pass Σ∆ modulator with 1-bit SC DAC, fi=100kHz [41]
Component ∆dB

s Calculated Expected Measured Error
freq. [Hz] [dBc] fs

fi±fm
[dBc] ∆dB

i,± [dBc] ∆dB
i,± [dBc] [dB]

fi − fm 44.8 54.3 99.1 100.4 1.3
fi + fm 44.8 44.8 89.6 89.6 0

Table 6.2: Calculated and measured sine wave induced jitter perfor-
mance of a Σ∆ modulator with 1-bit SC DAC

The same modulator is also tested with an out-of-band input signal fi of 1.6MHz.
Modulation frequency fm in this case is 1.5MHz, which yields an in-band jitter
component at 100kHz. The clock spectrum and Σ∆ modulator output spectrum
are shown in fig. 6.42a and b. Note that the input signal is slightly smaller com-
pared to the first measurement due to the modulator out-of-band filtering. The
in-band jitter components due to the phase modulated sampling of the input sig-
nal are expected to go down accordingly. The calculation and measurement in
table 6.3 proves that the ratio between input signal level and its jitter component
level indeed is as expected.
An I&Q measurement of the complex modulator (figure 6.43a and b) shows the
behavior of the modulator when used in an I&Q configuration. The input signal
component and its jitter components are on the right side of the spectrum, and the
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Figure 6.42: Clock spectrum (a) and Σ∆ modulator output spectrum (b)

5th order low-pass Σ∆ modulator with 1-bit SC DAC, fi=1.6MHz [41]
Component ∆dB

s Calculated Expected Measured Error
at freq. [Hz] [dBc] fs

fi±fm
[dBc] ∆dB

i,± [dBc] ∆dB
i,± [dBc] [dB]

fi − fm 45 48.3 93.3 92.4 -0.9
fi + fm 45 18.5 63.3 x x

Table 6.3: Calculated and measured sine wave induced jitter perfor-
mance of a Σ∆ modulator with 1-bit SC DAC

jitter components have the same distance to the input signal compared to the first
measurement presented in figure 6.41b. The image at −fi is suppressed by the
IRR of the I&Q modulator. The jitter components phase modulated on this image
are scaled accordingly, and are not visible in the spectrum as these components
are below the thermal and quantization noise of the I&Q modulator. This is sup-
ported by the calculations presented in Appendix D. The HD2 and HD3 are also
indicated in the spectrum. As explained in Appendix A, the HD2 is visible on
both sides of the spectrum, where the HD3 is only visible on the left side of the
spectrum.

The second DUT is a 4th order complex Σ∆ modulator with 1-bit SI DAC [47].
The RTZ period of the modulator’s SI DAC is half the clock period. The mod-
ulator clock frequency fs of 64MHz is phase modulated with a modulation fre-
quency fm of 100kHz. The I&Q modulator input signal is non-complex meaning
that both the I&Q modulator have an input signal of the same phase. Input signal
frequency fi is 530kHz. The clock spectrum and Σ∆ modulator output spectrum
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are shown in fig. 6.44a and b respectively. Note that in this case, the higher order
bessel components are visible in both the clock and Σ∆ modulator output spec-
trum. Due to the fact that a non-complex input signal was used, the input signal
and jitter components have equal amplitude on both sides of the complex spec-
trum. If a perfect I&Q modulator input signal would be used, the input signal and
its jitter components in this case would be visible either at the positive or at the
negative side of the spectrum (Appendix D), as fi − fm > 0. Furthermore, it
can be seen that the modulator RTZ SI DAC indeed does not have the amplitude
modulation (∆i,+ = ∆i,−), like eq. 6.73 predicted. Using eq. 6.73, the expected
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Figure 6.44: Clock spectrum (a) and Σ∆ modulator output spectrum (b)
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∆i,± can be calculated. The measurement results together with the calculations
are shown in table 6.4.

4th order complex Σ∆ modulator with SI 1-bit DAC [47]
Component ∆dB

s Calculated Expected Measured Error
at freq. [Hz] [dBc] fs

fi
[dBc] ∆dB

i,± [dBc] ∆dB
i,± [dBc] [dB]

fi − fm 28.4 41.6 70 71.4 1.4
fi + fm 28.4 41.6 70 70.9 0.9

Table 6.4: Calculated and measured sine wave induced jitter perfor-
mance of an I and Q Σ∆ modulator with 1-bit SI DAC

The last test object is a 2-2 MASH Σ∆ modulator with 4-bit SI DACs with an
RTZ period of zero [23]. The clock frequency fs is 160MHz, the frequency
of modulation fm is 250kHz, and the input signal frequency fi is 1MHz. The
clock spectrum and Σ∆ modulator output spectrum are shown in fig. 6.45a and b
respectively. Note that there is no (first order) amplitude modulation of the jitter
components like expected (∆i, + = ∆i,−). The measurement results together
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Figure 6.45: Clock spectrum (a) and Σ∆ modulator output spectrum (b)

with the outcome of eq. 6.73 are shown in table 6.5.
From table 6.2 to 6.5, it can be concluded that the calculations and measurements

for all modulators match within 1.6dB. Furthermore, it is proven that the same
equations hold for both single and multi-bit modulators.
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2-2 MASH Σ∆ modulator with 4-bit SI DAC [23]
Component ∆sdB Calculated Expected Measured Error
at freq. [Hz] [dBc] fs

fi
[dBc] ∆idB± [dBc] ∆idB± [dBc] [dB]

fi − fm 40.3 44.1 84.4 86 1.6
fi + fm 40.3 44.1 84.4 85.3 0.9

Table 6.5: Calculated and measured sine wave induced jitter perfor-
mance of a Σ∆ modulator with multi-bit SI DAC

6.9.3 The TPJE model: substitution of white noise jitter in the sine
wave induced jitter model

From the transfer function of a single frequency jitter component on the clock
to the output spectrum of the feedback DAC, the SNR limitation of a modulator
clocked with a clock, which is white noise phase modulated, can be calculated.
To achieve this, the single frequency jitter component is replaced by white noise
jitter.

6.9.3.1 Σ∆ modulator with SC DAC

The DAC clock spectrum is drawn in figure 6.46a, and the expected DAC output
spectrum for two different input signal frequencies are drawn in figure 6.46b and
c. The noise level at frequency f1 is determined by the amount of white noise on
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Figure 6.46: SC DAC output spectrum when the jitter on the clock is white
noise

the clock times the ratio (fi − fm)/fs. This ratio can be rewritten to f1/fs, and
is the same for figure 6.46b and c. Therefore, the shape and level of the jitter is
independent of the input signal frequency fi (eq. 6.66). Furthermore, this means
that the noise at the output of the modulator has the shape f/fs.



152 CHAPTER 6. Σ∆ MODULATOR ROBUSTNESS

The carrier to noise ratio of the clock is described by:

CNR2
clk(f) =

A2
clk∫

Sclk(f)df
[Hz] (6.74)

The SNR of a Σ∆ modulator with SC DAC will be limited by the convolution
of the jitter (J) noise and the input signal (S). For a modulator with a SC DAC,
with a single frequency sine wave at its input and clocked with a white noise
phase modulated jitter clock, the signal-to-jitter-noise-ratio (SJNRJS,SC) can be
calculated using eq. 6.66:

SJNRdB
JS,SC = 10 log10


 A2

clk∫ f2

f1
Sclk(f)

(
f
fs

)2
df


 [dB] (6.75)

Note that the SJNRJS,SC will be the same for a single and multi-bit modulator, if
the same input signal power is assumed.

Normally, the spectral noise density Sclk(f) of the output clocks of oscillators or
phase locked loops, is a function of fm. For sake of simplicity, the clock spectrum
for now is assumed to be white. Therefore, Sclk(f) becomes Sclk, and eq. 6.75
can be rewritten to:

SJNRdB
JS,SC = 10 log10

(
CNR2

clk

)− 10 log10

(∫ f2

f1

(
f

fs

)2

df

)

= 10 log10

(
CNR2

clk

)− 10 log10

(
f3
2 − f3

1

3f2
s

)
[dB]

(6.76)

Note that the SJNRJS,SC is relative to the input signal amplitude, and will not
change at smaller input amplitudes, as the jitter noise goes down with its signal
carrier amplitude.

Eq. 6.76 describes the SNR limitation for a modulator with SC DAC with a single
sine wave at its input. As sais earlier, the jitter level around a single-frequency
input signal applied to a Σ∆ modulator with either a 1-bit or a multi-bit DAC
is the same. This is illustrated in figure 6.47. An input signal of frequency fi,
is equally large for the 1-bit and multi-bit modulator. Therefore, the expected
jitter level around this input signal is equal. However, in a Σ∆ modulator, due
to its noise shaping function, significant quantization noise power is present out-
of-band. An individual quantization noise frequency component fQ can cause
in-band jitter noise at fQ-fm (figure 6.47) due to cross modulation of jitter and
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quantization noise. In a multi-bit modulator the quantization noise power at the
output of the modulator is lower compared to a 1-bit modulator. Therefore, the jit-
ter components related to the convolution of jitter and quantization noise, will be
lower. As explained earlier, the in-band jitter is independent of signal frequency
(or quantization noise shape) and only is dependent on its power. If a 1-bit mod-
ulator is assumed, which toggles between +1 and -1, its total output power is 1.
If there is no input signal applied to the modulator, this power will be quantiza-
tion noise only. In a b-bit modulator with N quantization levels, the quantization
noise power reduces by (N − 1)2 or (2b − 1)2. Therefore, the maximum in-band
SJNR due to the convolution of jitter (J) and quantization (Q) noise for a b-bit
modulator with SC DAC can be calculated to be:

SJNRdB
JQ,SC =10 log10

(
CNR2

clk

)− 10 log10

(
f3
2 − f3

1

3f2
s

)

− 10 log10((N − 1)2)− 10 log10

((
(N − 1)

0.7 + N − 2

)2
)

[dB]

(6.77)

Note that the SJNR is related to full scale input signal power (and not to the
quantization noise power) and hence the maximum input signal scaling factor is
introduced (eq. 5.8). As the maximum input power of a 2 level modulator is 0.5,
this scaling factor becomes -3dB in eq. 6.77.

In reality, the in-band jitter will be a combination of SJNRJS,SC and SJNRJQ,SC .
For a single bit modulator the maximum input signal power is 0.5. Therefore, at
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maximum input signal the power of the quantization noise reduces to 0.5, as the
total power in the output spectrum is of a±1 toggling modulator is 1. For a multi-
bit modulator the quantization noise power is (N−1)2 times lower. Therefore, its
maximum input signal power is slightly higher as eq. 5.8 already predicted, which
means a slightly better SJNRJQ for multi-bit modulators.

Because the jitter on the clock is assumed to be white, eq. 6.76 can be rewritten
to an equation in which the noise of the clock is described with a certain variance
σs only. The CNR of the clock can be written as:

CNR2
clk =

2
√

2
2
σ2

sω
2
s

22∆B
[Hz] (6.78)

realizing that a modulating sine wave with a frequency fm and a time amplitude
∆t, causes two side bands on the clock with an amplitude ∆s (eq. 6.58) times
lower than the carrier. If ∆B >> fs, and using eq. 6.76 and 6.78, for a single
frequency input signal one can write that:

SJNRdB
JS,SC =− 10 · log10

(∫ f2

f1

(
4π2σ2

sf
2
s

1
2fs

) (
f

fs

)2

df

)

=10 · log10

(
3fs

8π2σ2
s

(
f3
2 − f3

1

)
)

[dB]

(6.79)

The author discourages the reader to use the σs based equation for calculation of
modulator jitter sensitivity, as the maximum achievable SJNR is heavily depen-
dent on the spectral shape of the clock. Therefore, the σs based equation is only
mentioned for completeness. A similar equations can be derived for modulators
with SC DAC that have significant out-of-band quantization noise at their output,
by rewriting eq. 6.77 using eq. 6.78.

6.9.3.2 Σ∆ modulator with SI DAC

From the transfer function of a single frequency jitter component on the clock to
the output spectrum of the SI feedback DAC, the SNR limitation for a sine wave
DAC input signal can be calculated. The single frequency jitter component is re-
placed by white noise jitter. The DAC clock spectrum is drawn in figure 6.48a,
and the expected DAC output spectrum for two different input signal frequencies
are drawn in figure 6.48b and c. The level of jitter around the signal is now depen-
dent on the input signal frequency (eq. 6.73). This is shown in figure 6.48. The
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Figure 6.48: SI DAC output spectrum when the jitter on the clock is white
noise

jitter on the clock is present around the input signal which is applied to the DAC.
The input signal in figure 6.48a is of lower frequency compared to the signal in
figure 6.48b. Therefore, according to eq. 6.73, the jitter level around the signal of
frequency fi,a will be lower than the jitter level around the signal with frequency
fi,b. For a given input signal frequency fi at the input of the Σ∆ modulator with
SI DAC, the amplitude of the sideband components is independent of the jitter fre-
quency fm, thus white noise jitter on the clock will cause white noise jitter in the
output spectrum of the DAC. This means that for a certain input signal frequency
fi, the jitter (J) noise and input signal (S) convolution products that appear in the
signal bandwidth for a Σ∆ modulator with SI DAC, can be calculated by integrat-
ing the white noise in the Σ∆ modulator’s bandwidth (f2 − f1). To calculate the
SJNRJS,SI , eq. 6.75 is changed into:

SJNRdB
JS,SI =10 · log10

(
CNR2

clk

)− 10 log10

((
fi

fs

)2 ∫ f2

f1

df

)

=10 · log10

(
CNR2

clk

)− 10 log10

((
fi

fs

)2

(f2 − f1)

)
[dB]

(6.80)

Unlike in a modulator with SC feedback DAC where the in-band jitter components
are only dependent on the total input signal power, the in-band jitter of a modulator
with SI feedback DAC is dependent on input signal power and its spectral shape.
Therefore, the limitation on the maximum achievable SNR due to in-band jitter
(J) and quantization (Q) noise convolution products, the SJNRJQ, is much harder
to calculate for a b-bit modulator with SI DAC. To simplify the calculation it is
assumed that the majority of the power in the output spectrum of the modulator is
at high frequencies, which is justified by the fact that the modulator tries to shape
the quantization noise to higher frequencies, and is idling at 1

2fs. Therefore, using
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eq. 6.80 it can be calculated that the maximum achievable SNR, limited by the
convolution of quantization and jitter noise for a N -level (or b-bit) modulator
becomes:

SJNRdB
JQ,SI =10 · log10

(
CNR2

clk

)− 10 log10

((
1
2

)2

(f2 − f1)

)

+ 10 log10

(
(N − 1)2

)− 10 log10

((
(N − 1)

0.7 + N − 2

)2
)

=10 · log10

(
CNR2

clk

)− 10 log10 (f2 − f1)

+ 10 log10

(
(N − 1)2

)− 10 log10

((
(N − 1)

0.7 + N − 2

)2
)

+ 6 [dB]

(6.81)

As white noise jitter on a clock can be described by a variance σs, the SNR lim-
itation of a modulator with SI DAC for a single frequency input signal can be
described by:

SJNRdB
JS,SI = 10 · log10

(
fs

8π2σ2
sf

2
i (f2 − f1)

)
[dB] (6.82)

using eq. 6.76 and eq. 6.78. If f1 = 0 and f2 is 1
2fs, this transforms in the well

known SNR jitter limitation frequently used for Nyquist ADCs:

SJNRdB = 10 · log10

(
1

4π2σ2
sf

2
i

)
[dB] (6.83)

Again the author discourages the reader to use these σs based equations. There-
fore, the equations which describe the convolution of jitter and quantization noise
SNR limit are not derived for a modulator with significant out-of-band quantiza-
tion noise.

6.9.3.3 Verification of the TPJE model with white noise induced clock jitter

In this section measurements are presented which are done on two different con-
tinuous time Σ∆ modulators, to verify the TPJE model when the clock is modu-
lated with white noise.

The first modulator is a triple mode 5th order low-pass Σ∆ modulator with 1-
bit SC DAC of [41] of which the implementation details are presented in chap-
ter 9.1.2. The modulator clock frequency fs is 76.8MHz in CDMA mode. The
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input signal frequency fi is 400kHz. The clock is modulated with white noise
which is bandwidth limited to about ±100khz. The clock spectrum is shown in
fig. 6.49a. The clock carrier amplitude is 8.5dBm; within the±100kHz bandwidth
the noise is at -36dBm (RBW=1kHz), which leads to a CNRdB

clk of 74.5dBc
√

Hz
in the ±100kHz bandwidth. Outside the bandwidth the CNRclk is much higher.
In fig. 6.49b the modulator output spectrum is plotted. As expected with a signal
frequency of 400kHz, the jitter in the modulator output spectrum is visible in a
bandwidth of 300kHz to 500kHz. The jitter-quantization noise convolution prod-
ucts that appear in the signal bandwidth are insignificant, as the jitter noise band-
width is limited to ±100kHz. Using eq. 6.76 with f1=300kHz and f2=500kHz,
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Figure 6.49: Clock spectrum (a) and Σ∆ modulator output spectrum
(black) and expected jitter shaping (grey) (b)

the expected SNR at the output of the modulator can be calculated, which gives
74.5-7.4=67.1dB. The measured SNR is 67.9dB in the 300k to 500kHz band-
width, which gives only an error of 0.8dB compared to the calculated value. In
this measurement the jitter noise is dominant above the other noise sources (quan-
tization and thermal noise), and therefore these are neglected. The jitter noise in
the 200kHz bandwidth around the input signal in the output spectrum of the mod-
ulator follows the f/fs relation as expected. This relation is represented by the
grey line in fig. 6.49b (the absolute level of this line is chosen arbitrary).

Figure 6.50 shows a measurement of the triple mode modulator in UMTS mode.
Input signal frequency is 500kHz. The jitter bandwidth is limited to ±1.2MHz
and is modulated on a 153.6MHz clock. The clock carrier amplitude is 8.5dBm,
and the noise in the ±1.2MHz bandwidth is at -39dBm (RBW=2kHz). This leads
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to a CNRclk of 80.5dBc
√

Hz. By applying eq. 6.76 two times, once for the left
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Figure 6.50: Clock spectrum (a) and Σ∆ modulator output spectrum
(black) and expected jitter shaping (grey) (b)

side (-700kHz to 0Hz) and once for the right side (0Hz to 1.7MHz) of the spec-
trum, the expected SNR can be calculated, which gives 80.5-18.7=61.8dB. The
measured SNR in the -700kHz to 1.7MHz bandwidth is 62.6dB, which is only
0.8dB different from calculation. In the plot the f/fs relation (grey line) between
jitter on the clock and jitter in the output spectrum is clearly visible. The in-band
power expected from the jitter-quantization noise convolution products is limited
due to the limited bandwidth of the jitter on the clock, and therefore is neglected,
as is the quantization and circuit noise.

In figure 6.51 the in-band jitter-quantization noise convolution product power is
measured for the triple mode modulator in CDMA mode. The black spectrum
in figure 6.51b shows the modulator output spectrum when clocked with a very
low jitter clock (clock spectrum is not shown), and no significant in-band jitter
is expected. The grey spectrum shows the modulator output spectrum when it
is clocked with a clock of which the spectrum is shown in figure 6.51a. The
jitter bandwidth is limited to ±50MHz and is modulated on a 76.8MHz clock.
The clock carrier amplitude is 8.7dBm, and within the ±50MHz the noise is
at -42dBm (RBW=50kHz), which leads to a CNRclk of 97.7dBc

√
Hz. Using

two times eq. 6.77 for the positive and negative frequency band, it can be calcu-
lated that the theoretical maximum achievable SNR due to white noise jitter in
±600kHz bandwidth will be 97.7-13.8-3-3=77.9dB compared to a full scale I and
Q input signal. The extra 3dB again stems from the fact that we have an I and
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Figure 6.51: Clock spectrum (a) and Σ∆ modulator output spectrum (b)

Q modulator which are both clocked with a wide-band jittered clock. Therefore,
the jitter-quantization noise convolution products of the left side of the spectrum
coincide with the jitter-quantization noise convolution products of the right side,
and vice versa. These products are uncorrelated which means a 3dB increase of
the total jitter noise (Appendix D). The measured noise in ±600kHz is at a level
of -80dB. Note that in this case the measured in-band jitter noise is referred to the
total quantization noise power, which in this case is 2, as the I and Q ADC both
generate a±1-bitstream. Theoretically, this results in a maximum achievable SNR
of 77dB in±600kHz when a full scale quadrature signal would have been applied
to the modulator, which is 0.9dB different from calculation. For reference, the
black spectrum predicts a theoretical SNR of 87.1dB for a full scale quadrature
input signal. In this case the total noise is a combination of jitter, quantization and
circuit noise.

Similar measurements are done on a the complex Σ∆ modulator with a 1-bit SI
DAC of [47]. The modulator clock frequency fs is 64MHz. The input signal
frequency fi is 1.1MHz. The clock is modulated with white noise which is band-
width limited to about ±100khz. The clock spectrum is shown in fig. 6.52a. The
clock carrier amplitude is 7.6dBm, within the ±100kHz the noise is at -36dBm
(RBW=2kHz), which leads to a CNRclk of 76.6dBc

√
Hz in the ±100kHz band-

width. In fig. 6.52b the modulator output spectrum is plotted. Using eq. 6.80
the expected SNR at the output of the modulator can be calculated, which gives
76.6-17.7=58.9dB. In this calculation, the jitter-quantization noise convolution
products which fall in the signal bandwidth can be neglected as the clock jitter
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Figure 6.52: Clock spectrum (a) and Σ∆ modulator output spectrum (b)

is bandwidth limited. The measured SNR in the 1MHz to 1.2MHz bandwidth is
59.7dB, which is only 0.8dB different from calculation.

In figure 6.53b a jitter-quantization noise convolution measurement is shown for
the complex modulator with SI DAC. The black spectrum in figure 6.53b shows
the modulator output spectrum when clocked with a very low jitter clock. The grey
spectrum shows the modulator output spectrum when it is clocked with the clock
of which the spectrum is shown in figure 6.53a. The jitter bandwidth is limited
to ±50MHz and is modulated on a 64MHz clock. The clock carrier amplitude is
7.8dBm, the noise within the ±50MHz bandwidth is at -45dBm (RBW=50kHz),
which leads to a CNRclk of 99.8dBc

√
Hz. Using eq. 6.81, the expected maxi-

mum achievable SNR limited by the jitter-quantization noise convolution products
in 0 to 1MHz bandwidth can be estimated, which yields 99.8-10 log10(1e6)+3-
3=39.8dB. The extra -3dB again stems from the fact that we have an I and Q
modulator which are both clocked with a wide-band jittered clock. The measured
in-band jitter noise is referred to the total quantization noise power, which in this
case is 2, as both I and Q modulator output a ±1-bitstream. This results in a
theoretical measured SNR of 40.3dB in 0-1MHz if a full scale quadrature signal
would have been applied to the modulator input. As comparison of calculation
and measurement shows only 0.5dB difference, the choice to replace fi/fs by 1

2
in eq. 6.81 is justified.

Unfortunately, at the time of the white noise clock jitter measurements there was
no multi-bit modulator available to check equations 6.77 and 6.81 for modulators
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Figure 6.53: Clock spectrum (a) and Σ∆ modulator output spectrum (b)

with more than 2 levels.

6.9.4 The TPJE model: SI versus SC feedback DAC

Eq. 6.76 and eq. 6.80 represent the SNR limitation according to the TPJE model
for a single frequency input signal applied to a modulator with SC and SI DAC
(no significant quantization noise). Clocked with a white noise jittered clock, the
SNR difference using a SC DAC over a SI DAC becomes:

∆SJNRdB
JS,SC/SI DAC = 10 · log10

(
3f2

i (f2 − f1)
f3
2 − f3

1

)
[dB] (6.84)

For a low-pass modulator in which f1=0, eq. 6.84 transforms into:

∆SJNRdB
JS,SC/SI = 10 · log10

(
3f2

i

f2
2

)
[dB] (6.85)

For input signals greater than 0.575f2, a modulator with SC DAC will outperform
a modulator with SI DAC. Note that eq. 6.84 and eq. 6.85 are the same for both
1-bit and multi-bit modulators.

For the in-band jitter (J) quantization (Q) noise convolution products of a modu-
lator, it can be calculated that the difference in maximum achievable SNR between
for a b-bit modulator with SC or SI DAC is given by

∆SJNRdB
JQ,SC/SI = 10 · log10

(
3f2

s (f2 − f1)
4

(
f3
2 − f3

1

)
)

[dB] (6.86)
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which can be calculated from the combination of eq. 6.77 and 6.81. For a low
pass Σ∆ modulator in which f1=0, eq. 6.86 transforms into:

∆SJNRdB
JQ,SC/SI = 10 · log10

(
3f2

s

4f2
2

)
= 10 log10

(
3 · OSR2

)
[dB] (6.87)

6.9.5 The TPJE model: an application driven choice between SI ver-
sus SC feedback DAC

The application of the Σ∆ modulator can play an important role in the optimiza-
tion of the modulator’s feedback DAC circuit architecture when it comes to clock
jitter. In this paragraph the application area of Σ∆ modulators is split into two
areas; applications in which the top-end DR of the modulator is determined by
in-band signals, and applications in which the top-end DR of the modulator is de-
termined by out-of-band signals. For both areas it will be analyzed how jitter can
influence the performance of the system the modulator is in.

6.9.5.1 Modulators with a top-end DR determined by in-band signals

An example application in which the top-end DR of the modulator normally is
determined by in-band signals is audio. For audio the considerations concern-
ing time jitter are transparent. The maximum input signal to the ADC is deter-
mined by the audio signal itself and the dynamic range required for the ADC
is determined by the dynamic range of the human ear. The jitter requirement
therefore is determined by the jitter around the wanted signal and the in-band
jitter-quantization noise products.
For modulator input signals which lie in the bandwidth, the choice between SC
and SI DAC is not directly obvious, as the performance degradation difference
due to jitter is dependent on fi, f1 and f2 (eq. 6.84). For audio f1 equals 0Hz and
f2 is equal to the audio bandwidth. To calculate the worst case jitter degradation
for the SI DAC, fi is chosen at the edge of the signal bandwidth f2. This reduces
eq. 6.84 to:

∆SJNRdB
JS,SC/SI = 10 · log10(

3f2
i

f2
2

) = 10 · log10(3) = 5dB (6.88)

and predicts that a Σ∆ modulator with an SC DAC used in an audio application
always outperforms a Σ∆ modulator with an SI DAC by 5dB for the worst case
scenario where the input signal frequency equals the signal bandwidth. It must be
noted though that if the input signal frequency is well below the signal bandwidth,
a Σ∆ modulator with SI DAC will outperform a modulator with SC DAC. The
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in-band noise break-even point between a SC or SI DAC is at fi =
√

f2
2 /3 which

equals 0.575f2 or 0.575BADC . For input signals above 0.575BADC , the SI DAC
causes more in-band jitter noise than the SC DAC. If it is assumed that in audio
applications the modulator has to have equal performance independent from input
signal frequency, an SC DAC is preferred. In reality though, the high audio fre-
quencies have lower probability, and the question which DAC topology to take is
not so easy to answer.

The spectral shape of the clock can have a major impact on the way jitter noise
on the clock influences the dynamic range of the modulator. In a narrow-band ap-
plication area such as audio, it is normally required to get the full dynamic range
out of the modulator when a full scale in-band signal is applied to its input. This
gives a high requirement on the clock jitter close to the carrier. If the clock of
the modulator is coming from an oscillator or PLL, the jitter on the clock car-
rier most likely will not be white, and close to the carrier will be dominated by
1/f-noise. This is stylistically illustrated in figure 6.54 (for a modulator with SI
DAC). In figure 6.54b, a clock spectrum is shown, with a significant amount of
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)|
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Figure 6.54: Low frequency jitter in an audio application: clock spectrum
(a) and modulator output spectrum (b)

narrow-band jitter close to the carrier. Figure 6.54b shows the expected modula-
tor output spectrum. The narrow-band jitter will appear in the signal bandwidth
around the wanted signal and will be dominant above the wide-band noise on the
clock, which is assumed to be at a much lower level and is neglected. In this case,
the jitter shaping of an SC DAC does not help that much, as the expected in-band
noise is significant, and either SC or SI DAC will perform almost equally. There-
fore, a low noise clock generator and/or a sufficiently high over-sampling ratio of
the modulator is required to reduce the in-band jitter noise around this signal.

In case of significant wide-band, white noise jitter on the clock, the question which
DAC topology to choose becomes easier to answer when the jitter-quantization
noise convolution products are observed. Eq. 6.87 predicted that the expected in-
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band power of these products is 3OSR2 times less for a modulator with an SC
DAC, compared to the same modulator with an SI DAC. This is because the mod-
ulator with an SC DAC now exploits its jitter shaping, as in Σ∆ modulators the
OSR is always much larger than one. These jitter-quantization noise convolution
products can be further reduced by using a multi-bit feedback DAC.

6.9.5.2 Modulators with a top-end DR determined by out-of-band signals

As seen in chapter 4, modern highly digitized radio receivers demand a high dy-
namic range and high linearity from the Σ∆ modulator due to the large dynamic
range of signals at the antenna, and the limited filtering in front of the modulator.
In this section it will be analyzed if these receivers also put higher requirements
on the jitter of the modulator clock.

Figure 4.18b of chapter 4 showed that the in-band SNR requirements for radio
systems which use digital modulation schemes are very low. This means that ac-
cording to the TPJE model, the jitter requirements for the clock derived from the
jitter components around the wanted signal itself are low. An interferer or neigh-
boring channel which is close to the wanted signal however, can have a major
impact on the jitter requirements on the clock, as the clock jitter modulated on
this interferer partly falls into the signal bandwidth and reduces receiver sensitiv-
ity.

In a receiver, the quality of the clock needed for the Σ∆ modulator generally
depends on:

• Signal dynamics (in-band as well as out-of-band)

• Filtering in front of the modulator

• Modulation scheme used in the system (QPSK, GMSK, etc.), and the re-
quired BER/SN(D)R

• The modulator’s feedback DAC topology (SI or SC, 1-bit or multi-bit)

• Over-sampling ratio of the Σ∆ modulator

• Spectral shape and level of the jitter on the clock

In the analysis of how much constraints clock jitter around an interferer puts on
the clock of a Σ∆ modulator in a receiver, the in-band jitter-quantization noise
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convolution products will be neglected. After the derivation of the requirement
for CNRclk, in a later stage it should be checked if the in-band jitter-quantization
noise convolution products are low enough using a clock with this derived require-
ment by the use of eq. 6.77 and eq. 6.81.

Figure 6.55 shows an input signal model [46] of a Σ∆ modulator in a receiver ap-
plication which is used to analyze the effect of jitter on the in-band dynamic range
of the Σ∆ modulator. The input signal of the modulator consists of a wanted sig-
nal at fIF and an interfering signal (sine wave) at frequency fint. The modulator
is clocked with a frequency fs. For simplicity a real ADC (no I&Q) is assumed.
Jitter on the clock signal is modeled like in paragraph 6.9.2. Figure 6.56a shows

fint f [Hz]fIF

|Y
~
(f

)|

Figure 6.55: Input signal model used to calculate the in-band jitter noise,
caused by an interferer

the modulator output signal in the case of a Σ∆ modulator with SI feedback,
while fig. 6.56b shows the output signal in the case of SC feedback. As only a
very limited in-band SNR is required as explained earlier, the jitter around the
wanted signal is neglected, because these are low compared to the wanted signal.
For both the SI and SC DAC the left sideband of the interferer due to the jitter
falls onto the IF and can reduce the receiver sensitivity. For the SI DAC, fi now
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Figure 6.56: Input signal model and in-band jitter noise for a modulator
with SI (a.) or SC (b.) DAC

becomes fint. For a spurious tone on the clock 6.73 changes into:

∆dB
s = ∆idB

− − 20 · log10

(
fs

fint

)
[dB] (6.89)
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In case of white noise jitter, eq. 6.80 changes into:

CNRdB
clk = SJNRdB

JS,SI + 10 · log10

((
fint

fs

)2

(B)

)
[dB] (6.90)

The CNRclk is independent of IF frequency, as the in-band noise is white (no
shaping like in the SC DAC case), and the level of this noise is only determined
by the ratio of interferer frequency and sample frequency.

For the SC DAC, the left sideband component in figure 6.56b is much smaller, and
clock requirements are relaxed. The input signal fi becomes fint. Furthermore,
the frequency component which falls onto the IF, is at a distance fm from the
interferer at fi. Therefore, it can be said that fi − fm = fint − fm = fIF .
Eq. 6.66 changes into 6.91, and shows that the in-band spurious component level
is independent of interferer frequency as expected.

∆dB
s = ∆dB

i,− − 20 · log10

(
fs

fIF

)
(6.91)

In case of white noise and using f1 = fIF − 1
2B and f2 = fIF + 1

2B, eq. 6.76
changes into:

CNRdB
clk = SJNRdB

JS,SC + 10 · log10

(
3Bf2

IF + 1
4B3

3f2
s

)
[dB] (6.92)

Eq. 6.92 shows that the larger the IF bandwidth, the more noise will be in-band.
Furthermore, the higher the IF frequency, the less one benefits from the jitter noise
shaping in an SC DAC (compared to an SI DAC). In both cases the requirements
on clock jitter will be higher.

In table 6.6 the spurious tone and jitter noise that can be allowed on the clock
is calculated for a Σ∆ modulator used in a GSM receiver according to the TPJE
model for a modulator either an SI or SC DAC. In the example of table 6.6 it is as-
sumed that the wanted signal level is -109dBm and the in-band SNR=6.5dB (BER
of 2%), like in section 4.7. The clock frequency of the modulator fs is 26MHz,
and an IF frequency of 100kHz is assumed. The IF bandwidth B is 200kHz. The
relevant interferers are copied from table 4.6. It is assumed that the close-by inter-
ferers with a frequency less than the clock frequency reach the modulator without
filtering, which results in a worse case specification for the modulator clock. The
far-off interferers (> fs=26MHz) are assumed to be attenuated to a negligible
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level by the filtering (in front) of the modulator and by the aliasing factor de-
scribed in section 6.7, and therefore it is assumed their in-band jitter contribution
can be neglected. In the calculation of the spurious tone clock requirement, it is
assumed that the spurious tone falls exactly in the middle of the IF bandwidth,
thus at fIF . If in reality the spurious tone falls on the low side of the bandwidth
(fIF − 1

2B), the clock specification will be a little bit more relaxed; if the the
spurious tone falls onto the high side of the bandwidth (fIF + 1

2B), the spurious
tone clock requirement will be a little more stringent.
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SI DAC
Interferer 1 0.2 -73 -109 -115.5 38.8 3.7 14.3 56.8
Interferer 2 0.4 -41 -109 -115.5 34.3 40.2 18.7 93.2
Interferer 3 1.6 -33 -109 -115.5 23.7 58.8 29.3 111.8

SC DAC
Interferer 1 0.2 -73 -109 -115.5 48.3 -5.8 6 48.5
Interferer 2 0.4 -41 -109 -115.5 48.3 26.2 6 80.5
Interferer 3 1.6 -33 -109 -115.5 48.3 34.2 6 88.5

Table 6.6: Clock jitter specification derivation for a Σ∆ modulator in
a GSM receiver with an IF of 100kHz based on the relevant
out-of-band interferers defined in the GSM specification

Figure 6.57a shows the carrier-to-spurious-tone-ratio clock requirement (∆s), as
a function of clock carrier offset frequency. Figure 6.57b shows the carrier-to-
noise-ratio CNRclk of the clock as a function of clock carrier offset frequency.
The calculations are done for three different intermediate frequencies of 100kHz,
300kHz, and 1MHz. If the results of the individual intermediate frequencies are
compared, the TPJE model predicts that, compared to a modulator with SI DAC,
a modulator with SC DAC always has a much lower clock jitter requirement for
both spurious tones and white noise jitter. This is because the modulator with SC
feedback DAC benefits from the jitter noise shaping due to the amplitude modula-
tion described by the TPJE model. Note that if the jitter on the clock is white, the
most far-off interferer at an offset frequency of 1.6MHz determines the clock re-
quirement. The requirement this interferer puts on the clock is about 40dB higher
than the close-by interferer at 200kHz offset. In reality, the clock of the modulator
is coming from an oscillator or PLL, and the jitter on the clock carrier most likely
will not be white, and will for instance contain 1/f-noise.
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Figure 6.57: Phase noise specification for the clock of the modulator used
in a GSM receiver

According to the TPJE model, the way jitter influences the performance of a Σ∆
modulator is heavily dependent on the spectral shape of the jitter. In case of low
frequency jitter (close to the clock carrier), the clock jitter on the clock of a mod-
ulator in a receiver, can become irrelevant. The the clock jitter of an in-band
signal are already very low because of the limited in-band SNR required in re-
ceiver systems. The narrow-band jitter around an interferer will not fall in the
signal bandwidth. This is illustrated in figure 6.58 for a modulator with SI DAC
(the discussion is similar for a modulator with SC DAC). As long as the jitter
noise around the out-of-band signal is not interfering too much with the wanted
signal in the modulator’s bandwidth (BADC), the requirements on the jitter of the
clock according to the TPJE model due to this mechanism are very limited. The
narrow-band jitter requirements for oscillators and PLLs used in receivers to clock
the ADC, fortunately are relaxed by the dropping interferer power level closer to
the IF bandwidth (table 6.6), as can be seen in 6.57b.

In [46] the Σ∆ modulator clock requirements are calculated more extensively, for
a modulator used in a GSM and a Bluetooth receiver. In this paper it is proven that
the required phase noise requirement on the clock of the Σ∆ modulator is much
lower compared to the phase noise requirements for the local oscillator due to the
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Figure 6.58: Low frequency jitter in a receiver application. Clock spec-
trum (a) and modulator output spectrum (b)

over-sampling ratio of the modulator.

In the discussion above, the jitter-quantization noise convolution products were
neglected. It depends on the modulator’s out-of-band quantization noise power (1-
bit or multi-bit quantizer) and the spectral shape and level of the jitter on the clock
whether this simplification is justified. For example, a 1-bit modulator toggling
between±1, has an out-of-band quantization power of 0.5, when a full scale input
signal is applied to the modulator’s input. Therefore, the convolution products can
have a large impact on the modulator’s in-band SNR. When the jitter is narrow-
band, the simplification is justified, but in this case as described, the in-band jitter
from an interferer next to the signal bandwidth can also be neglected. Therefore,
the discussion above is only relevant for a modulator, with a sufficient number of
quantization levels.

6.10 Conclusions

In this chapter the robustness of several Σ∆ modulator architectures has been
tested on circuit imperfections. The Σ∆ modulator’s sensitivity to gain varia-
tions, noise, linearity, loop delay, aliasing and clock jitter have been discussed.
From this analysis relations between several important specifications and their
cost have been derived. In chapter 8 some of these relations will be used for
benchmarking the Σ∆ modulators presented in this thesis with Σ∆ modulators
published. Chapter 9 will present Σ∆ modulator implementations that are opti-
mized using these relations. Below the conclusions are summarized per section.
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Technology:

• Technology scaling can have a major impact on the performance of analog
circuit blocks. The expected performance of analog blocks in a successive
technology node at best stays the same.

• A way to reduce the sensitivity to the changes in analog design parameters
is to replace the highly sensitive analog circuits blocks with digital circuits
where possible.

• To decrease time-to-market, analog circuits should be designed like digital
circuits. A library of analog functions with their p-cell layout should be
created, with which every analog block in the system can be built. When
going to the next technology node, only this library has to be ported. From
there the analog IP blocks can be generated using the digital layout tools.

Gain:

• Single loop Σ∆ modulators have the lowest requirements on absolute loop
filter gain, as the quantizer only needs to decide if its input signal is larger
of smaller than its reference level.

• In-band loop filter gain should at least be large enough to sufficiently push
the quantization noise out-of-band.

Noise:

• An SC and SR DAC with RC input stage are preferred over an SI DAC as the
amount of 1/f noise introduced is independent of the maximum switching
speed of the DAC.

• If it is assumed that the Σ∆ modulator input signal and the DAC reference
voltage are chosen as close to the available supply as possible, a reduction in
supply voltage will mean a quadratically lower required circuit impedance
for the same SNRcircuit noise, and thus a quadratically higher power con-
sumption. If the input signal and the DAC reference voltage are chosen
smaller than possible within the supply, even more current will be required
to achieve the same SNRcircuit noise.

Linearity:

• From the proposed input stages, the RC integrator input stage is preferred
as it can provide very high linearity at moderate bias currents.
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• As long as technology does not limit the over-sampling of the modulator to
get sufficiently low quantization noise, a 1-bit feedback DAC is preferred
over a multi-bit DAC as it can be implemented without suffering from unit
cell mismatch, which drastically reduces the complexity of the modulator.
One positive exception is a Σ∆ modulator which employs a 1.5-bit quan-
tizer and DAC, which can still be made very linear, without adding too
much complexity.

Delay:

• To compensate for excessive delay (phase shift or time delay) in the mod-
ulator, a delay compensation scheme is introduced. The loop filter coeffi-
cients are recalculated to compensate for the delay, rather than increasing
currents in the circuitry. This opens up the road for Σ∆ modulators with
the advantages of feed-forward loop filters in high speed applications, as the
additional delay in the feed-forward summation node can be compensated.

• SC DACs inherently have less delay compared to SI DACs for the same
RTZ period due to the shape of the feedback pulse, but at the cost of larger
peak currents.

Aliasing:

• The quantizer aliasing is not an issue in higher order modulators as the
aliases caused by the sampling in the quantizer are attenuated by the loop
filter gain.

• The aliasing due to the sampling in the DAC is highly dependent on the
implementation details of the DAC and the input stage. In this thesis the
aliasing for an RC integrator input stage with different feedback DACs is
analyzed. For all feedback DAC topologies the AAD improves with the Gm
of the input stage. For the SI DAC, the AAD further improves with higher
DAC current source output impedances. Furthermore, a very small or very
large RTZ period improves the AAD, but is not practical as it implies a
higher clock frequency. For the SR DAC, the AAD improves with switch
impedance matching, and smaller RTZ periods. For the SC DAC, the only
degree of freedom is the Gm of the input stage, as fs and CDAC are dictated
by modulator architecture and SNR.

Clock jitter:

• Two ways of modeling clock jitter in a Σ∆ modulator are presented. Both
the TAJE model and the TPJE model predict that a Σ∆ modulator with SC
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feedback DAC always out-performs an SI DAC when it comes to sensitivity
to clock jitter. As the TAJE model is seen as inaccurate, its use is dissuaded,
and it is advised to only use the more precise TPJE model.

• In the sine wave induced TPJE model it is described how a sine wave, de-
liberately modulated onto the clock, influences the output spectrum a DAC.
The sine wave induced jitter on the clock repeats itself around every fre-
quency component passing through the DAC, creating two side band com-
ponents, one on each side of its carrier. The ratio between carrier power and
jitter side band power is fixed for each carrier, which means that the jitter
spectrum around each signal passing the DAC goes up and down with the
amplitude of that carrier.

• Sine wave induced jitter on the clock causes amplitude and phase modula-
tion of the incoming signals in a modulator with SC DAC. This causes the
left jitter component around a signal passing the DAC to be smaller than the
right jitter component. In a modulator with SI DAC, only phase modulation
of the incoming signals is observed, and both jitter components around the
DAC’s output signal have equal amplitude.

• If an interferer at the input of the modulator has a frequency which is atten-
uated by the modulator’s STF, its jitter components will go down with the
amount of carrier attenuation.

• Verification of the sine wave induced model with measurements has shown
that the model very accurately describes how the jitter on the clock repeats
itself around a signal component that passes the feedback DAC clocked
with this sine wave modulated clock. Calculations and measurements match
within about 1dB.

• If white noise jitter is substituted in the sine wave induced jitter model,
the in-band SNR limitation of a Σ∆ modulator clocked by this white noise
phase modulated clock can be calculated. The calculation of the modu-
lator’s SJNR can be done for a modulator with either a 1-bit SC DAC, a
multi-bit SC DAC, a 1-bit SI DAC or a multi-bit SI DAC.

• The equations derived can also be used the other way around; for a cho-
sen modulator SNR, signal bandwidth, and DAC type a phase noise clock
specification can be derived.

• A low-pass modulator with SC DAC benefits from the jitter noise shaping.
The in-band jitter noise of a modulator with SI DAC is much more depen-
dent on out-of-band signal power (either interferer or noise).
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• The TPJE model applies to multi-bit as well as 1-bit modulators. The mech-
anism how jitter on a clock transform into jitter around an input signal, is the
same for 1-bit and multi-bit modulators. However, the TPJE model predicts
that the expected (in-band) jitter-quantization noise convolution products in
a multi-bit modulator’s output spectrum, are lower compared to the jitter-
quantization noise convolution products in the output spectrum of a 1-bit
modulator, when both are clocked with a wide-band, white noise jittered
clock. This is explained by the fact that the quantization noise power of a
multi-bit Σ∆ converter is b*6dB (b = number of bits) lower compared to a
single bit modulator.

• It is proven by measurements that the white noise substitution in the sine
wave induced jitter model is valid. Calculations and measurements match
within about 1dB. Therefore, it can be concluded that the model very accu-
rately describes how white noise jitter on the clock repeats itself around a
frequency component (either, wanted signal, interferer or quantization noise
component) that passes the feedback DAC.

• If a large out-of-band signal is applied to the modulator, the jitter noise
around this signal appears in the signal bandwidth. The level of in-band
jitter around this input signal will be equal in the 1-bit and multi-bit modu-
lator.

• In a receiver, a Σ∆ modulator with SC DAC is preferred over a modulator
with SI DAC, as the expected in-band jitter spurious or noise due to an
out-of-band interferer is lower because of the jitter shaping in an SC DAC.

• If the dominant clock jitter is very close to the clock carrier (narrow-band
jitter), it is very likely that the in-band jitter-quantization noise convolution
products can be neglected. In this case, a single or multi-bit modulator will
perform equally. The narrow-band jitter will only be visible in the signal
bandwidth of the modulator when a strong in-band signal is applied to the
modulator, like in figure 6.49 and 6.52.

From this chapter it has become clear that a 1-bit, CT feed-forward loop filter
is preferred because of its low power consumption, large signal stability, large
quantizer alias suppression and low loop filter gain accuracy requirement. Fur-
thermore, a 1-bit feedback DAC and a RC integrator input stage are preferred
because of linearity. Due to lower sensitivity to clock jitter and its inherent lower
delay due to the feedback pulse shape, an SC feedback DAC is preferred over an
SI (or SR) DAC. In return, the degrees of freedom to reduce aliasing in the DAC
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are limited, but this problem can be tackled by careful design of the DAC and
input stage. In summary a CT feed-forward Σ∆ modulator with RC integrator
input stage and 1-bit SC feedback DAC is the most robust Σ∆ modulator imple-
mentation.
Furthermore, technology scaling has more advantages for digital circuits than for
analog circuits. Therefore, it can be advantageous to introduce or increase digiti-
zation in the modulator loop.



Chapter 7

Σ∆ modulator flexibility

Chapter 5 and 6 showed that a high order 1-bit highly over-sampled Σ∆ modu-
lator is a very suitable choice for the ADC in a direct conversion receiver. The
modulator can be made with sufficiently high S(Q)NR and linearity at low power
consumption, which are the most important specifications for the receiver ADC.
Furthermore, chapter 6 showed that a 1-bit CT feed-forward Σ∆ modulator with
SC feedback DAC is preferred because of its built in robustness. In this chapter it
will be investigated if such a modulator can be made scalable to fit into a multi-
standard radio.

Goal is to come to a scaling method with which a Σ∆ modulator IP block can be
designed, which can cope with any standard currently known. Once such an IP
block is available, it can serve multiple receiver applications. The same Σ∆ mod-
ulator can be used for different receivers with different combinations of modes,
eg. a GSM, Bluetooth and GPS receiver, or a UMTS and WLAN receiver. Such a
multi-mode Σ∆ modulator not only enables multi-mode receiver architectures but
also leads to faster market introduction of receiver systems, as exactly the same
ADC can be re-used in different products.

7.1 Receiver dictated flexibility requirements

In a multi-standard radio the signal dynamics at the antenna are different in each
standard. The required SNR at sensitivity changes because other digital modula-
tion techniques are used. Furthermore, changing bit-rates will require different RF
front-end and ADC bandwidths. Figure 7.1 shows the channel bandwidth require-
ments for a number of standards. From the plot it can be seen that the required
channel bandwidth changes over two decades.
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Figure 7.1: ADC bandwidth requirements in the telecommunication stan-
dards

The changing signal dynamics, channel bandwidth and noise requirements can
require scaling of filtering, gain and/or noise impedances of in the receiver. Chap-
ter 4 showed how the ADC and the RF front-end specifications relate.
Changing the noise impedance of the Σ∆ modulator in a multi-standard radio,
would mean as many different noise impedances as radio standards, which makes
the circuit design very complicated, as it requires switching in the input stage
of the Σ∆ modulator, and could lead to non-linearity. In a highly digitized re-
ceiver the ADC requirements are already pushed to the limit. The coverage of
two decades of ADC bandwidth already gives a large increase in circuit complex-
ity. A scalable noise impedance will lead to further circuit overhead and increase
of circuit complexity. Furthermore, the accompanying circuit parasitics will go at
the cost of the maximum achievable ADC performance.
In the multi-standard RF front-end, noise impedances have to be scaled anyway to
achieve the required noise figure. As the receiver is highly digitized only a limited
amount of filter cut-off frequency and gain programmability has to be added to
the receiver to accommodate all standards. As this only involves the switching of
capacitors and resistors this is relatively easy. This way signal levels at the input
of the ADC can be equalized. The signal levels at the input of the ADC should
be kept as high as possible (section 6.5.4), which means that the equalization
level of the modulator input signals is limited by the supply voltage. At the same
time the ADC noise impedance is kept constant, reducing circuit complexity thus
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implementation risks.
The choice of optimizing the receiver this way, divides the flexibility require-
ments over the RF front-end and ADC. The RF front-end AGC, filtering and noise
impedance scaling in combination with the scaling of the ADC bandwidth, is the
only way to come to a competitive receiver power consumption.

In section 9.1 it will be shown that the signal level equalization and fixed ADC
noise impedance approach leads to an ADC with a competitive power consump-
tion. The ADC has a fixed architecture on both Σ∆ modulator loop and circuit
topology level. This way the ADC design complexity is reduced.

The next few sections will discuss the impact of the signal equalization, fixed
noise impedance and bandwidth scaling approach on the design of the Σ∆ mod-
ulator, being the choice of ADC architecture.

7.2 Σ∆ modulator clock flexibility

The huge variation of required ADC bandwidth comes with a large variation of
the ADC clock. In this section receiver architectures with different ADC clock
strategies are explored which can cope with such a large variation in clock fre-
quency. The section will mainly focus on the implications of the chosen clock
generator architecture on the ADC and will not address the implications at system
level like frequency locking, etcetera.
A generalized block diagram of a highly-digitized receiver is shown in figure 7.2.
It contains an antenna, an LNA, a mixer, a Σ∆ ADC, decimation filtering, a base

LO and Clock circuitry
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/Filtering La
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processor
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Figure 7.2: Overview of the relevant clocks in the receiver chain

band processor, an LO and clock circuitry. The differences between the archi-
tectures are confined to the generation of the clocks for the ADC and decimation
stages. Different possibilities are dealt with in the subsequent sections.
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7.2.1 Receiver architecture with LO-dependent ADC clock

In this architecture the clock of the ADC is integer-divided from the local oscil-
lator (LO). The main advantage of this system is that the high-quality frequency
synthesizer is reused for the clock of the ADC. This ensures a sufficiently good
clock in terms of jitter, as the requirement on the quality of clock for down-mixing
in an (N)ZIF receiver already is higher than for the ADC clock, because a Σ∆
ADC is over-sampled (section 6.9). A disadvantage is that the output frequency
of the synthesizer is dependent on the channel selected for down conversion. This
means that the clock frequency of the ADC is dependent on the channel selected.
In continuous-time Σ∆ modulators this has implications for the values of the co-
efficients used in the loop filter. Although the relative change of frequency is rea-
sonably small, the modulator needs to be stable for all applied clock frequencies.
This can increase the required number of coefficients to be programmed in the
loop filter. Furthermore, sample-rate conversion is required after the ADC, if the
LO frequency is not a multiple of the bit-rate which is generally the case. In future
mobile phones, multiple transceivers will be on the same chip. This needs mul-
tiple and potentially non-integer clock frequencies for the different transceivers
which is unattractive for reasons of electromagnetic (in)compatibility.
Pros:

• No extra PLL needed for the A/D conversion

• Clock generator has low jitter because of the already present LO require-
ment

• Power efficient for when clock frequency is optimized to the ADC band-
width

• As LO and ADC sample frequency are related substrate interference is also
related, which gives the advantage that sensitive signal processes can be
done when substrate is expected to be quiet

Cons:

• Integer LO division gives limited clock flexibility

• If the relative variation of the LO frequency is large, programmability of
the coefficients is required in the loop filter of the Σ∆ modulator

• Sample-rate conversion is required after the ADC

• The sample-rate conversion factor is dependent on the LO frequency
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• Harmonic relations between sample frequency and LO can cause in-band
aliases due to ADC sampling

• EMC in a multi-pipe transceiver

7.2.2 Receiver architecture with a flexible and independent clock for
the ADC

Another possibility is to generate the ADC clock with a dedicated PLL locked to
the main reference oscillator for the receiver. Unless a fractional-N PLL is used,
the risk is that multiple crystals are needed to generate a clock frequency which
is an integer multiple of the bit-, symbol- or chip-rates for each of the many dif-
ferent radio standards to be covered by the radio, to avoid sample-rate conversion.
A large number of crystals is highly undesirable on grounds of size and cost. If a
fractional-N PLL can be used, then the need for multiple crystals is removed and
this architecture becomes an attractive option. The flexibility in output frequency
allows for the most desirable ADC clock frequency to be generated for any given
standard. However, the addition of the PLL, either integer-N or fractional-N, in-
creases power consumption. It also demands great care in the design of the PLL
to keep phase noise below acceptable limits. In addition, a fractional-N PLL adds
spurious tones in its output spectrum, due to its non-integer divider ratio. Next to
the phase noise, these tones can degrade the ADC performance (chapter 6.9). The
variable ADC clock frequency in this architecture complicates the ADC design as
it necessitates the adaptation of the integrator coefficients in the loop filter. For a
wide range of clock frequencies, this can lead to a difficult and bulky ADC design.
Pros:

• Power efficient ADC and decimation stages as clock frequency is optimized

Cons:

• Extra PLL needed with sufficiently low phase noise (extra power consump-
tion)

• Huge number of crystals or fractional-N PLL / sample-rate conversion needed

Huge number of crystals is not feasible due to cost and size

Fractional-N PLL next to phase noise introduces spurious tones

• Extra coefficient set needed in the loop filter of the Σ∆ modulator for each
optimized clock frequency
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• In a multi-pipe receiver multiple PLLs are required if the ADCs in these
pipes are not clocked at the same frequency (or an integer multiple)

• EMC in a multi-pipe transceiver

7.2.3 Receiver architecture with fixed, independent ADC clock

A third possibility involves running the ADC at a fixed clock frequency for all
receiver modes. The value of the clock frequency is determined by the mode with
the highest signal bandwidth. In this mode the clock frequency is chosen such that
the quantization noise is low enough to allow the receiver to achieve its intended
noise figure, and the ADC has sufficient dynamic range to handle the largest in-
terferers that find their way through the front-end mixers and IF pre-filters. When
dealing with modes with a small signal bandwidth, the modulators loop filter can
be programmed to concentrate more gain at lower frequencies if necessary (sec-
tion 7.4), thereby lowering the level of the quantization noise in the vicinity of
the narrow-band signal. Leaving the clock frequency at a fixed high frequency
ensures a high over-sampling ratio and, in return, a very high dynamic range (at
least in terms of quantization noise). There are considerable advantages in using
a fixed-frequency clock generator, as only a single frequency clock generator in
a multi-pipe receiver terminal is required. Because of the high frequency clock,
the ADC area reduces as it only needs integrator capacitor values related to the
high frequency clock which are small. If required, the noise shaping can be op-
timized as a function of the required signal bandwidth by programming the local
feedback coefficients (section 5.1 and section 7.4) which determine the notch fre-
quencies in the noise shaped output spectrum of the modulator. An example is
give in figure 7.3 for signal bandwidths of 1, 3.3 and 10MHz. Furthermore, the
simplicity of the fixed-frequency clock generator and the requirement for only a
single-crystal reference oscillator or the use of the frequency divided LO are also
attractive aspects. The disadvantage of the sample-rate conversion required to ob-
tain the relevant bit-rate, symbol-rate or chip-rate for any given mode, is canceled
by the fact that the receiver pipe takes on an extremely ”open” design concept
that can deal with virtually any radio standard. It is a substantially future-proof
concept whose only main threat would come from the increased digital process-
ing power. Low-band modes need a higher decimation factor, as in these modes
the sampling rate at the output of the ADC is very high in relation to the signal
bandwidth. As the requirements on the first decimation filter stages are limited as
their required roll-off is limited, the additional power and area spending will be
limited. As this architecture requires sample-rate conversion this will cause addi-
tional power spending. The increase of power in the digital processing, is (partly)
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Figure 7.3: Notch frequency programming to optimize the modulators
noise shaping to the required signal bandwidth

compensated by the smaller feature size in nm-technologies as the efficiency of
digital circuits increases with 1/s3

T (section 6.1). This makes this clocking strat-
egy extremely suitable for small feature size technologies.
Pros:

• Only one set of integrator coefficients needed in the loop filter of the mod-
ulator.

• Small ADC silicon area because only the highest bandwidth mode coeffi-
cients have to be implemented. In this mode the integrator loop filter capac-
itor values needed are the smallest.

• Very flexible system. An ”open-pipe” concept which is substantially future
proof.

• LO divided clock or low-power clock generator requiring only a single ref-
erence crystal is needed.

• In a multi-pipe receiver, the ADCs and decimation filters in each pipe are
slave to the same clock frequency which gives a better controlled EMC
performance.

• As the area and power of digital circuits shrink with technology this is a
future proof architecture

Cons:

• If LO can not be used, an extra PLL (but no fractional-N) will be needed
(extra power consumption).
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• Sample-rate conversion needed

• Risk of higher power consumption in digital filters for low-bandwidth modes

• Higher ADC power consumption in the low bandwidth modes

• Additional digital hardware required

In section 9.1.3 a 121-mode ADC is presented, which could be used in a receiver
with fixed ADC clock. The ADC power penalty in this case is that the ADC
at the highest sample frequency consumes 6.6mW, whereas the ADC consumes
only 1.44mW in the lowest bandwidth mode, which is significant. Therefore,
the power consumption at high sample frequencies has to be lowered. This can
be done by using the delay compensation technique presented in section 6.8 to
compensate the pole in the summing node. This way the current in the summing’s
node OTA can be reduced, as it has a significant contribution to the total ADC
power. Another solution is to use a limited set of sample frequencies instead of
only one sample frequency.

7.2.4 Choice of clock strategy

For future multi-mode, multi-pipe transceivers, a fixed ADC clock strategy results
in the most flexible and transparent system. It comes at the cost of higher power
consumption for the ADC and digital processing especially in the low-bandwidth
ADC modes as the overhead is created in the ADC. This clock strategy is espe-
cially suited for nm-technologies as the area and power of digital circuits shrink
with technology scaling, and for analog IP blocks the transistors become faster.
Applying the fixed or LO divided ADC clock strategy furthermore requires exten-
sive knowledge about sample-rate conversion in relation to power consumption of
the digital part and in relation to EMC aspects of a multi-pipe receiver. Unfortu-
nately, this is out of the scope of this thesis.
The ADCs presented in this thesis are designed for the independent and addi-
tional PLL generated ADC clock based systems. The main reason for this is that
the multi-mode ADCs presented in this thesis are designed in an IC technology,
in which digital processing still has its cost (comparably large feature size), and
high clock rate decimation and fractional decimation therefore are avoided. Fur-
thermore, the ADCs were designed for a multi-mode rather than a multi-pipe re-
ceiver. This means that only one additional PLL is required to generate the ADC
clock, and EMC is less of an issue.
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7.3 Input stage and DAC flexibility

The feedback current in a Σ∆ modulator with RC integrator input stage and SC
feedback DAC is proportional with VreffsCdac. The input signal is converted
into a current by the input resistor Rin. To deliver the same amount of current to
compensate the input current at each clock frequency, the DAC capacitor has to
be scaled inversely proportional to the clock frequency. This means that at each
clock frequency an exact DAC capacitor is required, to avoid an input-output gain
change of the modulator.
The input referred noise density of a Σ∆ modulator with RC integrator input stage
and SC feedback DAC is given by equation 6.7. If the reference voltage noise and
OTA noise can be neglected (which is normally the case), the equivalent input
referred noise density reduces to:

SΣ∆M,in,SR or SC ≈ 8kTRin (1 + RinfsCdac) [V2/Hz] (7.1)

It can be seen that the equivalent input referred noise density is also proportional
to fsCdac. This means that if fs and Cdac are scaled for constant current feed-
back, the equivalent input noise density of the modulator stays constant, which is
preferred (section 7.1).

For a switched current (or switched resistor) DAC, no scaling of the DAC elements
is required if the input resistor is also not changed.

7.4 Loop-filter flexibility

If the ADC noise impedance, mainly determined by the input resistor and feed-
back DAC, is kept constant, the scaling of the Σ∆ modulator bandwidth is fairly
easy. In section 5.1, the Σ∆ modulator parameters were introduced which deter-
mine its SQNR. From the same section it can be concluded, for to add flexibility
to the Σ∆ modulator, two things need to be done:

1. The integrator unity gain frequencies of the modulator scale proportional to
the sample frequency, if the input signal swing, the integrator signal swings
and the loop stability criterion are kept constant (eq. 5.3 and eq. 5.4). This
way, more DR can be achieved in the same bandwidth (OSR increases), or
the same DR can be achieved in a larger bandwidth (OSR fixed).

2. By changing the local feedback coefficient bn (coefficients kn are constant),
the effective SQNR in a certain modulator bandwidth can be optimized (sec-
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tion 5.1). If eq. 5.6 is rewritten, the bn coefficients should be changed ac-
cording to:

bn =
π2k2

nln

in−1inln−2OSR2 (7.2)

As said in the introduction of this chapter, the Σ∆ modulator has to be re-usable
for different receiver systems, of which it is not known up-front (at the time of
the Σ∆ modulator design) which bandwidths it has to convert. This means that
the modulator has to cover a large sample frequency range. A trade-off has to be
made between the allowed integrator swing variation due to the varying sample
frequency and the required resolution of the unity gain programmability. This is
shown by eq. 5.3 and 5.4. The clip level ln sets the maximum allowed signal at
the output of the integrator n. When fs is changed, either the clip levels ln have
to change, or the unity gain frequencies ωn have to change (in is fixed by the sta-
bility criterion and AX,in,max is chosen to be constant). If fs is lowered, signal
swings on the integrator output will increase, but are limited by the supply and
the required biasing headroom of the integrator stage transistors. At high sam-
ple frequencies the integrator output signals become unrealistically small, which
might lead to noise problems and makes the design of the quantizer more difficult.
Therefore, the total ADC sample frequency range [fs,min, fs,max] required to con-
vert all bandwidths determined by the variety of modes, should be split up in xfs

sub-ranges, which results in xfs unity gain frequencies. Within each frequency
range the integrator unity gain frequencies are constant, and with the changing fs

the output swings on the integrators vary with a factor yfs at maximum. The most
efficient implementation is achieved when an exponential relation is used between
yfs and xfs. The number of sample frequency ranges required is given by:

xfs =
ln

(
fs,max

fs,min

)

ln(yfs)
[-] (7.3)

The integrator unity gain frequency of each range should always be calculated at
the lowest sample frequency within the range. This way the maximum integrator
output signal will never exceed the intended signal levels, to preserve circuit lin-
earity. At higher sample frequencies within the sub-range, the integrator output
signals become smaller. If it is assumed that the resistors of the RC integrator
stages are kept constant (no noise impedance scaling), the integrator capacitor
values have to change for different sample frequencies according to:

Cug,n = Cug,min · yn
fs [F] (7.4)

where Cug,min is determined by the highest sample frequency range, n=[1..xfs],
and Cug,max = Cug,min · yxfs

fs . It should be noted that for each sample frequency
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sub-range an additional DAC capacitor is required. This gives a maximum modu-
lator input-output gain variation of yfs times over the particular sample frequency
sub-range.
As said, with the local feedback coefficients bn, the bandwidth of the modulator
can be optimized (eq. 7.2). The value of the feedback coefficients are related
to in, ln, kn and the OSR. The choice of OSR completely determines the value
of bn, as the other coefficients are fixed. This means in the scaling of the bn

coefficients, only the OSR range has to be considered. The number of coefficients
is determined by the resolution with which the bandwidth of the modulator has to
be trimmed. The number of coefficients required is given by:

xOSR =
ln

(
OSRmax
OSRmin

)

ln(yOSR)
[-] (7.5)

in which yOSR is determined by the required programming resolution, which leads
to an ADC with (xfs · xOSR) modes.

7.5 Quantizer flexibility

The only flexibility required in the quantizer is that it needs to work at all sample
frequencies. Figure 7.4 shows a latch frequently used in the quantizer of the mod-
ulator. For this latch, the probability of occurrence of a meta-stable state whose

gmgm

iin
IDCIDC

C

Figure 7.4: General model of a latch frequently used in the quantizer of
a Σ∆ modulator

duration is longer than a time Te is [48]:

BER = P (t > Te) ≈ e
−gm
Cfs [-] (7.6)

In which gm is the gm of the latch transistors, C is the total capacitance between
node 1 and 2, and fs is the frequency with which the quantizer is sampled. Close
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to the meta-stable state, which only occurs at small quantizer input signals, the
quantizer is prone to make an error in its decision whether to output a one or a
minus one as in this state the output signal of the quantizer latch is still very small
at time Te. On the other hand, due to the small quantizer latch input signal, the
error made is small, as the input signal is very close to the quantizer reference.
On top of that, the coincidental error is shaped by the modulators loop filter like
the quantization noise, and generally this will lead to a very limited performance
reduction of the Σ∆ modulator. What is of utmost importance though, is that
the quantizer is forced to decide either to output a digital one or minus one. To
decrease the probability of a bit error, re-clocking of the latch output can be done
by an additional non-transparent edge triggered flip-flop as it introduces additional
gain. Alternatively the quantizer can be designed such, that if a meta-stable state
occurs, the quantizer outputs the same value as was done in the previous clock
cycle. In both cases it is very important that the quantizer output bit is taken
over by the digital output and feedback DAC correctly. If the output bit of the
modulator is different from the bit fed back to the feedback DAC, the performance
of the modulator will decrease very rapidly, as this error translates back to a bit
error in the DAC.
In a multi-mode ADC with flexible clock frequency the gm of the transistors in the
latch can be reduced proportional to the sample frequency to have the same BER,
to save current in the low speed modes. The actual derivation of the requirement
of the quantizer BER is out of the scope of this thesis.

7.6 Conclusions

For future multi-mode, multi-pipe transceivers a fixed ADC clock strategy results
in the most flexible system. It comes at the cost of higher power consumption
for the ADC and digital processing because of the always high clock frequency
and required sample-rate conversion, and therefore is especially suited for nm-
technologies.
The multi-mode modulators presented in this thesis in principle are designed for
a system with a fully flexible ADC clock. For such systems a CT 1-bit Σ∆ modu-
lator with SC feedback DAC is proven to be scalable, putting minimum additional
requirements on the circuits. If the noise density of the modulator can be kept
constant, changing the clock frequency requires only the programming of capac-
itors in the loop filter and DAC. Furthermore, by changing the local feedback
coefficients in the loop filter, the bandwidth of the modulator can be optimized,
increasing the modulators noise shaping efficiency. This way, a multi-mode Σ∆
modulator IP block can be designed, which can be programmed to different con-
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version bandwidths to implement the multi-mode capability. At the same time the
Σ∆ modulator IP block can be used in different receiver applications, decreasing
time-to-market of products containing receivers, which require a Σ∆ modulator..
It should be noted that the extremely scalable ADC of section 9.1.3 can be used for
the fixed clock system and the LO divided systems as well, for prove of concept
of these systems.
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Chapter 8

Σ∆ modulator efficiency

A way of determining the quality of an A/D converter design is to evaluate its per-
formance parameter-cost ratios. A Figure-of-Merit (FOM) relates Σ∆ modulator
performance and cost parameters. With a FOM it can be determined whether a
design efficiently uses its secondary inputs compared to other designs presented in
literature. A benchmark over existing Σ∆ modulator implementations yields the
state-of-art FOM with their individual performance and cost parameters as inputs.

The most important performance parameters for Σ∆ modulator are DR or peak
SNR and HD3D. The most important Σ∆ modulator cost parameters are power
consumption and silicon area. As will be shown in this chapter, a conventional
FOM (FOMDR), that relates power with bandwidth and ENOB (or DR) is avail-
able. This FOM is frequently misused to compare noise and distortion of differ-
ent ADC implementations, but the mechanisms between power consumption and
noise and the relation between power spending and distortion are completely dif-
ferent. Unfortunately, separate FOMs to benchmark Σ∆ modulator linearity or
area is not available. This chapter will evaluate the conventional FOM, and will
introduce new FOMs to benchmark the ADC dynamic range and linearity with the
consumed power and area in separate FOMs. The FOMs discussed in this chapter
are:

• Conventional power efficiency FOM: FOMDR

• New power efficiency FOM: FOMeq,th

• New distortion FOM: FOMHD3D

• New area FOM: FOMarea

These FOMs will be used to benchmark the Σ∆ modulators presented in this the-
sis with the Σ∆ modulators published in literature.
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The 117 modulators used in the various benchmarks performed in this chapter,
are modulators published at the ISSCC, the symposium on VLSI Circuits or in
the JSSC in the time frame 1997-2009. Single and multi-bit modulators are dis-
tinguished from each other, and number 54 and 73 respectively. Furthermore,
continuous time modulators (CT) are distinguished from discrete time (DT) mod-
ulators, and number 60 and 67 respectively. Low-pass as well as bandpass con-
verters are included, but are not distinguished (the number of bandpass modulators
included in the benchmark is only 6). The legend for the modulator benchmark
figures presented in this chapter is shown in figure 8.1 together with the number
of included modulators.
Some of the benchmarks presented in this chapter are a function of the minimum

1-bit CT modulator published at ISSCC/JSSC/VLSI

1-bit DT modulator published at ISSCC/JSSC/VLSI

Multi-bit CT modulator published at ISSCC/JSSC/VLSI 

Multi-bit DT modulator published at ISSCC/JSSC/VLSI

34

20

26

47

Figure 8.1: Legend of the Σ∆ modulator benchmark figures presented in
this chapter

transistor length Lmin available in the technology the particular modulator was
designed in. This is used in Appendix E to test Σ∆ modulator properties on tech-
nology scaling, to see if the Σ∆ modulator as the ADC architecture has a future1.
As the introduction rate of new IC technologies is about 2 years, the Lmin x-axis
also can be interpreted as an alternative time-axis.

To indicate the performance matrix of the modulators benchmarked, figure 8.2
shows the peak SNR vs. bandwidth of all modulators. Bandwidth ranges from
1kHz up to 40MHz, peak SNR ranges from 118dB down to 50dB.
Multi-bit modulators tend to represent more extreme performance data points

(high bandwidth, high peak SNR) as they can achieve a higher algorithmic ac-
curacy at a lower sample frequency in a given technology compared to single bit
converters. The extreme high bandwidth area (at about 20MHz) in the figure is
dominated by multi-bit CT modulators. These modulators have less stringent cir-
cuit bandwidth requirements compared to their SC counterparts, which makes it

1In Appendix E, a modulator area scaling model is introduced for single and multi-bit modula-
tors. Both modulator types are tested on technology scaling. As the application of this scaling model
at this moment in time does not give a convincing outcome, the model needs further refinement to
increase its maturity. Therefore, the area scaling model has been put in an Appendix.
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Figure 8.2: Modulator peak SNR versus bandwidth for all benchmarked
modulators

easier to achieve high modulator bandwidth at low power consumption.

8.1 Power efficiency FOM: FOMDR

Eq. 8.1 gives an example of a well established FOM for ADC power consumption,
normally used for Nyquist ADCs:

FOMENOB =
P

2ENOB2B
or FOMb =

P

2b2B
[J/conversion] (8.1)

in which P is the power consumption of the ADC, ENOB is the effective number
of bits, and B is the ADC bandwidth. For Σ∆ modulators, the effective number
of bits is interchanged by DR (DR is defined in the voltage domain, not in the
power domain !), as it is not common to use ENOB as a performance indicator for
Σ∆ modulators. The DR represents the noise performance of the Σ∆ modulator.
This changes eq. 8.1 into:

FOMDR =
P

DR · 2B
[J/conversion] (8.2)

The state-of-art FOM can be used to do a first order parameter estimation for an
ADC to be developed once the other parameters in the FOM are known. For ex-
ample, from eq. 8.2 a first order estimate for the power consumption for a Σ∆
modulator to be designed can be calculated once its required bandwidth and DR



192 CHAPTER 8. Σ∆ MODULATOR EFFICIENCY

and the state-of-art FOM are known. Extensive analysis on FOMDR has been
done in [49].

FOMDR relates the ADC power consumption, with its bandwidth and DR. The
FOMDR lacks the referencing of the ADC dynamic range to absolute signal lev-
els (eq. 6.5.4). This is illustrated in figure 8.3. The FOMDR has its DR as an input

Veq th, 1

Vin,rms,max

FOMDR(PADC)

DR

Veq th, 2

Vin,rms,max,2

DR

Supply

Application

P

FOMDR(PADC)

ADC1 ADC2

Req,th

Figure 8.3: FOMDR and absolute signal referencing

parameter, but the dynamic range is not related to the absolute signal levels at the
input of the ADC, but the input signal level to the ADC can be limited by the sup-
ply voltage and/or by ADC application. This will lead to lower noise requirements
for the ADC. In figure 8.3, ADC1 has a much higher input signal (Vin,rms,max,1)
compared to the input signal of ADC2 (Vin,rms,max,2). Both ADCs have the same
dynamic range determined by the application. Therefore, the absolute noise level
Veq th,1 of ADC1 that can be tolerated is much higher than the noise level Veq th,2

of ADC2. When the ADC SNR is thermal noise limited, which is mostly the case
in Σ∆ modulators, the relation between input signal and ADC power consump-
tion is:

SNR =
Vin,rms,max

Veq,th
, Veq,th ∝

√
Req,th, P ∝ 1

Req,th

⇒ PADC ∝ SNR2

V 2
in,rms,max

(8.3)

If the maximum ADC input signal is halved, the power of the ADC is expected to
increase by a factor of 4, as the noise density and the according equivalent input
impedance of the ADC Req,th has to reduce by a factor of four. This will make the
design of ADC2 much more challenging than the design of ADC1, if the power
of both ADCs is limited to the same amount, which is not taken into account in



8.1. POWER EFFICIENCY FOM: FOMDR 193

the FOMDR (eq. 8.2).

Another disadvantage of FOMDR, is that the ADC resolution ENOB does not
unambiguously take into account noise and/or distortion. Often resolution 2b in
eq. 8.1 is interchanged with SNRpeak, DR, SNDR or even SFDR in literature.
This makes the comparison of ADC power efficiencies inconsistent and dubious.
The lowering of both noise and distortion of an ADC will cost power, but their
relation to and mechanism of power spending is completely different. Therefore,
this chapter splits the power efficiency FOMs for noise and distortion. First, a
FOM based on noise impedance rather than SNRpeak, DR or 2b is presented in
section 8.2. Secondly, a power efficiency FOM to solely benchmark harmonic
distortion will be presented in section 8.3. In this benchmark the third order har-
monic distortion will be related to power consumption, instead of the replacing 2b

by SNDR or SFDR in eq. 8.1.

8.1.1 Benchmarking with FOMDR

In figure 8.4 the FOMDR is plotted for all modulators. The state-of-art FOMDR
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Figure 8.4: FOMDR versus minimum transistor length Lmin

has saturated to about 0.1pJ/conversion at 0.35µm technologies. In deep sub-
micron technologies CT modulators are preferred above SC modulators. This is
probably due to the decreasing technology native supply voltage, making it more
difficult to make low impedance switches required for SC loop filter implementa-
tions.
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Table 8.1 presents the top thirty state-of-art Σ∆ modulators according to the
FOMDR. The implementations presented in 9.1.1 and 9.1.2 are among the top

Ranking FOMDR Technology Multi-bit ? Author Year Reference
[number] [J/conv.] [µm] [yes/no]
1 7.92E-14 0.13 yes Mitteregger 2006 [50]
2 8.79E-14 0.35 no Chae 2007 [51]
3 9.21E-14 0.18 yes Kwon 2006 [52]
4 9.60E-14 0.09 yes Bos 2009 [53]
5 1.03E-13 0.11 yes Matsukawa 2009 [54]
6 1.25E-13 0.065 yes Huang 2009 [55]
7 1.52E-13 0.09 no Crombez 2009 [56]
8 1.55E-13 0.09 yes Koh 2005 [57]
9 1.73E-13 0.09 no Crombez 2009 [56]
10 1.74E-13 0.18 yes Park 2008 [58]
11 1.75E-13 0.09 yes Malla 2008 [59]
12 1.88E-13 0.13 yes Doerrer 2005 [60]
13 1.89E-13 0.13 yes Park 2009 [61]
14 1.97E-13 0.09 no Burger 2001 [62]
15 2.01E-13 0.065 no Putter 2007 [63]
16 2.09E-13 0.065 yes Dhanasekaran 2009 [64]
17 2.11E-13 0.09 no Crombez 2009 [56]
18 2.16E-13 0.065 no Putter 2007 [63]
19 2.22E-13 0.18 yes Yaghini 2005 [65]
20 2.24E-13 0.18 no Veldhoven 2003 [66]
21 2.26E-13 0.09 no Yao 2004 [67]
22 2.27E-13 0.09 yes Malla 2008 [59]
23 2.36E-13 0.18 no Veldhoven 2003 [66]
24 2.39E-13 0.18 no Veldhoven 2003 [66]
25 2.41E-13 0.09 yes Bos 2009 [53]
26 2.45E-13 0.18 yes Lee 2006 [68]
27 2.61E-13 0.18 yes Veldhoven 2002 [69]
28 2.67E-13 0.18 yes Lee 2008 [70]
29 2.79E-13 0.065 yes Shu 2008 [71]
30 2.80E-13 0.5 no Das 2005 [72]

Table 8.1: Top 30 of FOMDR benchmark

thirty most efficient Σ∆ modulators.

8.2 Power efficiency FOM: FOMeq,th

The power efficiency FOM of this section benchmarks the Σ∆ modulator’s DR
and bandwidth against power consumption. In this FOM, the noise performance is
judged by relating the ADC’s load impedance to its equivalent noise impedance:

FOMeq,th =
Rload

Req,th
[-] (8.4)

in which Rload is the resistive load the ADC shows on the supplies and Req,th is
the equivalent ADC input noise impedance.

The load impedance Rload is calculated from the ADC power supply voltage and
power consumption.

Rload =
V 2

supply

PADC
[Ω] (8.5)
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The equivalent noise impedance Req,th is the noise impedance the ADC shows at
its input. It can be calculated from the ADC peak SNR and its maximum input
signal.

Req,th =
V 2

in,rms,max

4kTB · DR2 [Ω] (8.6)

Combining eq. 8.5 and eq. 8.6 leads to:

FOMeq,th =
V 2

supply4kTB · DR2

V 2
in,rms,max · PADC

[-] (8.7)

Note that the FOMeq,th should be as large as possible, unlike the FOMDR which
should be as small as possible.

Theoretically, FOMeq,th can become greater than one, if the noise impedance is
dominated by the differential pair of the input stage. In this case the applied
degeneration is very limited or absent (figure 6.9a). If the input transistors are
biased in weak inversion (eq. 6.19), the maximum gm of qID

kT ≈ 40 · ID [A/V] is
achieved. As there are two transistors, the equivalent noise impedance becomes
Req,th = 2

gm = 1
20ID

and the load impedance Rload = Vsupply/(2ID) when it is
assumed that all current is spent in the input transistors. This leads to a FOMeq,th

of 10Vsupply. As supply voltages are in the range of 1 to 5V, this means an upper
limit of 10 to 50. In reality this FOM level will be impossible to achieve, as not
all current is spent in the input transistors, and the total noise of the modulator is
not determined by the input transistors only. Furthermore, if the transistors are
biased in weak inversion achieving the maximum gm, their Vgt will be extremely
low, leading to a highly non-linear input stage for reasonable input signal swings.

Also for a degenerated transistor input pair (figure 6.9b), the upper limit for the
FOMeq,th can be calculated. The equivalent noise impedance of a degenerated dif-
ferential pair is Req,th = 2

gm+2Rin. If it is assumed that the degeneration resistors
Rin are larger than 1/gm, this can be simplified to Req,th = 2Rin. Furthermore,
like for a non-degenerated differential pair the input transistors are assumed to be
biased in weak inversion (eq. 6.19), which gives the maximum gm ≈ 40ID. As
there are two transistors, the load impedance Rload = Vsupply/(2ID) when it is
assumed that all current is spent in the input transistors. This leads to a FOMeq,th

limit of 10Vsupply

gmRin
. The upper boundary of the FOMeq,th for a non-degenerated pair

is reduced by the degeneration factor. As degeneration factors of 10 or larger are
very common, the upper boundary of the FOMeq,th will be close to or lower than
one.
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Properties of FOMeq,th are:

1. The FOMeq,th is dimensionless.

2. The FOMeq,th should be as high as possible, unlike FOMDR, which should
be as low as possible.

3. The FOMeq,th is equal to one when load and noise impedance are equal.

4. Theoretically, the FOMeq,th for a modulator with a non-degenerated tran-
sistor input pair, has an upper boundary of 10Vsupply; in reality however,
this will be difficult (if not impossible) to achieve, and will lead to a highly
non-linear input stage for reasonable input signal swings. For a degenerated
input pair the upper boundary is reduced by the degeneration factor gmRin.

5. The ADC input signal is now included in FOMeq,th, which results in power
scaling. If the input signal of the ADC is halved, the equivalent input
impedance should go down with a factor of 4 to maintain the same equiv-
alent input noise. This will lead to a higher power consumption as ADCs
with a small input signal and a large DR, are expected to be more power
hungry than ADCs with same DR but a large input signal. In the system
supply domain selection, signal equalization and system power budgeting,
a more trustworthy figure for the ADC power consumption can be estimated
using the FOMeq,th.

6. FOMeq,th is linear with bandwidth. When the ADC bandwidth is doubled
and the total integrated noise is kept the same, the noise impedance should
be halved to keep the same SNR which means power is expected to increase
by a factor of two.

7. The FOMeq,th is defined at a comfortable room temperature of 300K.

Furthermore it should be noted that:

FOMeq,th =
1

FOMDR

V 2
supply2kT · DR

V 2
in,rms,max

[-] (8.8)

8.2.1 Benchmarking with FOMeq,th

Figure 8.5 shows the FOMeq,th (eq. 8.4) for all Σ∆ modulators in the bench-
mark, as a function of minimum transistor Lmin. As mentioned, the FOM should
be as high as possible; the upper boundary is 10Vsuppy. From figure 8.5 it can
be seen that the FOM has not improved much over newer technologies, like
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Figure 8.5: FOMeq,th versus minimum transistor length Lmin

the old power efficiency FOM of eq. 8.2. The FOMeq,th predicts that for most
state-of-art modulators, the noise impedance is always about 100 times larger
than the load impedance between the supply. There are two positive exceptions:
Fontaine2005 [73] and Neuteboom1997 [74], which achieve a FOMeq,th of 0.075
and 0.46 respectively. The first design uses very simple non-degenerated gm-C
integrator stages [75], leading to a minimum of circuitry overhead. The major-
ity of the current is spent in the input stage allowing for a very low equivalent
noise impedance, and a high linearity (HD3D=83dB) at a small input signal level
of 50mVrms. The second design uses a limited amount of resistive degenera-
tion in its input stage and achieves an HD3D of 50dB at an input signal swing of
14mVrms. Both designs use limited or no degeneration. Therefore, their noise
level is dominated by input stage transistors, which can lead to a higher FOMeq,th

as explained. It should be noted though, that choosing a low input signal swing
also leads to a low equivalent noise impedance, and accompanying high power
consumption. The low signal swing allows for limited or no degeneration in the
input stage. Therefore, one can benefit from the lower noise impedance per unit
current, however the requirement on the noise impedance increases quadratically
with 1/Vin,rms,max. The power inefficiency of both modulators, becomes clear
when their FOMDR is calculated which are 0.71 and 2.68pJ/conversion, which is
at least 7 times worse than state-of-art. Conclusion is, that a small maximum input
signal level for the ADC should only be used, when it is forced by application or
technology.

Table 8.2 presents the top thirty state-of-art Σ∆ modulators according to the
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FOMeq,th. The implementations presented in 9.1.2 and 9.1.3 are among the

Ranking FOMeq,th Technology Multi-bit ? Author Year Reference
[number] [-] [µm] [yes/no]
1 4.60E-01 0.8 no Neuteboom 1997 [74]
2 7.47E-02 0.09 yes Fontaine 2005 [73]
3 9.33E-03 0.18 yes Park 2008 [58]
4 7.28E-03 0.18 yes Kwon 2006 [52]
5 7.04E-03 0.09 yes Bos 2009 [53]
6 6.24E-03 0.5 no Zwan 1997 [76]
7 4.86E-03 0.065 yes Huang 2009 [55]
8 4.74E-03 0.35 yes Yang 2003 [77]
9 4.48E-03 0.18 no Veldhoven 2003 [66]
10 4.41E-03 0.35 no Chae 2007 [51]
11 4.33E-03 0.09 yes Malla 2008 [59]
12 4.31E-03 0.18 yes Putter 2004 [78]
13 4.24E-03 0.09 no Burger 2001 [62]
14 3.80E-03 0.5 yes Fujimori 2000 [79]
15 3.78E-03 0.8 yes Leung 1997 [80]
16 3.65E-03 0.18 no Sauerbrey 2002 [81]
17 3.50E-03 0.5 no Das 2005 [72]
18 3.39E-03 0.065 no Putter 2007 [63]
19 3.36E-03 0.18 yes Lee 2006 [68]
20 3.30E-03 0.35 yes Oliaei 2002 [82]
21 3.25E-03 0.065 no Putter 2007 [63]
22 3.01E-03 0.18 yes Lee 2008 [70]
23 2.83E-03 0.65 yes Geerts 2000 [83]
24 2.67E-03 0.18 yes Jiang 2002 [84]
25 2.59E-03 0.09 no Ouzounov 2007 [85]
26 2.46E-03 0.13 yes Doerrer 2005 [60]
27 2.26E-03 0.13 yes Kim 2006 [86]
28 2.01E-03 0.13 yes Gomez 2002 [87]
29 2.01E-03 0.13 yes Park 2009 [61]
30 1.99E-03 0.35 yes Nguyen 2005 [88]

Table 8.2: Top 30 of FOMeq,th benchmark

top thirty most efficient Σ∆ modulators. If [73] and [74] are excluded from the
benchmark for reasons described earlier, Park2008 [58] sets the state-of-art im-
plementation loss of 99%. This means that the load impedance measured between
the supply lines is 100 times smaller compared to the modulator’s equivalent noise
impedance.

Figure 8.2 showed that extreme performance modulators are mostly implemented
with multi-bit modulators. Multi-bit modulators can achieve a high SQNR at a
low OSR. To achieve a high DR, the input referred noise normally dominated by
the circuit noise also should be low, which means a low Req,th. Figure 8.6 proves
that multi-bit modulators are most commonly used for low OSR, and low equiva-
lent noise impedance modulators. For narrow band systems the technology speed
limitations are normally no issue, and the OSR can be chosen high to achieve a
sufficiently high SQNR with a 1-bit modulator. As signal bandwidth is limited,
Req,th does not have to be extremely low to achieve a high DR, and 1-bit modula-
tors can be used.

For the benchmarked modulators, Req,th is hardly scaling over technology. This
is shown in figure 8.7. The modulator’s equivalent noise impedance limit in the
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benchmark is about 5kΩ. This lower boundary is set by the maximum current to
be spent. If an implementation loss of 99% (Park2008 [58]) is assumed, the equiv-
alent load impedance seen by the supply is 50Ω. This means 20mA load current
per volt supply. As most of the modulators in the benchmark are for portable ap-
plications this is already quite high. The only way to cross this lower boundary
of Req,th is the discovery of more efficient modulator (circuit) architectures with
lower implementation losses like the one in [58].

8.3 Distortion FOM: FOMHD3D

In this section a FOM will be introduced for the distortion of the Σ∆ modulator.
For distortion only the HD3 is considered, as the HD2 is absent in a perfectly
balanced circuit and is determined by the matching of eg. the input differential
pair transistors rather than power consumption.
The FOMHD3D is defined as the ratio between the Σ∆ modulators measured
HD3D and a upper boundary calculated from theory, or:

FOMHD3D =
HD3Dmeasured

HD3Dtheory
[-] (8.9)

For the calculation of the FOMHD3D, the following assumptions are made:

1. An RC integrator input stage is taken as a reference as this topology is
expected to have the best linearity of all possible implementations (sec-
tion 6.6.1.2) because it uses feedback. Its HD3Dtheory (eq. 6.19) is:

HD3Dtheory =
24 · gm · I2

DR3
in(

1 + Rin
RDAC

)
V 2

in,rms,max

[-] (8.10)

2. The input pair is assumed to be in weak inversion (eq. 6.19), as in weak
inversion the gm per unit current is largest. To set the upper boundary,
the gm is taken to be the absolute maximum in weak inversion which is
qID
kT ≈ 40 · ID [A/V].

3. If it is assumed that all the current is spent in the differential input stage,
ID in eq. 8.9 can be replaced by 1

2Vsupply/Rload. This gives an upper limit
boundary. This assumption is false for single ended circuits, but as single
ended modulators are very rare this is neglected.

4. Normally Rin ≈ RDAC ; here it is assumed that Rin = RDAC .
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5. It is assumed that the input and DAC resistor Rin and RDAC dominate noise
and therefore Rin = 1

4Req,th. This gives an upper limit boundary.

The combination of the assumptions above together with eq. 8.10 and eq. 8.9
yields the FOMHD3D:

FOMHD3D = HD3Dmeasured
128
120

· FOM3
eq,th ·

V 2
in,rms,max

V 3
supply

[-] (8.11)

For a non-degenerated and degenerated differential input pair (figures 6.9a and
6.9b) the further elaboration is different. The HD3D of a non-degenerated input
pair is given by eq. 6.14 which is:

HD3Dnon−degenerated =
48 · I2

D

V 2
in,rms,max · gm2

[-] (8.12)

The HD3D for a degenerated input pair according to eq. 6.15 is:

HD3Ddegenerated =
48 · I2

D ·R2
in

V 2
in,rms,max

[-] (8.13)

Following the same reasoning as in the derivation of the upper boundaries for the
FOMeq,th, for both type of input pairs Rload = Vsupply/(2ID). Req,th in case of a
non-degenerated input pair can be approximated by 2/gm (with gm = 40ID), in
case of a degenerated input pair it can be approximated by 2Rin. Using eq. 8.9,
this in both cases leads to a FOMHD3D of:

FOMHD3D =
HD3Dmeasured

3
· FOM2

eq,th ·
V 2

in,rms,max

V 2
supply

[-] (8.14)

Although the outcome of the FOMHD3D for both type of input pairs seems the
same, the maximum achievable FOMeq,th for a modulator with a degenerated in-
put pair is expected to be lower, as it has a lower upper boundary compared to a
modulator with a non-degenerated input pair. Therefore, the expected FOMHD3D

for a modulator with a degenerated input pair is expected to be worse than the
FOMHD3D for a modulator with a non-degenerated input pair. On the other hand,
the input signal for a non-degenerated input pair will be smaller, than for a de-
generated input pair, which will give a modulator with a degenerated input pair a
better the FOMHD3D. Properties of the FOMHD3D are:

• FOMHD3D is dimensionless and should be as high as possible.
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• FOMHD3D can be used in different ways. The modulator’s HD3D can
be benchmarked to a state-of-art (in terms of linearity) input stage circuit
topology, which in this case is the RC integrator input stage. Another way of
using the FOMHD3D, is that each modulator is benchmarked to the circuit
topology which is really used as the modulator’s input stage (either a non-
degenerated input pair, a degenerated input pair or an RC integrator input
stage).

• A modulator with a high FOMeq,th, likely also has a high FOMHD3D, as
both FOMs are optimized when most of the current is spent in the input
stage.

8.3.1 Benchmarking with FOMHD3D

The FOMHD3D (equation 8.11) for the modulators in the benchmark is plotted in
figure 8.8. All the modulators in the benchmark, are compared to an RC integrator
input stage as it has the best linearity per power consumption, even if a different
input stage topology is used. Most of the state-of-art modulators that achieve a

1.00E-09

1.00E-08

1.00E-07

1.00E-06

1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

0.01 0.10 1.00

F
O

M
H

D
3D

[-
]

0.01 0.1 1
Lmin [ m]

100

10-8

10-4

10-9

10-2

10-6

10-7

10-5

10-3

10-1

Figure 8.8: FOMHD3D versus minimum transistor length Lmin

FOMHD3D of close to 1E-3, have an RC integrator input stage, in which the in-
put and DAC resistors are implemented with a resistor or a switched capacitor
equivalent. This confirms the assumption that an RC integrator input stage has
the best linearity of all possible implementations published in literature. There is
one modulator with an extremely high FOMHD3D of 4.29E-2 (Park2008 [58]).
This modulator uses incomplete settling in its SC integrator stages, which reduces
power without decreasing linearity. This way very competitive FOMeq,th and
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FOMHD3D are achieved.

Table 8.3 presents the top thirty state-of-art Σ∆ modulators according to the
FOMHD3D. From the table, it can be seen that the modulators with limited or no
degeneration (Fontaine2005 [73], Neuteboom1997 [74]) have a high FOMHD3D.
This is because their relatively high FOMeq,th. It should not be forgotten though,
that this FOMeq,th was achieved at high power consumption, as input signal swing
for both modulators was very small leading to a low equivalent noise impedance,
and thus high power consumption. If their HD3D is benchmarked with eq. 8.14
as they should be, their FOMHD3D improves even further to 1.47E-2 and 9.47E-4
respectively. This is due to the fact that the expected linearity of an RC integrator
stage is higher than for a (non-)degenerated input pair (section 6.6.1). This con-
firms the assumption that for a high performance modulator, the majority of the
current should be spent in the input stage to achieve low noise and high linearity.

As expected there is no modulator implementation published with a FOMHD3D

greater than one. This validates the choice of an RC integrator input stage as a
reference input stage in the FOMHD3D. Next to that, it is assumed that all current
is spent in the input stage, which of course is not true in reality. The implementa-

Ranking FOMHD3D Technology Multi-bit ? Author Year Reference
[number] [-] [µm] [yes/no]
1 4.29E-02 0.18 yes Park 2008 [58]
2 2.34E-03 0.09 yes Fontaine 2005 [73]
3 1.14E-03 0.5 no Zwan 1997 [76]
4 9.60E-04 0.065 yes Huang 2009 [55]
5 8.70E-04 0.18 no Veldhoven 2003 [66]
6 7.46E-04 0.35 yes Yang 2003 [77]
7 6.48E-04 0.8 no Neuteboom 1997 [74]
8 3.64E-04 0.18 yes Kwon 2006 [52]
9 3.54E-04 0.18 yes Lee 2008 [70]
10 3.18E-04 0.8 yes Leung 1997 [80]
11 2.08E-04 0.09 no Burger 2001 [62]
12 1.91E-04 0.5 no Zwan 1997 [76]
13 1.79E-04 0.18 no Silva 2006 [89]
14 1.50E-04 0.065 no Putter 2007 [63]
15 1.32E-04 0.065 no Putter 2007 [63]
16 7.13E-05 0.35 yes Nguyen 2005 [88]
17 5.79E-05 0.13 no Tsang 2006 [90]
18 5.01E-05 0.18 yes Putter 2004 [78]
19 3.25E-05 0.18 yes Lee 2008 [70]
20 2.77E-05 0.13 yes Kim 2006 [86]
21 2.68E-05 0.65 yes Geerts 2000 [83]
22 2.24E-05 0.35 yes Oliaei 2002 [82]
23 2.01E-05 0.18 no Veldhoven 2003 [66]
24 1.96E-05 0.18 no Chae 2008 [91]
25 1.84E-05 0.18 yes Lee 2006 [68]
26 1.64E-05 0.09 yes Malla 2008 [59]
27 1.62E-05 0.13 yes Park 2009 [61]
28 1.45E-05 0.13 yes Mitteregger 2006 [50]
29 9.78E-06 0.35 no Chae 2007 [51]
30 8.67E-06 0.09 no Ouzounov 2007 [85]

Table 8.3: Top 30 of FOMHD3D benchmark

tions presented in 9.1.2 and 9.1.3 are along the top thirty of modulators with the
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highest FOMHD3D.

Figure 8.9 shows the FOMeq,th versus FOMHD3D. A fourth order relation be-
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Figure 8.9: FOMeq,th power versus FOMHD3D

tween FOMeq,th (eq. 8.7) and FOMHD3D (eq. 8.11) is found. The figure shows,
that if a good FOMeq,th is found for a certain modulator implementation, the ex-
pected FOMHD3D will also be good and vice versa.

8.4 Area FOM: FOMarea

In figure 8.10 the performance of all modulators is plotted as a function of mod-
ulator area A. Performance in this case is defined as FOMeq,th · P . In the figure
state-of-art modulators achieve a very high performance in a as small as possible
area. From the figure it is estimated that, that state-of-art modulator area scales
with

√
PADC .

In figure 8.11, performance FOMeq,th · P is plotted as a function of P . A state-
of-art modulator has a as large as possible performance for a minimum amount of
power. From the plot it can be read that the state-of-art modulators have a linear
relation between performance and power. Therefore, it can be said that:

FOMeq,th · P ∝ A2 and FOMeq,th ∝ P

⇒ A ∝ P
(8.15)

which means that state-of-art modulators have a linear relation between area and
power. As P ∝ A, FOMarea can be defined as a relation between performance
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and area using the power efficiency FOM of eq. 8.4, which leads to:

FOMarea = FOMeq,th · P

A
=

V 2
supply4kTB · DR2

V 2
in,rms,max ·A

[W/m2] (8.16)

At the start of the design of a modulator an area estimate can be calculated, once
the state-of-art FOMarea is determined.

The input signal swing Vin,rms,max colors the outcome of FOMarea. At smaller
input signals, Req,th has to be smaller for the same DR. Smaller noise impedance
means larger capacitors in the loop filter for the same unity gain, which leads
to a larger area. Furthermore, the supply voltage is also removed as it has no
direct relation to performance. The relations 8.15 still hold and therefore eq. 8.16
becomes:

FOMarea = FOMeq,th · P

A
=

4kTB · SNR2
peak

A
[W/m2] (8.17)

The modulator performance as a function of modulator area is presented in fig-
ure 8.12, using eq. 8.17. The modulator performance as a function of modulator
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Figure 8.12: Modulator performance versus area

power is presented in 8.13. Figure 8.14 indeed confirms that a linear relation be-
tween modulator power and area is a reasonable assumption (Note that state-of-art
can not be indicated in this figure). The linear relation between power and area
is also expected from circuit theory. Higher power means larger transistor bias
currents, which means larger transistor widths and thus larger area, or:

P ∝ ID ∝ W ∝ A (8.18)
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Eq. 8.3 concluded that Req,th ∝ 1/P . Therefore, at higher power, Req,th gets
lower. Therefore, to achieve the same integrator unity gain, larger capacitors are
required, which leads to a larger area, or:

P ∝ 1/Req,th ∝ Cint ∝ A (8.19)

Eq. 8.3 predicts that power has a quadratical relation to modulator accuracy. If the
accuracy of the modulator is increased by a factor of two, its power is expected
to get four times higher, in the case the modulator performance is thermal noise
dominated. In an optimized multi-bit modulator design there is no overhead in
the offset of the comparators in the quantizer and therefore, if a two times higher
accuracy is required, also a two times lower offset is required in the comparators.
Therefore it can be said that:

1
P
∝ V 2

eq,th ∝ σ2
offset ∝

1
A

(8.20)

A similar relation can be found for 1/f noise. Therefore, from circuit theory per-
spective, a linear relation between power and area is plausible. Nevertheless, this
linear relation for a particular implementation might be subject to modulator ar-
chitecture, technology, supply, input signal swing, voltage, implementation effi-
ciency (state-of-art design), etcetera, which explains the cloud of implementations
that are not exactly on the linear power-area relation line in figure 8.14.

From the figure it can be seen that multi-bit modulators dominate the high power
and area part of figure 8.14, where single bit modulators dominate the low power,
low area part of figure 8.14. This can be explained when the relation to figure 8.2
is observed. Multi-bit modulators more often represent more extreme data points,
which will make them larger because of an increase in modulator complexity, and
more power hungry due to complexity and lower noise requirements.

In summary properties of the FOMarea are:

• FOMarea is based on the assumption that there is a linear relation between
modulator power and area.

• FOMarea should be as large as possible, as it strives for an increase of the
performance per unit area.

• FOMarea has dimension [W/m2].

• FOMarea is made independent of Vin,rms,max to discourage the choice for
a small modulator input signal, as this leads to higher modulator power
consumption.
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8.4.1 Benchmarking with FOMarea

Figure 8.15 shows the area benchmark using the FOM of eq. 8.17. Surprisingly,
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Figure 8.15: FOMarea versus minimum transistor length Lmin

figure 8.15 shows that the FOMarea for state-of-art multi-bit modulators is higher
than the FOMarea for state-of-art 1-bit modulators. For the multi-bit modulators,
Bos2009 [53] has the best FOMarea of 1.38E-04 W/mm2. For 1-bit modulators,
Veldhoven2003 [66] has the best FOMarea of 2.92e-5 W/mm2 in GSM mode.

Table 8.4 presents the top thirty most area efficient Σ∆ modulators according
eq. 8.17. The implementations presented in sections 9.1.2, 9.2 and 9.3, are along
the top thirty Σ∆ modulators which have the highest performance per area.

8.5 Conclusions

To be able to benchmark modulator performance parameters with their cost, new
FOMs are introduced: FOMeq,th for power consumption, FOMHD3D for third
harmonic distortion, and FOMarea for silicon area.

The power efficiency FOM, FOMeq,th, unlike the traditional FOMDR, includes
the input signal to reflect the decreasing noise impedance required to achieve the
same DR in a defined bandwidth at lower modulator input signals. It has been
proven by [74] that it is not necessarily true that a small input signal will lead
to a poor FOMeq,th. However, the small input signal will cause a higher power
consumption of the Σ∆ modulator as the its equivalent noise impedance has to be
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Ranking FOMarea Technology Multi-bit ? Author Year Reference
[number] [W/mm2] [µm] [yes/no]
1 1.38E-04 0.09 yes Bos 2009 [53]
2 9.70E-05 0.13 yes Park 2009 [61]
3 4.92E-05 0.65 yes Geerts 2000 [83]
4 3.45E-05 0.18 yes Balmelli 2004 [92]
5 3.34E-05 0.065 yes Shu 2008 [71]
6 3.20E-05 0.065 yes Huang 2009 [55]
7 2.92E-05 0.18 no Veldhoven 2003 [66]
8 2.85E-05 0.18 yes Yang 2008 [93]
9 2.18E-05 0.09 yes Bos 2009 [53]
10 1.61E-05 0.35 yes Nguyen 2005 [88]
11 1.58E-05 0.09 no Yao 2004 [67]
12 1.29E-05 0.065 no Putter 2007 [63]
13 1.13E-05 0.065 no Putter 2007 [63]
14 1.13E-05 0.18 no Veldhoven 2003 [66]
15 1.10E-05 0.13 yes Mitteregger 2006 [50]
16 8.34E-06 0.09 yes Breems 2007 [14]
17 8.20E-06 0.25 yes Brewer 2005 [94]
18 8.08E-06 0.18 yes Morrow 2005 [95]
19 7.66E-06 0.8 yes Leung 1997 [80]
20 7.42E-06 0.35 yes Yang 2003 [77]
21 7.14E-06 0.5 yes Fujimori 2000 [79]
22 7.13E-06 0.18 yes Yaghini 2005 [65]
23 6.31E-06 0.13 yes Christen 2007 [96]
24 6.21E-06 0.065 no Veldhoven 2009 [39]
25 5.66E-06 0.045 no Veldhoven 2009 [39]
26 5.53E-06 0.065 no Veldhoven 2008 [97]
27 5.49E-06 0.13 no Yao 2005 [98]
28 5.47E-06 0.11 yes Matsukawa 2009 [54]
29 5.25E-06 0.09 yes Malla 2008 [59]
30 5.22E-06 0.18 no Silva 2006 [89]

Table 8.4: Top 30 of FOMarea benchmark

lower (quadratical relation). Therefore, according to FOMDR (table 8.1) [74] is
power inefficient, as the dynamic range bandwidth product compared to the con-
sumed power is is too low. As the choice of internal signal swings in the system
have a major influence on the consumed power, the choice of signal swings should
be an integral part of the system power efficiency optimization.

To come to a state-of-art Σ∆ modulator design, FOMeq,th and FOMHD3D with
modulator (circuit) architecture, (and maybe even FOMarea) should be consid-
ered. The FOMeq,th and FOMHD3D plead for a low noise, highly linear input
stage. The strong relation between FOMeq,th and FOMHD3D confirms that for
a power efficient design, the majority of the current should be spent in the input
stage, while reducing and power-optimizing overhead circuitry to reduce imple-
mentation loss. An RC integrator input stage combines the low noise and high
linearity requirements at low power consumption, and therefore is the best solu-
tion for the modulator’s input stage.

The FOMarea describes the performance of a modulator per area. Furthermore, a
linear relation between power and area of Σ∆ modulators is found.

The state-of-art FOMs are listed in the table 8.5. In FOMeq,th references [73]
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FOM State-of-art value Dimension Reference
FOMDR 7.92E-14 [J/conversion] [50]
FOMeq,th 9.33E-03 [-] [58]
FOMHD3D 4.29E-02 [-] [58]
FOMarea 1.38E-04 [W/mm2] [53]

Table 8.5: State-of-art values for the different FOMs

and [74] are excluded for reasons explained in this section.
[99, 72, 74, 100, 76, 101, 102, 47, 103, 104, 66, 41, 89, 85, 63, 105, 97, 106, 81, 107, 108, 109, 62, 67, 91, 110, 111, 112, 113, 56, 39, 114, 98, 90,

51, 69, 18, 115, 23, 116, 88, 95, 60, 73, 65, 50, 14, 24, 59, 61, 55, 64, 53, 117, 80, 83, 79, 118, 82, 119, 120, 121, 84, 122, 87, 77, 123, 124, 92, 78,

125, 126, 127, 57, 94, 128, 52, 68, 129, 96, 70, 93, 71, 130, 131, 132, 54, 133, 134, 135, 86, 136, 137, 58]
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Chapter 9

Σ∆ modulator implementations
and the quality indicators

The previous chapters have indicated that analog IP blocks can be judged by qual-
ity indicators. Furthermore, chapter 2 argued that when the amount of digitization
in an analog signal processing system is increased, the score on these quality in-
dicators will be higher, as next generation technologies have more advantages for
digital circuits compared to analog circuits. It also showed that this digitization
can be done at different abstraction levels. In this chapter several implementation
examples will be shown for each of these abstraction levels, which is schemati-
cally displayed in figure 9.1.
Section 9.1 will show Σ∆ modulator implementations that are suited for highly

digitized receiver systems. Shifting more of the analog functionality into the dig-
ital domain yields a more robust and flexible receiver, but requires more perfor-
mance and additional flexibility of the Σ∆ modulator. A few high dynamic range
and high linearity modulator implementations will be shown, which can cope with
the additional demand for flexibility, while using their resources (area, power) ef-
ficiently.
In section 9.2 an implementation will be shown that is digitized at modulator
architecture level. Analog circuit blocks are reduced and replaced by digital cir-
cuitry where possible.
In section 9.3 modulators are shown which are designed using the digital design
methodology of section 6.1.2. Digitization is done at circuit and layout level to
increase technology portability.
At the end of this chapter the implemented Σ∆ modulators will be judged on the
quality indicators of chapter 2 and the FOMs of chapter 8.
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Figure 9.1: System digitization at different abstraction levels

9.1 Digitization at system/application level: Σ∆ modula-
tors for highly digitized receivers

As shown in the introduction of this thesis, the increasing number of wireless con-
nectivity and cellular standards drives the need for flexible receiver systems. As
flexibility is much easier to implement in the digital domain, the A/D converter
is shifted closer to the antenna, digitizing the amount of analog AGC and filter-
ing in front of the ADC, and replacing it by a digital equivalent. The reduction
of filtering and AGC in front of the A/D converter translates into more stringent
requirements on the ADC in terms of dynamic range and linearity.

In this section several Σ∆ modulator examples are shown that are suited for these
flexible and highly digitized receiver systems. The first example is a high dynamic
range ADC for a highly digitized receiver for UMTS. Furthermore, two Σ∆ mod-
ulator examples will be shown which are suited for a multi-mode receiver. This
will put additional flexibility requirements on the ADC.

9.1.1 A 1.5-bit Σ∆ modulator for UMTS

In this section a quadrature 4th-order, continuous-time, Σ∆ modulator with 1.5-
bit quantizer and feedback DAC for a UMTS receiver is presented [69], [18]. It
achieves a dynamic range of 70dB in a 2MHz bandwidth and the total harmonic
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distortion is -74dB at full scale input. When used in an integrated receiver for
UMTS, the dynamic range of the modulator substantially reduces the need for
analogue AGC and its tolerance of large out-of-band interference also permits the
use of only first order pre-filtering. The IC including an I and Q Σ∆ modula-
tor, PLL, oscillator and bandgap dissipates 11.5mW at 1.8V. The active area is
0.41mm2 in a 0.18µm, 1 poly, 5 metal, CMOS technology.

9.1.1.1 System architecture

In figure 9.2, the zero-IF receiver architecture for UMTS is shown. The architec-
ture comprises an RF front end, an ADC and a digital baseband processor. The
front-end uses a quadrature down-converter to convert the RF channel to the zero
IF. Both I and Q components are converted into the digital domain by a pair of
Σ∆ modulators. The baseband processor subsequently provides all the necessary
filtering of quantization noise and most of the receiver selectivity. The figure also
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Figure 9.2: Zero-IF receiver architecture for UMTS

indicates the prototype chip, with the I and Q ADCs, a bandgap reference, a PLL
and an oscillator on board.

9.1.1.2 Modulator architecture

The functional block diagram of either the I or Q Σ∆ modulator is given in fig-
ure 9.3 showing the use of a feed-forward, 4th-order loop filter with a single res-
onator, a 1.5-bit quantizer and feedback DAC. The 4th-order loop filter is built
up out of an RC integrator followed by three gm-C integrators. To increase the
spectral efficiency of the modulator (section 5.1), an additional transconductor is
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Figure 9.3: 4th order, 1.5bit Σ∆ modulator architecture

connected head-to-tail to the last integrator stage. The four feed-forward coef-
ficients are also implemented with transconductors. The dynamic range of the
modulator depends on the following sources of noise: circuit noise emanating
mainly from the input resistors, first integrator and feedback DAC, the quanti-
zation noise generated by the quantizer and the jitter noise originating from the
clock. To minimize power consumption, the circuit noise is made dominant over
the quantization and jitter noise which are designed 10dB below the circuit noise.
By using a 3 level rather than the more usual 2 level quantizer/DAC combination,
maximum modulator input signal is increased by 1.6dB (eq. 5.8) and quantization
noise introduced by the quantizer is reduced by a factor of two. Due to the smaller
quantization noise step the in-band quantization noise - jitter noise products re-
duce accordingly. The clock frequency of the I and Q Σ∆ modulator is chosen a
multiple of the UMTS chip rate to avoid fractional sample rate conversion. Be-
cause in UMTS the chip-rate is 3.84MHz and a zero-IF architecture is used, the
required conversion bandwidth is for both the I and Q modulator is 1.92MHz. So
the 153.6MHz clock generated by a PLL, represents an oversampling ratio of 40
for both modulators. To have some margin, the I and Q modulators bandwidth is
set to 2MHz. When the modulator has a full scale signal at its input, the simu-
lated SQNR for a single modulator is 80.3dB in 2MHz. Circuit noise simulations
predict an SNR of 70dB in the same bandwidth.

9.1.1.3 Circuit design

In figure 9.4 the input stage of the loop filter is shown in detail. Input transis-
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Figure 9.4: Circuit diagram of the first integrator/input stage

tor M4 has a minimum channel length because of speed, and due to this small
channel length its output resistance is very low. To obtain enough DC gain in
the integrator stage a gain boosting technique is used. The supply to the gate of
cascode transistor M1 is regulated via the level shift transistor M2 and amplifying
transistor M3. The resulting DC gain is 80dB and the maximum output swing
is 0.8Vpp differential. Figure 9.5 shows the schematic of the circuit used for the
second, third, and fourth integrator stages, which also have regulated cascodes to
achieve 60dB DC gain with minimum channel length input transistors. Their out-

OUT21
VSSA

VDDA

PCUR

PCASC

OUT21 OUT2

2

IN2 IN1

OUT22

NCUR

Figure 9.5: Circuit diagram of the second to fourth integrator

put swing is also 0.8Vpp differential. The transconductor which creates the notch



218
CHAPTER 9. Σ∆ MODULATOR IMPLEMENTATIONS AND THE

QUALITY INDICATORS

close to the edge of the bandwidth, is a scaled version of those used in the integra-
tors to ensure good matching. Figure 9.6 shows the feed-forward coefficients and
the 1.5-bit quantizer. The feed-forward transconductor is a gm scaled version of
those used in the later integrator stages. The output currents of the feed-forward

VDDA

VDDA VDDA

4 Feed-forward coefficients

D1

1st 2nd 3rd 4th
OUT11 OUT12

VCASC

IDC

D0

VSSA

NCOM

NCUR

Clock

Figure 9.6: Circuit diagram of the feed-forward transconductors and 1.5-
bit quantizer

coefficients are summed on a cascode and converted to voltages by two resistors.
The current IDC determines the separation of the comparator decision levels. The
output bits D0 and D1 are fed to the DAC.

The 1.5-bit DAC has an RTZ period of 0.5 to reduce ISI. The schematic of the
DAC is shown in 9.7. The input signal Vin is converted into a current by the input
resistors Rin,1 and Rin,2. Dependent on the output data of the comparators, nodes
n1 and n2 are switched to ground or to a bandgap reference voltage, through
switches M1-M4. The data-dependent DAC output voltage is converted into a
current by RDAC1,2 resulting in a positive or negative feedback current, IDAC .
This feedback current is subtracted from the input current and the error signal is
integrated on the capacitors of the input stage. By closing switch M5 and opening
switches M1-M4 the RTZ level for the 1.5-bit DAC is set.

9.1.1.4 Experimental results

The prototype chip comprises 2 ADCs (I and Q), a reference oscillator and phase
locked loop (PLL). The oscillator frequency was 30.72MHz and the PLL output
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Figure 9.7: Circuit diagram of the 1.5-bit DAC with RTZ coding

frequency 307.2MHz, which is frequency-divided by two to produce the required
50 percent duty cycle sample clock. An on chip bandgap circuit provides all
the necessary reference voltages and currents. During measurements, the signal
generator is fed to the ADC via a highly-selective low-pass filter which removes
the harmonic distortion of the generator. Figure 9.8 shows the measured output
spectrum of a single Σ∆ modulator if a 1MHz tone at full scale is applied to the
input. The measured dynamic range in a 2MHz bandwidth is 70dB, which is in
good agreement with the earlier presented simulations. Second harmonic distor-
tion is at -74 dB. In figure 9.9 an inter-modulation measurement is shown. The
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Figure 9.8: Measurement at full scale input
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input frequencies applied to the input of a single Σ∆ modulator are 1.003MHz
and 1.11MHz at -6dBFS. The IM2 and IM3 distances are 76 and 74 dB respec-
tively. Figure 9.8 shows the SNR and SNDR of the ADC as a function of the input

-140

-120

-100

-80

-60

-40

-20

0

0 200000 400000 600000 800000 1000000 1200000 1400000

A
 [d

B
]

0       200     400      600     800    1000   1200 1400
f [kHz]

IM3DdB

0

-40

-100

-140

-60

-80

-120

-20 IM2DdB

RBW=500Hz

Figure 9.9: Intermodulation measurement with 6dBFS input signals at
1.003 and 1.11 MHz

power level of a 400kHz tone. At high input powers, the 2nd and 3rd harmonics
dominate the maximum SNDR figure of 68dB. In the test setup for measuring the
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Figure 9.10: Measured SNR and SNDR as function of input signal level

complex output spectrum from both modulators (both I and Q ADCs active), the
harmonic distortion filter was not connected. This was to avoid the effects of gain
and phase mismatches in the two pre-filters, which would otherwise introduce a
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false image of the input tone and confuse the measured image rejection ratio of
the two ADCs. Hence, the I and Q generator output signals were connected di-
rectly to the I and Q ADCs. In figure 9.11 a measurement of the complex output
spectrum from the pair of ADCs is shown for an input tone of +500 kHz for a
full-scale input signal. There is considerable distortion visible in the spectrum but

A
 [d

B
]

-4 -2 0                2 4

f [MHz]

0

-50

-100

-150
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Harmonic Distortion of AWG RBW=5kHz   

Figure 9.11: Image rejection measurement

investigations have shown that this originates mainly in the signal generator. In
complex networks of this kind, the third harmonic distortion appears only on the
left side of the spectrum (Paragraph 4.6.4). The measurement shows an image
rejection of 53dB while the dynamic range (excluding the power in the distortion
products) is 70dB in 4MHz. Figure 9.12 summarizes performance and main de-
sign characteristics of the modulator. Figure 9.13 shows the die photograph of
one modulator. The prototype IC was fabricated in a 5 metal, 1 poly, 0.18µm,
digital CMOS process. The input resistors, first integrator, 2nd - 4th integrators,
feed-forward coefficients, summing node, comparators and feedback resistors are
indicated.

9.1.1.5 Conclusions

The design of a 4th order, 1.5-bit, continuous-time Σ∆ modulator has been pre-
sented. The quadrature modulator achieves a dynamic range of 70dB in a +/-
2MHz bandwidth and an SNDR of 68dB at full-scale input. All measurements
where done clocked with the integrated PLL and oscillator. All reference voltages
and currents are coming from the on-chip bandgap circuit. In these modulators
a 1.5-bit DAC is used to reduce the quantization noise, and at the same time re-
ducing the influence of clock jitter on the achievable dynamic range. When used
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Conversion system Zero-IF

 modulator Continuous-Time, 4th order, 1.5bit

Sampling rate 153.6MHz
Signal bandwidth 2MHz (single modulator)
Oversampling ratio 40
Input voltage range 0.5Vrms differential for a sinoid
Dynamic range 70dB
Total Harmonic Distortion -74dB
Image Rejection >53 dB (only 6 samples measured)
Process 1.8V, 1P, 5M, 0.18 m CMOS
Area and power consumption Area [mm2] Power@1.8V [mW]

I&Q  modulator 2*0.12 2*3.3

PLL 0.14 3.6
Oscillator 0.029 0.72
Bandgap 0.02 0.54

Total : 0.43 mm2 11.5 mW

Figure 9.12: Performance and main design characteristics summary of the
4th order, 1.5-bit modulator
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Figure 9.13: Micrograph of a single modulator fabricated in a single poly,
5 metal layer 0.18µm CMOS process
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in a zero-IF UMTS receiver, the modulators provide enough dynamic range to
substantially reduce the need for analogue pre-filters and AGC.

9.1.2 A triple-mode Σ∆ modulator for GSM-EDGE, CDMA2000 and
UMTS

In this section a high dynamic range, high linearity modulator is presented for
a highly digitized multi-mode receiver [66], [66]. The I and Q CT 5th-order
Σ∆ modulator can cover three system bandwidths for use in a GSM-EDGE,
CDMA2000, and UMTS system and achieving a dynamic range of 92, 83, and
72dB in a 200, 1228, and 3840kHz bandwidth respectively. As the modulator is
part of a receiver, an SC DAC rather than an SI DAC is used to reduce the effects
of clock jitter on the dynamic of the modulator (section 6.9). For linearity reasons
the quantizer and DAC are both 1-bit. The measured intermodulation distances
IM2 and IM3 are better than 87dB in all modes. Both the I and Q modulator con-
sumes a power of 3.8, 4.1, and 4.5mW at 1.8V. Processed in 0.18µm CMOS, the
0.55mm2 active area includes a PLL, 2 oscillators and a bandgap.

9.1.2.1 System architecture

The receiver architecture for which this modulator was designed is similar to the
one of section 9.1.1.1. The modulator has an additional mode input with which
it can be switched to either GSM-EDGE, CDMA2000, or UMTS mode. The re-
quired filter bandwidths are scaled according to the program setting. Figure 9.14
summarizes the specifications on bandwidth and dynamic range in the different
modes, from which the maximum allowed noise density can be derived. Because
the modulator has to cope with the IF signals of 4 different systems, bandwidth
and sample frequency has to be adapted to be able to achieve a high dynamic
range at minimum power consumption. To assure re-usability of circuits, the
maximum modulator input level provided by the front-end is set to 1Vrms dif-
ferential in all modes. Furthermore, because GSM and EDGE bandwidths and
dynamic ranges required are very close, it is decided to combine these two stan-
dards in one modulator mode. Figure 9.14 indicates that UMTS-mode has the
highest bandwidth, which implies high bandwidth circuits, whilst GSM-mode re-
quires the lowest noise density and determines power consumption due to the low
impedances required to achieve this low noise density. Although the combina-
tion of the foregoing contradicts to the low power receiver solution needed in
present-day telecom terminals, the few dB overhead in dynamic range in UMTS-
and CDMA2000-mode can reduce the required analog pre-filtering in front of the
modulator even more, and minimize cost. The AGC in front of the modulator has
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Figure 9.14: ADC Requirements in the different modes

to be adopted accordingly, such that the dynamic range of signals at the output of
the RF front-end exactly fits the input dynamic range of the modulator (chapter 4).

9.1.2.2 Σ∆ modulator architecture

Figure 9.15 shows the block diagram of the Σ∆ modulator. A 5-th order feed-
forward loop filter is implemented with two resonators to increase noise shap-
ing efficiency. A 1-bit quantizer is used together with a 1-bit inherently lin-
ear, switched-capacitor DAC. This way, the advantages of low-jitter sensitivity
of switched capacitor Σ∆ modulators (section 6.9.2, the TPJE jitter model) and
high anti-alias suppression of continuous-time Σ∆ modulators are combined. Fig-
ure 9.14 shows the maximum achievable SQNR of the 5-th order modulator in all
modes. The sample frequencies in GSM, CDMA2000, and UMTS mode are 26,
76.8, and 153.6MHz respectively. Without clock jitter, the theoretical SQNR in
GSM, CDMA2000, and UMTS mode is 102, 103, and 82dB. Because the SQNR
in all modes is at least 10dB better than required, thermal noise is dominant which
results in the lowest power consumption. Including the thermal noise the simu-
lated SNR in GSM, CDMA2000, and UMTS mode is 90, 85, and 76dB respec-
tively.
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Figure 9.15: Block diagram of the 1-bit, 5th order, feed-forward Σ∆ mod-
ulator

9.1.2.3 Circuit design

All capacitors of the modulator are implemented as NMOS in N-well devices,
which have a well defined absolute value and show good matching. Because the
NMOS in N-well capacitors are normally-on devices, these capacitors show good
linearity at low bias voltages. A disadvantage of this type of capacitor is the large
parasitic capacitance from N-well to substrate. Capacitor type A (Figure 9.16)
uses two capacitors of which the gates are connected together and via a diode to
the analog supply (VDDA), to create a floating feedback capacitor. At start-up
the diode pulls up the capacitor gates to the VDDA, to bias the capacitors in their
linear region. When the gates are charged to VDDA, the diode has a Vgs of zero
volt and presents a high impedance. The N-well terminals are the terminals of the
capacitor. The parasitic capacitors of non-floating capacitor type B are shorted by
substrate contacts and (external) ground connections.

The circuit of the amplifier used in the first integrator shown in figure 9.17, uses
a regulated NMOS cascode which compensates for the low output impedance of
the input transistors, which have minimum channel length to achieve high speed.
The gain-boost amplifier is biased with a resistor to avoid the need for an addi-
tional common-mode circuit. The integrator stage achieves a DC gain of 80dB.
The second to fifth integrator and feed-forward coefficients are implemented with
scaled gm-C stages, similar to the one presented in figure 9.5. The interface circuit
between loop filter and comparator is straightforward compared to the one of the
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modulator presented in section 9.1.1 because only one instead of two comparators
is used in this design, and therefore is not shown.

The scaling of the loop filter is shown in figure 9.18. In UMTS mode all switches
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gm1,2,3

Int3

12 13 2
3

2

1

1

2
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3

XGSM-EDGE

XXCDMA2000

XXXUMTS

Switch 3Switch 2Switch 3Mode

Figure 9.18: Scaling of the loop filter

are open and the loop filter has the largest bandwidth. In CDMA2000 mode the
switches numbered 2 are closed and additional capacitance is added to the out-
put of the integrator. In GSM-EDGE mode the switches 2 and 3 are closed and
again additional capacitance is switched to the integrator outputs to increase the
integrator time-constants further to adapt the unity gain frequencies to the lower
clock frequency. The local feedback transconductors are also scaled to move the
resonators to the wanted frequencies, maximizing noise shaping efficiency in each
mode.
To reduce the negative effect of jitter on the dynamic range of the converter, a
switched capacitor feedback DAC is used. In figure 9.19, the switched capaci-
tor DAC circuit is shown in detail. The capacitors used in the DAC are of the
semi-floating type A. In the first clock phase, the capacitors are charged to half
the bandgap voltage by closing switches CL (switches CLN are open). In the
second clock phase switches CLN are closed (switches CL are open) and the ca-
pacitors are discharged in a data-dependent way by closing switches D or DN
depending on the output of the quantizer. The DAC output current is subtracted
from the input current and integrated on the capacitors of the first integrator. In
GSM and CDMA2000 additional capacitors are switched on to keep a constant ra-
tio between the input resistance and the effective DAC feedback resistance, which
changes proportional to 1/(fsCDAC). This is to have the correct modulator input-
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Figure 9.19: Input Filter and Switched Capacitor Feedback DAC

output gain. In each mode, the cut-off frequency of the pre-filters (figure 9.19) is
adapted to the lowest value possible to achieve the highest possible attenuation of
out-of-band interferers.

9.1.2.4 Experimental results

A block diagram of the prototype chip is shown in figure 9.20. The chip is fab-
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Figure 9.20: Block diagram of the prototype chip
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ricated in a single poly, five metal layer digital 0.18µm CMOS process. The IC
includes two oscillators, a PLL and a bandgap. The oscillator frequency is 52MHz
in GSM-EDGE mode and the PLL is powered down. In CDMA2000 and UMTS
mode an oscillator frequency of 30.72MHz is used. The PLL output frequency
is 153.6 and 307.2MHz for CDMA2000 and UMTS mode respectively. The 52,
153.6, and 307.2MHz output signals are divided by two to create 50% duty-cycle
sample clocks of 26, 76.8, and 153.6MHz respectively.
The micrograph of the chip containing the I and Q modulator is shown in fig-
ure 9.21. Next to the I and Q modulator, the oscillators, PLL and digital multi-
mode channel filters are indicated. A zoom-in on the chip photo reveals a single
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Figure 9.21: Micrograph of the chip containing the I and Q modulator fab-
ricated in a single poly, 5 metal layer 0.18µm CMOS process

triple-mode Σ∆ modulator, shown in figure 9.22. The input filter, the integrator
stages including loop filter capacitor bank, comparator and SC DAC are indicated
in the micrograph.
In figure 9.23 the SNR as a function of the input signal level is plotted. At full-
scale input signals with frequencies of 150, 530, and 1700kHz for GSM-EDGE,
CDMA2000, and UMTS mode, the peak SNR is 92, 83, and 72dB in bandwidths
of 200, 1228, and 3840kHz. The differential input swing is 1Vrms in all measure-
ments. Over a power supply range of 1.6-2.9V the peak SNR only varies +/-1dB.
The measured I and Q output spectra are shown on the left in figures 9.24, 9.25
and 9.26. In UMTS, CDMA2000, EDGE and GSM mode, the peak SNR is
72, 83, 90, and 92 dB in a 3840, 1228, 271, and 200kHz bandwidth respectively.
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Figure 9.22: Micrograph of a single modulator
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Figure 9.24: Image rejection and intermodulation in UMTS mode
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Figure 9.26: Image rejection and intermodulation in GSM mode

In all three modes the IR is 50dB, which is limited by the amplitude and phase
mismatch of the quadrature input signals generated by the AWG. The harmonic
distortion visible also originates from the AWG. This is confirmed by the inter-
modulation IM measurements displayed at the right of figures 9.24, 9.25 and
9.26. Two separate channels of the AWG generate two differential tones at a level
of -6dBFS, which are combined with a resistive 50Ω network. This way, no IM
components are produced by the AWG. The measured IM2 and IM3 distances are
is better than 87dB in all modes (the exact measured values are presented in fig-
ure 9.27).

The performance summary and main design characteristics of the modulator are
presented in figure 9.27. Power consumption of both the I and Q modulator is
3.8mW in GSM-EDGE, 4.1mW in CDMA2000 and 4.5mW in UMTS mode at
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Process 1P, 5M, standard 0.18 m CMOS 
Supply voltage 1.6 – 2.9V (+/- 1dB DNR performance deviation ) 

modulator 5th order CT, feedforward, 1 bit with SC DAC 

Input voltage range 1 V rms, differential 
Mode UMTS CDMA2000 GSM (EDGE) 

IF Zero-IF Zero-IF Low-IF 
Sampling rate 153.6 MHz 76.8MHz 26MHz 
Signal bandwidth 3.84 MHz 1.228MHz 200kHz (271kHz)

Oversampling ratio 40 64 65 (48) 
Dynamic range 74dB (fs=250MHz) 83dB 92dB (90dB)

Intermodulation distances IM2>110dB* IM2>98dB IM2>110dB*

IM3>87dB IM3>91dB IM3>97dB 
Image Rejection >50dB** >50dB** >50dB** 

* Not visible because of noise floor 
** Measurement limited by test setup 

Area and power  Power@1.8V [mW] Area [mm2]

I&Q  modulator 2*4.5 2*4.1 2*3.8 2*0.18 

PLL 3.8 3.6 -- 0.14 
Oscillator 0.8 0.8 1 0.03 
Bandgap 0.5 0.5 0.5 0.02 

Total : 14.1 13.1 9.1 0.55 

Figure 9.27: Performance summary and main design characteristics of the
triple-mode Σ∆ modulator

1.8V supply.

9.1.2.5 Conclusions

A quadrature 5th-order 1-bit modulator has been presented that combines the ad-
vantages of low-jitter sensitivity of switched capacitor Σ∆ modulators and high
anti-alias suppression of continuous-time Σ∆ modulators. The I and Q modula-
tors together achieve a dynamic range of 92, 83, and 72dB in a bandwidth of 200,
1228, and 3840kHz. The measured IM2 and IM3 distances are better than 87dB
and the IR performance is limited to 50dB by the measurement setup. This low-
power high-resolution triple-mode modulator reduces the amount of pre-filtering
and AGC required in front of the ADC and thus enables a low-cost, highly inte-
grated and multi-mode receiver for telecom applications.

9.1.3 An extremely scalable Σ∆ modulator for cellular and wireless
applications

The implementation example of the previous section exploited the Σ∆ modulator
scaling theory presented in section 5.1 and section 7.4 to enable a modulator with
three optimized bandwidth and dynamic range settings for different telecom stan-
dards.

In this section, an extensively re-configurable continuous-time, 5th-order, 1-bit
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Σ∆ modulator is presented which can cover the complete range of bandwidths
presented in 7.1, and is designed for a highly digitized and extremely flexible re-
ceiver [85]. The modulator was designed using the scaling theory presented in
section 5.1, 7.4 and in [28]. The dynamic range and bandwidth is programmable
from 85dB@100kHz to 52dB@10MHz in 121 steps. Processed in 90nm CMOS,
the 0.36mm2 IC includes two Σ∆ modulators, a bandgap reference and a decima-
tion filter. The power consumption of a single modulator in different modi ranges
from 1.44mW to 6.6mW at a 1.2V supply.

9.1.3.1 System architecture

The receiver architecture the modulator was designed for is basically the one pre-
sented in 1.4. It concerns the extremely flexible receive pipe which can cope with
any telecom standard thinkable. This puts huge demands on the ADC as it has
to adapt to the right bandwidth at a good power-performance ratio in each mode.
This section shows the design of a Σ∆ modulator that fits such a flexible receive
pipe.

9.1.3.2 Σ∆ modulator architecture

Figure 9.28 shows the block diagram of the Σ∆ modulator. A 5-th order CT feed-
forward loop filter is implemented with two programmable notches that suppress
the quantization noise at the edge of the signal band. A 1-bit quantizer is used
together with a 1-bit inherently linear switched-capacitor (SC) feedback DAC for
reasons explained earlier. The loop filter consists of five RC integrator stages that
use identical OTA circuits. The feed-forward coefficients are implemented with
resistors that are combined on a virtual ground node (not shown). The virtual
ground node is implemented with the same OTA circuit as used in the integrators.
For the ADC clock frequency, the strategy of section 7.2.2 is used. The modu-
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Figure 9.28: 5th order 1-bit Σ∆ modulator architecture
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lator clock frequency is optimized to the bandwidth the modulator is expected to
convert. The sample frequency of the modulator can be programmed from 20MHz
to 400MHz. To limit the amount of programmability required in the modulators
loop filter, the clock frequency range is split into sub-ranges using the method
presented in section 7.4. For each clock frequency range [fs,1,fs,2], a single unity
gain frequency for the loop filter integrators is calculated (eq. 5.3 and eq. 5.4). The
unity gain frequency of this range is based on the lowest sample frequency within
that range fs,1, to avoid overload of the internal signal swings in the loop filter
and instability of the modulator. At clock frequencies higher than fs,1 the sig-
nal swing on the integrator outputs will get lower, keeping the integrators in their
linear region. The upper boundary of the clock frequency range fs,2 is required,
to avoid unnecessarily low integrator unity gains in high bandwidth modes. For
higher clock frequencies the unity gain of the integrators are increased to reduce
the thermal noise contributions of the later integrator stages. To have a maxi-
mum signal swing variation on the integrators of about 30%, 11 sub-sets of clock
frequency ranges are required (eq. 7.3), to cover the sample frequency range of
20MHz to 400MHz, which means 11 settings for the unity gain frequencies in the
modulators loop filter. The unity gain programmability is shown in figure 9.29a.
As proposed in 7.1, the modulators noise impedance is chosen to be fixed which
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Figure 9.29: Unity gain and local feedback coefficient programming

means that the integrator input resistor values Ri,n are taken to be fixed. This
means in order to scale the unity gain frequency of the modulator, the integrator
capacitors are required to change. The capacitor values can be calculated using
eq. 7.4. In each clock frequency range the capacitors required for the higher clock
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frequency ranges are re-used to minimize the modulators area.
To optimize the modulators bandwidth in each clock frequency range, the lo-
cal feedback coefficients b are also made programmable. The OSR can be pro-
grammed from 10x to 64x within each clock frequency range. To reduce the
amount of resistors an OSR programming accuracy of 20% is chosen. According
to eq. 7.5, this means 11 resistor values. The same 11 resistor values are used for
each sample frequency sub-range, as the b-coefficients are only dependent on the
OSR ( 7.4). This means that in each sample frequency sub-range, you can pro-
gram the same OSR values. Figure 9.29b shows the b-coefficient programming.
Figure 9.30 gives an overview of the programming of the unity gain frequencies
and the local feedback coefficients. The spectrum shown in the figure is stretched

Local feedback coeff. scaling

Sample frequency and unity gain scaling

A
 [d

B
]

f [Hz]

Figure 9.30: Unity gain and local feedback coefficient programming

by the modulators clock frequency (and its accordingly scaling unity gains), and
the modulators bandwidth (OSR) is set by the local feedback coefficients which
position the resonators such that the noise shaping efficiency of the modulator is
optimized.
The capacitors in the feedback DAC also need programming for different sample
frequencies as the DAC impedance to input resistor ration has to be constant, to
eliminate modulator input-output gain changes. In this design only one DAC ca-
pacitor is implemented for each clock frequency range. As the clock frequency
can change by 30% in each range, the modulator input-output gain variation is
limited to 30%,as RDAC = 1/(fsCDAC). The feed-forward coefficients are fixed
as they only scale with the maximum integrator output signal swing which is fixed.
As there is a 30% integrator signal swings variation within each sample frequency
range, the output signal of the feed-forward summing OTA will also vary by 30%.
In a 1-bit modulator, the quantizer gain is automatically adapted. The bias refer-
ence current of each of the circuits used in the Σ∆ modulator is programmable
with 4-bit resolution. In this way, the minimum required power consumption can
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be set in each mode depending on bandwidth and noise requirements.
The combination of local feedback coefficients and unity gains in the loop filter
give the 121 different bandwidth settings, which are displayed in figure 9.31. In
the figure each dot represents a simulation of the modulator including thermal
noise for all possible combinations of sample frequencies and bandwidths. As
can be seen from the figure, at low oversampling ratios, the quantization noise is
the dominant noise contributor, while at high oversampling ratios the circuit noise
is dominant.
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Figure 9.31: Simulation of the Σ∆ modulator including thermal noise for
all possible combinations of sample frequency and band-
widths

9.1.3.3 Experimental results

A block diagram and layout of the prototype chip are shown in figure 9.32. The
IC is fabricated in a single poly, 6 metal layer, 90nm CMOS process. It includes
two ADCs, a bandgap reference, decimation filter and a serial interface for pro-
gramming. The modulator operates from 1.1V-1.3V with only 3dB SNR variation
and uses between 1.44mW and 6.6mW from the native 1.2V supply. Figure 9.33
shows measurements for both GSM (left) and UMTS (right) mode. In GSM mode
the modulator achieves a peak SNR of 82dB in 200kHz and sampled at 26MHz.
In UMTS mode the modulator achieves 71dB in a bandwidth of 3.84MHz. Sam-
ple frequency in this mode is 312MHz. In both cases IR is better than 50dB.
Figure 9.34 shows the same measurements for BlueTooth (left) and WLAN (right)
modes. Measured peak SNR is 75 and 52dB in 1 and 20MHz bandwidth respec-
tively. Sample frequencies are 200MHz and 400MHz. In both modes the IR is



9.1. DIGITIZATION AT SYSTEM/APPLICATION LEVEL: Σ∆
MODULATORS FOR HIGHLY DIGITIZED RECEIVERS 237

One Modulator:   600 m x 500 m = 0.3mm2

Prototype chip: 1.6mm x 1.6mm = 2.56mm2
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Figure 9.32: Micrograph of the test chip fabricated in a single poly, 6
metal layer, 90nm CMOS process
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better than 50dB. In figure 9.35 the measured dynamic range (crosses) in a num-
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Figure 9.34: I and Q measurement in BlueTooth and WLAN mode

ber of relevant modes is compared with the calculated (lines). The simulated
and measured values match within 2dB. The power efficiency is indicated by the
FOM given for some characteristic modes. A performance summary is given in
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Figure 9.35: Comparison of SNR simulations and measurements

figure 9.36

9.1.3.4 Conclusions

A 121-mode CT Σ∆ modulator that achieves a competitive Figure of Merit (from
0.2pJ to 0.8pJ/conversion). The modulator is programmable in bandwidth (over
two decades: 0.1MHz-10MHz), SNR (85dB-52dB) and power (1.44mW-6.6mW).
It combines the advantages of low-jitter sensitivity of SC Σ∆ modulators and high
anti-alias suppression of CT Σ∆ modulators. This low power, high resolution,
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Figure 9.36: Performance summary and main design characteristics of the
121-mode Σ∆ modulator

high linearity multi-mode modulator enables a low-cost, multi-mode, highly in-
tegrated receiver for almost all mobile and connectivity standards. Furthermore,
due to the re-usable nature of the modulator receiver systems can be put faster on
the market, as the same A/D converter can be used for several different receiver
applications.

9.1.4 Multi-mode modulator clock strategy

In the previous sections three modulator implementations for highly digitized re-
ceivers with an increasing number of modes were described. In section 9.1.3 it
has been explained that to cover the clock frequency range of 20MHz to 400MHz,
a large amount of capacitors will be required. Paragraph 7.2.3 proposed to always
use the highest clock frequency for the modulator, thus also in low bandwidth
modes. In this case only one set of capacitors is required in the loop filter, and
only the local feedback coefficients are used to scale modulator bandwidth, re-
ducing the number of modulator modes from 121 to 11. Figure 9.37 shows 11
simulations for the modulator of section 9.1.3 sampled only at its highest clock
frequency. In each simulation different values for the local feedback coefficients
are programmed, like in figure 7.3. For each local feedback coefficient setting the
total in-band noise is integrated from 1kHz to the required modulator bandwidth
B. For example, if the modulator is programmed to feedback coefficient 9, and the
required bandwidth B is 4MHz, the expected peak SNR of the modulator is 55dB,
while in program setting 7, it would have been 65dB. As section 7.2.3 described,
one of the advantages of the fixed high clock frequency is that the capacitors in
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the loop filter can be reduced to the capacitors required for the highest clock fre-
quency which are small. For the 121-mode modulator this would mean an 80%
smaller modulator area (figure 9.32). Because of the higher clock frequency a
higher decimation factor will be required in low bandwidth modes which means a
larger decimation filter. As the first decimation stages will have very relaxed tran-
sition band requirements because of the high OSR, the area required to implement
the additional stages will be limited. The increase in the decimators complexity
can easily be implemented within the 80% saved area, as it represents 100k to
200k gates (2 input NAND) in the 90nm technology the modulator was designed
in.
The high clock frequency strategy will lead to additional power spending in the
modulator and digital part. For the digital part this power increase is expected to
be limited as the additionally required complexity is limited, and the efficiency of
digital circuits becomes higher in each next technology node. For the modulator
there will be additional power spending as more bandwidth is required from its
circuits. For the 121-mode implementation, figure 9.36 revealed that the differ-
ence in modulator power in the lowest and highest bandwidth modes is a factor
of four. One of the main reasons is the increased bandwidth requirement for the
feed-forward summing node and quantizer to maintain proper operation of the
modulator at higher sample frequencies. This means higher bias currents, and thus
higher modulator power consumption. However, with the use of the loop delay
compensation techniques presented in section 6.8, additional power spending at
higher sample frequencies can be avoided. The excess phase of the feed-forward
summing node can be compensated, and/or the decision time for quantizer can be
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increased, by a deliberately implemented delay between quantizer decision and
DAC feedback clocking, giving the quantizer more time to make a proper deci-
sion. Unfortunately, at the time of design of this modulator the delay compen-
sation technique theory was not available, and therefore was not applied to this
modulator to save power.
Using the high modulator clock frequency strategy increases the digitization of
the receiver system, as more programmability is shifted into the digital domain,
at the same time exploiting the area, power and speed advantages of deep sub-
micron technologies making this clock strategy future proof. A thorough analysis
of the interchange of complexity, area and power between modulator and decima-
tor are out of the scope of this thesis. Furthermore, the impact at receiver system
level, like the possible requirement of fractional sample-rate conversion, should
be further investigated.

9.2 Digitization at analog IP architecture level: a hybrid,
inverter-based Σ∆ modulator

In this section an example is shown of a modulator which is digitized at archi-
tecture and circuit level [97]. The number of analog blocks is reduced replacing
them by digital circuitry, in order to speed up technology porting of analog IP. To
digitize the IP the design methodology presented in section 6.1.2 is used.
The presented modulator, with a first order analog filter, 5 bit quantizer, second
order digital filter, 1-bit quantizer and 1-bit DAC, achieves a peak SNR of 77dB
in 200kHz. The active circuitry is implemented solely with inverter circuits and
standard digital cells in a 65nm CMOS technology. Power consumption is 950µW
at 1.2V and the area is only 0.03mm2.

9.2.1 Σ∆ modulator architecture

The modulator architecture is based on the architecture of section 5.4 (figure 5.6).
The advantages of lower quantization noise using a multi-bit quantizer and the
linearity of a 1-bit feedback path are combined. As design technology for this
modulator is 65nm CMOS, a high sample frequency (150MHz) in combination
with a first order analog loop filter and a 5 bit quantizer is chosen, to reduce the
in-band quantization noise. Using this architecture, only a very limited amount
of analog circuits is required which are the integrator stage of the first order loop
filter, a 5 bit quantizer and a 1-bit SC DAC. Furthermore a digital filter and digital
1-bit quantizer is required. For the digital filter, a second order IIR filter is used to
sufficiently push the in-band 1-bit quantization noise below the 5-bit quantization



242
CHAPTER 9. Σ∆ MODULATOR IMPLEMENTATIONS AND THE

QUALITY INDICATORS

noise. This way the modulator exploits the multi-bit quantizer, while an inherently
linear 1-bit feedback DAC can still be used. Furthermore, as the modulator’s loop
order is increased, the digital filter is used to de-correlate the signal and the quan-
tization noise at the output Y .
In figure 9.38a the transfer function of the first order analog filter and the second
order digital filter are shown. In figure 9.38b a simulation of the modulator is
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Figure 9.38: Analog and digital filter transfer function and modulator sim-
ulation

shown. The noise transfer functions of the quantization noise sources are indi-
cated. From the figure it can be seen that there still is correlation between input
signal and the quantization noise coming out of the modulator. This can be better
observed with an input signal of lower frequency. Figure 9.39a shows a simula-
tion of the modulator with an input frequency of 10kHz. The correlation between
input signal and quantization noise can clearly be seen from the spectrum. In fig-
ure 9.39b the expected thermal noise is added to the system. The thermal noise
greatly reduces the correlation between input signal and quantization noise, as can
be seen from the quantization noise plot. The simulated SQNR is 90dB in 200kHz
at a clock frequency of 150MHz.

9.2.2 Circuit design

Figure 9.40 shows the block diagram (a) and transfer function (b) of the digi-
tal filter. It is a second order IIR filter with a resonator. The filter architecture
only requires 1 addition of two numbers in the direct forward path, which reduces
loop delay. Because fs is much smaller than the fT of the 65nm technology, the
worst-case filter delay is 400ps which is much smaller than the sampling time and
modulator stability is not compromised. The 1-bit quantization is implemented by
taking the MSB of the output word of the digital filter. The filter includes bubble
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Figure 9.40: Digital filter architecture and transfer function

correction at its input V to correct for quantizer errors.

The digitization process is carried through to all circuits of the modulator. The
quantizer (figure 9.41a) consists of a resistor ladder and N = 2B−1 identical
comparators. The ladder outputs N reference voltages Vc,x which are a combina-
tion of the Vb,x voltages and Vin. Each of the comparators consists of a cascade
of the analog inverters of figure 6.3 and standard digital inverters followed by a
flip-flop. The cascade ensures that the input signal of the flip-flop is rail to rail
before it is converted to a logic 0 or 1. Each comparator has its decision level
at (Vrefp + Vrefm)/2 which reduces the design complexity of the comparators.
The quantizer will output a thermometer code depending on Vin. Because the
output impedance of the resistor ladder is not the same for each output tap, the
comparator decision levels will not be linearly distributed over the input signal
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Figure 9.41: 5-bit quantizer implementation and transfer function

range (figure 9.41b), unless the resistor values are scaled accordingly. However,
when the resistors are not scaled, the non-linearity errors of the quantizer are sup-
pressed by the analog loop filter gain, and in this case have very limited impact
on the modulators performance. The trip levels of the comparators are subject to
transistor mismatch, which causes shifting of the inverter trip levels. The consec-
utive comparator trip levels and their offset distribution are shown in figure 9.42.
The shifting of decision levels can cause that some comparators can fall out of the
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Figure 9.42: Comparator offset distribution and bubble correction

used quantizer input range and the order of trip levels might change. The levels
that shift out of range are lost, but the ones that change order are corrected by a
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bubble correction, to preserve the quantizers monotonic behavior. The LSB of the
quantizer is 20mV, and its simulated comparator offset σ value is 3.3mV. A sim-
ulation of the modulator model with different quantizer offset σ values is shown
in figure 9.43. The figure shows the simulated SQNR and SNR for the modulator
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Figure 9.43: Comparator offset spread impact on modulator SQNR for 4
different σ values

on the Y-axis for different σ values. The thermal noise level is indicated in the
figure and is at 76dB in 200kHz bandwidth. The X-axis displays the number of
comparator levels within the quantizer input range for 4 different σ values. For
each σ value 1000 simulations are done. For σ values of 3.3 and 10mV, all com-
parators are within the quantizer input range. At σ values of 33mV comparators
start to drop out of the quantizer input range for various trials. For a σ of 100mV,
the SNR starts to degrade below the target specification of 77dB in 200kHz (indi-
cated in the figure) for two reasons. More and more comparator levels drop out of
the quantizer input range, and the distribution of comparator levels over the quan-
tizer input range becomes more non-linear. The percentage of simulations within
specification is mentioned in the figure below each σ value. Even for the σ value
of 100mV, the percentage of drop-outs is only 2.4%.

The first order analog loop filter is implemented with an RC integrator stage. The
OTA is completely made out of unit cell inverters and will be shown in section 9.3
(figure 9.54). The feedback DAC is similar to the one used in the modulator
presented in section 9.1.2.3, and only uses switches, capacitors and a few standard
digital cells.



246
CHAPTER 9. Σ∆ MODULATOR IMPLEMENTATIONS AND THE

QUALITY INDICATORS

9.2.3 Experimental results

The block diagram of the prototype chip is shown in figure 9.44. At an fs of
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Figure 9.44: Block diagram of the implemented hybrid modulator

150MHz, the thermal noise of the input stage dominates all other noise contribu-
tions. The output signal of the analog loop filter is converted to a single ended
signal to drive the 5-bit quantizer which output is fed to the digital filter F. The
digital 1-bit output code is clocked by a flip-flop before it is fed to the 1-bit DAC.
Figure 9.45 shows the measured modulator output spectrum when a 100kHz full
scale signal is applied to the modulator input. The left figure shows a zoom-in
of the spectrum on the right. The measured peak SNR is 77dB in 200kHz, THD
is -79dB. The left of figure 9.46 shows a zoom-in on the intermodulation mea-
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surement presented on the right. The IM2 and IM3 distances are 86 and 82dB
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respectively, when a 200kHz and 250kHz signal is applied to the modulator, both
with an amplitude of -6dBFS. Figure 9.47a shows the SNR as function of the in-
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Figure 9.46: Second and third order intermodulation measurement

put signal amplitude for 3 different bias currents (Iref,nom = 25µA). Peak SNR
is 77dB in 200kHz in all cases. There is almost no current dependency as the
design is limited by the thermal noise of the input resistors. Figure 9.47b shows
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sured peak SNR over 36 samples (b.)

the peak SNR of 36 measured modulators. The SNR of 11 samples measure 76
dB, 25 measure 77dB.
Figure 9.48 shows the peak SNR, as a function of fs. The modulator achieves
77dB in 200kHz over a fs=75-300MHz range. At fs <75MHz the quantiza-
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tion noise starts to dominate the noise contributions, as the digital filter transfer
function scales with fs. Figure 9.48 illustrates the potential of this modulator ar-
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Figure 9.48: Measured modulator peak SNR as a function of fs

chitecture to become multi-mode, as the bandwidth and power of the digital filter
scale with clock frequency.
Figure 9.49 shows a benchmark of all low-pass Σ∆ modulators presented at the
ISSCC over the past 11 years. On the Y-axis the modulators active area is shown,
on the X-axis the technology feature size is shown. The modulator presented in
this section is two times smaller than the smallest published. The gray circles
indicate modulators, which have a similar bandwidth and dynamic range as the
modulator presented. Their bandwidth is in the range of 100-400kHz. Their dy-
namic range is 77dB plus or minus 3dB range calculated in 200kHz. If only these
modulators are considered the presented converter is even 4 times smaller. The
prototype chip shown on the left in figure 9.50, is fabricated in a single poly, 7
metal layer, 65nm CMOS process. The sub blocks are indicated in the layout plot
on the right of figure 9.50. The main design characteristics and the performance
summary of the presented modulator are shown in figure 9.51.

9.2.4 Conclusions

The Σ∆ modulator presented uses a first order analog filter, a 5-bit quantizer, a
2nd order digital filter and a 1-bit quantizer, forming a 1-5-2-1 inverter-based hy-
brid Σ∆ modulator. The Σ∆ modulator exploits the area scaling advantages of
digital circuits in deep-submicron technologies, by shifting analog functionality
into the digital domain as much as possible. At architecture level, a complex ana-
log filter is replaced by a first order filter and a low requirement quantizer and
digital filter. The advantage of a modulator with multi-bit quantizer is combined
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Figure 9.50: Micrograph of the 1-5-2-1 hybrid modulator fabricated in a
single poly, 7 metal layer, 65nm CMOS process
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Figure 9.51: Main design characteristics and performance summary of the
1-5-2-1 hybrid Σ∆ modulator

with the advantage of a 1-bit inherently linear feedback path. At circuit level, the
remaining analog circuits are implemented using inverter unit cells. The mod-
ulator achieves a peak SNR of 77dB in 200kHz and the IM2 and IM3 measure
-82 and -86dB respectively. With a power consumption of 950µW, the figure of
merit is 0.3pJ/conversion. Due to the digitization of the modulator, its active area
is only 0.03mm2. Due to the limited amount of analog blocks in this analog IP,
portability to future nm-technologies has been greatly improved.

The large clock frequency range over which this modulator can be scaled makes
the hybrid modulator architecture extremely suitable for implementing a scalable
(multi-mode) modulator for highly digitized receivers.

9.3 Digitization at circuit and layout level: technology
portable Σ∆ modulators

In this section several examples of an analog IP block will be shown that were
designed using the digitized circuit design methodology of section 6.1.2. It con-
cerns three 5th order, 1-bit, Σ∆ modulators which achieve a peak SNR of 60dB
in 15MHz at a power consumption of 9mW, each measuring only 0.04mm2 [39].
A 65nm test chip contains a feedback modulator, for which a sample frequency
of 1GHz was chosen to test the technology’s speed limitations. Furthermore, to
prove that the digitized circuit design approach increases the portability of analog
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IP, the feedback modulator is ported from a 65nm to a 45nm technology, without
major changes to the design.

This section also will show an example on how to make a modulator more ro-
bust to circuit imperfections by making changes at Σ∆ modulator architecture
level. In the example, the excess delay in a feed-forward modulator designed in a
45nm technology, will be compensated using the delay compensation method of
section 6.8.

9.3.1 Σ∆ modulator architecure

Figure 9.52a shows the modulator architecture. For the loop filter architecture
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Figure 9.52: Feedback or feed-forward Σ∆ modulator architecture

two options are available: feed-forward and feedback. Feed-forward Σ∆ modu-
lators require an additional summing node for the feed-forward coefficients (grey
dotted components), which, due to limited bandwidth of the summing node, in-
troduces an additional pole in the loop (fig. 9.52a). The feedback Σ∆ modulator
does not need the additional summing node which makes this architecture more
suitable for high sample rate modulators. In return, the feedback modulator needs
L DACs. Although a feed-forward modulator is preferred (section 6.3), the par-
asitic pole in its summing node has to be compensated for at these high speed
clocks to avoid excessive power spending in the summing node, or even worse
modulator instability. The excess phase compensation of the feed-forward modu-
lator can be implemented using the theory presented section 6.8.2. To be able to
apply the compensation method, a delay compensation DAC (the right most DAC
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in figure 9.52a which is grey dotted) is required. Figure 9.53 shows the simulated
SQNR for a modulator uncompensated and compensated parasitic pole, relative
to the ideal modulator without parasitic pole (and compensation). Obviously, the
ideal modulator has no SQNR loss, as there is no parasitic pole in the loop. The
uncompensated modulator with parasitic pole in its loop loses performance when
the parasitic pole is shifted down in frequency. If the pole drops below 0.3fs the
maximum achievable SQNR of the modulator drops very rapidly. After compen-
sation, the SQNR is restored to its original value, independent of pole frequency.
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Figure 9.53: Simulated SQNR of uncompensated and compensated mod-
ulator with parasitic pole as a function of normalized para-
sitic pole frequency and relative to an ideal modulator with-
out parasitic pole (and compensation)

9.3.2 Circuit design and layout

For the circuit and the layout, the digitized design methodology of section 6.1.2 is
used. The Σ∆ modulator (either feed-forward or feedback) is split in only a lim-
ited number of circuits, which are an amplifier (OTA), a switched capacitor DAC,
a quantizer and a bias circuit. The modulator block diagrams and the separate
blocks are indicated in figure 9.52b. After the split in circuit blocks, a common
divisor is searched for the active circuitry. For the loop filter integrator, a top-
down bottom-up ( 6.1.2) search for a unit cell based integrator leads to a three
stage inverter OTA, used as an RC integrator (figure 9.54). All the inverters in
the OTA consist of one or multiple instantiations of an analog unit cell inverter
in parallel. A single analog unit cell inverter is displayed on the bottom right of
figure 9.54. The W/L of the PMOS and NMOS transistor in the inverter unit cell
is fixed for all used unit cell inverters. The PMOS and NMOS gate are not con-
nected together unlike in a digital inverter, to be able to connect the PMOS and
NMOS transistor in different ways. Note that the unit cell inverter is also used for
the common-mode arrangement in the OTA.
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Figure 9.55 presents the bias circuit for the inverters used in the OTA. The NMOS
is switched off by connecting its gate to ground and the gate-drain connected
PMOS transistor is used to bias the PMOS current sources in the inverter. The
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Figure 9.55: Breaking up circuits: OTA bias circuit and quantizer circuit

quantizer is shown on the right of figure 9.55. It uses two cross coupled inverter
unit cells with a switch in between, to reset the quantizer latch. After a delay
circuit made out of standard digital cells, the data coming from the latch is re-
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clocked by a standard digital master-slave flipflop. The SC DAC is similar to the
one presented in 9.1.2.3.
The feedback Σ∆ modulator uses 5 times exactly the same OTA, a quantizer and
5 times the same DAC. The feed-forward modulator uses 6 times exactly the same
OTA, a quantizer, and 2 times the same DAC. All the analog blocks are built out
of the analog unit cell inverter stage, switches, resistors, capacitors, and standard
digital cells only. This makes the porting of such a modulator very simple, as only
a very limited amount of circuits have to be re-simulated and re-layouted.

Figure 9.56 shows an example of a digital inverter plus its p-cell layout, together
with its analog equivalent used to implement the modulator. The analog inverter

Vdda

Vssa

Vddd

Vssd

A Z OUT

IN1

IN2

Digital inverter Analog inverter

Figure 9.56: Digital and analog inverter circuit and p-cell layout

has the same layout properties as the digital inverter (for example the supply lines
and a placement boundary box) in order to be able to layout the analog circuits
with the automatic layout tools normally used for digital circuits. For the other
unit cells (resistors, capacitors, switches, etc.) a similar p-cell layout is made.
For the analog inverter only one layout is made which is re-used in the OTAs,
quantizer and bias circuit.

9.3.2.1 Experimental results

The chip micro graphs and layout plots of the 45nm and 65nm test chip are shown
in figure 9.57. Figure 9.58 shows the full-scale input signal measurement of the
65nm and 45nm test chip. Both achieve a peak SNR of about 60dB. The clock
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Figure 9.57: Chip micrographs of the 45nm and 65nm test chip and their
layout plots
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frequency of the 65nm test chip is 1GHz, the clock frequency of the 45nm test
chip is 1.5GHz. As both the 45nm and 65nm feedback modulator have compara-
ble performance, the technology porting is completed successfully. The port from
65 to 45nm was done in one month only, including re-simulation of the unit-cells,
re-generation of all circuit views and layout generation.

The chip micrograph and layout plot of the 45nm feed-forward modulator are also
shown in figure 9.57. Figure 9.59 shows the full-scale input signal measurement
of the 45nm feed-forward modulator. It achieves a peak SNR of about 60dB at
a clock frequency of 1.5GHz. Figure 9.60 compares the presented modulators
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Figure 9.59: Full scale measurement to determine the peak SNR and SFDR
of the 45nm feed-forward modulator

of this section with published modulators with comparable specifications (B=10-
20MHz and SNR=60-67dB) on area, FOMDR and FOMeq,th. The modulators
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Figure 9.60: Σ∆ modulator area, FOMDR and FOMeq,th benchmark

presented in this section are at least 5 times smaller (left Y-axis) and achieve
a state-of-art FOMDR (right Y-axis) compared to the other modulators in this
benchmark. The FOMeq,th will give a more realistic view on power efficiency as
explained in chapter 8. This FOM is four to five times worse than state-of-art.
This can be explained by the fact that power consumption / performance ratio of
the modulators presented in this section was not optimized to keep the modulators
as simple and straightforward as possible. For example all five three-stage inte-
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grators presented in figure 9.54 use the same amount of current as they are exact
copies. As the later integrators are far less critical in terms of noise compared to
the first integrator, the later integrators can be scaled by using fewer inverters in
parallel in each stage of the integrator, while keeping stage ratios the same. This
way the power efficiency of these modulators can be increased. However, the
power efficiency increase is limited by the stability criteria of the modulator. In
the feedback modulator the last integrator determines the phase shift of the loop
filter at high frequencies, and to avoid modulator instability the power consump-
tion of this integrator can not be reduced only based on noise requirements. In
the feed-forward modulator the first integrator and the summing node determine
the high frequency phase shift. The bias current of the first integrator should be
high because of its large contribution to the noise (which is also the case in the
feedback modulator), which will have a positive impact on its bandwidth. In the
summing node the power consumption can be reduced when the excess loop delay
compensation technique is applied.

Figure 9.58 gives the main design characteristics and performance summary for
the feedback and feed-forward modulator.
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Figure 9.61: Main design characteristics and performance summary of the
technology portable Σ∆ modulators

9.3.3 Conclusions

Several modulators have been made using a digitized design methodology. The
modulators are built up out of only a limited number of analog unit cells. Using
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the unit cell design approach, a feedback modulator has been successfully ported
from a 65nm to a 45nm without major changes to the circuits. The port was done
in an extremely short time-frame of 1 month (circuit design and layout), proving
the portability increase due to the unit cell design methodology.

Furthermore, a 45nm feedback modulator has been successfully transformed into
an excess phase compensated feed-forward modulator without performance loss,
proving the excess phase compensation theory presented in this thesis.

The digitally designed modulators have a very low area, proving that this design
methodology does not necessarily come at the cost of additional area. The power
efficiency FOMs of the modulators are competitive, but there is room for improve-
ment by further optimizing the power consumption of the integrator stages for the
stages which are not critical in terms of noise or modulator stability.

9.4 Implementations judged on the FOMs and quality in-
dicators

In chapter 6 the 1-bit, high order, CT feed-forward Σ∆ modulator was selected as
the preferred modulator architecture, by using the quality indicators. In this sec-
tion several implementations of this and other Σ∆ modulator architectures have
been demonstrated. These will now be assessed using the quality indicators of
chapter 2 and the FOMs of chapter 8. Below the FOMs of the different imple-
mentations are presented: Figure 9.63 presents a matrix with the quality indica-
tors and the different designs presented in this chapter. A brief explanation on
the judgments based on the FOMs and quality indicators is given in the summary
below:
Algorithmic accuracy:

• For the signal bandwidths currently required in cellular and wireless termi-
nals, a high order, CT feed-forward Σ∆ modulator with 2 or 3 level DAC
provides sufficient SQNR in all cases. However, in high bandwidth modes
the sample frequency is in the giga-hertz range, and technology speed limi-
tations will be increasingly dominant in the design of such modulators, and
hence higher power consumption is expected. To reduce this technology
dominance, the most state-of-art technology and/or a more complex loop
architecture (like the one in section 5.5) should be selected.
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Robustness:

• The FOMs of the implemented modulators prove that the RC integrator
stage combines linearity and low noise leading to high performance and
power efficient modulators.

• The 1.5-bit modulator requires accurate loop gain. Furthermore, because
of its 3 level DAC the 1.5-bit modulator has a lower FOMHD3D. However,
improvement is possible by using the data chopping technique presented in
section 6.6.4.3.

• As the presented multi-mode modulators use optimized high gain circuits in
combination with a 1-bit DAC, the FOMHD3D of these modulators is very
competitive in the low-bandwidth modes, and slightly less competitive in
the high bandwidth modes, as in-band loop filter gain decreases due to the
lower oversampling ratio.

• The GHz-rate modulators have a limited FOMHD3D because of the deliber-
ately non-optimized bias current distribution. The feed-forward GHz mod-
ulator indeed shows better linearity compared to the feedback GHz modu-
lator as predicted by section 6.3.

• The delay compensation technique makes a modulator more robust at archi-
tecture level. It has been successfully applied to the GHz-rate feed-forward
Σ∆ modulator.

• All modulators use either a 1.5-bit or an SC DAC, which both improve the
robustness to clock jitter. A 1.5-bit benefits from the lower out-of-band
quantization noise, and therefore, lower in-band jitter - quantization noise
convolution products. The modulator with SC DAC benefits from the jitter
shaping of such DAC due to the amplitude modulation described by the
TPJE model.

• The 1.5-bit and multi-mode designs use custom designed circuits to achieve
high performance at lowest possible power. Therefore these designs are less
portable, as changing technology requires thorough simulation of all cir-
cuits. The hybrid and GHz-rate modulators as much as possible were made
out of digital circuits and analog unit cells. Circuits were not optimized;
instead common divisors in circuits were searched, to reduce the designs
into a few analog unit cells and therefore increase the designs’ portability.
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Flexibility:
• The multi-mode modulators demonstrated that it is possible to cover a large

range of bandwidths with a single modulator, by using the scaling theory
presented in section 7.4.

• The hybrid modulator architecture demonstrated its potential for a flexible
bandwidth modulator, as the bandwidth of the digital filter filter scales with
clock frequency.

• The digitally designed GHz modulators are very flexible in terms of tech-
nology.

Efficiency:
• Power: All presented modulators achieve a comparable FOMDR of about

0.3pJ per conversion. The FOMDR of WLAN mode of the 121-mode modu-
lator is worse because this mode is dominated by quantization noise (clearly
visible in the right of figure 9.34). The FOMeq,th predicts that the 1.5-bit
and multi-mode modulators are more power efficient, compared to the hy-
brid and GHz-rate modulators. This proves that the FOMeq,th is better than
the FOMDR: in the design of the 1.5-bit and multi-mode modulators a lot
of effort is put in the power efficiency of the modulators’ circuits. The hy-
brid and technology portable modulators were not optimized for power, but
for portability. Most certain this holds for the GHz-modulators; all the in-
tegrator stages use the same amount of power to keep the circuit as simple
as possible, which does not lead to the most power efficient design.

• Area: Because of its huge clock frequency range, the 121-mode modula-
tor has area overhead due to the large amount of capacitors and switches
required to adapt the ADC bandwidth, but its area can be greatly reduced,
when a high clock frequency is used in all modes, at the cost of a slightly
increased power consumption. The triple-mode modulator has the best
FOMarea in GSM mode. In CDMA and UMTS mode FOMarea gradually
decreases due to the capacitor overhead of the lower bandwidth modes. The
same holds for the 121-mode modulator; at larger bandwidths, the FOMarea

becomes worse because of capacitor area overhead. The GHz-rate modula-
tors, which were designed following the digitized design methodology are
area efficient, despite the unit cell approach.

• Time-to-market: the 121-mode modulator, re-configurable over two decades
of bandwidths, can help to achieve a very early market introduction of re-
ceivers as it can be re-used in receivers with different bandwidth require-
ments, but its flexibility in terms of technology portability is reasonably
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low. The hybrid modulator is very technology portable because of digitiza-
tion at architecture, circuit and layout level. The GHz-rate modulators are
very portable because of digitization at at circuit and layout level.

The outcome of the digitization process of a Σ∆ modulator at different abstraction
levels is summarized in figure 9.64.

Digitization at system/application level has led to:
A highly re-configurable receiver system

Enabled by a high performance, multi-mode modulators

Very power and area efficient modulator implementations

High quality mixed-signal IP:

Accurate, Robust, Flexible, Efficient modulators

Digitization

Digitization at analog (sub) IP architecture level has led to:
Increased robustness to circuit imperfections

Increased portability by reduction of number of critical analog blocks

Very power and area efficient modulator implementations

Digitization at circuit and layout level has led to:
Increased portability due to re-use of p-cell like circuits

Decreased time-to-market by designing analog the digital way

Very power and area efficient modulator implementations

Figure 9.64: Outcome of multi abstraction level digitization

9.5 Conclusions

This section presented several different types of modulators for highly digitized
receivers for wireless and cellular communication. Key aspect is digitization at
all levels: system (modulator application) level, modulator architecture level, and
modulator circuit and layout level. Digitization at all these levels creates more
robust, flexible, efficient and portable Σ∆ modulators which still can have com-
petitive figure-of-merits.

The combination of a high sample frequency and a high degree of digitization
leads to very small modulator areas, pushing more of the analog area into the dig-
ital domain. This way the advantages of technology scaling are exploited.
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In the design of the presented modulators, the categorization of modulator design
properties in the quality indicators of figure 2.4 has played a crucial role, as they
have identified critical design aspects (like noise and distortion) and related them
to cost (like power and area). This way careful design trade-offs can be made, to
come to competitive modulator implementations.
The conclusion-only reader is encouraged to also read section 9.4.
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Chapter 10

Conclusions

System properties can be categorized in the quality indicators accuracy, robust-
ness, flexibility, efficiency and emission. Applying these quality indicators to
a Σ∆ modulator as an ADC architecture has allowed identification of important
modulator performance parameters, design parameter relations, and performance-
cost relations.

The quality indicators predict, that to exploit the advantages of modern digitally
optimized IC technologies, digitization should be carried through to all IC design
abstraction levels. For a system on a chip these levels are: system/application
level, analog IP architecture level, circuit topology level and layout level.

The generalized system property categorization in quality indicators, and the digi-
tization at different levels of system design, is named the digital design methodol-
ogy. In this thesis this methodology is applied to Σ∆ modulators, leading to high
quality, mixed-signal Σ∆ modulator implementations, which are more accurate,
more robust, more flexible and/or more efficient.

For the ADC in a highly digitized, multi-mode (N)ZIF receiver architecture, a
1-bit Σ∆ modulator with a high order, continuous-time, feed-forward loop fil-
ter with a high over-sampling ratio is preferred, as it can supply sufficiently high
algorithmic accuracy (SQNR) and in combination with RC integrator stage and
1-bit SC feedback DAC is the most robust Σ∆ modulator implementation com-
pared to multi-bit or cascaded Σ∆ modulator architectures as these architectures
are require more complex analog circuitry which more sensitive to technology
impairments.
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A 1-bit CT modulator can be made flexible over a large range of bandwidths
either by scaling all its circuit blocks according to the receiver-requested ADC
bandwidth, or by creating an open-pipe ADC of which the clock frequency is as
high as its largest conversion bandwidth demands. Choosing the latter approach,
almost all the flexibility is shifted in the digital domain where it is comparably
easy to implement.

A 1-bit CT modulator has proven to be an efficient ADC implementation, as it
combines a high dynamic range and a high linearity with low power consumption
and area.

Σ∆ modulator implementations are presented, that are designed according to
the digital design methodology. The presented modulators have increased re-
configurability and portability, are more robust against circuit imperfections, are
efficient in terms of area and power, and can be put on the market more quickly.
Therefore, the modulators score high on the quality indicators.

For a more in depth description of the conclusions the author refers to the conclu-
sion at the end of each chapter.



Appendix A

Harmonic and intermodulation
distortion in an I&Q system

This appendix shows the impact of distortion on two complementary blocks in an
I&Q system. First the second and third order distortion of a complex signal is
reviewed, next the distortion of two complementary I&Q blocks is analyzed, in
this case the I&Q ADCs.

A.1 Double sided spectrum of second and third order
distortion of a complex signal

If eqn. 4.19 is reused, but now with a complex signal as input signal:

xin(t) = A · ejωwt (A.1)

the output signal yields:

yin(t) = A · ejωwt + aA2 · ej2ωwt + bA3 · ej3ωwt (A.2)

The output spectrum is: Figure A.1 shows that the fundamental input signal and
its harmonic components are on the same side of the spectrum. If the input signal
would have been at−ωw its second and third order harmonics would have been at
−2ωw and −3ωw.
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Figure A.1: Double sided output spectrum

A.2 Double sided spectrum of second and third order
distortion in a complex system

In paragraph 3.1 figure 3.2, the highly but not completely digitized radio receiver
was chosen as the most promising receiver architecture in terms of ADC power
consumption. It uses I&Q down conversion to be able to distinguish the positive
from the negative half of the frequency spectrum. The non-linearity in the com-
plementary I&Q blocks can be correlated (depending on their nature), which will
have an impact on the combined I&Q output spectrum Yout. If it is assumed that
the I path has HD2 and HD3 coefficients a and b, and the Q path has HD2 and
HD3 coefficients a + ∆a and b + ∆b, it can be calculated that:

yDC =
1 + j

2
A2a +

j

2
A2∆a (A.3)

yw(t) =
(

A +
3
4
A3b +

3
8
A3∆b

)
ejωwt +

3
8
A3∆be−jωwt (A.4)

yHD2(t) =
(

1− j

4
A2a +

1
4
A2∆a

) (
ej2ωwt + e−j2ωwt

)
(A.5)

yHD3(t) =
(

1
8
A3∆b

)
ej3ωwt +

(
1
4
A3b +

1
8
A3∆b

)
e−j3ωwt (A.6)

In case of ∆a = ∆b = 0, which means the distortion in the I&Q ADCs is fully
correlated, the output spectrum of figure A.2a shows that the second order har-
monic distortion is both on the positive and negative side of the frequency spec-
trum. The third order distortion is only visible in the opposite frequency side
compared to the input signal. Input offset differences in the differential pairs of
the I and of the Q ADC, leads to a shift of the HD2 and HD3 coefficients, and
∆a = ∆b 6= 0. The result is shown in figure A.2b. The fundamental input signal
now leaks into the opposite half of the frequency spectrum, and the HD3 now is
also visible at the same side as the input signal.
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Appendix B

Distortion of a differential input
transistor pair biased in weak
inversion

For weak inversion the drain current exponentially relates to the gate-source volt-
age:

ID = ID0 · W

L
· e Vgs·q

n·k·T [A] (B.1)

For the output current of the differential pair with differential input signal V̂in one
can write:

ID,diff = ID0 · W

L
·
(

e
1
2 V̂in·q
n·k·T − e

− 1
2 V̂in·q
n·k·T

)
[A] (B.2)

Using taylor expansion for an exponential given by

ex = 1 + x +
x2

2!
+

x3

3!
+

xn

n!
+ O(xn+1) (B.3)

yields:

ID,diff = ID0 · W

L
·
(

c · V̂in +
1
24

c3V̂ 3
in

)
[A] (B.4)

In which the even order terms cancel because of the differential nature of the
circuit, the odd 5th and higher order components are neglected, and c = q

n·k·T =
gm/ID.
The HD3 distance for a weak inversion biased differential input pair excited with
a sine wave now becomes:

HD3D =
96I2

D

gm2V̂ 2
in

[-] (B.5)
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Appendix C

Fourier series

The Fourier series is a well known representation for repetitive waveforms. Below
the Fourier series are given for the square wave from figure C.1.

an =
2A

nπ
sin(nπD) (C.1)

A

TsDTs

RTZ·Ts

Figure C.1: Square wave with duty cycle D and Return-To-Zero period
RTZ

Eq. C.1 can also be written as a function of the RTZ period, which leads to:

an =
2A

nπ
sin(nπ(1− RTZ)) (C.2)
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Appendix D

Clock jitter in an I&Q system
according to the TPJE clock
jitter model

This appendix extends the TPJE model for an I&Q ADC. A modulator with SI
DAC is taken as an example here; for a modulator with SC DAC a similar analysis
can be done.
Using eq. 6.72 and eq. 6.73, the I and Q modulator output signals can be written
in the form:

y∼I (t) = sin(ωit)− 1
∆i

sin((ωi + ωm)t) +
1
∆i

sin((ωi − ωm)t) (D.1)

and

y∼Q(t) = cos(ωit)− 1
∆i

cos((ωi + ωm)t) +
1
∆i

cos((ωi − ωm)t) (D.2)

Combining y∼I&Q(t) = y∼I (t) + j · y∼Q(t) with eq. D.1 and D.2 yields:

y∼I&Q(t) = ejωit − 1
∆i

ej(ωi+ωm)t +
1
∆i

ej(ωi−ωm)t (D.3)

The sine wave induced jitter components and the input signal component are on
the same side of the spectrum (ωm < ωi). Due to I&Q path gain and phase
mismatch the input signal and jitter components can leak to the opposite side of
the spectrum as well. The amplitude distance between the image and its jitter
components will be the same as the distance between the wanted signal and its
jitter components. The amplitude difference between image and wanted signal
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Figure D.1: Sine wave induced clock jitter in an I and Q modulator

is defined by the image rejection ratio. The above is illustrated in figure D.1.
Note that if the I and Q wanted signals are correlated, and the I and Q ADC is
clocked with the same jittered clock, the jitter noise belonging to the wanted signal
will also be correlated in the combined I and Q output spectrum. Therefore, the
distance between signal and jitter noise will be the same for the I and Q combined
output spectrum of both ADCs, and the spectrum at the outputs of the I and Q
ADC separately.
If the input signals of the I and Q ADCs are uncorrelated (for example noise),
the jitter in the I and Q combined output spectrum related to these uncorrelated
input signals, will also be uncorrelated. In case of wide-band jitter, the jitter of
the I ADC might overlap with the jitter of the Q ADC, and the total expected jitter
noise in the output spectrum will be 3dB higher.



Appendix E

Σ∆ modulators and technology
scaling

It is generally accepted that analog circuits do not scale when going to a more ad-
vanced technology node. A lot of analog performance determining parameters get
worse, and in some cases it will be even more challenging to design the analog IP
block in a newer technology. Therefore, performance increase and area decrease
of analog IP is not so obvious. In [3], an investigation was done how Nyquist
ADCs will scale in newer technologies. In this Appendix it is investigated if
Σ∆ modulators will scale. In this analysis, constant field scaling is assumed in
all cases, which is not valid for the year 2001 and beyond [4]. Therefore, the
contents of this appendix should be read with this remark in mind. To make the
content of this appendix more accurate, constant voltage should be considered for
the period 2000 to date.

E.1 Benchmark technology scaling parameter extraction

In this section, some technology scaling parameters will be extracted from several
benchmarks. Parameters of investigation are sample frequency, supply voltage,
modulator input signal, and power consumption.

Figure E.1 shows the sample frequencies of the benchmarked modulators as a
function of the transistor minimum length Lmin determined by technology. Sample
frequencies increase approximately with 1/sT for decreasing Lmin, as unity gains
of transistors increase with 1/sT .

The expected supply voltage scaling generally is said to be sT . Figure E.2 shows
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Figure E.1: Modulator sample frequency versus Lmin

that the input signal of the benchmarked modulators does go down with Lmin.
Unlike expected, the trend is s0.5

T . This is because no difference is made between
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Figure E.2: Modulator supply voltage versus Lmin

constant field and constant voltage technology scaling. The maximum and min-
imum nominal technology supply voltage for thin and thick oxide transistors, is
also indicated in the figure as a reference. As the expected supply voltage scaling
for the modulators is sT , Vin,rms,ADC is also expected to scale with sT . In reality
the input signal swing scales with approximately s0.4

T and s0.6
T , for 1-bit mod-

ulators and multi-bit modulators respectively. The ratio between the rms input
signal divided by the supply voltage of figures E.2 and E.3 respectively yields the
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Figure E.3: Modulator rms input signal swing versus Lmin

result of figure E.4. There is no real trend as expected from the earlier given inde-
pendent scaling factors of supply voltage and input signal. For the benchmarked
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Figure E.4: Ratio between modulator supply voltage and rms input signal
swing versus Lmin

modulators Req,th is hardly scaling over technology. This is shown in figure E.5.
The modulators equivalent noise impedance limit in the benchmark is about 5kΩ.
This lower boundary is set by the maximum current to be spent. If an implemen-
tation loss of 99% is assumed, the equivalent load impedance between the supply
is 50Ω. This means 20e-3 Ampere per Volt supply. As most of the modulators in
the benchmark are for portable applications this is already quite high. The only
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way to cross this lower boundary of Req,th is the discovery of more efficient mod-
ulator (circuit) architectures with lower implementation losses like the one in [73].

For the benchmarked 1-bit modulators power consumption scales approximately
with sT . For multi-bit modulators this approximately is s1.5

T . This is shown in
figure E.6.
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Figure E.6: Σ∆ modulator power consumption versus minimum transis-
tor length Lmin
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E.2 Σ∆ modulator area scaling

In this section, the area scaling of a Σ∆ modulator is investigated. To be able
to do this investigation, the modulator is split into x circuit parts i with an area
AΣ∆M,i and which tend to have different scaling factors ST,i = f (sT ). The area
of the modulator in a technology with Lmin,2 = Lmin,1 · sT is given by:

AΣ∆M |Lmin,2 =AΣ∆M |Lmin,1(ST,1 · p1 + ST,2 · p2+

ST,3 · p3 + ... + ST,x · px) [m2]
(E.1)

in which ST,i is the scaling factor of circuit part i, and is or is not dependent on
sT . Furthermore, pi is the part of the modulator area which scales with ST,i, with∑x

i=1 pi = 1. Table E.1 lists the different modulator circuit parts.

Σ∆ modulator Percentage of Circuit Scaling
circuit part Σ∆ modulator part factor

area area
Σ∆ modulator 1 AΣ∆M ST,Σ∆M

Capacitors pC AC ST,C

Loop filter transistor circuitry pLF ALF ST,LF

Quantizer pQ AQ ST,Q

DAC feedback elements pD,2 ADAC,2 ST,DAC2

Digital part of DAC and quantizer pDig ADig ST,Dig

Table E.1: Different Σ∆ modulator area parts

E.2.1 Capacitor area scaling

The actual value (and thus area) of the capacitors are dependent on the following
items:

• In general a Σ∆ modulator noise is thermal noise limited. This means
that SNR, bandwidth and maximum input signal define the equivalent noise
impedance Req,th of the Σ∆ modulator. Capacitor area AC ∝ 1/Req,th

• Higher ADC supply voltage means larger integrator output swings, and
smaller loop filter capacitors. AC ∝ 1/Vsupply ∝ 1/Vintegrator,out.

• A higher fs means higher unity gains, and thus smaller capacitor values for
the integrator stages.
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• The oxide thickness scales with lithography resolution over successive tech-
nology generations. The gate thickness tox scales with sT and therefore the
oxide (or gate) capacitor area scales with Acap,oxide ∝ sT

• For a metal plate capacitor the plate spacing scales with sT due to decreas-
ing meta to metal distances. Therefore, Acap,metal plate ∝ sT .

• For a fringe capacitor the finger spacing scales with sT due to the higher
resolution lithography, and decreasing metal to metal distances. Therefore,
Acap,fringe ∝ s2

T .

• As advanced technologies tend to have more metal layers, metal plate and
fringe capacitors per unit area become even smaller. Capacitor area ∝
#metals − 1 As the number of metals only has only doubled over the last
10 technologies this effect is neglected.

In summary the capacitor area scales with:

AC ∝ sx
T

fsVsupplyReq,th
(E.2)

with x=1 for plate and gate oxide, and x=2 for fringe capacitors.

In multi-bit converters the quantization error signal fed back to the input of the
modulator is smaller with a factor of 1/(N − 1) (N is the number of quanti-
zation levels). This means that the capacitor of the first integrator can be made
1/(N − 1) times smaller. The higher unity gain of the first integrator, reduces the
noise requirements of the later stages. Larger impedances are allowed, and there-
fore smaller capacitors are allowed for the later stages. At the same time Req,th is
expected to be smaller for a multi-bit modulator, which leads to a larger capacitor
value for the first integrator. 1-bit modulators are of higher order for the same
performance compared to b-bit modulators, which means more integrator stages.
Therefore, it is expected that pcapacitorarea for a multi-bit converter is smaller than
for a 1-bit converter.

If a Σ∆ modulator is ported to the next technology node, its sample frequency
can be chosen 1/sT higher. Furthermore supply will drop with sT , which means
a quadratically lower Req,th.

AC ∝ sx
T

s−1
T sT s2

T

= sx−2
T (E.3)
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This would mean that the capacitor area of a fringe capacitor based modulator
does not get smaller in the next technology node. Metal plate or oxide capacitor
based modulators even become bigger with 1/sT .
Figure E.1 showed that the sample frequency of the benchmarked 1 and multi-bit
modulators scale with 1/sT . The benchmark of Req,th (figure 8.7), showed that
Req,th almost stayed constant over technology scaling. For the capacitor area this
means that:

AC ∝ sx
T

1
sT

sT
= sx

T (E.4)

In this case, modulator capacitor area always decreases no matter what type of
capacitor. In case of fringe capacitors, capacitor area is expected to scale with s2

T .

E.2.2 Loop filter circuit area scaling

In general it can be said that the width of the transistors in the loop filter circuits
is proportional to the bias currents ID independent of technology.

Single bit modulators are mostly of higher order compared to multi-bit modula-
tors, which means more integrator stages. This means the pLF for a multi-bit
converter is expected to be smaller than for a single bit converter.
In low bandwidth converters, 1/f noise can be a major contributor to the noise. To
reduce the 1/f noise, the area of the transistors can be increased. The 1/f noise
is not taken into account here. The reason for this, is that in low bandwidth Σ∆
modulators often low sample frequencies are used which already means big ca-
pacitors, and thus large area. Furthermore, in these modulators often chopping is
used, which is also not represented in the area scaling.

For a transistor biased in the saturation region the width is proportional to its drain
current. As Req,th decreases with s2

T and thus ID ∝ s−2
T , the loop filter circuit

area scales with W · L ∝ s−2
T sT = 1/sT . This shows that the loop filter area is

expected to become bigger if ported to a more advanced technology node.

In the Req,th benchmark of section 8.2.1 it was concluded that Req,th does not
scale with Lmin but remains constant. In this case the loop filter circuit area
scales with W · L ∝ 1 · sT = sT . The loop filter circuit area of the modulators in
the benchmark are expected to scale with sT .
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E.2.3 Quantizer area scaling

In Σ∆ modulators the circuit noise contribution of the quantizer to the total noise
of the modulator is normally negligible as the quantizers circuit noise and quan-
tization errors are shaped by the loop filter gain. This means that the equivalent
circuit noise impedance of the quantizer has no or very limited impact on modu-
lator area.

Offset requirements in the comparators of the quantizer can increase quantizer
area. In multi-bit modulators a (2b − 1) comparators are require in the quantizer.
As the quantizer should at least be monotonic, σVt of the comparators equiva-
lent input offset should be much lower than the reference LSB. As σVt is related
with the square root of area, this requires a large quantizer. For a 1-bit modulator
there is no DC offset requirement in the quantizer, as the offset is shaped by the
loop gain. This makes the quantizer in 1-bit modulators very small. This means
that the pQ for a multi-bit converter is expected to be larger than for a single bit
converter. At the same time new techniques enabled by small transistor feature
size technologies have led to innovative concepts which reduce requirements on
transistor size and thus its area. For instance, in [138] a comparator offset cancel-
lation technique is proposed to reduce the required area of the transistors in the
quantizer. In [60] a tracking quantizer is proposed which uses less than 2b − 1
comparators. In [61] a VCO is used as the quantizer. All these techniques lead
to smaller multi-bit quantizer implementations, making use of the smaller feature
size transistors available in newer technologies.

As said, for the quantizer in a multi-bit modulator the ratio between Vsupply (for
the reference ladder in the quantizer) and the σVt is important. Vsupply scales with
sT , and σVt scales with sT as well, which means the expected area for the multi-
bit quantizer will remain constant. At the same time new techniques have been
proposed and applied in some of the modulators included in the benchmark, to
decrease the quantizer area. As these techniques are often implemented by using
minimum or very small size transistors, the area related to these techniques po-
tentially scale with s2

T .

The digital area of the quantizer is expected to be small, and is expected to scale
with s2

T .
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E.2.4 Feedback DAC area scaling

The area related to the noise density requirement in the DAC feedback elements,
can be assumed approximately equally big in both a single and multi-bit modu-
lator. Therefore it is assumed that the area of the DAC unit cells for single and
multi-bit modulators is the same (pDAC).
In the Req,th benchmark of section 8.2.1 it was concluded that Req,th does not
scale, and the size of the DAC feedback elements also is not expected to scale for
the benchmarked modulators because the noise requirements stay the same. The
part that does scale however is the overhead of digital circuitry needed. The digi-
tal circuitry needed in the Σ∆ modulator is negligible for a 1-bit converter as it is
reduced to the clock circuitry and a few flip-flops in the DAC and quantizer. For a
multi-bit converter additional digital hardware is required. First, the clocking cir-
cuits of the unit cells require 2n times more digital hardware compared to a 1-bit
modulator. Second, due to the linearity requirements described in section 6.6.4.2,
the introduction of digital circuitry to improve linearity is required. Therefore the
area of the digital part and thus pDig of a multi-bit modulator can be substantial.

Although techniques published in literature successfully improved DAC linearity,
the pDig and pDAC for a multi-bit converter is expected to be larger than for a
single bit converter in all cases. For a multi-bit DAC, the gain lies in the fact that
the overhead required to linearize the DAC, scales with s2

T , and the total area of
the DAC is expected to scale.

E.2.5 Digital circuit area scaling

As a 1-bit modulator needs a higher sample frequency (fs,high) compared to a b-
bit modulator (fs,low) to achieve the same performance, the required decimation
factor will be larger by fs,high/fs,low, resulting in a larger decimation filter and
higher power consumption. In the benchmarks presented in this thesis, the area
and power consumption of the decimation filters is not included because the dec-
imation filter often is not discussed in published papers, and no further details are
available. In nm-technologies the decimation filter area will reduce with s2

T .

E.2.6 Modulator area scaling

For the modulators included in the benchmark of this chapter in general it can be
said that the area of a modulator scales with:

AΣ∆M |Lmin,2 ∝AΣ∆M |Lmin,1 (ST,CpC + ST,LF pLF + ST,QpQ+

ST,DACpD,DAC + ST,DigpDig)
(E.5)
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For the benchmarked 1-bit modulators eq. E.5 reduces to:

AΣ∆M,1−bit|Lmin,2 ∝ AΣ∆M,1−bit|Lmin,1 (sx
T pC + sT pLF + pDAC) (E.6)

For the benchmarked multi-bit modulators eq. E.5 reduces to:

AΣ∆M,b−bit|Lmin,2 ∝AΣ∆M,b−bit|Lmin,1 (sx
T pC + sT pLF +

sx
T pQ + pDAC + s2

T pDig

) (E.7)

Eq. E.6 and E.7 predict that a multi-bit modulator will benefit more from the scal-
ing of technologies compared to 1-bit modulators. This is confirmed by figure E.7.

Multi-bit modulator area approximately scales with s
1 1

2
T while 1-bit modulator

area approximately scales with s0.85
T . Although the area of a multi-bit Σ∆ modu-
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Figure E.7: Modulator area versus Lmin

lator tends to be larger than that of a 1-bit Σ∆ modulator, the multi-bit modulators
seem to catch up with their 1-bit counter parts in nm-technologies. This is due to
the availability of smaller feature size transistors. This reduces the area of repeti-
tive digital circuitry in the multi-bit feedback DAC and the digital part to improve
the linearity of the DAC, as digital circuitry area scales with s2

T . Furthermore, the
development of smart quantizer implementations has led to smaller quantizer area.

E.3 Figure-of-merit and technology scaling

In this section it will be investigated, if the modulators power efficiency and
HD3D is expected to improve in with technology scaling.
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E.3.1 Benchmark scaling

In this part of the thesis the benchmarks presented in 8 are tested on technology
scaling.

E.3.2 Technology scaling of FOMeq,th

The technology scaling factor sT is used to investigate if the Σ∆ modulator is
future proof in terms of power consumption. As power supply voltage goes down
with sT , the maximum input signal also goes down with sT . This means that the
equivalent ADC noise impedance Req,th should go down with s2

T , which means
1/s2

T times higher currents. The total power of the ADC pADC now scales with:

FOMeq,th =
V 2

supply

Vsupply · I ·Req,th
∝ s2

T

sT s−2
T s2

T

= sT (E.8)

When ported to a smaller feature size technology the power consumption of the
Σ∆ modulator increases with s−1

T , Rload scales with s3
T and thus FOMeq,th scales

with sT and gets worse. It has to be noted that gm/I increases with smaller feature
sizes. Therefore the power consumption scaling might be relaxed if it is the gm
of the transistors that ask for high power consumption. At the same time single
stage gain is reduced by two effects. As supply voltage goes down, voltage head-
room for cascoding and gain boosting gets limited. At the same time and gds/gm
decreases in smaller feature size technologies which decreases gain. The only
way out is to use cascaded stages instead of cascoded (telescopic) stages which
increases power consumption.

As displayed in figure 8.7, Req,th of the benchmarked modulators does not scale.
As supply of a 1-bit modulator scales with s0.4

T , (figure E.2), and their power
consumption scales with approximately s0.8

T (figure E.6), the FOMeq,th is expected
to be approximately constant for the benchmarked 1-bit modulators. For multi-
bit modulators Vsupply ∝ s0.6

T and P ∝ s1.5
T , which also yields an approximately

constant FOMeq,th. Both conclusions are confirmed by figure 8.5.

E.3.3 Technology scaling of FOMHD3D

To investigate the expected HD3D in future technologies, the HD3D of eq. 6.19 is
tested on the technology scaling parameters s. As already discussed, Vsupply ∝ s,
gm/ID ∝ s−α

T (α is 1 and 0.5 for a transistor in saturation and weak inversion
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respectively), Vin,ADC ∝ sT , and thus Req,th ∝ 1/s2
T , ID ∝ s−2

T .This leads to:f

HD3D ∝
gm
ID

I3
DR3

in

V 2
in,rms

(E.9)

For saturated input pairs, the expected third harmonic distortion is constant over
technology scaling. For input pairs in weak inversion the expected HD3D de-
creases when ported to a smaller feature size technology.

For the benchmarked modulators, figure E.8 predicts that the HD3D is hardly de-
creasing over technology scaling, in contrary to what eq. E.9 predicts. For the
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Figure E.8: HD3D versus minimum transistor length Lmin

benchmarked modulators, Vin,rms ∝ √
sT , gm/ID ∝ s−α

T and Req,th ∝ s0
T . For

1-bit modulators Vsupply ∝ s0.4
T and P ∝ s0.8

T , ID ∝ s0.4
T . This leads to a HD3D

scaling for 1-bit modulators of s0.4−α
T . For the benchmarked 1-bit modulators

with input differential pairs biased in weak inversion, the HD3D remains almost
constant. For benchmarked 1-bit modulators with input differential pairs biased
in saturation, the HD3D increases with s0.6

T . This is in line with the result of fig-
ure E.8, although the HD3D has an upward trend, the trend is very weak.

For multi-bit modulators Vsupply ∝ s0.6
T and ID ∝ s0.9

T , which leads to a HD3D
scaling of s1.5−α

T . For the benchmarked multi-bit modulators with input differ-
ential pairs biased in weak inversion, the HD3D gets worse by sT . For multi-bit
modulators with input differential pairs biased in saturation, the HD3D decreases
with s0.5

T . This is in line with the result of figure E.8.
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In the comparison between scaling expectations and benchmarking reality, it has
to be taken into consideration that the modulators benchmarked do not all have an
RC integrator stage, which distorts the conclusions above.

E.3.4 Technology scaling of FOMarea

The power consumption has been identified to be linear with area in section 8.4.
This is confirmed by a comparison of the trends of figure E.6 and figure E.7.

AΣ∆M,1−bit ∝ pΣ∆M,1−bit ∝ s0.8
T AΣ∆M,b−bit ∝ pΣ∆M,b−bit ∝ s1.5

T (E.10)

As modulator area and power have the same trend over technology scaling, it is ex-
pected that FOMarea to has the same trend as FOMeq,th which is ≈ s0

T (eq. 8.16).
Figure E.9 confirms this.
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E.4 Conclusions

The area scaling of 1-bit and multi-bit Σ∆ modulators has been analyzed. Multi-
bit modulators seem to benefit the most from the technology scaling. The quan-
tizer and DAC in such a modulator have the largest potential to benefit from the
smaller feature size transistors. In the sub-100nm technology region, the area of
multi-bit modulators become equally large than the area of 1-bit modulators, at
a much higher performance per area (FOMarea). If this trend persists, multi-bit
modulators can become even smaller than their 1-bit counterparts.
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From the analysis in this Appendix, it has been found that the Req,th is not very
likely to scale over technology, as it would lead to unrealistic load impedances.
Therefore, at reducing supply voltages in newer technologies, it is even likely that
FOMeq,th will become worse (lower) as input signal swing is shrinking.
Furthermore, the FOMHD3D is not very likely to scale. Although input signals
shrink, the Req,th scales quadratically, giving less room for degeneration.

In summary Σ∆ modulators do not tend to become better in newer technologies.
Therefore, a break-through is needed in Σ∆ modulator architectures. The amount
of digitization in the architecture should be increased, while reducing and power
optimizing the analog circuitry, as digital circuits benefit from technology scal-
ing. The Σ∆ modulator should be reduced to the input stage, in which all current
should be spent. This way a state-of-art Σ∆ modulator with a high dynamic range
and high linearity can be built.
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Summary

Robust Sigma Delta Converters
and their application in low-power highly-digitized flexible receivers

In wireless communication industry, the convergence of stand-alone, single appli-
cation transceiver IC’s into scalable, programmable and platform based transceiver
ICs, has led to the possibility to create sophisticated mobile devices within a lim-
ited volume. These multi-standard (multi-mode), MIMO, SDR and cognitive ra-
dios, ask for more adaptability and flexibility on every abstraction level of the
transceiver. The adaptability and flexibility of the receive paths require a digitized
receiver architecture in which most of the adaptability and flexibility is shifted in
the digital domain. This trend to ask for more adaptability and flexibility, but also
more performance, higher efficiency and an increasing functionality per volume,
has a major impact on the IP blocks such systems are built with.
At the same time the increasing requirement for more digital processing in the
same volume and for the same power has led to mainstream CMOS feature size
scaling, leading to smaller, faster and more efficient transistors, optimized to in-
crease processing efficiency per volume (smaller area, lower power consumption,
faster digital processing). As wireless receivers is a comparably small market
compared to digital processors, the receivers also have to be designed in a digi-
tally optimized technology, as the processor and transceiver are on the same chip
to reduce device volume.
This asks for a generalized approach, which maps application requirements of
complex systems (such as wireless receivers) on the advantages these digitally
optimized technologies bring. First, the application trends are gathered in five
quality indicators being: (algorithmic) accuracy, robustness, flexibility, efficiency,
and emission, of which the last one is not further analyzed in this thesis. Secondly,
using the quality indicators, it is identified that by introducing (or increasing) dig-
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itization at every abstraction level of a system, the advantages of modern digitally
optimized technologies can be exploited. For a system on a chip, these abstraction
levels are: system/application level, analog IP architecture level, circuit topology
level and layout level.
In this thesis, the quality indicators together with the digitization at different ab-
straction levels are applied to Σ∆ modulators. Σ∆ modulator performance prop-
erties are categorized into the proposed quality indicators. Next, it is identified
what determines the accuracy, robustness, flexibility and efficiency of a Σ∆ mod-
ulator. Important modulator performance parameters, design parameter relations,
and performance-cost relations are derived. Finally, several implementations are
presented, which are designed using the found relations. At least one implemen-
tation example is shown for each level of digitization.
At system level, a flexible (N)ZIF receiver architecture is digitized by shifting the
ADC closer to the antenna, reducing the amount of analog signal conditioning
required in front of the ADC, and shifting the re-configurability of such a receiver
into the digital domain as much as possible. Being closer to the antenna, and be-
cause of the increased receiver flexibility, a high performance, multi-mode ADC
is required. In this thesis, it is proven that such multi-mode ADCs can be made at
low area and power consumption.
At analog IP architecture level, a smarter Σ∆ modulator architecture is found,
which combines the advantages of 1-bit and multi-bit modulators. The analog
loop filter is partly digitized, and analog circuit blocks are replaced by a digi-
tal filter, leading to an area and power efficient design, which above all is very
portable, and has the potential to become a good candidate for the ADC in multi-
mode receivers.
At circuit and layout level, analog circuits are designed in the same way as digital
circuits are. Analog IP blocks are split up in analog unit cells, which are put in
a library. For each analog unit cell, a p-cell layout view is created. Once such a
library is available, different IP blocks can be created using the same unit cells and
using the automatic routing tools normally used for digital circuits. The library
of unit cells can be ported to a next technology very quickly, as the unit cells are
very simple circuits, increasing portability of IP blocks made with these unit cells.
In this thesis, several modulators are presented that are designed using this digi-
tal design methodology. A high clock frequency in the giga-hertz range is used to
test technology speed. The presented modulators have a small area and low power
consumption. A modulator is ported from a 65nm to a 45nm technology in one
month without making changes to the unit cells, or IP architecture, proving that
this design methodology leads to very portable designs.
The generalized system property categorization in quality indicators, and the dig-
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itization at different levels of system design, is named the digital design method-
ology. In this thesis this methodology is successfully applied to Σ∆ modulators,
leading to high quality, mixed-signal Σ∆ modulator IP, which is more accurate,
more robust, more flexible and/or more efficient.
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Samenvatting

Robust Sigma Delta Converters
and their application in low-power highly-digitized flexible receivers

De convergentie van zend-ontvangst IC’s voor draadloze communicatie gemaakt
voor een enkele applicatie, naar schaalbare en programmeerbare IC’s die gebruikt
kunnen worden voor meerdere applicaties heeft geleidt tot de mogelijkheid om
uiterst complexe mobiele apparaten in een klein volume te creëren. Deze multi-
standaard (multi-mode), MIMO, SDR en cognitieve radios, vragen meer schaal-
baarheid, een hogere flexibiliteit, een hogere efficiëntie en meer functionaliteit per
volume op elk abstractie niveau van de zender-ontvanger. Dit heeft een grote in-
vloed op de IP blokken waarmee zo’n zender-ontvanger systeem gebouwd wordt.
Dit vraagt om een gedigitaliseerde ontvanger architectuur, waarin het merendeel
van de schaalbaarheid in het digitale domein geschoven kan worden.
Tegelijkertijd, heeft de vraag om meer digitale signaalverwerking per volume voor
hetzelfde verbruikt vermogen geleidt tot de schaling van CMOS transistoren, wat
weer heeft geleid tot kleinere, snellere en efficiëntere transistoren, om de sig-
naalverwerking per volume te verhogen (kleiner chip-oppervlak, lager vermo-
gensverbruik en snellere signaalverwerking). Omdat draadloze ontvangers een
relatief kleine markt is ten opzichte van digitale processoren (denk aan PC’s),
moeten deze ontvangers in dezelfde technologie gemaakt worden, omdat de ont-
vanger en de digitale processor op dezelfde chip zitten. Dit om het volume van
het geheel zo klein mogelijk te maken.
Dit vraagt om een gegeneraliseerde aanpak die de applicatiebehoeften van com-
plexe systemen (zoals een draadloze ontvanger) op de voordelen van deze digitaal
geoptimaliseerde technologieën past. Allereerst worden in dit proefschrift de ap-
plicatie trends onderverdeeld in vijf kwaliteitsindicatoren waarmee een systeem
kan worden beoordeeld op kwaliteit. Deze zijn: (algoritmische) nauwkeurigheid,
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robuustheid, flexibiliteit, efficiëntie, en emmissie, waarvan de laatste verder niet
wordt uitgewerkt in dit proefschrift. Als tweede, worden deze kwaliteitsindica-
toren gebruikt om te identificeren dat door de introductie van digitalisatie, of door
het verhogen van digitalisatie op elk abstractie niveau van een systeem, de voorde-
len van moderne digitaal geoptimaliseerde technologieën uitgebuit kunnen wor-
den. Voor een systeem op een chip zijn deze abstractie niveaus: systeem/applicatie
niveau, analoog IP blok architectuur niveau, circuit topologie niveau, en circuit
layout niveau.
In dit proefschrift, worden de kwaliteitsindicatoren samen met de digitalisatie op
de verscheidene abstractie niveaus toegepast op Σ∆ modulatoren. De Σ∆ modu-
lator prestatie-indicatoren worden gecategoriseerd in de voorgestelde kwaliteitsindi-
catoren. Er wordt vastgesteld wat de nauwkeurigheid, robuustheid, flexibiliteit en
efficiëntie van Σ∆ modulatoren bepaald. Belangrijke relaties tussen modulator
prestatie-indicatoren, en modulator ontwerp parameters en kosten (b.v. silicium
oppervlak en vermogensverbruik) worden afgeleid. Aan het einde van het proef-
schrift worden enkele modulator implementaties gepresenteerd, voor welke deze
relaties tijdens de ontwerp fase gebruikt zijn. Voor elk abstractie niveau van digi-
talisatie zal op zijn minst één voorbeeld worden gegeven.
Op systeem niveau wordt een flexibile (N)ZIF ontvanger architectuur gedigitaliseerd
door de ADC dichter naar de antenne te schuiven. Dit reduceert de hoeveelheid
benodigde analoge signaalconditionering van het ontvanger systeem, en schuift
zoveel als mogelijk schaalbaarheid in het digitale domein. Omdat de ADC nu
dichter bij de antenne is geplaatst, en vanwege de vraag naar meer flexibiliteit in
de ontvanger, zal een erg nauwkeurige en flexibele ADC nodig zijn. In dit proef-
schrift, wordt aangetoond dat zo’n ADC in een redelijk chip oppervlak en tegen
een redelijk vermogensverbruik gemaakt kan worden.
Op analoog IP blok architectuur niveau, wordt een slimmere Σ∆ modulator ar-
chitectuur gebruikt, die de voordelen van 1-bits en multi-bits modulatoren com-
bineert. Het analoge lusfilter wordt deels gedigitaliseerd, wat leidt tot een klein
en vermogensefficiënt ontwerp, dat minder technologie afhankelijk wordt, en een
potentiële kandidaat is voor de ADC in een flexibel ontvangst systeem.
Op circuit topologie en layout niveau, worden analoge circuits ontworpen zoals
dat voor digitale circuits gebruikelijk is. Analoge IP blokken worden gesplitst
in eenheidscellen, die in een bibliotheek worden geplaatst. Voor elke analoge
cel, wordt een geparameteriseerde layout gemaakt. Op het moment dat zo’n bib-
liotheek beschikbaar is, kunnen verschillende IP blokken, allen gebaseerd op de
eenheidscellen, gecreëerd worden en kan een automatisch layout tool dat normaal
gebruikt wordt voor digitale circuits de layout van deze IP blokken automatisch
genereren. Vanwege de eenvoud van de eenheids cellen kunnen de IP blokken
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gebaseerd op zo’n bibliotheek ook snel kan worden omgezet in een andere tech-
nologie. In dit proefschift worden een aantal voorbeelden van modulatoren gep-
resenteerd, die gemaakt zijn volgens deze methode. De modulatoren hebben
een klok frequentie in het gigahertz-bereik om de snelheid van de technologie
te toetsen. De gepresenteerde modulatoren gebruiken een klein chip-oppervlak
en weinig vermogen. De modulator wordt ook omgezet van een 65nm naar een
45nm technologie zonder grote ontwerpwijzigingen, om aan te tonen dat deze on-
twerpmethode leidt tot een snellere transitie tussen technologieën.
De gegeneraliseerde categorisatie van systeem eigenschappen in de kwaliteitsindi-
catoren, en de digitalisatie op de verscheidene systeem abstractie niveaus, wordt
de digitale ontwerp methode genoemd. In dit proefschift wordt deze methode
toegepast op Σ∆ modulatoren om zodoende Σ∆ modulator IP van hoge kwaliteit
te verkrijgen, door gebruikmaking van een combinatie van analoge en digitale
circuits. Dit leidt tot meer nauwkeurige, robuustere, flexibelere en/of efficiëntere
modulatoren.
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René en af en toe ook Mark, Bart en Dirk; bedankt voor jullie geld, we gaan er
jaarlijks van op vakantie. En uhh, Dirk, de avonden in ”de Piraat” en de drie-band-
biljartsessies bij de ”Nachtegaal” hebben met regelmaat grote hoogte bereikt, als
ik er aan terugdenk verschijnt er altijd een glimlach op mijn gezicht. Verder wil
ik natuurlijk ook alle leden van carnavalsvereniging ”Wij Gaon Nie Fietse !!” be-
danken. Wat hebben we al veel mooie jaren achter de rug en hopelijk mag dat nog
lang voortduren. Alle weekendjes en dagjes weg, de carnaval zelf, en alle avon-
den op stap; ze hebben onvergetelijke herinneringen opgeleverd, en die neemt
niemand je meer af.
Ook Jack en Mia wil ik via deze weg nogmaals bedanken voor hun belangstelling
en voor alles wat ze voor me gedaan hebben.
Mijn schoonouders mag ik zeker niet vergeten. Eric, ik benijd jouw eeuwige opti-
misme en bedank je voor je onvoorwaardelijke beschikbaarheid voor wat we ook
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