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Strbngly convergent dynamic programming: some results

by

K.M. van Hee and J. van der Wal

1. Introduction

In this paper we consider Markov decision processes with respect to the

total expected reward criterion. We work under a convergence condition

which guarantees that the total expected reward from time n onwards, tends

to zero uniformly in the strategy. This condition is weaker than the con­

traction conditons considered by Wessels (1974) and Van Nunen (1976) which

are extensions of the discounted model studied by Blackwell (1965). A nice

feature of our condition is the fact that convergence of the method of

successive approximations can be shown by elementary calculus. see Van Hee,

Hordijk and Van der Wal (1977). Here we concentrate the attention on

Howard's policy iteration method and the existence of nearly optimal

stationary strategies. Although our results are partially known they seem

to be unpublished. Before we formulate our condition in detail. we first

sketch the framework of dynamic programming. using notations of Hordijk

(1974). Consider a countable set S. the state space and an arbitrary set A,

endowed with a a-field containing all one-point sets, the action space.

There is a transition probability Q from S x A to S, and a reward function

r from 5 x A tom such that r(i,') is measurable for all i E S and if

Q(·li,a1) = Q(. li,a2) then r(i,a) = r(i.a2). a
J
,a2 E A, ~ E S. With Q one

can compose the set P of all transition probabilities P from S to S such

that. for any i E S P(·\ i) = Q(" i ,a) for some a E A. A (Markov) strategy

R may now be defined as a sequence PO.P
I

,P
2
... with Pn E P.n = 0, J ,2, ....

Q)

Each i E: Sand R determine a probability lP
i

R on (8 x A) and a stochastic,
proces {ex .A ) • n = 0.1.2 •..• } where X is the state and A is the actionn n n n
at time n. (The expectation with respect to P. R is denoted byE. R and if

~, ~.

we omit the subscript i inE. R we mean the function on 5.)
~.

Throughout this paper we assume

Q)

sup ]E. R[ ~ r +eX .A ) ] < <Xl for all i E S
R ~'n=O n n

+(note that x:. t'Q4x(O .x»
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As shown in Van Ree (1975) this assumption guarantees that the restriction

to pure Markov strategies gives no loss of generality.

On S we define the following functions:

i)
00

v := sup E
R

[ z: r(X ,A )] ,the criterion function.
R . n=O n n

ii)

+
for a function s : S -+-lR with sup lER [s (~) ]

R
N-I

v
N
S

:= sup lE
R

[ z: reX ,A ) + s(~)]
R n=O n n

< co

iii)

iv)

for a sequence a := (aO,a1 ,a2 ,···) of functions an

co
wa(i) := sup La (i) IlE. Rr(X ,A ) I , i E S

R n=O n 1, n n

c»

za(i) := sup l a (i) lE. R Ir (X ,A ) I, i E: S
R °n 1, n nn=

s -+- [1,co),n ... 0,1,2, ••• :

v) w := z := z
a if an - 1 for n'" 0,1,2, •••

"

The conditions we are working with in this paper,state the existence of a

sequence a = (aO,a1,a2, ••• ) of functions an : S -+- [1,(0) with an -+- co

(pointwise) while still w < 00 .or even z < 00 holds.
a a

We suggest to use the term 'strongly convergent' for models satisfying the

weaker (w < co) condition.a
We conclude this section with some notational conventions. It is easy to see

that for P E: P there is a function f : S -+- A such that P(j\i) = Q(j!i,f (i» ,p p
i, j E S and we sometimes write rp(i) := r(i,fp(i». For R = (PO,Pl,P2' ••• )
we easily obtain:IE. rr(X ,A ) ] = PO ••• P )rp (i) • An empty product of elements

1,R" n n n-
of P is defined as the identity operator. n

For two (extended) real functions a a~d b on S we write t for the (extended)

real function c defined by c(i) := :~~~ if b(i) , 0 • With convergence of a

sequence of functions on S we mean pointwise convergence; the supremum of a

sequence of functions is the pointwise supremum.

2. Standard successive approximations

In this section we present some inequalities which imply, for strongly

convergent models, the convergence of the method of successive approxi­

mations. Further we give a sufficient oondition for a Markov decision process

to be strongly convergent. For proofs, not given here, we refer to Van Hee,
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\
1
1

Hordijk and Van der Wal (1977). In this sec.tion we assume that

a = (a
O

,a
1
,a

2
, ••• ) is a nondecreasing sequence of functions an

Theorem 1.

The following holds:

sup
R

w
a

a
n

co

and sup l
R k=n

z
~....!.

a
n

Proof:
00

w (i)
s a

a (i)
n

00

~ a \i) sup I ak(i>!lE i Rr(~,,\)1 s
n R k=n '

The proof of the second inequality is identical. o

Corollary 1.

sup! lERv (X )1 s
R n

waa' since
n

co

Another direct consequence of theorem ] is the following.

Theorem 2.

+Let s : S -+ m. be such that lERs (Xn) < 00 for all R then:

w
lv

s
- vI ~ 2:. + sup IlERs(x )! .

n an R n

Hence if a -+ 00 and w < 00 the method of successive approximations convergesn a
to the value function v for any scrapfunction s satisfying suplERs(Xn) -+ 0 •

The bound given in theorem 2 is rather rough, which becomes cfear if we set

s equal to v and note that VV = v for n - 0,1,2, •.•
n

In corollary 2 we give sufficient conditions for scrapfunctions to guarantee

convergence:
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Corollary 2.

Let a -+ ... and z < .... If the real valued function s satisfies lsI ~ k zn a
for some k e: JR. we have

w + kza a
a

n

It follows from theorem 1 that the existence of a sequence a with

a -+ ... and w < ... implies thatn a

lim sup
n-+e» R

o .

The following theorem states that this limit property almost implies the

existence of such a sequence a a (a
O

,a
1
,a

2
••• ) •

Theorem 3.

Let w < ... and lim sup
a+'"' R

sequence of functions

1 ImRr(Xk,Ak)! = 0, then there is a nondecreasing
k=n
a : S -+ [1,"') such that: a -+ ... and w < (Xl
n n a

Finally we remark that our restriction to a countable state space is not

essential; it seems that these results carryover to the general case without

any difficulty.

3. The policy iteration method

In this section we assume the existence of a nondecreasing sequence of

functions a : S -+ [1 ,(Xl) such that w <... In section 2 we have seen that
n a

in this situation the method of successive approximations converges and

now we show that the same holds for the policy iteration method given by

Howard (1960). In fact the convergence of both methods is wellknown for the

contracting dynamic programming model. The proofs given here are quite

simple and usc the same ideas as i.n the contracting case.

We first introduce Howard's iteration method.

Let for P e: p R := (P , P, P, ••• ) •
P

3. 1• i) choose Po e: P and define V o
:a

1:: 1 '£2"" such that I:: oj. O.n

m~ [ L r (X ,A ) J, choose a sequence
O n no n-
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Determine P E: P such that
n

r p + P v ~ max{sup[rp + Pv 1 - £ e] , v I}n n n-l p n- n n-

and define

00

v
n :=lER..- [ L reX ,A )]

-1' n=O n n
n

(e is the unit function on S).

In the remainder of this section we show that v converges monotonically
n

to the criterion function v. First we prove two lemma's.

Lemma I.

Proof:

v ~ v
n n-l n = 1,2,3, •••

yields

From 3.1. ii) we have r p
n

+ Pnvn- I ~ vn- 1 • Iterating this equation k times

Since

k
t P R. pkfol

r p + v I ~ vI·
R.=O n n n n- n-

k w
\' pi d Ipk+l I aL r p converges to v an . v I S - we get v ~ v I.n n n n- a. n n-

R.=O n k+1
o

Obviously v s v . Defining v := lim v we get v S v •n n
n~

Lemma 2.

Proof:

{ + Pv.... }sup rp
p

s V •

+ P V
n n

= v and so, by lemma 1, we have v ~ r pn n
n

+ P vI. Hencen n-

v ~ r p + Pv 1 - E efor all P ( P . Using the monotone convergence theorem
n n- n

we derive v ~ r p + PV for all P E: P. 0
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Now we are ready to prove v = v •

Theorem S.

v=v •

Proof:

Since v ~ v it suffices to show v ~ v . Let R = (PO,P 1,P2, .•• ) be an

arbitrary strategy. Then, by lemma 2, we get

we have

w
:=;....!

a
n

(by theorem 1)

00

V ~ lER[ I reX ,A )] •
n=O n n

Since this holds for all R the theorem ~s proved.

4. Nearly optimal stationary strategies

In this section we again assume the existence of a nondecreasing sequence

[1

of functions a = (a
O

,a
l
,a

2
, ••• ),a

n
: S ~ [1,00) such that an ~ 00 and wa

It follows from theorem 5 that there is for each finite subset So c S

and for all £ > 0 a stationary strategy R - (P,P,P, ••• ) such that

00

vR(i) :=lE. R [L r(X ,A)J ~ v(i) - £ for i E So .
~, n=O n n

< 00

We show in this section under some additional assumptions the existence

of everywhere nearly optimal stationary strategies.

Theorem 6.
w

If -! ~ 0 uniformly on S, then there exists for any £ > 0 a stationary
a

n
strategy R such that
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Proof:

Choose € > 0, N such

Then iterating this

shows v ~ vR + Ee •

w
a €that ~ ~ "3
~

inequality N

e and P such that v ~ r + Pv + ~ e •
p 3N

times and using theorem lone easily

o

Under a weaker additional assumption we have a weaker sense of €-optimality.

Theorem 7.

Let a ~ ~ uniformly and z < 00 then there exists for any € > 0 a stationaryn a
strategy R such that vR ~ v - € za

Proof:

3Choose € > 0 , N such that aN ~ £ and P such that

r + Pv ~ v ­
P

N-I -I -1
€ { I an } Z •

n=O

Iterating this inequality N times yields:

z
S

. n alnce P Z S a
n

00

, I pnrp Is 1Za and pnv s j za we get for R = (P,P,P, ••• )
n=N
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