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Large-time asymptotics of Stokes flow for

perturbed balls with injection and suction

E. Vondenhoff

Department of Mathematics and Computer Science
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E-mail: e.vondenhoff@tue.nl

Abstract

We discuss large-time behaviour of Stokes flow with surface tension and with
injection or suction in one point. We consider domains in R2 or R3 that are ini-
tially small perturbations of balls. After a suitable time-dependent rescaling, a
ball becomes a stationary solution. To prove stability of this solution, we derive a
nonlinear non-local evolution equation describing the motion of perturbed domains.
From spectral properties of the linearisation, we find global existence in time and
decay properties for the injection case. For the suction case, we find that an arbi-
trarily large portion of liquid smaller than the entire domain can be removed if the
initial domain is close enough to a ball.

AMS subject classifications: 35R35, 35K55, 76D07

Key words: moving boundary problem, non-local parabolic equation, vector spher-
ical harmonics

1 Introduction

In the problem of Stokes flow with surface tension and with injection or suction in one
point one seeks a family of domains t→ Ω(t) in RN and two functions p(·, t) : Ω(t) → R
and v(·, t) : Ω(t) → RN that satisfy the following system of PDEs:

−∆v +∇p = 0 in Ω(t), (1.1)
div v = µδ in Ω(t), (1.2)(

∇v +∇vT − pI
)
n = γκn on Γ(t) := ∂Ω(t). (1.3)

The family t 7→ Ω(t) models a liquid that moves under influence of injection or suction
and surface tension. The functions v and p denote dimensionless velocity and pressure,
respectively, µ is the injection speed (µ > 0) or suction speed (µ < 0), γ is a positive
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constant called surface tension coefficient, κ is the mean curvature (taken negative for
convex domains), n is the outer normal on the boundary, I the identity matrix and δ
denotes the delta distribution. The evolution of the boundary t 7→ Γ(t) is specified by
the requirement that its normal velocity vn satisfies

vn = v · n. (1.4)

The velocity component in the fixed time problem (1.1)-(1.3) is determined only up
to rigid body motions. The problem becomes uniquely solvable if we add two extra
conditions, namely ∫

Ω(t)

v dx = 0, (1.5)

which implies that the geometric centre of Ω(t) is constant in time (see Lemma 4.3), and∫
Ω(t)

rot v dx = 0. (1.6)

Here, the operator rot in N dimensions should be interpreted in the following way. Let
ω be any bijection between {(i, j) ∈ N2 : 1 ≤ i < j ≤ N} and

{
1, 2, . . . ,

(
N
2

)}
. We define

rotu =
∑

1≤i<j≤N

(
∂uj

∂xi
− ∂ui

∂xj

)
eω(i,j),

where ek is the k-th unit vector in R
�

N
2

�
.

The model can be derived from the Navier-Stokes equations if one assumes a fluid
with low Reynolds number. A closely related model is used to study the growth of certain
tumours, for which the tissue can be modeled as a fluid (see [3], [4] and [5]). The process
of viscous sintering in glass technology is modeled by Stokes flow as well (see [10]). More
industrial applications are given in [14].

Short-time existence of solutions for the problem without injection or suction is proved
in [8]. In the same work, global existence results have been found for the case that the
initial domain is close to a ball. The global existence results however, do not straight-
forwardly generalize to our situation with a source or sink since there is no stationary
solution. Joint spatial and temporal analyticity of the moving boundary for the problem
without injection or suction has been proved in [2].

For the problem with injection or suction, short-time existence results and smoothness
of the boundary have been proved in [12]. Exact solutions for the suction problem are
found in [1] from complex variable theory. In this paper we prove global existence results
assuming initial domains that are perturbations of a ball. We use methods that are also
used in [15] for Hele-Shaw flow.

We start by identifying the trivial solution, where Ω(0) = BN := {x ∈ RN : |x| < 1}.
For this special case, the functions v and p will be denoted by v0 and p0. It is easy to
check from the divergence theorem that the volume V(t) of the evolving domain Ω(t)
that satisfies (1.1)-(1.6) changes linearly in time with rate µ:

dV

dt
=
∫

Γ(t)

v · n dσ =
∫

Ω(t)

div v dx = µ.
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Because of radial symmetry, the evolving domain will be a ball with radius α(t), given
by

α(t) := N

√
µNt

σN
+ 1.

Here σN is the surface area of the unit sphere SN−1 in RN . Note that the suction problem
only makes sense on the interval (0, T ), where T := − σN

µN . It is easy to see that

v0 =
µ

σN |x|N
x.

The mean curvature of SN−1 is 1−N . Therefore the mean curvature of Γ(t) is equal to
1−N
α(t) and we have

p0 = µδ + γ
N − 1
α(t)

− 2µ
N − 1
σNα(t)N

.

To investigate the stability of the trivial solution Ω(t) = α(t)BN , we rescale a moving
domain Ω(t) that solves (1.1)-(1.6) by α(t)−1 such that the domain BN becomes a sta-
tionary solution. We consider small star-shaped perturbations of this stationary solution.
These perturbations will be described by a function r(·, t) : SN−1 → R.

In Section 2 we derive a nonlinear non-local evolution equation for r and linearise it
around r = 0.

In Section 3, we determine the spectrum of the linearisation. We write it in terms
of the Dirichlet-to-Neumann operator for the Laplacian on BN for the cases N = 2, 3.
This is done by solving a boundary value problem on BN in terms of (scalar) spherical
harmonics and vector spherical harmonics (see [9], [7] and [6]). For N ≥ 4 calculating the
spectrum becomes more complicated and the problem is less interesting for applications.
Therefore we restrict ourselves to the cases N = 2, 3.

In Section 4 we derive global existence in time of solutions r for the case of injection.
We also show that the corresponding moving domain converges to a ball as time goes to
infinity. This is done by finding energy estimates in Sobolev spaces. A generalised chain
rule for differential operators on functions on SN−1 is used to close a regularity gap.

In Section 5 we consider the case of suction. Because the eigenvalues of the lineari-
sation go to infinity as t tends to T , we cannot derive global existence results. However,
we show that an arbitrarily large portion of liquid smaller than the entire domain can be
removed if the initial domain is close enough to a ball.

Comparison with Hele-Shaw flow
We end this introduction by comparing our problem to the corresponding problem for
the related Hele-Shaw flow, where (1.1) is replaced by Darcy’s law v = −∇p and (1.3)
is replaced by p = −γκ (see [15] and [16]). Again we have an elliptic system for each
time and the evolution of a moving boundary that follows from the kinetic boundary
condition vn = v ·n. For both problems, the domain is rescaled such that a ball becomes
stationary and existence results and decay properties are obtained from linearisation.

The fixed time problem for Hele-Shaw flow can be reduced to one scalar equation
and a boundary condition for pressure only. The system (1.1)-(1.3) however cannot be
decoupled. As a result, the evolution equation (2.20) for the motion of Ω(t) is more
complicated than the equation for Hele-Shaw flow.
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In both problems the linearisation is related to a solution operator for a boundary
value problem on BN (see (3.1)-(3.5)) and the (scalar) spherical harmonics (see Section 3)
are eigenfunctions. This is not surprising since both evolution operators are equivariant
with respect to rotations and therefore the eigenspaces have a corresponding invariance
property. In contrast to Hele-Shaw flow, in order to solve the coupled Stokes system
(3.1)-(3.5) we need to introduce vector-valued spherical harmonics as well.

Only for N = 3, the evolution problem for Hele-Shaw flow can be regarded as au-
tonomous. Global existence results can be derived from the principle of linearised sta-
bility (see [16]). For Stokes flow, this only works for the uninteresting case N = 1. For
other dimensions, we use the more complicated method of finding energy estimates. The
existence results for N = 2, 3 (see Theorems 4.4 and 5.1) turn out to be similar to those
for Hele-Shaw flow with N ≥ 4.

The evolution operator in (2.20) is of first order whereas the operator for Hele-Shaw
flow is of order three. Therefore one can apply a first order chain rule of differentiation
(4.1) to obtain useful energy estimates in the existence proofs. For Hele-Shaw flow with
N 6= 3 it is necessary to work with a second order chain rule.

2 An evolution equation for the motion of the domain

Let SN
k be the space of spherical harmonics of degree k on SN−1. Choose an L2(SN−1)

orthonormal basis of SN
k : {

sk,1, sk,2, . . . , sk,ν(N,k)

}
,

where ν(N, k) ∈ N0. It is well-known (see e.g. [11] Lemma 2) that the spherical harmonics

∞⋃
k=0

{
sk,1, sk,2, . . . , sk,ν(N,k)

}
,

form an orthonormal basis for L2(SN−1). Let (·, ·)0 be the usual inner product on
L2(SN−1). For each r ∈ L2(SN−1) define rk,j by

rk,j := (r, sk,j)0.

Equip for all s > 0, the Sobolev space Hs(SN−1) with the inner product

(r, r̃)s =
∑
k,j

(k2 + 1)srk,j r̃k,j .

In this paper we use the Sobolev imbedding theorem: If k ∈ N0, α ∈ [0, 1) and s >
N−1

2 + k + α, then
Hs(SN−1) ↪→ Ck,α(SN−1)

and
Hs+ 1

2 (BN ) ↪→ Ck,α(BN ).

We will also use the fact that for s > N−1
2 , Hs+ 1

2 (BN ) and Hs(SN−1) are Banach algebras.
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Any continuous function f : SN−1 → (−1,∞) describes a domain Ωf in the following
way:

Ωf :=
{
x ∈ RN \ {0} : |x| < 1 + f

(
x

|x|

)}
∪ {0}.

We also introduce Γf := ∂Ωf . For a domain Ω(t) moving according to (1.1)-(1.6) we
introduce a continuous function R(·, t) : SN−1 → (−1,∞) satisfying Ω(t) = ΩR(·,t). Here
we need to restrict ourselves to star-shaped domains. Besides R(·, t) we introduce r(·, t)
such that

r(t) =
1 +R(t)
α(t)

− 1, (2.1)

which is equivalent to
Ωr(·,t) = α(t)−1ΩR(·,t).

Very often we will omit the argument t in r(t). We assume that r(t) is a small element
of Hs(SN−1) for each t with

s >
N + 5

2
. (2.2)

Introduce the function Φ : RN → R by

Φ(x) :=


− 1

2π
ln |x| N = 2,

1
(N − 2)σN |x|N−2

− 1
(N − 2)σN

N ≥ 3.
(2.3)

This function satisfies ∆Φ = −δ and it vanishes on SN−1. Define the functions V and P
by

V := v + µ∇Φ = v − v0 (2.4)

and
P := p− µδ.

If v and p satisfy (1.1)-(1.2) then we have

−∆V +∇P = 0 on ΩR, (2.5)
div V = 0 on ΩR. (2.6)

The boundary condition (1.3) becomes

(∇V +∇V T − PI)n = γκn+ 2µHn on ΓR, (2.7)

where H : RN → RN×N is the Hessian of Φ given by

H(x) =
1

σN |x|N

(
−I +

N

|x|2
x⊗ x

)
,

where x ⊗ x denotes the matrix with coefficients xixj . The extra conditions (1.5) and
(1.6) translate to ∫

ΩR

V dx =
∫

ΩR

µ∇Φ dx,

∫
ΩR

rotV dx = 0. (2.8)

Define
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• (V1,f , P1,f )T : Ωf → RN × R as the solution to (2.5) and (2.6) on the domain Ωf

with boundary condition

(∇V1,f +∇V T
1,f − P1,fI)n = κn on Γf

and extra conditions ∫
Ωf

V1,f dx = 0,
∫

Ωf

rotV1,f dx = 0,

• (V2,f , P2,f )T : Ωf → RN × R as the solution to (2.5) and (2.6) on the domain Ωf

with boundary condition

(∇V2,f +∇V T
2,f − P2,fI)n = 2Hn on Γf

and extra conditions∫
Ωf

V2,f dx =
∫

Ωf

∇Φ dx,

∫
Ωf

rotV2,f dx = 0.

It is known (see e.g. [12] Chapter 3), that the solutions (V1,f , P1,f )T and (V2,f , P2,f )T

exist and are unique for appropriate domains Ωf . The solution (V, P )T to (2.5)-(2.8) can
be written as γ(V1,R, P1,R)T + µ(V2,R, P2,R)T .

Lemma 2.1. If R and r are related via (2.1), then

V1,r(x) = V1,R(α(t)x), (2.9)

P1,r(x) = α(t)P1,R(α(t)x), (2.10)

V2,r(x) = α(t)N−1V2,R(α(t)x), (2.11)

P2,r(x) = α(t)NP2,R(α(t)x). (2.12)

Proof. Let V̂1,r(x), P̂1,r(x), V̂2,r(x) and P̂2,r(x) be the right-hand side of (2.9)-(2.12).
We must prove that V̂1,r = V1,r, V̂2,r = V2,r, P̂1,r = P1,r and P̂2,r = P2,r. Suppressing
the time argument in α(t), we have for x ∈ Ωr

−∆V̂1,r(x) +∇P̂1,r(x) = α2 (−∆V1,R(αx) +∇P1,R(αx)) = 0.

For V̂2,r and P̂2,r this can be done in a similar way. Let x ∈ Γr, such that αx ∈ ΓR. Let
κr : Γr → R and κR : ΓR → R be the mean curvature of these boundaries. We have(

∇V̂1,r(x) +∇V̂ T
1,r(x)− P̂1,r(x)

)
n = α

(
∇V1,R(αx) +∇V T

1,R(αx)− P1,R(αx)
)
n

= αγκR(αx)n = γκr(x)n.

For the boundary condition for V̂2,r and P̂2,r this can be done in a similar way, using the
fact that H(x) = αNH(αx). From scaling properties of ∇Φ we get∫

Ωr

V̂2,r(x) dx =
∫

Ωr

αN−1V2,R(αx) dx =
∫

ΩR

α−1V2,R(x) dx

=
∫

ΩR

α−1∇Φ(x) dx =
∫

Ωr

αN−1∇Φ(αx) dx =
∫

Ωr

∇Φ(x) dx.

Verifying the other conditions is straightforward.
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Introduce

• z̃(r, ·) : SN−1 → Γr by
z̃(r, ξ) = (1 + r(ξ)) ξ,

• n(r, ·) by the function that maps an element ξ ∈ SN−1 to the exterior unit normal
vector on Γr at the point z̃(r, ξ),

• κ(r, ·) by the function that maps an element ξ ∈ SN−1 to the mean curvature of Γr

at z̃(r, ξ).

We will often use the notations z̃(r), n(r) and κ(r) instead of z̃(r, ·), n(r, ·) and κ(r, ·).
On a neighbourhood U of zero in Hs(SN−1) for s > N+4

2 , the mappings n : U →(
Hs−1(SN−1)

)N and κ : U → Hs−2(SN−1) are analytic (see [12] Chapter 3 Lemma 16).
From [12] Chapter 3 we have the following evolution equation for R:

∂R

∂t
(ξ) =

v(z̃(R, ξ)) · n(R, ξ)
n(R, ξ) · ξ

.

Combining this and (2.4) we get

∂R

∂t
= γ

(V1,R ◦ z̃(R)) · n(R)
n(R) · id

+ µ

(
(V2,R ◦ z̃(R)) · n(R)

n(R) · id
+

1
σN (1 +R)N−1

)
.

Because
∂r

∂t
=

1
α

∂R

∂t
− α′

α
(1 + r) =

1
α

∂R

∂t
− µ

1 + r

σNαN
,

we get from Lemma 2.1 and the fact that n(R, x) = n(r, x)

∂r

∂t
=

γ

α(t)
(V1,r ◦ z̃(r)) · n(r)

n(r) · id
+

µ

α(t)N

(
(V2,r ◦ z̃(r)) · n(r)

n(r) · id
+

1
σN (1 + r)N−1

− 1 + r

σN

)
.

(2.13)
We see two terms on the right-hand side of this evolution equation. One term describes

the effect of surface tension. Here time dependence occurs as a multiplication by α(t)−1.
In the other term, describing the effect of injection/suction, time dependence occurs as
a multiplication by α(t)−N . Only for N = 1 the two effects scale in the same way. For
Hele-Shaw flow (see [16]) this is the case for N = 3. From the structure of the evolution
equation we expect that the results that we get for Stokes flow in dimension two or higher
are similar to those for Hele-Shaw flow in dimension four or higher (see [15]).

Now we transform our moving boundary problem to the fixed reference domain BN

and write the right-hand side of the evolution equation (2.13) as an operator on a function
space on SN−1. By [13] Theorem 6.108 and interpolation, there exists an extension
operator E ∈ L(Hs(SN−1),Hs+ 1

2 (BN )), such that for all r ∈ Hs(SN−1)

Er|SN−1 = r. (2.14)

Define z : Hs(SN−1) →
(
Hs+ 1

2 (BN )
)N

by

z(r, x) = (1 + (Er)(x))x,

identifying z(r, ·) and z(r).
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Lemma 2.2. Let s > N+5
2 . There exists a δ > 0 such that if ‖r‖s < δ, then z(r) : BN →

Ωr is bijective and z(r)−1 ∈
(
C2(Ωr)

)N
.

Proof. From the Sobolev imbedding theorem we get Hs(SN−1) ↪→ C3(SN−1). The bi-
jectivity follows from [16] Lemma 2.1. Using [16] Lemma 2.2, we can prove the other
statement as well.

Introduce the bilinear mapping ? : R
�

N
2

�
× RN → RN in the following way:

u ? v =
N∑

i=1

i−1∑
j=1

uω(j,i)vj −
N∑

j=i+1

uω(i,j)vj

 ei.

Here ω is the bijection that we introduced to define the operator rot in (1.6).
On a neighbourhood U of zero in Hs(SN−1) with s > N+5

2 we define the following
mappings:

• A : U → L
((

Hs− 1
2 (BN )

)N

,
(
Hs− 5

2 (BN )
)N
)

,Q : U → L
(

Hs− 3
2 (BN ),

(
Hs− 5

2 (BN )
)N
)

,

Q+ : U → L
((

Hs− 1
2 (BN )

)N

,
(
Hs− 3

2 (BN )
)N×N

)
, b : U → L

((
Hs− 1

2 (BN )
)N

,Hs− 3
2 (BN )

)
and R : U → L

((
Hs− 1

2 (BN )
)N

,
(
Hs− 3

2 (BN )
)�N

2

�)
by

A(r)u :=
(
∆
(
u ◦ z(r)−1

))
◦ z(r) =

∑
i,k,l

ji,l(r)
∂

∂xi

(
jk,l(r)

∂u

∂xk

)
,

Q(r)u :=
(
∇
(
u ◦ z(r)−1

))
◦ z(r) =

∑
i,k

jk,i(r)
∂u

∂xk
ei,

Q+(r)u :=
(
∇
(
u ◦ z(r)−1

))
◦ z(r) =

∑
i,k,l

jk,i(r)
∂ul

∂xk
el ⊗ ei,

b(r)u :=
(
div
(
u ◦ z(r)−1

))
◦ z(r) =

∑
i,k

jk,i(r)
∂ui

∂xk
,

R(r)u :=
(
rot
(
u ◦ z(r)−1

))
◦ z(r) =

∑
1≤i<k≤N

∑
l

(
jl,i(r)

∂uk

∂xl
− jl,k(r)

∂ui

∂xl

)
eω(i,k),

where jk,i(r) are the coefficients of the inverse of the matrix

J (r) =
∂z(r)
∂x

∈
(
Hs− 1

2 (BN )
)N×N

.

The elements jk,i(r) are in Hs− 1
2 (BN ) for ‖r‖s small because of continuity of inver-

sion near the identity, which is equal to J (0), in the Banach algebra
(
Hs− 1

2 (BN )
)N×N

.
Note that we need assumption (2.2) here to define A.
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• S : U → L (Xs,Ys), where

Xs :=
(
Hs− 1

2 (BN )
)N

×Hs− 3
2 (BN )× RN × R

�
N
2

�
,

Ys :=
(
Hs− 5

2 (BN )
)N

×Hs− 3
2 (BN )×

(
Hs−2(SN−1)

)N × RN × R
�

N
2

�
,

by

S(r)(ṽ, p̃, η̃1, η̃2) =



−A(r)ṽ +Q(r)p̃+ η̃1

b(r)ṽ

Tr(Q+(r)ṽ +Q+(r)ṽT − p̃I)n(r) + η̃2 ? n(r)∫
BN ṽ detJ (r)dx∫

BN (R(r)ṽ) detJ (r)dx


. (2.15)

• h : U →
(
Hs(SN−1)

)N×N by

h(r, ξ) = H(z̃(r, ξ)) =
1

σN (1 + r(ξ))N
(−I +Nξ ⊗ ξ) . (2.16)

We identify h(r, ·) and h(r).

• m : U → RN by

m(r) =
∫

Ωr

∇Φ dx = − 1
σN

∫
SN−1

r(x)x dσ.

If we combine Lemma 2.2 and [12] Chapter 3 Lemma 11, then we see that for small
r ∈ U , the operator S(r) is bijective. In the definition of Xs and Ys, we use the vectors
η̃1 and η̃2 because the equation S(r)f = g does not have a solution f ∈ Xs of the type
(ṽ, p̃, 0, 0) for all g ∈ Ys and the range of the mapping (ṽ, p̃) 7→ S(r)(ṽ, p̃, 0, 0) depends
on r. It is also known ([12] Chapter 3 Lemma 17) that S is analytic near zero.

In the sequel we use the notation Πif for the i-th component of any f . On a suitable
neighbourhood U of zero in Hs(SN−1) we define
E : U → L

((
Hs−2(SN−1)

)N × RN ,Hs−1(SN−1)
)

by

(
E(r)

(
ψ1

ψ2

))
:=

(
TrΠ1S(r)−1 (0, 0, ψ1, ψ2, 0)T

)
· n(r)

n(r) · id
.

The evolution equation (2.13) can be written in the following way:

∂r

∂t
=

γ

α(t)
F1(r) +

µ

α(t)N
F2(r), (2.17)

where F1 : U → Hs−1(SN−1) and F2 : U → Hs−1(SN−1) are given by

F1(r) = E(r)
(
κ(r)n(r)

0

)

9



and

F2(r) = E(r)
(

2h(r)n(r)
m(r)

)
+

1
σN (1 + r)N−1

− 1 + r

σN
.

Lemma 2.3. If ψ1 = κ(r)n(r) or ψ1 = 2h(r)n(r) and ψ2 is any element of RN , then

η̃1 := Π3S(r)−1 (0, 0, ψ1, ψ2, 0)T = 0, η̃2 := Π4S(r)−1 (0, 0, ψ1, ψ2, 0)T = 0.

Proof. Let κr and nr be the mean curvature and the normal on Γr. From the variational
formulation of (1.1)-(1.3), (1.5) and (1.6) (see [12] (3.24)) we have for all velocity fields
w corresponding to rigid body motions in RN∫

Ωr

η̃1 · w + η̃2 · rotw dx =
∫

Γr

(ψ1 ◦ z̃(r)−1) · w dσ.

Therefore, to prove this lemma it is sufficient to show that for all rigid body motions w
we have ∫

Γr

κrnr · w dσ =
∫

Γr

Hnr · w dσ = 0.

Let ∆r be the Laplace-Beltrami operator on Γr and let ∇r be defined by

∇rf = ∇f − (∇f · nr)nr,

for any differentiable f : Ωr → R. From the formula κrnr = ∆rid and Green’s formula
for closed surfaces we derive∫

Γr

κrnr · w dσ =
∫

Γr

∆rid · w dσ = −
∫

Γr

∑
i

∇rxi · ∇rwi dσ = −
∫

Γr

∑
i

∇xi · ∇rwi dσ

= −
∫

Γr

(
divw −

∑
i,j

∂wi

∂xj
(nr · ei)(nr · ej)

)
dσ = 0.

In the last step we used anti-symmetry of ∇w and divw = 0. Because H is symmetric
we get ∫

Γr

Hnr · w dσ =
∫

Γr

Hw · nr dσ

=
∫

Ωr

div(Hw) dx =
∫

Ωr

(∆∇Φ) · w + tr(H∇w) dx

=
∫

Ωr

−∇δ · w + tr(H∇w) dx = 0.

In the last step we used divw = 0 and the fact that the trace of the product of a
symmetric matrix and an anti-symmetric matrix is always zero.

We introduce a new time variable τ = τ(t) such that τ(0) = 0 and

dτ

dt
=

1
α(t)

. (2.18)
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From this we get for N ≥ 2

τ(t) =
σN

µ(N − 1)

((
µNt

σN
+ 1
)1− 1

N

− 1

)
. (2.19)

For the original time variable t, the injection problems are defined on an infinite time
interval and the suction problems on a finite interval. For the new time variable τ this
is still the case, because

lim
t→∞

τ(t) = ∞, for µ > 0,

lim
t→T

τ(t) =
σN

|µ|(N − 1)
, for µ < 0.

Regarding r as a function of τ we get

∂r

∂τ
= F(r, τ) := γF1(r) + µα(τ)1−NF2(r). (2.20)

For convenience we write here and in the sequel α(τ) instead of α(t(τ)).

Lemma 2.4. Suppose that s > N+5
2 . The mappings F1 and F2 are both analytic from a

neighbourhood U of zero in Hs(SN−1) to Hs−1(SN−1).

Proof. In [12] Chapter 3 Lemma 19, a proof is given for F1. Analyticity of F2 can be
proven is a similar way. The proof is based on analyticity of S, bijectivity of S(0) : Xs →
Ys and the Implicit Function theorem.

Now we determine the linearisation of the operators F1 and F2 around r = 0.

Lemma 2.5. We have

F ′1(0)[r] = E(0)
(
κ′(0)[r]n

0

)
,

F ′2(0)[r] = E(0)
(

2N(1−N)
σN

rn+ 2N
σN
∇0r

m(r)

)
− N

σN
r,

with
∇0r := ∇r̃ − (∇r̃ · n(0))n(0),

where r̃ is any smooth extension of r near the unit sphere.

Proof. First we show that
n′(0)[r] = −∇0r.

Fréchet differentiation of the expression n(r) · n(r) = 1 around r = 0 leads to

n′(0)[r] · n(0) = 0. (2.21)

Let Ξ = Ξ(ω) be a parametrisation of a part of SN−1. Note that for i = 1, 2, . . . , N − 1
we have

0 = n(r) · ∂z̃(r)
∂ωi

= n(r) ·
(

(1 + r)
∂id
∂ωi

+
∂r

∂ωi
id
)
.
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Taking Fréchet derivatives with respect to r around r = 0 leads to

0 = n′(0)[r] · ∂id
∂ωi

+ n(0) ·
(
r
∂id
∂ωi

+
∂r

∂ωi
id
)

= n′(0)[r] · ∂id
∂ωi

+
∂r

∂ωi
.

Here we used the fact that ∂id
∂ωi

is orthogonal to n(0) = id. The vector fields ∂id
∂ωi

,
i = 1, 2, . . . N − 1, can be chosen pointwise orthogonal and therefore

n′(0)[r] =
N−1∑
i=1

(
n′(0)[r] · ∂id

∂ωi

) ∣∣∣∣ ∂id
∂ωi

∣∣∣∣−2
∂id
∂ωi

= −
N−1∑
i=1

∂r

∂ωi

∣∣∣∣ ∂id
∂ωi

∣∣∣∣−2
∂id
∂ωi

= −∇0r.

This follows from (2.21) and the fact that ∂id
∂ωi

⊥n(0).
To shorten notation we introduce

G1(r)ψ1 := S(r)−1 (0, 0, ψ1, 0, 0)T
, G2(r)ψ2 := S(r)−1 (0, 0, 0, ψ2, 0)T

.

Define v1 : U →
(
Hs− 1

2 (BN )
)N

and p1 : U → Hs− 3
2 (BN ) by

(v1(r), p1(r), 0, 0)T := G1(r) (κ(r)n(r))

Note that F1(r) = v1(r)·n(r)
n(r)·id . It is easy to check that v1(0) ≡ 0 and p1(0) ≡ −κ(0) and

therefore

v′1(0)[r] = Π1G′1(0)[r]
(
κ(0)n(0)

)
+ Π1G1(0)

(
κ′(0)[r]n(0) + κ(0)n′(0)[r]

)
= −Π1S(0)−1S ′(0)[r]G1(0)

(
κ(0)n(0)

)
+ Π1G1(0)

(
κ′(0)[r]n(0) + κ(0)n′(0)[r]

)
= −Π1S(0)−1S ′(0)[r](0,−κ(0), 0, 0)T + Π1G1(0)

(
κ′(0)[r]n(0) + κ(0)n′(0)[r]

)
= −Π1G1(0)

(
κ(0)n′(0)[r]

)
+ Π1G1(0)

(
κ′(0)[r]n(0) + κ(0)n′(0)[r]

)
= Π1G1(0)

(
κ′(0)[r]n(0)

)
.

Because v1(0) = 0 and n(0) = id we get

F ′1(0)[r] = Trv′1(0)[r] · n(0)

and the result follows.
Now we calculate F ′2(0)[r] in a similar way. Define

(v2(r), p2(r), 0, 0)T := G1(r)
(
2h(r)n(r)

)
+ G2(r)m(r).

From a simple calculation we obtain v2(0) ≡ 0 and p2(0) ≡ 2 1−N
σN

. Because m is linear
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we have m(0) = 0 and m′(0)[r] = m(r). Therefore

v′2(0)[r] = −Π1S(0)−1S ′(0)[r]G1(0)
(
2h(0)n(0)

)
+Π1G1(0)

(
2h′(0)[r]n(0) + 2h(0)n′(0)[r]

)
+ Π1G2(0)m(r)

= −Π1S(0)−1S ′(0)[r](0, 2
1−N

σN
, 0, 0)T

+Π1G1(0)
(

2N(1−N)
σN

rn(0)− 2
σN

n′(0)[r]
)

+ Π1G2(0)m(r)

= −Π1G1(0)
(

2
N − 1
σN

n′(0)[r]
)

+Π1G1(0)
(

2N(1−N)
σN

rn(0)− 2
σN

n′(0)[r]
)

+ Π1G2(0)m(r)

= Π1G1(0)
(

2N(1−N)
σN

rn(0)− 2N
σN

n′(0)[r]
)

+ Π1G2(0)m(r).

Here we also used (2.21). The lemma follows from this and the fact that 1
σN (1+r)N−1 −

1+r
σN

= − N
σN
r +O(r2) around r = 0.

Lemma 2.6. We have

E(0)
(

0
m(r)

)
= − 1

σN

N∑
j=1

(r, s1,j)s1,j .

Proof. Let ṽ and p̃ be defined by

(ṽ, p̃, 0, 0)T := G2(0)m(r).

It is easy to check that p̃ is zero and ṽ is constant. Therefore ṽ·n can be written as a linear
combination of spherical harmonics of degree one (s1,j)N

j=1. If we choose s1,j =
√

N
σN
xj ,

then we get ∫
SN−1

(ṽ · n)s1,j dσ =
√

N

σN

∫
BN

div(xj ṽ) dx =
√

N

σN

∫
BN

ṽj dx

=
√

N

σN
m(r)j = − 1

σN
r1,j .

This proves the lemma.

3 Explicit solution for the linearised problem

In this section we describe the linearisations of F1 and F2 around r = 0 that we found
in Lemma 2.5 in terms of the Dirichlet-to-Neumann operator N for the Laplacian on
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BN . The spectrum and the eigenfunctions of F ′1(0) and F ′2(0) are easily derived from
the spectral properties of N . We restrict ourselves to the cases N = 2 and N = 3.

We investigate for which f : SN−1 → RN , the system

−∆v +∇p = 0, on BN (3.1)
div v = 0, on BN (3.2)

(∇v +∇vT − pI)n = f, on SN−1 (3.3)∫
BN

v dx = 0, (3.4)∫
BN

rot v dx = 0, (3.5)

has a solution (v, p). This solution will always be unique. For suitable f we solve the
system.

3.1 The two dimensional boundary value problem

For the two-dimensional problem we introduce polar coordinates ρ and θ and unit vectors
eρ and eθ. Define for all k ∈ Z the functions sk : S1 → C by

sk :=
1√
2π
eikθ.

Complexifying the spaces S2
k in Section 2, one can identify these functions with the

spherical harmonics sk,j in the following way:

sk,1 := sk, sk,2 := s−k,

for k > 0 and s0,1 = s0. We have ν(2, k) = dim S2
k = 2, for k 6= 0 and ν(2, 0) = dim S2

0 =
1. We write

f = fρeρ + fθeθ, fρ(θ) =
∞∑

k=−∞

fρ
k sk(θ), fθ(θ) =

∞∑
k=−∞

fθ
ksk(θ),

v = vρeρ + vθeθ, vρ(ρ, θ) =
∞∑

k=−∞

vρ
k(ρ)sk(θ), vθ(ρ, θ) =

∞∑
k=−∞

vθ
k(ρ)sk(θ).

for fρ, fθ : S1 → R, vρ, vθ : B2 → R, fρ
k , f

θ
k ∈ C and vρ

k, v
θ
k : [0, 1] → C. Because p is

harmonic we have

p =
∞∑

k=−∞

pkρ
|k|sk(θ), (3.6)

for certain pk ∈ C.

Lemma 3.1. For N = 2, the system (3.1)-(3.5) is solvable if and only if fθ
0 = 0,

fρ
1 = ifθ

1 and fρ
−1 = −ifθ

−1. For the components of the normal velocity on S1 we have
for k /∈ {−1, 0, 1}

vρ
k(1) =

|k|
2(k2 − 1)

fρ
k −

i sgn k
2(k2 − 1)

fθ
k . (3.7)

For k ∈ {−1, 0, 1} we have vρ
k = 0.
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Proof. Parallel to [7], we write (3.1) in polar coordinates and get

vρ
k
′′ +

1
ρ
vρ

k
′ − k2 + 1

ρ2
vρ

k −
2ik
ρ2
vθ

k = |k|pkρ
|k|−1,

vθ
k

′′
+

1
ρ
vθ

k

′ − k2 + 1
ρ2

vθ
k +

2ik
ρ2
vρ

k = ikpkρ
|k|−1.

Any solution for vρ
k and vθ

k in terms of pk can be written as

vρ
k =

1
2
pkρ

|k|+1 + V ρ
k ,

vθ
k = V θ

k ,

where V ρ
k and V θ

k satisfy

V ρ
k
′′ +

1
ρ
V ρ

k
′ − k2 + 1

ρ2
V ρ

k − 2ik
ρ2
V θ

k = 0,

V θ
k

′′
+

1
ρ
V θ

k

′ − k2 + 1
ρ2

V θ
k +

2ik
ρ2
V ρ

k = 0.

For k 6= 0, the general regular solution to these equations is given by

V ρ
k = Akρ

|k|+1 +Bkρ
|k|−1,

V θ
k = i sgn k

(
−Akρ

|k|+1 +Bkρ
|k|−1

)
,

for some constants Ak and Bk. The result is

vρ
k =

1
2
pkρ

|k|+1 +Akρ
|k|+1 +Bkρ

|k|−1, (3.8)

vθ
k = i sgn k

(
−Akρ

|k|+1 +Bkρ
|k|−1

)
. (3.9)

For k = 0 we get
V ρ

0 = A0ρ, V θ
0 = B0ρ

and
vρ
0 =

1
2
p0ρ+A0ρ, (3.10)

vθ
0 = B0ρ. (3.11)

For each k ∈ Z we have to determine three constants: pk, Ak and Bk. These follow from
the boundary conditions (3.3), the incompressibility condition (3.2) and extra conditions
(3.4) and (3.5). In polar coordinates conditions (3.3) and (3.2) are given by

2
∂vρ

∂ρ
− p = fρ, (3.12)

∂vθ

∂ρ
+
∂vρ

∂θ
− vθ = fθ (3.13)
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and
∂vρ

∂ρ
+

1
ρ
vρ +

1
ρ

∂vθ

∂θ
= 0. (3.14)

We distinguish between three cases: k = 0, k = ±1 and k /∈ {−1, 0, 1}.
1. For k = 0, (3.6), (3.10), (3.11) and (3.12)-(3.14) give the underdetermined system 0 2 0

0 0 0
1 2 0

 p0

A0

B0

 =

 fρ
0

fθ
0

0

 .

From this system, B0 cannot be determined. However, condition (3.5) implies∫
S1
vθ dσ = ±

∫
B2

rot v dx = 0.

From (3.11) we get B0 = 0. We conclude that

p0 = −fρ
0 , A0 =

1
2
fρ
0 , B0 = 0.

Combining this and (3.10) we get vρ
0 = 0. There is also a condition on f , namely

fθ
0 = 0. (3.15)

2. For k = ±1, we derive from (3.6), (3.8), (3.9) and (3.12)-(3.14) 1 4 0
±1 0 0
3 8 0

 p±1

A±1

B±1

 =

 fρ
±1

−2ifθ
±1

0

 . (3.16)

The first and second equation in the system (3.16) give

p±1 = ∓2ifθ
±1, A±1 =

1
4
fρ
±1 ±

1
2
ifθ
±1.

We cannot determine B±1 from (3.16). However, (3.2) and (3.4) imply∫
S1
xiv · n dσ =

∫
B2

div(xiv) dx =
∫

B2
xi div v dx+

∫
B2
∇xi · v dx

=
∫

B2
vi dx = 0. (3.17)

This implies

vρ
±1 =

1√
2π

∫
S1

(x1 ± ix2)v · n dσ = 0. (3.18)

Combining this and (3.8) gives us

B±1 = −1
4
fρ
±1 ±

1
2
ifθ
±1.

From the third equation in (3.16) we derive

fρ
±1 = ±ifθ

±1. (3.19)

This gives two more conditions on f .
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3. For k /∈ {−1, 0, 1} we get from (3.6), (3.8), (3.9) and (3.12)-(3.14) the following
system of equations: |k| 2(|k|+ 1) 2(|k| − 1)

k 0 4(k − sgn k)
|k|+ 2 4(|k|+ 1) 0

 pk

Ak

Bk

 =

 fρ
k

−2ifθ
k

0

 . (3.20)

The matrix on the left-hand side is invertible for k /∈ {−1, 0, 1} and the solution to
(3.20) is given by

pk = −fρ
k − i sgn kfθ

k ,

Ak =
(|k|+ 2)(fρ

k + i sgn kfθ
k )

4(|k|+ 1)
,

Bk =
kfρ

k + i(|k| − 2)fθ
k

4(k − sgn k)
.

We are interested in the normal component of the velocity vρ on S1. For k /∈
{−1, 0, 1} we get from (3.8)

vρ
k(1) =

1
2
pk +Ak +Bk

and (3.7) follows.

We introduce the Dirichlet-to-Neumann operator N : Hσ(SN−1) → Hσ−1(SN−1), σ > 1,
by the operator that maps a function r to N r := ∂u

∂n , where u satisfies

∆u = 0 on BN,

u = r on SN−1.

This is a first order pseudodifferential operator on SN−1 with spectrum N0. It is well
known that for N = 2 the functions sk, for k ∈ Z, form a complete orthonormal set of
eigenfunctions in L2(S1) for N , with

N sk = |k|sk. (3.21)

Now we write for N = 2 the linearisations of F1 and F2 around zero that we found in
Lemma 2.5 in terms of N .

• Consider (3.1)-(3.5) with f = κ′(0)[r]n. From [16] we have

κ′(0)[r] = −N 2r + r,

which implies
fρ

k = (−k2 + 1)rk,

fθ
k = 0,
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with rk = (r, sk)0. Note that (3.15) and (3.19) are satisfied in this case. For
k /∈ {−1, 0, 1} we get from (3.7)

vρ
k(1) = −1

2
|k|rk

and we have vρ
0(1) = vρ

±1(1) = 0. Lemma 2.5 and (3.21) imply

F ′1(0)[r] = −1
2
NP1r, (3.22)

where P1 : L2(S1) → L2(S1) is the orthogonal projection along 〈s−1, s0, s1〉 =
S2

0 ⊕S2
1.

• Consider (3.1)-(3.5) with f = 2N(1−N)
σN

rn + 2N
σN
∇0r = − 2

π rn + 2
π∇0r. Because

∇0sk = ∂sk

∂θ eθ = ikskeθ we get

fρ
k = − 2

π
rk

and
fθ

k =
2ik
π
rk.

We see that (3.15) and (3.19) are satisfied. From (3.7) we get for all k ∈ Z

vρ
k(1) = 0.

Lemmas 2.5 and 2.6 give us

F ′2(0)[r] = − 1
π
r − 1

2π
(r1s1 + r−1s−1). (3.23)

3.2 The three dimensional boundary value problem

For the three dimensional problem we introduce the spherical harmonics Ykm : S2 → C for
each k ∈ N0 and m ∈ {−k,−k+ 1, . . . , 0, . . . , k− 1, k} by means of spherical coordinates
in the following way:

Ykm = (−1)m

√
(2k + 1)(k −m)!

4π(k +m)!
Pm

k (cos θ)eimφ,

where θ is the polar coordinate, φ the azimuthal coordinate and Pm
k the Legendre poly-

nomial given by

Pm
k (x) =

√
(1− x2)m

2kk!
dk+m

dxk+m

[
(x2 − 1)k

]
.

Complexifying the spaces S3
k in Section 2, one can identify Ykm with the spherical har-

monics sk,j with j = m+ k + 1. We also introduce the vector spherical harmonics ~Vkm,
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~Xkm, ~Wkm : S2 → C3 conform [6] and [9] in the following way:

~Vkm : = −
√

k + 1
2k + 1

Ykmeρ +
1√

(k + 1)(2k + 1)
∂Ykm

∂θ
eθ

+
im√

(k + 1)(2k + 1) sin θ
Ykmeφ,

~Xkm : = − m√
k(k + 1) sin θ

Ykmeθ −
i√

k(k + 1)
∂Ykm

∂θ
eφ,

~Wkm : =

√
k

2k + 1
Ykmeρ +

1√
k(2k + 1)

∂Ykm

∂θ
eθ +

im√
k(2k + 1) sin θ

Ykmeφ,

for k ∈ N0 and m ∈ {−k,−k+1, . . . , 0, . . . , k−1, k}. The functions Ykm form a complete
orthonormal set in L2(S2) and ~Vkm, ~Xkm, ~Wkm, excluding ~X00 ≡ ~W00 ≡ 0, form a
complete orthonormal set in

(
L2(S2)

)3. The functions ~W1,−1, ~W1,0 and ~W1,1 are three
independent constant vector fields. Therefore, if we take L2(S2)-inner products of the
constant vector fields e1 = (1, 0, 0)T , e2 = (0, 1, 0)T and e3 = (0, 0, 1)T with other vector
spherical harmonics we get∫

S2

~Wkm dσ = 0, k ∈ N0 \ {1},
∫

S2

~W1m dσ 6= 0 (3.24)

∫
S2

~Vkm dσ =
∫

S2

~Xkm dσ = 0, k ∈ N0. (3.25)

In this paper we use the following identities:

Ykmeρ = −
√

k + 1
2k + 1

~Vkm +

√
k

2k + 1
~Wkm, (3.26)

∇0Ykm = k

√
k + 1
2k + 1

~Vkm + (k + 1)

√
k

2k + 1
~Wkm, (3.27)

rot(g(ρ)Vkm(θ, φ)) = i

√
k

2k + 1

(
dg

dρ
+
k + 2
ρ

g

)
~Xkm, (3.28)

rot(g(ρ)Xkm(θ, φ)) = i

√
k

2k + 1

(
dg

dρ
− k

ρ
g

)
~Vkm + i

√
k + 1
2k + 1

(
dg

dρ
+
k + 1
ρ

g

)
~Wkm,

(3.29)

rot(g(ρ)Wkm(θ, φ)) = i

√
k + 1
2k + 1

(
dg

dρ
− k − 1

ρ
g

)
~Xkm, (3.30)

for any g depending only on ρ (see [6] or [9]). Introduce functions αkm, βkm, γkm : [0, 1] →
C such that

v(ρ, θ, φ) =
∑
k,m

αkm(ρ)~Vkm(θ, φ) + βkm(ρ) ~Xkm(θ, φ) + γkm(ρ) ~Wkm(θ, φ) (3.31)
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and introduce fV
km, f

X
km, f

W
km ∈ C such that

f(θ, φ) =
∑
k,m

fV
km
~Vkm(θ, φ) + fX

km
~Xkm(θ, φ) + fW

km
~Wkm(θ, φ).

Here and in the sequel summations are over all k ∈ N0 andm ∈ {−k,−k+1, . . . , 0, . . . , k−
1, k}, excluding terms containing ~X00 and ~W00. Because p is harmonic, there exist
pkm ∈ C such that

p(ρ, θ, φ) =
∑
k,m

pkmρ
kYkm(θ, φ). (3.32)

Lemma 3.2. For N = 3, the system (3.1)-(3.5) is solvable if and only if fX
1m = fW

1m = 0
for m ∈ {−1, 0, 1}. Furthermore

v · n =
∑

k 6=1,m

[
− k

2k2 + 4k + 3

√
k + 1
2k + 1

fV
km +

1
2(k − 1)

√
k

2k + 1
fW

km

]
Ykm. (3.33)

Proof. Combining (3.26), (3.27), (3.31) and (3.32) (see also [6] equations (2.16) and (3.5))
we get

∇p =
∑
k,m

pkmρ
k−1
√
k(2k + 1) ~Wkm

and
∆v =

∑
k,m

(Λk+1αkm)~Vkm + (Λkβkm) ~Xkm + (Λk−1γkm) ~Wkm,

where

Λk : ψ 7→ ∂2ψ

∂ρ2
+

2
ρ

∂ψ

∂ρ
− k(k + 1)

ρ2
ψ.

From (3.1) we get
Λk+1αkm = 0,

Λkβkm = 0,

Λk−1γkm = pkmρ
k−1
√
k(2k + 1).

The general regular solutions to these equations are given by

αkm(ρ) = Akmρ
k+1,

βkm(ρ) = Bkmρ
k,

γkm(ρ) = Ckmρ
k−1 +

1
2

√
k

2k + 1
pkmρ

k+1.

For each pair (k,m) we have to determine four constants: pkm, Akm, Bkm and Ckm.
As in the two dimensional case, these constants follow from the boundary conditions
(3.3), the incompressibility condition (3.2) and extra conditions (3.4) and (3.5). In [6]
equations (4.3)-(4.6), conditions (3.3) and (3.2) are written in terms of αkm, βkm and
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γkm. If we substitute the expressions above, then we get for k ∈ N0 and m ∈ {−k,−k +
1, . . . , 0, . . . , k − 1, k}

(
k+1
2k+1

) 3
2 2k2+3k+2

2k+1 0 0
0 0 k − 1 0√

k
2k+1

2k2−1
2k+1 −

√
k
√

k+1(2k+3)
2k+1 0 2(k − 1)

k
2k+1 −

√
k+1
2k+1 (2k + 3) 0 0




pkm

Akm

Bkm

Ckm

 =


fV

km

fX
km

fW
km

0

 .

(3.34)
Only for k = 1 the matrix on the left-hand side is not invertible. In this case we get

( 2
3 )

3
2 7

3 0 0
0 0 0 0
1

3
√

3
− 5

3

√
2 0 0

1
3 −5

√
2
3 0 0




p1m

A1m

B1m

C1m

 =


fV
1m

fX
1m

fW
1m

0

 . (3.35)

The rank of the matrix on the left-hand side of (3.35) is two. Therefore we have six
restrictions on f and six degrees of freedom. From the last three equations in the system
(3.35), we obtain the following conditions:

fX
1m = fW

1m = 0, (3.36)

for m = −1, 0, 1. From the first and the fourth equation in (3.35) we derive

A1m =
1
9
fV
1m (3.37)

and

p1m =
5
3

√
2
3
fV
1m. (3.38)

The six constants B1m and C1m, for m = −1, 0, 1, cannot be determined from (3.35). In
order to calculate these constants we consider (3.4) and (3.5). Writing condition (3.4) in
spherical coordinates and substituting (3.31) we get

0 =
∫

B3
v dx

=
∑
k,m

∫
S2

∫ 1

0

ρ2αkm(ρ)~Vkm + ρ2βkm(ρ) ~Xkm + ρ2γkm(ρ) ~Wkm dρdσ

=
∑
k,m

∫
S2

∫ 1

0

Akmρ
k+3~Vkm +Bkmρ

k+2 ~Xkm

+

(
Ckmρ

k+1 +
1
2

√
k

2k + 1
pkmρ

k+3

)
~Wkm dρdσ

=
∑
k,m

∫
S2

Akm

k + 4
~Vkm +

Bkm

k + 3
~Xkm +

(
Ckm

k + 2
+

1
2

√
k

2k + 1
pkm

k + 4

)
~Wkm dσ.
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From (3.24) and (3.25) we get

1
3
C1m +

1
10
√

3
p1m = 0,

for m = −1, 0, 1. Combining this and (3.38) we get

C1m = −
√

2
6
fV
1m, (3.39)

for m = −1, 0, 1.
Now we consider condition (3.5). From (3.28) and (3.30) we see that rot(αkm(ρ)~Vkm)

and rot(γkm(ρ) ~Wkm) have no ~Wkm-components. Therefore, from (3.25) we see that
integrals of rot(αkm(ρ)~Vkm) and rot(γkm(ρ) ~Wkm) over S2 vanish. Using (3.29) as well
we get

0 =
∫

B3
rot v dx

=
∑
k,m

∫
S2

∫ 1

0

ρ2 rot(αkm(ρ)~Vkm) + ρ2 rot(βkm(ρ) ~Xkm) + ρ2 rot(γkm(ρ) ~Wkm) dρdσ

=
∑
k,m

∫
S2

∫ 1

0

ρ2 rot(βkm(ρ) ~Xkm) dρdσ

=
∑
k,m

∫
S2

∫ 1

0

ρ2i

√
k

2k + 1

(
∂βkm

∂ρ
− k

ρ
βkm

)
~Vkm

+ρ2i

√
k + 1
2k + 1

(
∂βkm

∂ρ
+
k + 1
ρ

βkm

)
~Wkm dρdσ

=
∑
k,m

∫
S2

∫ 1

0

ρ2i

√
k + 1
2k + 1

(
∂βkm

∂ρ
+
k + 1
ρ

βkm

)
~Wkm dρdσ.

Since in the last expression, only terms for k = 1 are unequal to zero (see (3.24)) we get

B1m = 0. (3.40)

For k 6= 1 the solution to (3.34) is given by

pkm =
(2k + 3)

√
(2k + 1)(k + 1)

2k2 + 4k + 3
fV

km,

Akm =
k

2k2 + 4k + 3
fV

km,

Bkm =
1

k − 1
fX

km,

Ckm =
1

2(k − 1)

[
−
√
k
√
k + 1(2k + 3)(k − 1)
2k2 + 4k + 3

fV
km + fW

km

]
.
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For the normal component of v on the unit sphere we get

v · n =
∑
k,m

αkm(1)~Vkm · eρ + βkm(1) ~Xkm · eρ + γkm(1) ~Wkm · eρ

=
∑
k,m

[
−αkm(1)

√
k + 1
2k + 1

+ γkm(1)

√
k

2k + 1

]
Ykm

=
∑
k,m

[
−
√

k + 1
2k + 1

Akm +

√
k

2k + 1
Ckm +

1
2

k

2k + 1
pkm

]
Ykm

=
∑

k 6=1,m

− k
√

k+1
2k+1

2k2 + 4k + 3
fV

km +
1

2(k − 1)

√
k

2k + 1
fW

km

Ykm.

In the last step we omitted the terms for k = 1. This is possible because from (3.37),
(3.38) and (3.39) it follows that

−
√

2
3
A1m +

√
1
3
C1m +

1
6
p1m = 0,

for m = −1, 0, 1. Note that the fact that the terms for k = 1 in (3.33) vanish also follows
if we repeat calculations (3.17) and (3.18) for the three dimensional case.

Consider the Dirichlet-to-Neumann operator N that we introduced earlier. It is known
that the spherical harmonics Ykm form a complete orthonormal set of eigenfunctions of
N in L2(S2), with

NYkm = kYkm. (3.41)

Now we write F ′1(0) and F ′2(0) in terms of the Dirichlet-to-Neumann operator for the
case N = 3. As for the two dimensional case, we do this by considering two special cases
for f in the system (3.1)-(3.5).

• Let us consider the special case

f = κ′(0)[r]n,

where n = eρ. Write
r =

∑
k,m

rkmYkm,

with rkm = (r, Ykm)0. Since for N = 3 we have from [16]

κ′(0)[r]n =
(
−N 2r −N r + 2r

)
n =

∑
k,m

(−k2 − k + 2)rkmYkmn,

we get from (3.26)

κ′(0)[r]n =
∑
k,m

(−k2 − k + 2)

(
−
√

k + 1
2k + 1

~Vkm +

√
k

2k + 1
~Wkm

)
rkm.
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We have

fV
km = −

√
k + 1
2k + 1

(−k2 − k + 2)rkm,

fX
km = 0,

fW
km =

√
k

2k + 1
(−k2 − k + 2)rkm.

Note that (3.36) is satisfied. From (3.33) we get

v · n =
∑

k 6=1,m

−
k(k + 2)(k + 1

2 )
2k2 + 4k + 3

rkmYkm.

From Lemma 2.5 and (3.41) we get

F ′1(0)[r] = −N (N + 2I) (N +
1
2
I)
(
2N 2 + 4N + 3I

)−1 P1r, (3.42)

where P1 : L2(S2) → L2(S2) is the orthogonal projection along S3
0 ⊕ S3

1 =
〈Y0,0, Y1,−1, Y1,0, Y1,1〉.

• Now we consider the case

f =
2N(1−N)

σN
rn+

2N
σN

∇0r = − 3
π
rn+

3
2π
∇0r.

From formulas (3.26) and (3.27) we get

f =
∑
k,m

− 3
π
rkm

[
−
√

k + 1
2k + 1

~Vkm +

√
k

2k + 1
~Wkm

]

+
3
2π
rkm

[
k

√
k + 1
2k + 1

~Vkm + (k + 1)

√
k

2k + 1
~Wkm

]

=
∑
k,m

3
2π

(k + 2)

√
k + 1
2k + 1

rkm
~Vkm +

3
2π

(k − 1)

√
k

2k + 1
rkm

~Wkm.

In this case we have

fV
km =

3
2π

(k + 2)

√
k + 1
2k + 1

rkm,

fX
km = 0,

fW
km =

3
2π

(k − 1)

√
k

2k + 1
rkm.

From (3.33) we get

v · n =
∑

k 6=1,m

− 3
4π

k

2k2 + 4k + 3
rkmYkm.
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Lemmas 2.5 and 2.6 imply

F ′2(0)[r] = − 3
4π
N
(
2N 2 + 4N + 3I

)−1 P1r−
3
4π
r− 1

4π
(r1,−1Y1,−1 + r1,0Y1,0 + r1,1Y1,1) .

(3.43)

From the linearisation (3.22) and (3.23) we see that for N = 2 we have

(sk,F ′j(0)[sk])0 = −pj(|k|) (3.44)

for j = 1, 2, k ∈ Z and

p1(k) =


k

2
k 6= 1

0 k = 1

p2(k) =


1
π

k 6= 1

3
2π

k = 1.

For N = 3, we see from (3.42) and (3.43) that

(Ykm,F ′j(0)[Ykm])0 = −pj(k), (3.45)

for j = 1, 2, k ∈ Z, m ∈ {−k,−k + 1, . . . , 0, . . . , k − 1, k} and

p1(k) =


k(k + 2)(k + 1

2 )
2k2 + 4k + 3

k 6= 1

0 k = 1

p2(k) =


3
4π

k

2k2 + 4k + 3
+

3
4π

k 6= 1

1
π

k = 1.

Lemma 3.3. Let N = 2 or N = 3. There exists a C1 > 0 such that for all r ∈ Hs(SN−1)

(r̃,F ′1(0)[r̃])s−1 ≤ −C1‖r̃‖2s− 1
2

and
(r̃,F ′2(0)[r̃])s−1 ≤ 0,

where r̃ is the L2(SN−1)-projection of r along SN
0 ⊕SN

1 .

Proof. Define

C1 := inf
k∈N\{1}

γp1(k)
(k2 + 1)

1
2
.

All values for p1(k) with k ∈ {2, 3, 4, . . . } are positive and limk→∞
p1(k)

(k2+1)
1
2

is positive.

Therefore C1 > 0. The lemma follows from this and the inequality p2(k) ≥ 0.
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4 Global Existence results for the injection problems
via energy estimates

In this section we find a global existence result and decay properties for solutions to
(2.20) with µ > 0. From the energy estimates for the linearisation of the evolution
operator given in Lemma 3.3 and smoothness properties we get an energy estimate for
the evolution operator itself. Combining this with a local existence result from [12] we get
global existence. To obtain the estimates, we need a chain rule for differential operators
on SN−1 defined by

Dω(l,m) := xl
∂

∂xm
− xm

∂

∂xl
, 1 ≤ l < m ≤ N.

Here ω is the bijection that we introduced to define the operator rot in (1.6). These
differential operators generate one-parameter groups:

ehDif = f ◦ gh,

where gh : SN−1 → SN−1 are rotations.

Lemma 4.1. Let k = 1, 2. For r ∈ Hs+1(SN−1) with ‖r‖s small and s > N+5
2 we have

the generalised chain rule of differentiation:

DiFk(r) = F ′k(r)[Dir], 1 ≤ i ≤
(

N
2

)
. (4.1)

Proof. Because Fk(r) commutes with gh we get

DiFk(r) = lim
h→0

1
h

(ehDi − I)Fk(r) = lim
h→0

1
h

(Fk(r) ◦ gh −Fk(r))

= lim
h→0

1
h

(Fk(r ◦ gh)−Fk(r)) = lim
h→0

1
h
F ′k(r)[r ◦ gh − r]

= F ′k(r)
[
lim
h→0

r ◦ gh − r

h

]
= F ′k(r)[Dir],

where I is the identity.

Lemma 4.2. If r ∈ SN
k then Dir ∈ SN

k .

Proof. This follows from the fact that the spaces SN
k ⊆ C∞(SN−1) are invariant under

rotations.

Let for σ > 1 the norm ‖ · ‖σ−1,1 on Hσ(SN−1) be induced by the inner product

(r, r̃)σ−1,1 := (r, r̃)σ−1 +
∑

i

(Dir,Dir̃)σ−1.

This norm is equivalent to the norm ‖ · ‖σ that we introduced earlier (see [8] Section 4).
Define

MN
1 :=

{
r ∈ C0(SN−1) :

∫
Ωr

dx =
σN

N
,

∫
Ωr

x dx = 0
}
.

Note that MN
1 is the set of continuous functions on SN−1, for which the corresponding

domains Ωr have the same volume as the unit ball and a geometric centre that coincides
with the origin.
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Lemma 4.3. If ΩR(t) satisfies (1.1)-(1.6), then

M(t) =
∫

ΩR(t)

x dx

is constant in t.

Proof. Let Mi be the ith component of M . Combining the divergence theorem, (1.2)
and (1.5) we get

Ṁi(t) =
∫

ΓR(t)

(v · nR)xi dσ =
∫

ΩR(t)

vi dx+
∫

ΩR(t)

xi div v dx = 0,

where nR is the normal on ΓR(t).

From this lemma we see that if r is a solution to (2.20) with r0 ∈ MN
1 , then r(t) ∈ MN

1

for all t. Introduce the Hilbert spaces Hσ
1 (SN−1) by

Hσ
1 (SN−1) = {r ∈ Hσ(SN−1) : (r, s)0 = 0, ∀s ∈ SN

0 ⊕SN
1 }.

Define on a suitable neighbourhood U of zero in Hs(SN−1) the operator f1 : U → R×RN

by

f1(r) =
(∫

Ωr

dx− σN

N
,

∫
Ωr

x dx

)T

.

Let P1 : Hs(SN−1) → Hs
1(SN−1) be the orthogonal projection onto Hs

1(SN−1) with
respect to the L2(SN−1)-inner product and let φ : U → R× RN ×Hs

1(SN−1) be defined
by

φ(r) = (f1(r),P1r)
T
.

The vector f ′1(0)[r] consists of inner products of r with spherical harmonics of order zero
and one. Therefore, by the Implicit function Theorem, φ is an analytic bijection between
a neighbourhood of zero in Hs(SN−1) and a neighbourhood of zero in R×RN×Hs

1(SN−1).
This result can be obtained in the same way as in [16] for different function spaces. On
a suitable neighbourhood U of zero in Hs

1(SN−1) we define ψ : U → MN
1 by

ψ(r) = φ−1(0, r).

Using Lemma 4.3 it is easy to calculate that for a solution r to (2.20) we have

f1(r(τ)) =
(

V0

α(τ)N
,

1
α(τ)N+1

m0

)T

=: (Vτ ,mτ )T
,

where
(V0,m0)

T := f1(r(0)).

For notational convenience we introduce qτ := (Vτ ,mτ )T .
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Theorem 4.4. Let N = 2 or N = 3 and µ > 0. Suppose that s > N+6
2 . There exist a

δ > 0 and an M > 0 such that if r0 ∈ Hs(SN−1) with ‖r0‖s < δ then the problem

∂r

∂τ
= F(r, τ), r(0) = r0, (4.2)

has a solution r ∈ C([0,∞),Hs(SN−1)) ∩ C1([0,∞),Hs−1(SN−1)). Furthermore, r ∈
C∞(SN−1 × (0,∞)). If we regard r as a function of the original time-variable t, then

‖r(t)‖s ≤
M

µNt
σN

+ 1
‖r0‖s. (4.3)

Proof. We follow the lines of the proof of a similar theorem for the Hele-Shaw flow in
dimensions higher or equal to four, see [15]. Let λ0 ∈ (0, C1

2 ) and ε := C1
2 − λ0, with C1

as defined in Lemma 3.3.

1. If r satisfies (2.20), then r̃ := P1r satisfies

∂r̃

∂τ
= P1F

(
φ−1 (qτ , r̃) , τ

)
. (4.4)

First we prove solvability of this equation. Below, we will find an estimate of the
type

γ
(
r̃,P1F1

(
φ−1 (qτ , r̃)

))
s−1,1

+ µα(τ)1−N
(
r̃,P1F2

(
φ−1 (qτ , r̃)

))
s−1,1

≤ −λ0‖r̃‖2s−1,1 + C
|q0|2

α(τ)2N
,

for some C > 0, assuming that |q0| is small, r̃ ∈ Hs+1(SN−1) and ‖r̃‖s < δ′, with
δ′ small enough. From this estimate we derive existence of solutions to (4.4) and
find an estimate for the decay of r̃ as a function of time. The symbol C is used for
a constant that may vary throughout the proof.

2. By Lemma 3.3 we have

γ(r̃,F ′1(0)[r̃])s−1 + µα(τ)1−N (r̃,F ′2(0)[r̃])s−1 ≤ −C1‖r̃‖2s− 1
2
. (4.5)

3. Because of Lipschitz continuity of P1 ◦ Fk ◦ φ−1, for k = 1, 2, and because ψ =
φ−1(0, ·) we have

‖P1Fk

(
φ−1 (qτ , r̃)

)
− P1Fk(ψ(r̃))‖s−1 ≤ C|qτ |. (4.6)

From a straightforward calculation we see that ψ′(0) is the identity on Hs− 1
2

1 (SN−1)

and ψ(0) = 0. Therefore the restriction of F ′k(0) to Hs− 1
2

1 (SN−1) is the Fréchet

derivative at zero of the mapping P1◦Fk◦ψ that is analytic near zero in Hs− 1
2

1 (SN−1).
This gives us

‖P1Fk(ψ(r̃))−F ′k(0)[r̃]‖s− 3
2
≤ C‖r̃‖2s− 1

2
. (4.7)
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Note that here the demand s > N+6
2 is necessary for analyticity (see Lemma 2.4).

Combining (4.6) and (4.7) we get

γ
{(
r̃,P1F1

(
φ−1 (qτ , r̃)

))
s−1

− (r̃,F ′1(0)[r̃])s−1

}
+µα(τ)1−N

{(
r̃,P1F2

(
φ−1 (qτ , r̃)

))
s−1

− (r̃,F ′2(0)[r̃])s−1

}
≤ C

(
|qτ |‖r̃‖s−1 + ‖r̃‖3s− 1

2

)
. (4.8)

Here we used α(τ)1−N ≤ 1.

4. From the chain rule (4.1) we get(
r̃,P1F

(
φ−1 (qτ , r̃) , τ

))
s−1,1

= γ(F1 +G1) + µα(τ)1−N (F2 +G2), (4.9)

where for k = 1, 2

Fk :=
(
r̃,P1Fk

(
φ−1 (qτ , r̃)

))
s−1

,

Gk :=
∑

i

(Dir̃,P1F ′k
(
φ−1 (qτ , r̃)

)
[Diφ

−1(qτ , r̃)])s−1.

We will estimate the terms Fk and Gk, for k = 1, 2, separately.

5. From (4.5) and (4.8), we get

γF1 + µα(τ)1−NF2 ≤ −C1‖r̃‖2s− 1
2

+ C
(
|qτ |‖r̃‖s−1 + ‖r̃‖3s− 1

2

)
≤ (−C1 + Cδ′)‖r̃‖2s− 1

2
+ C|qτ |‖r̃‖s−1. (4.10)

6. Now we find an estimate for G1. We have

G1 =
∑

i

(Dir̃, Ii + Ji)s−1, (4.11)

where

Ii := P1F ′1
(
φ−1 (qτ , r̃)

)
[Diφ

−1(qτ , r̃)]− P1F ′1
(
φ−1 (0, r̃)

)
[Diφ

−1(0, r̃)]

Ji := P1F ′1 (ψ(r̃)) [ψ′(r̃)[Dir̃]].

Here we applied the chain rule on ψ = φ−1(0, ·). This is possible because ψ com-
mutes with rotations. For detail we refer to [15]. Because
(qτ , r̃) 7→ P1F ′1(φ−1(qτ , r̃))[Diφ

−1(qτ , r̃)] is Lipschitz continuous on a neighbour-
hood of zero in R× RN ×Hs

1(SN−1) we have

‖Ii‖s−1 ≤ C|qτ |.
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Therefore we get from the Cauchy-Schwarz inequality

(Dir̃, Ii)s−1 ≤ C|qτ |‖Dir̃‖s−1. (4.12)

Because of analyticity of P1 ◦ F1 ◦ ψ on a neighbourhood of zero in Hs− 1
2

1 (SN−1)
and the fact that ψ′(0) is the identity we have

(Dir̃, Ji)s−1 ≤ (Dir̃,F ′1(0)[Dir̃])s−1 + C‖r̃‖s− 1
2
‖Dir̃‖2s− 1

2

≤ −C1‖Dir̃‖2s− 1
2

+ C‖r̃‖s− 1
2
‖Dir̃‖2s− 1

2

≤ (−C1 + Cδ′)‖Dir̃‖2s− 1
2
. (4.13)

Combining (4.12) and (4.13) we get from (4.11)

G1 ≤
∑

i

(−C1 + Cδ′)‖Dir̃‖2s− 1
2

+ C|qτ |‖Dir̃‖s−1.

We can estimate G2 in the same way, replacing C1 by zero (see Lemma 3.3).
Because α(τ)1−N ≤ 1 we get

γG1 + µα(τ)1−NG2 ≤
∑

i

(−C1 + Cδ′)‖Dir̃‖2s− 1
2

+ C|qτ |‖Dir̃‖s−1. (4.14)

7. Adding (4.10) and (4.14), we get from (4.9) and Cauchy’s inequality(
r̃,P1F

(
φ−1 (qτ , r̃) , τ

))
s−1,1

≤ (−C1 + Cδ′)‖r̃‖2s− 1
2 ,1 + C|qτ |‖r̃‖s−1,1

≤ (−C1 + Cδ′)‖r̃‖2s− 1
2 ,1 +

C1

2
‖r̃‖2s−1,1 + C|qτ |2

≤ −C1

2
‖r̃‖2s− 1

2 ,1 + C
(
δ′‖r̃‖2s− 1

2 ,1 + |qτ |2
)
.

Choose δ′ < ε
C . Then(
r̃,P1F

(
φ−1 (qτ , r̃) , τ

))
s−1,1

≤ −λ0‖r̃‖2s−1,1 + C|qτ |2

≤ −λ0‖r̃‖2s−1,1 + C
|q0|2

α(τ)2N
. (4.15)

8. Define r̃0 := P1r0. From the local existence result in time from [12] Chapter
6 Proposition 9 and 10 we get, diminishing δ′ if necessary, an S > 0 such that if
|q0| is small and ‖r̃0‖s−1,1 < δ′ then there exists a solution r̃ ∈ C([0, S],Hs(SN−1))∩
C1([0, S],Hs−1(SN−1)) to (4.4) with r̃(0) = r̃0. We also have r̃ ∈ C1((0, S], C∞(SN−1))
and therefore r̃ ∈ C∞(SN−1×(0, S]). Furthermore, from (4.15) we see that for small
ϑ ∈ (0, S) and τ ∈ (ϑ, S] we have ‖r̃(τ)‖2s−1,1 ≤ y(τ) where y : [ϑ,∞) → R satisfies

dy

dτ
= −2λ0y + C

|q0|2

α(τ)2N
,
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with y(ϑ) = ‖r̃(ϑ)‖2s−1,1, for some C > 0. For the solution y to this ODE we derive
from the variation of constants formula that

y(τ) ≤ e−2λ0(τ−ϑ)y(ϑ) + C
|q0|2

α(τ)2N
.

For detail, see the proof of Theorem 3.6 in [15]. We get

‖r̃(τ)‖s−1,1 ≤ Ce−λ0(τ−ϑ)‖r̃(ϑ)‖s−1,1 +
C

α(τ)N
|q0|, (4.16)

where C can be chosen independently of ϑ. Letting ϑ go to zero we get for τ ∈ [0, S]

‖r̃(τ)‖s−1,1 ≤ Ce−λ0τ‖r̃0‖s−1,1 +
C

α(τ)N
|q0|. (4.17)

This implies that ‖r̃(τ)‖s−1,1 ≤ C(‖r̃0‖s−1,1 + |q0|) for τ ∈ [0, S]. One can show by
induction over k ∈ N that if ‖r̃0‖s−1,1 <

1
2C

−1δ′ and |q0| < 1
2C

−1δ′ then a solution
r̃ to (4.4) on [0, kS] exists with r̃(0) = r̃0. This solution satisfies (4.17) on [0, kS]
and it has the desired smoothness properties.

9. If we construct a solution r to the original problem via

r(τ) := φ−1(qτ , r̃(τ)),

then we find, regarding r and α as functions of the original time variable t, that

‖r(t)‖s ≤ C(‖r̃(t)‖s + |qt|) ≤
C

α(t)N
‖r0‖s.

Here, we used the fact that there exists a C > 0 such that e−λ0τ ≤ C
α(τ)N for all

τ ≥ 0.

Note that from (4.17) we see that if we start with a domain Ωr0 for which the zeroth
and first Richardson moments vanish, i.e. q0 = (0, 0)T , then convergence will be faster.

In contrast to the problem of Hele-Shaw flow with injection (see [16]), we cannot treat
the case of zero surface tension for Stokes flow by the methods of the proof of Theorem
4.4. The order of F ′2(0) is lower than the order of F2. Therefore, energy estimates of
the linearisation, (r,F ′2(0)[r])s ≤ −C‖r‖2s, for some C > 0, can no longer control energy
estimates for the nonlinear part, (r,F2(r)−F ′2(0)[r])s ≤ ε‖r‖2

s+ 1
2
, for some ε > 0.

5 Almost global existence results for the suction prob-
lems

In this section we use energy estimates to get an existence result for the suction problems
in 2D and 3D. Starting close enough to the unit ball, an arbitrarily large portion of liquid
can be removed.
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Theorem 5.1. Let N = 2 or N = 3, µ < 0, T+ ∈ [0, σN

|µ|(N−1) ) and s > N+6
2 . There ex-

ists a δ > 0 such that if ‖r0‖s < δ, then there exists a solution r ∈ C([0, T+),Hs(SN−1))∩
C1([0, T+),Hs−1(SN−1)) to

∂r

∂τ
= F(r, τ), r(0) = r0. (5.1)

Furthermore r ∈ C∞(SN−1 × (0, T+)).

Proof. We assume that r ∈ Hs+1(SN−1) with ‖r‖s < δ′ for δ′ small enough.

1. If µ < 0, then α(τ)1−N goes to infinity as τ approaches σN

|µ|(N−1) . Nevertheless, on
the time interval [0, T+], α(τ)1−N < A for some A > 0. Choose K ∈ N such that
for k ≥ K

−γp1(k) + |µ|Ap2(k) < 0.

Define C2 > 0 by

C2 := inf
k≥K

γp1(k)− |µ|Ap2(k)
(k2 + 1)

1
2

.

The positivity of C2 follows from the fact that γp1(k)−|µ|Ap2(k)

(k2+1)
1
2

converges to γ
2 as k

tends to infinity.

2. Let PK : L2(SN−1) → L2(SN−1) be the orthogonal projection with respect to the
L2(SN−1)-inner product along

⊕K
k=0 SN

k and define rk,j := (r, sk,j)0. We get

γ(r,F ′1(0)[r])s−1 + µα(τ)1−N (r,F ′2(0)[r])s−1

=
∑
k<K

(k2 + 1)s−1+ 1
2
−γp1(k) + |µ|α(τ)1−Np2(k)

(k2 + 1)
1
2

r2k,j

+
∑
k≥K

(k2 + 1)s−1+ 1
2
−γp1(k) + |µ|α(τ)1−Np2(k)

(k2 + 1)
1
2

r2k,j

≤ C‖r‖20 − C2‖PKr‖2s− 1
2

= C‖r‖20 + C2‖(I − PK)r‖2s− 1
2
− C2‖r‖2s− 1

2

≤ C‖r‖20 − C2‖r‖2s− 1
2
. (5.2)

Here we used boundedness of I − PK : Hs− 1
2 (SN−1) → L2(SN−1).

3. By analyticity of F1 and F2 and boundedness of α(τ)1−N on [0, T+] we have

γ(r,F1(r)−F ′1(0)[r])s−1 + µα(τ)1−N (r,F2(r)−F ′2(0)[r])s−1 ≤ C‖r‖3s− 1
2
. (5.3)
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4. By the chain rule (4.1) we get

γ(r,F1(r))s−1,1 + µα(τ)1−N (r,F2(r))s−1,1

= γ(r,F1(r))s−1 + µα(τ)1−N (r,F2(r))s−1

+γ
∑

i

(Dir,F ′1(r)[Dir])s−1 + µα(τ)1−N
∑

i

(Dir,F ′2(r)[Dir])s−1

As in the previous proof, we distinguish between two parts, that will be estimated
separately.

5. For the first part we have by (5.2) and (5.3)

γ(r,F1(r))s−1 + µα(τ)1−N (r,F2(r))s−1 ≤ (Cδ′ − C2)‖r‖2s− 1
2

+ C‖r‖20.

6. For the other part we have

γ(Dir,F ′1(r)[Dir])s−1 + µα(τ)1−N (Dir,F ′2(r)[Dir])s−1

= γ(Dir,F ′1(0)[Dir])s−1 + µα(τ)1−N (Dir,F ′2(0)[Dir])s−1

+γ(Dir,
{
F ′1(r)−F ′1(0)

}
[Dir])s−1

+µα(τ)1−N (Dir,
{
F ′2(r)−F ′2(0)

}
[Dir])s−1

≤ (Cδ′ − C2)‖Dir‖2s− 1
2

+ C‖Dir‖20.

7. Combining these two results and taking δ′ < C2
C we get

γ(r,F1(r))s−1,1 + µα(τ)1−N (r,F2(r))s−1,1 ≤ (Cδ′ − C2)‖r‖2s− 1
2 ,1 + C‖r‖20,1

≤ C‖r‖20,1 ≤ C‖r‖2s−1,1. (5.4)

From [12] Chapter 6 Proposition 9 we get, diminishing δ′ if necessary, an S > 0
such that if ‖r0‖s−1,1 < δ′, then there exists a solution r ∈ C([0, S],Hs

1(SN−1)) ∩
C1([0, S],Hs−1

1 (SN−1)) to (5.1), with r(0) = r0. We also have r ∈ C∞(SN−1×(0, S]).
Using the same methods as in the previous proof we can show that from (5.4) it
follows that ‖r(τ)‖s−1,1 ≤ eCτ‖r0‖s−1,1. Choose δ < δ′e−CT+ and suppose that
‖r0‖s < δ. By induction over k ∈ N, one can show existence of a solution r with
r(0) = r0 on the interval [0, kS]∩ [0, T+], like in step 9 of the proof of Theorem 3.5
in [15].
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