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Abstract

This paper presents a new method to identify ’Employment Concentration & Specialization
areas’ for a particular industry, by simultaneously analyzing absolute and relative employment
concentration. This allows for analyzing the performance of these areas in relation to different
characteristics such as infrastructure availability and the housing and labor market. This is
relevant for scientists, corporate decision makers and local governments, as it can support
investment decisions related to new plants or infrastructure. The method is developed and
applied to five industries in a Dutch province subdivided in 502 areas.

Keywords: Employment concentration, Geographical analysis, Location patterns, Agglomer-
ation economies.
JEL classification: R12, R30, J21

1 Introduction

The spatial concentration of economic activities has been studied extensively, both as a result of
theoretical work in new economic geography (Fujita et al., 1999; Fujita and Krugman, 2004),
a research stream that integrates trade and location theories, and by studies that identify regional
clusters of economic activities as important for regional economic development (see Porter (2003)
and for a critical survey Martin and Sunley (2003)). An empirical investigation of the extent
of spatial concentration and its evolution over time is relevant for both research streams. Hence,
a substantial body of literature on measures of spatial concentration has developed (see De-
whurst and McCann (2002) for an overview and Cutrini (2010) for a recent analysis of spatial
concentration in Europe). This literature focuses on the analysis of concentration measures for
administrative regions. Most studies use rather large geographical areas, such as economic areas
or states in the US and provinces (NUTS 21) in Europe. The empirical studies show that economic
activities in general and in specific industries are often spatially concentrated. Localized synergies,
called agglomeration economies have been identified as the main explanation of this spatial con-
centration. These economies can be divided into localization economies, which arise from being in
the neighborhood of other firms operating within the same industry, and urbanization economies,
which arise from the scale or diversity of local economic activity in general (Henderson, 2003).
Localization economies have been researched extensively (e.g. Krugman, 1991; Devereux et al.,
1999; Porter, 2000; Malmberg and Maskell, 2002; Rosenthal and Strange, 2003), always

∗Corresponding author, Email address: F.P.v.d.Heuvel@tue.nl
1The Nomenclature of Territorial Units for Statistics (NUTS) was established by Eurostat in order to provide

a single uniform breakdown of territorial units for the production of regional statistics for the European Union.
NUTS 2 regions are identified as basic regions for the application of regional policies (Eurostat, 2010)
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(partly) based on the three major types (Marshall, 1956): labor market pooling, inputs sharing,
and knowledge spillovers. Urbanization economies are caused by regional diversity in economic
activity, since many ideas developed by firms in one particular sector can also be applied in other
sectors (Jacobs, 1969).

Agglomeration economies are related to proximity and distance: the closer firms are together,
geographically and organizationally (Torre and Rallet, 2005), the more synergies between these
firms. This applies not only regionally (say e.g. on the level of a state in the US), but also at
lower geographical scales (Van Soest et al., 2006; Arauzo-Carod and Viladecans-Marsal,
2009). For instance, input sharing in the chemicals industry often leads to co-location of chemical
firms at the same site, and in logistics, co-location leads to reduced transport costs (Taniguchi
et al., 1999). Despite the relevance of co-location in small geographic areas, limited attention has
been given to the issue of identifying such areas with concentrations of specific industries. This
paper addresses this issue.

Identifying such areas is practically relevant both for location decisions of companies and for
policy decisions by public authorities. First, consider a manager of a company that is looking
for areas within a particular region to locate a new branch. Given the importance of knowledge
spillovers (Wallsten, 2001), the manager may be interested in identifying areas where the indus-
try is concentrated. Second, consider a regional policy maker that acknowledges the importance of
agglomeration economies, both for firms and for the region at large. In order to develop effective
policies, e.g. concerning land use and investments in infrastructure, these agglomeration economies
are highly relevant. In general, strengthening (and perhaps broadening) existing specializations is
a good starting point for regional economic policies (Porter, 2003). Thus, the policy maker is
interested in areas in the region where the industry is concentrated.

In both situations described above, the challenge is to identify the areas within a given region
where a given industry (or set of industries) is concentrated. This paper presents a method to iden-
tify areas with concentrations of specific industries within a particular region, which is especially
applicable when geographical units are unequal in size (for instance differences in employment
numbers, as is generally the case). In such cases, relevant areas need to meet two criteria: First,
absolute concentration of that industry’s employment in those areas is relevant. However, absolute
employment only is not enough, since this would mean that areas with a high employment level in
general (e.g. urban areas) are more likely to be selected. Hence, the second criterium is relative
concentration of the industry’s employment. This indicator suggests that areas are specialized in
the industry. Specialization of an area’s employment in the industry of interest by itself is also not
enough, since areas with a limited number of firms in general may be included when only one firm
belongs to the specific industry. A telling example would be a ’shepherd in the desert’. Relative
concentration alone may result in the conclusion that the desert area is highly specialized in cattle
farming. In practice, this would not be enough for a policy maker to justify policies to stimulate
cattle farming in the desert, and not convince a diary producer to locate his plant in this area.
Hence, concentration areas of a particular industry under study have to be identified both based
on absolute and relative concentration. In this paper, these identified areas are termed ’Employ-
ment Concentration & Specialization areas’ (ECS-area) of a particular industry i within a region.
An alternative term for ECS-areas would be hotspots. This term is used in practice for areas with
large concentrations of activities in specific industries. However, the term hotspot is also used with
a different meaning (Pouder and St. John, 1996). Hence, the term Employment Concentration
& Specialization (ECS-)areas is preferred. Following the arguments above, an ECS-area is defined
as an area which both has high absolute employment as well as specialization in industry i.

Scientifically, the identification of ECS-areas in a particular region is relevant for various pur-
poses. With regard to infrastructure availability, it can be tested whether or not the location of
(logistics) ECS-areas is related to intermodal facilities, distances to the highway network or both.
In various industries, the relation between ECS-areas and specialized education institutions can
be analyzed. The relation between ECS-areas for high value industries and housing prices can be
studied. Furthermore, it can be tested whether land or industry specific property values are higher
in ECS-areas than outside these areas. For instance, the relation between the value of logistics
real estate and ECS-areas for logistics can be analyzed. Finally, it can be tested whether or not
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employment growth in specific industries is different in ECS-areas compared to other areas or not.
All these research questions can be addressed with this method to identify ECS-areas.

The proposed method contains two steps. In step 1, the spatial concentration of industries
in the region is measured. This analysis is relevant, since in the absence of spatial concentration
economic activities are spread out evenly in different areas and no ECS-areas can be identified.
This is unlikely to be the case in most industries (Guillain and Le Gallo, 2010), but this
analysis also shows the order of magnitude of spatial concentration in an industry, which is relevant
for the interpretation of ECS-areas. In step 2 of the method, ECS-areas are identified, based on
both absolute and relative concentration (specialization). Many techniques have been developed to
measure spatial concentration of firms or employment (see e.g. Bickenbach and Bode (2008) and
Fratesi (2008) for general overviews of these measures) that all use relative spatial concentration.
This is explained by the goal of these measures to identify differences in concentration between
different industries, different regions, or over time. For this purpose, absolute concentration is
not relevant. There is some literature that uses absolute spatial concentration (e.g. Wennberg
and Lindqvist, 2010), however, no literature was found in which absolute and relative spatial
concentration is considered simultaneously.

Complementary to the research described above on spatial concentration measures, many re-
searchers have analyzed spatial clusters (e.g. Braunerhjelm and Carlsson, 1999; Feser and
Bergman, 2000; Gordon and McCann, 2000; Porter, 2000). An important starting point of
the research on clusters is that firms located in the cluster are interconnected through input-output
linkages. In ECS-areas, this does not have to be the case; firms located in ECS-areas may or may
not transact with other firms located in their proximity.

The remainder of this paper is organized as follows. Section 2 will start with an overview of
the literature on spatial concentration measures. Section 3 presents the newly developed method
to identify ECS-areas. Then, the method is applied to five industries in North Brabant, one of
the southern provinces of the Netherlands, in section 4, to show the general applicability of the
newly developed method. This province is divided in 502 postal code areas, with an average
employment of 1708 employees and a size of about ten km2 per area. Section 5 concludes this
paper by discussing the outcomes and presenting opportunities for further research.

2 Literature on the measurement of spatial concentration

In the economic geography literature, many spatial concentration measures have been devel-
oped. Extensive overviews of different measures are given by Bickenbach and Bode (2008)
and Fratesi (2008). This section gives a short overview of the most important measures of which
one is selected to use in step 1 of the method. This part focusses on relative concentration, since
examples of industries in which employment is equally spatially distributed relative to all em-
ployment abound (e.g. retail and construction, see Guillain and Le Gallo (2010)), whereas
an equal distribution of employment in absolute terms (i.e. industry’s employment is equal in all
areas under study) is too unlikely to consider. In step 2 of the method, absolute and relative spa-
tial concentration will be combined to identify ECS-areas. In that part, the strengths of different
existing measures are used to develop a new method to analyze where spatial concentration takes
place and hence, which areas can be identified as ECS-areas.

For the brief overview in this paper, it is useful to make a distinction between two categories
of measures. The first category consists of measures where the total region under study is divided
into K smaller subregions k ∈ {1, . . . ,K} and the spatial concentration is analyzed per subregion.
Thus, the spatial relationship, i.e. the distance and shared borders, between the different sub-
regions is ignored. For this reason, the measures in this category are called a-spatial (although
these still are spatial concentration measures). In the second category of measures, analogously
called spatial measures, this spatial relationship between the subregions is explicitly considered
or the region is not even divided into smaller subregions. Well-known and commonly used a-
spatial measures are the locational Gini coefficient (Krugman, 1991), the EG-index (Ellison
and Glaeser, 1997), the MS-index (Maurel and Sedillot, 1999), and the D-index (Mori
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et al., 2005). The most commonly used spatial measures are developed by Moran (1950) and
Duranton and Overman (2005). This section will describe the characteristics of these measures
and evaluate their relevance for the method to identify ECS-areas. The measures will be presented
to evaluate spatial concentration of industry i ∈ {1, . . . , I}, with I all relevant industries in the
total region that can be subdivided into K different subregions k ∈ {1, . . . ,K}.

2.1 A-spatial measures

One of the oldest contributions to the literature of measuring spatial concentration is by Krug-
man (1991), who developed the locational Gini coefficient. This index makes use of the location
quotient: LQi,k =

si,k
sk

, being a measure to analyze specialization, defined as a subregion k’s

share of industry i’s employment (si,k) divided by that subregion’s share of total employment

(sk =
∑I

i=1 si,k). The locational Gini coefficient is widely used due to its ease of computation
and its limited data requirements (Bertinelli and Decrop, 2005). A commonly mentioned dis-
advantage of the locational Gini coefficient is that it does not control for industrial concentration
(i.e. concentration of employment in part of the firms in a particular sector; an industry with
large industrial concentration consists of e.g. some large firms and lots of small firms).

Ellison and Glaeser (1997) made another major contribution to the theory of spatial con-
centration measures, by developing an index γEG based on a location choice model in which
plants choose their location to maximize profit and take into account spatial differences, i.e. natu-
ral advantages and industrial spillovers, while making this choice. Maurel and Sedillot (1999)
developed a similar index γMS with the only difference that this index is based on a slightly differ-
ent measure of raw spatial concentration. Both indices have the same properties: the indices are
scaled, such that they control for industrial concentration, and the indices are designed to make
it possible to compare the concentration of different industries, regions, or over time. However,
the major drawback of these indices is that the outcomes are hard to interpret; for both indices,
boundaries of 0.02 and 0.05 are used to define regions of no concentration (γ < 0.02), intermediate
concentration (0.02 ≤ γ ≤ 0.05), and high concentration (γ > 0.05). However, these boundaries
are very arbitrary (Duranton and Overman, 2005).

Finally, as none of the above measures can be statistically tested, Mori et al. (2005) developed
a measure especially designed to be statistically testable: the D-index. However, this index has
another major limitation: it can only be used for an analysis of spatial concentration of firms,
since it needs the independence of the single units, which means that the D-index is not suitable
for the measurement of employment concentration (Fratesi, 2008).

All these a-spatial concentration indices share two well-known problems (Bickenbach and
Bode, 2008), namely the checkerboard problem and the modifiable areal unit problem (MAUP).
Both are related to the division of the total region into subregions. The checkerboard problem
arises from neglecting relevant information on the locations of or distances between regions (Arbia,
2001b): the a-spatial measures do not make a difference between two subregions with relatively
much employment that are geographically close together or far apart. The MAUP arises from
dividing heterogeneous continuous space into subregions (Arbia, 2001a): a group of firms that
are located close together can be grouped into one subregion or spread over several subregions,
depending on the defined borders. This influences the degree of spatial concentration of these
firms.

2.2 Spatial measures

Different authors propose solutions to cope with the problem of dividing the region into several
subregions. This is mostly done through spatial association measures, which measure the corre-
lation between similarities in value and location. These measures broadly can be subdivided into
two groups, namely distance-based measures and neighborhood measures (Anselin, 1996).

The distance-based approaches use distances between firms to measure spatial concentration.
The intuitive idea behind these approaches is that when an industry is concentrated in one or
more parts of the region, firms are located on a shorter distance from each other then when they
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are randomly located over space. One of the commonly used distance-based measures is the one
developed by Duranton and Overman (2005). For these measures, the distances between the
industry’s firms have to be calculated and hence, the exact locations of the firms are needed. To
calculate Euclidean distances, the geographical coordinates of all firms in the dataset are needed,
and to calculate distances via transport networks, both the exact addresses of the firms, transport
network structures, and software to analyze these have to be available to the researcher. Since the
necessary data and software are often not available, this is a major disadvantage of these distance-
based measures. In addition, even when the data and software are available, these measures need
many calculations and simulations to draw conclusions about spatial concentration.

Neighborhood measures, also called spatial autocorrelation measures, are still based on a sub-
division of the total region into subregions, but measure the degree of correlation between the
values observed in neighboring subregions. Per subregion neighbors are defined, either based on
a border particular subregions share or on the distance between the center-points of these sub-
regions. This neighborhood structure is formalized in a spatial weight matrix W , with elements
wjk > 0 if subregions j and k are neighbors and wjk = 0 if these subregions are no neighbors or if
j = k. The most commonly used neighborhood measure is Moran’s I, first described by Moran
(1950) and much studied by Cliff and Ord (1973). Guillain and Le Gallo (2010) present
the Moran’s I based on the LQs per subregion. The main disadvantage of these spatial autocor-
relation measures is that these only take into account the spatial pattern and do not consider the
differences in spatial concentration per subregion (Arbia, 2001b).

3 The ECS-area identification method

As described above, none of the existing measures combines absolute and relative spatial concen-
tration. Hence, a new method is developed to identify ECS-areas. As mentioned in section 1,
this method contains two steps. Step 1 analyzes whether an industry’s employment is spatially
concentrated in the first place. For this purpose the locational Gini coefficient (Krugman, 1991)
will be used. Step 2 of the method again uses three consecutive steps to identify ECS-areas. This
section explains the method, visualized in figure 1.

Figure 1: The ECS-area identification method, as developed in this paper
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3.1 Step 1: The degree of spatial concentration

The distance-based measures are not used, since, due to the data-requirements and the efforts
needed to calculate these measures, these simply are too complex for the purpose of this step of
the ECS-area identification method, namely to come up relatively easy with the degree op spatial
concentration of a particular industry in a predefined region. Furthermore, similar to the D-index
(Mori et al., 2005), these distance-based measures are primarily defined on a firm-level, while the
ECS-area identification method will be developed based on employment figures.

Since all other spatial concentration measures divide the total region in smaller subregions,
subregion data will be used and consequently the checkerboard problem and the MAUP have to
be dealt with. According to Arbia (2001b) and Lafourcade and Mion (2007), the solution is
to combine different measures, which then should be interpreted simultaneously to draw sound
conclusions. In this paper, following Guillain and Le Gallo (2010), the locational Gini coeffi-
cient and the Moran’s I are combined. To determine the degree of specialization of subregions in
industry i in step 1 of the method, the locational Gini coefficient will be used. In step 2 of the
method, this measure will be combined with the Moran’s I.

The choice for the locational Gini coefficient is based on several reasons. First, this index
is easiest to understand and interpret intuitively. Second, the fact that this measure does not
compensate for industrial concentration patterns is actually an advantage for the purposes of this
paper. Even if spatial concentration in a specific industry is caused by industrial concentration, it
still remains relevant for policy making and for firm location decisions. Third, the locational Gini
coefficient uses the LQ per subregion, which can be used in step 2 of the method to determine
which subregions are specialized in industry i. When either the EG- or the MS-index is used, it
is much harder to determine where spatial concentration takes place.

Based on the locational Gini coefficient, it will be concluded whether an industry’s employment
is spatially concentrated. For industries where this is not the case, there is no value to identify
ECS-areas: ECS-areas for industries for which employment is evenly spread over space are rather
arbitrary ECS-areas, since small increases (decreases) of the cut-off values result in much more
(less) ECS-areas.

3.2 Step 2: The identification of ECS-areas

After it is concluded that employment in industry i is spatially concentrated, it is determined
where this concentration takes place. Here, the local Moran’s I (Anselin, 1995; Guillain and
Le Gallo, 2010) is used, which relates a subregion’s LQ to the LQ of its neighbors. The ECS-areas
can consist of two or more predefined geographical subregions, and hence, spatial concentration
per subregion has to be combined with the spatial concentration in neighboring subregions. A
positive local Moran’s I for subregion k (ILQ,i,k) means that there is spatial autocorrelation of
similar values between a subregion k and its neighboring subregions, and a negative ILQ,i,k means
that there is spatial autocorrelation of dissimilar values.

In addition, the novelty of the method introduced is the combination of absolute and relative
concentration to identify ECS areas. A stepwise method is developed to determine where industries
concentrate. The method uses industry i’s employment, but can also be used with the number of
firms. Step 2 of the method itself consists of three steps:

2.1 Remove subregions that do not have the potential to become (part of) an ECS-area.

(a) Define for both the absolute employment values and the LQ values a cut-off value emin,1

and LQmin,1 respectively.

(b) Code all subregions k ∈ {1, . . . ,K} based on their absolute employment level ei,k in
industry i and their LQi,k compared to these cut-off values: bi,k = 1 if ei,k ≥ emin,1 ∧
LQi,k ≥ LQmin,1 and bi,k = 0 otherwise. Remove all subregions k with bi,k = 0.

2.2 In set of remaining subregions, combine subregions that are neighbors.
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(a) Determine Bi,j,k joins between two neighboring subregions j and k, with both bi,j = 1
and bi,k = 1: Bi,j,k = wjkbi,jbi,k, with wjk = 1 if subregions j and k are neighbors and
wjk = 0 otherwise. Furthermore, wjk = 0 if j = k.

(b) For all j and k for which Bi,j,k = 1, define a new area m ∈ {K + 1, . . . ,M}, with
employment being the sum of the employment values of the different subregions: ei,m =
ei,j + ei,k. Area m can exist of more than two earlier defined subregions: e.g. if Bi,j,k =
1 ∧ Bi,j,l = 1, then ei,m = ei,j + ei,k + ei,l, etc. In addition, calculate LQi,m. The total
number of newly created areas is equal to (M −K).

2.3 Identify ECS-areas based on absolute and relative employment levels.

(a) Define for both the absolute employment values and the LQ values a second cut-off value:
emin,2 ≥ emin,1 and LQmin,2 ≥ LQmin,1.

(b) Determine βi,c for all areas c ∈ {1, . . . ,M}: βi,c = 1 if ei,c ≥ emin,2 ∧ LQi,c ≥ LQmin,
and βi,c = 0 otherwise. All areas c with βi,c = 1 are identified as ECS-areas of industry
i. If both βi,k = 1 and βi,m = 1, with ei,m = ei,k + ei,j for any j ∈ {1, . . . ,M}, only the
total area m is defined as an ECS-area.

Notice that the method combines the local aspects of the locational Gini coefficient and Moran’s
I, based on the LQ as well as absolute employment levels. Both levels are used to determine whether
a subregion is (part of) an ECS-area for that industry i. Since no clear procedure exist to combine
these (absolute and relative) values into one variable, it is not enough to simply calculate the local
Moran’s I, since this index can only be calculated on one variable with interval or ratio data (Cliff
and Ord, 1973). Nevertheless, a binary variable bi,k can be created, containing nominal data per
subregion, which indicates whether a particular subregion has the potential to become (part of) an
ECS-area. With these nominal data, the most basic measure of spatial autocorrelation, on which
Moran’s I is based, can be used (Cliff and Ord, 1973, page 4). In step 2.2, subregion k’s value
of this binary variable is compared to the value of one of its neighbors, subregion j. When the
variable is equal to one for both of these two neighboring subregions, it indicates that the probable
ECS-area is larger than one subregion. Hence, these subregions are combined into a new area m.
With combining two or more of the predefined geographical subregions, the method compensates
for the MAUP and checkerboard problem. In step 2.3, all areas, now consisting of one or more
predefined subregions, are evaluated against two new cut-off values. These values can be equal
to the values defined in step 2.1. However, the cut-off values defined in step 2.1 only determine
which predefined subregions are immediately removed from the analysis, since these have a really
low (absolute or relative) employment level in industry i. It is possible that two subregions that
by itself are no ECS-areas can be one when combined. Thus, when combined areas are created in
step 2.2, only the subregions that would not even have potential to become (part of) an ECS-area
have to be removed. Later on, when ECS-areas are identified in step 2.3, higher cut-off values
are more useful, since then only the areas with very high (absolute and relative) employment in
industry i are of interest. Hence, it is advised to use higher cut-off values in step 2.3 than in step
2.1 of the method.

Crucial for the performance of this method is the determination of the cut-off values emin,1,
emin,2, LQmin,1, and LQmin,2. For the cut-off values used in step 2.1, commonly accepted values
are proposed to be used. For the LQs, subregions with an LQ larger than or equal to 1 are selected,
since these subregions are commonly stated to be, at least a bit, specialized in that industry i
(Guillain and Le Gallo, 2010). For the absolute value, the commonly used cut-off value is
the average employment over all subregions, also used in the (local) Moran’s I. Since this average
is highly influenced by the number of subregions in which the industry’s firms are located, this
average has to be calculated only based on the subregions in which the industry is present, which
makes the method less dependent of the size of the industry and the number of subregions defined.

The cut-off values used in step 2.3, can be chosen differently for different purposes. Consider
again the two situations described in the beginning of the paper. In the example of the policy
maker, a low number of ECS-areas may be preferred and hence, the cut-off values are chosen
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relatively high. In the other example, in which ECS-areas are identified to assist a location
decision, more ECS-areas may be desirable, since a manager may want to have a complete overview
of relevant locations, and the cut-off values can be somewhat lower. In the next section, rather high
cut-off values are chosen (in line with the policy perspective) for both the absolute and relative
concentration to identify ECS-areas in one of the southern provinces in the Netherlands.

4 Application of the ECS-area identification method

In this section, the ECS-area identification method is applied on five different industries in North
Brabant, one of the southern provinces of the Netherlands. First, the dataset used for the analysis
is discussed and afterwards the results of the analysis are presented.

4.1 Material used

For this analysis, five industries are used, with a different extent of spatial concentration and of
a different size. The industries used in this study are manufacture of chemicals and chemical
products (chemical production), research and development (R&D), logistics, construction, and
retail trade. Two of these tend to concentrate spatially (chemical production, and R&D) and
two others tend to distribute equally over space (construction and retail trade) (Guillain and
Le Gallo, 2010). Logistics is included in this list, since this is a relatively large industry in North
Brabant, due to the location of this region in Europe, between the two major seaports (Rotterdam
and Antwerp) and large consumer markets. Furthermore, this industry is especially relevant from
a policy perspective, since logistics activities generate relatively much transport flows and occupy
relatively much space. Logistics employment is likely to be less spatially concentrated than the
two highly concentrated industries, but more than the two others. To classify firms in different
industries, the standard Dutch industry classification, the Standaard BedrijfsIndeling (SBI)2, is
used. Appendix A presents a list of the industry codes used in this paper.

For the analysis, the 2008 database containing all business establishments in North Brabant is
used. This database contains 153,619 firms in total, and after a standard clean up 150,915 firms.
Furthermore, governmental organizations and establishments related to education, health services,
culture, and recreation activities were deleted from the database. The remaining database covers
123,611 firms with a total employment of 857,165, which gives an average number of employees
per firm of 6.93, with a standard deviation of 43.28 and a median of 1.

To subdivide the total region into subregions, a subdivision based on four-digit postal code
areas is used. In total, North Brabant contains 502 four-digit postal code areas. Table 1 presents
descriptive statistics of the spread of employment over the different postal code areas. In addition,
appendix B presents the distribution of absolute employment and the LQs geographically for the
five industries.

4.2 Step 1: The degree of spatial concentration

In this paper, the following definition of the locational Gini coefficient is used (Kim et al., 2000;
Guillain and Le Gallo, 2010):

GLQ,i =
∆LQ,i

4LQi

(1)

∆LQ,i =
1

K(K − 1)

K∑
k=1

K∑
j=1

|LQi,k − LQi,j | (2)

2The SBI is developed by Statistics Netherlands and categorizes economic activities based on five digits: the
first four digits correspond with the categorization of the European Union (NACE: Nomenclature statistique des
activits economiques dans la Communaut Europenne), with a small number of exceptions, and the first two digits
of the SBI and the NACE correspond to the categorization of the United Nations (ISIC: International Standard
Industrial Classification of All Economic Activities).
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Sum Average Average
if not 0

Standard
deviation

Median Maximum

Total 857,165 1,707.50 1,717.77 2,262.87 889 18,434
Chemical production 17,058 33.98 140.98 245.11 0 4,512
R&D 6,861 13.67 37.09 195.13 0 4,328
Logistics 93,586 186.43 232.80 418.45 33 3,026
Retail trade 114,684 228.45 237.44 374.34 103 3,529
Construction 85,668 170.65 173.42 218.28 85 1,908

Table 1: Descriptive statistics of the number of employees per four-digit postal code area in North
Brabant

with LQi the average LQ of industry i over all subregions K. The locational Gini coefficient
is equal to zero when no relative spatial concentration is measured, meaning that the spatial
distribution of the industry’s employment is equal to the spatial distribution of employment in
general (LQi,k = 1 for all k). The maximum value of this index is equal to 0.5, when the industry’s
employment is completely concentrated in one subregion. In addition, the absolute locational Gini
coefficient can be defined similar to the relative locational Gini coefficient, by replacing all LQi

by si.

Gini (based on LQ values) Gini (based on absolute values)
Chemical production 0.4730 0.4843
R&D 0.4646 0.4855
Logistics 0.3051 0.3967
Retail trade 0.2285 0.3292
Construction 0.1927 0.2906

Table 2: Locational Gini coefficients based on the employment in North Brabant

Gini (based on LQ values)
Chemical production 0.4752
R&D 0.4922
Wholesale trade 0.3898
Transportation and communication 0.3797
Retail trade 0.3220
Construction 0.2972

Table 3: Locational Gini coefficients based on employment found by Guillain and Le Gallo
(2010)

Table 2 presents the locational Gini coefficients based on the LQ values and the absolute
employment values. All coefficients, either based on relative (LQ) or absolute values, lead to the
same general conclusions: the chemical and R&D industries are highly spatially concentrated, the
construction and retail trade industries are not, and logistics scores somewhere in between, still
relatively high.3 This outcome is comparable to what Guillain and Le Gallo (2010) found
based on communes around Paris4, as can be seen in table 3.

As can be seen in table 2, the coefficients based on the absolute values are generally higher
than the coefficients based on the LQs. This is not surprising, due to e.g. zoning schemes or the

3In addition, locational Gini coefficients based on number of firms were calculated. Although these coefficients
were lower than the locational Gini coefficients based on employment, similar patterns were observed and hence,
the analysis can be solely based on employment levels.

4French communes have an average surface of 15 km2, while the four-digit postal code areas in North Brabant
have an average surface of 10 km2, and hence, the studies can be compared.

9



fact that the subregions are not equally sized. Based on absolute values only, the conclusion could
be that spatial concentration is present in a particular subregion, while this is only a result of
the size of that subregion. This again shows that absolute and relative concentration have to be
considered simultaneously while identifying ECS-areas.

4.3 Step 2: The identification of ECS-areas

Based on the locational Gini coefficients found for the five different industries, only ECS-areas
for the chemical, R&D, and logistics industry will be identified. Since there hardly is any spatial
concentration in the other two industries, an analysis into the ECS-areas for those industries is
not relevant.

In line with section 3, in step 2.1 of the method, the average employment per subregion is used
as a cut-off value for the absolute employment level and 1 as a cut-off value for the LQ. The cut-off
values used in step 2.3 depend on the purpose of the analysis. In this paper, the policy perspective
is chosen and hence, rather high cut-off values are used in step 2.3 of the method. For the absolute
employment level, the maximum of the 90th percentile and the bound defined in step 2.1 is used
as a cut-off value, meaning that only the top 10 percent subregions can qualify as ECS-areas. For
the LQ, the minimum of the 90th percentile and 2 is determined; the LQ cut-off value is equal to
the maximum of this value and the cut-off value defined in step 2.1 of the method.5 As previously
argued, all statistics used as bounds are calculated based on subregions in which the employment
of the industry is larger than zero. Table 4 presents the cut-off values used for the industries under
study.

emin,1 LQmin,1 emin,2 LQmin,2

Chemical production 140.98 1 253.00 2
R&D 37.09 1 37.09 2
Logistics 232.80 1 694.50 2

Table 4: Cut-off values used for the application of the ECS-area identification method

The method applied to chemical production employment is presented step by step. As spatial
weight matrix W , a matrix based on the borders shared by the subregions is used: for every row-
subregion j, it is determined whether it shares a border with a column-subregion k, if this is the
case wjk = 1, and wjk = 0 otherwise. Furthermore, for clarity reasons, the chemical production
industry is defined to be industry i = 1, the subregions k are coded according to their four-digit
postal code, and the combined areas are coded starting with 1.

2.1 Remove subregions that do not have the potential to become (part of) an ECS-area.

(a) Define emin,1 and LQmin,1.
These are equal to 140.98 and 1 respectively (see table 4).

(b) Code all subregions k ∈ {1, . . . ,K}: bi,k = 1 if ei,k ≥ emin,1 ∧ LQi,k ≥ LQmin,1 and
bi,k = 0 otherwise. Remove all subregions k with bi,k = 0.
Based on this coding, for 18 of the 502 four-digit postal code areas in the province
b1,k = 1. Only these subregions will be considered in step 2.2 of the method.

2.2 In set of remaining subregions, combine subregions that are neighbors.

5An LQ equal to 2 means that the share of industry employment is twice as large as the share of total employment
in a particular subregion; all subregions that are that specialized in a particular industry should be ECS-area
candidates. Instead of the cut-off values based on the 90th percentiles, O’Donoghue and Gleave (2004) propose
to convert LQ values to standardized LQ values and use statistical significance to determine which LQ values are
extremely high. Using a one-tailed approach (i.e. a cut-off value for the standardized LQs of 1.65) results in LQ
cut-off values that do not differ much from the 90th percentiles used in this paper. Since cut-off values on original
LQ values are easier to interpret, these are used in the analysis.
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(a) Determine Bi,j,k = wjkbi,jbi,k.
There are two joins of both two subregions that share a common border for which for both
subregions b1,k = 1, which relate to four nonzeroB-values: B1,5047,5048 = B1,5048,5047 = 1,
and B1,5612,5651 = B1,5651,5612 = 1.

(b) For all j and k for which Bi,j,k = 1, define a new area m ∈ {K + 1, . . . ,M}, with
employment being the sum of the employment values of the different subregions: ei,m =
ei,j + ei,k. In addition, calculate LQi,m.
Two combined subregions were created: e1,1 = e1,5047+e1,5048 and e1,2 = e1,5612+e1,5651.

2.3 Identify ECS-areas based on absolute and relative employment levels.

(a) Define emin,2 ≥ emin,1 and LQmin,2 ≥ LQmin,1.
These are equal to 253 and 2 respectively (see table 4).

(b) Determine βi,c for all areas c ∈ {1, . . . ,M}: βi,c = 1 if ei,c ≥ emin,2 ∧ LQi,c ≥ LQmin,
and βi,c = 0 otherwise. All areas c with βi,c = 1 are identified as ECS-areas of industry
i.
Finally, twelve areas were identified as ECS-areas: one of these is the combined area 1,
consisting of two four-digit postal code areas, and the other eleven ECS-areas only consist
of one subregion each. The combined area 2 created in step 2.2 is not an ECS-area, neither
are the four-digit postal code areas it consists of.

This procedure is shown graphically in figure 2. The figure presents (almost) all four-digit
postal code areas based on their absolute employment in chemical production (X-axis) and their
LQ based on the employment in chemical production (Y-axis). For clarity reasons, one area is not
presented in figure 2 (the absolute employment in chemical production in that area is equal to
4512 with an LQ of 32). All blue diamonds represent one of the 502 postal code areas. In step 2.1,
all subregions to the left or below the purple line (based on the first cut-off values) are removed
from the analysis; the subregions to the right and above the purple line are considered in step 2.2.
The combined areas created in step 2.2 are characterized by a blue square in the figure. Finally,
the ECS-areas defined in step 2.3 are pictured as red diamonds, based on the second cut-off values
(the green line in figure 2).

Figure 3 presents the ECS-areas of the chemical production industry geographically. The
twelve ECS-areas, colored red in figure 3, consist of 13 of the 502 (3 percent) four-digit postal
code areas and together account for 80 percent of all employment in chemical production in North
Brabant.

Besides the red-colored ECS-areas, yellow-colored areas in figure 3 represent the subregions k
for which either LQ1,k ≥ LQmin,2 ∧ emin,1 ≤ e1,k < emin,2 or e1,k ≥ emin,2 ∧ LQmin,1 ≤ LQ1,k <
LQmin,2, characterized in figure 2 by yellow diamonds. Since these yellow-colored areas score high
on one of the concentration measures and relatively high on the other one, these can be highly
relevant for e.g. policy makers to increase the surface of ECS-areas of chemical production in the
region.

The same analysis is conducted for the R&D industry and the logistics industry. Appendix C
present the graphical and geographical representations of the ECS-areas for these industries. The
nine ECS-areas for R&D account for 83 percent of all R&D employment in North Brabant; the 21
ECS-areas for logistics account for 51 percent of all logistics employment in the province. These
numbers correspond with the locational Gini coefficients, which indicate that both the chemical
production industry and the R&D industry were more spatially concentrated than the logistics
industry.

The maps demonstrate that taking into account both absolute and relative spatial concentra-
tion indeed results in different areas than using either one alone. Especially the logistics industry
shows large differences. As an example, compare figures 4(a), based on relative concentration
only, with figure 4(b), presenting the ECS-areas for logistics. Many postal code areas with an LQ
above 2 (colored dark red in figure 4(a)) are not identified as ECS-areas for logistics (colored red in
figure 4(b)), due to the cut-off value on the absolute employment level. For example, the western
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Figure 2: Graphical representation of the ECS-area identification method applied on the chemical
production industry (without one area scoring very high on both axes)

Figure 3: Geographical representation of the ECS-areas for chemical production
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part of the province contains at least seven of these areas and does not contain any ECS-area.
For absolute employment values, a similar conclusion can be made. The other industries analyzed
in this paper show similar patterns, although the differences for the logistics industry are most
apparent.

(a) Location quotient of logistics employment (b) ECS-areas for logistics

Figure 4: Comparison of areas with only high location quotients and ECS-areas for logistics

5 Conclusions and Limitations

In this paper, a method to identify Employment Concentration and Specialization (ECS-) areas
is developed. This method is relevant for various purposes: for evaluating whether agglomeration
economies described by Marshall (1956), Krugman (1991), and Porter (2000) are also rele-
vant on a low geographical aggregation level, for analyzing relationships between the location of
these ECS-areas and other variables such as (intermodal) infrastructure availability, distances to
specialized higher education institutions, land value and housing prices, and for analyzing spatial
employment development over time. With the identification of these areas, the areas that are
most important in terms of an industry’s employment are identified. An analysis into the employ-
ment development in ECS-areas over time gives valuable insights on the regional dynamics of the
economy. In addition, it would be interesting to compare the employment development within
these areas with the employment development in other areas in the region to see whether spatial
concentration is important for firm and industry growth.

This method takes away two important shortcomings of other available measures. First, where
existing measures only consider relative spatial employment concentration (specialization), the
newly developed method takes into account both relative and absolute spatial employment con-
centration. A comparison of ECS-areas and subregions with either a high location quotient or
absolute employment shows that combining absolute and relative employment levels filters out
subregions that are less relevant both from a policy making and location choice perspective. Sec-
ond, although it is needed to subdivide the total region into smaller subregions to apply the
method, the commonly known problems related to a-spatial measures are dealt with, by com-
bining strengths of different existing methods. An application of the method to five different
industries in a province in the Netherlands shows the advantages of the developed method.

An important practical advantage of the ECS-area identification method is that it is very easy
to understand and apply. The method can be shown visually by means of a graph that categorizes
the subregions based on the absolute and relative employment levels per subregion. This is an
advantage in practice; policy makers can use this method to identify the important areas to invest
in and substantiate the choice for these areas rather easily, and managers can use this method for
location choices.
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In addition, since the cut-off values on which the ECS-areas are identified can be chosen flexibly,
the method can be adapted to different purposes. In this paper, it is argued that both absolute
and relative spatial employment concentration are needed to define these areas, but not whether
these are equally important. This may differ per decision maker; for some reasons, some may want
to post stricter cut-off values on the absolute employment level than on the relative employment
level or vice versa, which can easily be done using the newly developed method.

Although the method identifies ECS-areas based on one or more subregions defined, a limitation
of the method still is that it divides the total region into several subregions. Hence, it is advised
to only apply the method to predefined subregions, like e.g. postal code areas, due to the highly
likely relationship between these areas and ECS-areas, due to e.g. zoning schemes. An alternative
would be to use the theory of the distance-based measures to analyze these areas. However, in
this paper a-spatial and neighborhood measures are chosen as a base for the developed method,
since the distance-based methods have high data requirements and need many calculations and
simulations. Nevertheless, it would be interesting to analyze whether the use of distance-based
methods would result in other conclusions.

Another limitation of the method developed is that it only takes into account spatial concen-
tration of employment, not of firms. It could be argued that synergies are more related to spatial
concentration of firms than to spatial concentration of employment. However, from a policy per-
spective, employment concentration is highly relevant, since the employment level can be used as
an estimate of the size of the firm and hence, of e.g. the transport volumes generated by the firm.

Finally, it has to be emphasized that the method is developed to be applied on a low geo-
graphical level. However, although not tested in this paper, the method could also be applied on
a higher geographical level, e.g. NUTS 2 areas. Based on the purpose of the analysis, this could
be of value, but differs from the applications described in this paper.
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Appendices

A Logistics SBI codes

Name (based on ISIC) SBI 1993 code
Chemical production D: 24
R&D K: 73

Logistics

Wholesale trade and commission trade (except of motor vehicles and
motorcycles)

G: 51

Freight transport by road (except for removal transport) I: 60242
Inland water ways freight transport I: 61201-61203
Cargo handling (except for sea transport) I: 63112
Storage and warehousing I: 63121-63123
Other supporting transport activities I: 63401-63402

Retail trade G: 52
Construction F: 45

Table 5: SBI codes for the industries used in this paper

Table 5 presents the SBI1993 codes of the five industries used in this paper. Since no SBI code
exists for logistics, several industries are combined to define the logistics industry. In this paper,
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the logistics industry is defined to consist of the following industries: wholesale trade, freight
transport, cargo handling, storage and warehousing, and other supporting transport activities.
From all firms characterized as wholesale trade firms based on the SBI code (51), the categories
wholesale on a fee or contract basis (SBI = 511), wholesale of live animals (5123), and wholesale in
computers, computer peripheral equipment, and software (5184) are excluded. It may be clear that
indeed the firms in the first two categories are no logistics firms. In the last category mentioned,
the wholesale in software is very dominant, definitely being no logistics, and hence, this category
is also excluded from the analysis. In addition, to exclude wholesale trade firms that are only
responsible for the administrative part of trade and not the physical part, all wholesale trade
firms with less than ten employees were deleted from the database. Administrative trade firms
are mostly relatively small and hence, this seems to be a valid method to exclude these firms.
Furthermore, all firms in the above-described logistics categories with only one employee were
excluded, since for these firms it generally holds that the firm’s address is equal to the owner’s
address, which does not have anything to do with spatial concentration.

B Employment and LQ graphs

Figure 5 presents the distribution of absolute employment for the five industries geographically.
For the categories used in this figure, the average number of employees per postal code area is
used (column 4 of table 1; the boundaries are equal to 0.5 times the average, 1 times the average,
etc.). In addition, figure 6 present the LQs of industry employment geographically.

C ECS-areas for R&D and logistics in North Brabant

Figures 7 and 8 and figures 9 and 10 respectively present graphically and geographically the ECS-
areas for the industries. In figure 7, again one area is left out, since this scores very high on both
axes (absolute employment is equal to 4328 with an LQ of 76).
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(a) Chemical production (b) R&D

(c) Logistics (d) Retail trade

(e) Construction

Figure 5: Spread of employment in absolute numbers over four-digit postal code areas
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(a) Chemical production (b) R&D

(c) Logistics (also presented in figure 4(a)) (d) Retail trade

(e) Construction

Figure 6: Location quotient of employment per four-digit postal code area
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Figure 7: Graphical representation of the ECS-area identification method applied on the R&D
industry (without one area scoring very high on both axes)

Figure 8: Graphical representation of the ECS-area identification method applied on the logistics
industry

18



Figure 9: Geographical representation of the ECS-areas for R&D

Figure 10: Geographical representation of the ECS-areas for logistics (also presented in figure
4(b))
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