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Abstract - The time evolution of power systems is
modeled by systems of differential and algebraic equations
(DAEs) [8]. The variables involved in these DAEs may ex-
hibit different time scales. Some of the variables can be
highly active while other variables can stay constant during
the entire time integration period. In standard numerical
time integration methods for DAEs the most active variables
impose the time step for the whole system. We present a
strategy, which allows the use of different, local time steps
over the variables. The partitioning of the components of
the system in different classes of activity is performed auto-
matically based on the topology of the power system. The
performance of the multirate approach for two case studies
is presented.
Keywords - Multirate time stepping, differential and al-

gebraic equations, power systems simulation, numerical
integration.

1 Introduction

Time evolution of power systems is modeled by large
differential-algebraic systems (DAEs). These systems are
built from the differential and algebraic equations describ-
ing the network, the generators, the voltage regulators, the
speed governors and the dynamic loads. All together they
form a non-linear system in semi-explicit form

y′ = f(t, y, z) , (1)

0 = g(t, y, z) ,

with initial valuesy(0) = y0 andz(0) = z0, such that
g(t0, y0, z0) = 0. It is assumed that the matrix∂g

∂z is non
singular and therefore system (1) has index one. The joint
vector of differential and the algebraic variables is denoted
by u = [y, z]T .

State of art numerical integration methods for DAEs
use time steps that are varying in time, but are constant
over the system variables [5]. Large interconnected power
systems are modeled by very large DAEs of which some
components may exhibit a significantly more active be-
havior than others, distinguishing slow and rapid tempo-
ral variations. A voltage wave propagation due to light-
ning lasts a few microseconds to milliseconds but a sec-
ondary frequency control may have a time duration of sev-
eral minutes. A particular situation is to check the conse-
quences of an outage. In a very large system such as the
European Transmission Network most of the time the con-
sequences of an outage are very well localized and only
a few variables are impacted. Such systems can be effi-
ciently solved using multirate methods [2, 3, 7, 9].

Multirate methods attempt to take large time steps for
slowly varying components and small steps for compo-

nents with a significantly more rapid variation, so as to
speed up the numerical computations.

In this paper we propose a multirate time stepping ap-
proach for time integration of DAE systems describing the
temporal evolution of power system networks. This ap-
proach includes the dynamic partitioning of the system
variables into fast and slow and a self-adjusting strategy
for the selection of the size of the time steps for all the
system components.

This paper is organized as follows. In Section 2 we
briefly introduce the mixed Adams-BDF method that will
be used as our basic numerical integration method. In Sec-
tion 3 the multirate time stepping approach is described
in details. The partitioning of the variables in different
classes of activity is discussed in Section 4. Results of nu-
merical experiments for several test cases are presented in
Section 5. Finally, Section 6 contains the conclusions and
an outlook on further work.

2 Mixed Adams-BDF method

It is common to model the time evolution of power sys-
tems using BDF methods [4]. In this paper we will use the
second-order mixed Adams-BDF method presented in [1]
as our basic numerical integration method. In this method
second-order Adams method is applied to the differen-
tial state variables, whereas algebraic state variables are
integrated using second-order BDF method. The Adams
method we use, is symmetrically A-stable (the domain of
stability coincides with the left complex half-plane) and
thus does not suffer from the hyper stability in contrast to
the BDF method. Therefore, if the DAE system is itself
unstable, the Adams method will lead to an unstable solu-
tion and will allow for detection of instabilities. We, how-
ever, still prefer to use the BDF method for the algebraic
state variables, since it less sensitive to the variations in
the algebraic equations than the Adams method. Detailed
description and the coefficients for both methods can be
found in [6].

Let us assume that we know, at timetn, the numerical
approximation of the solutionun together with it’s first
two derivativesu′

n andu′′
n, and we want to compute the

numerical solution at timetn+1 = tn + τn. We store the
vector of the solution and its derivatives in Nordsieck form

un =

[

un, τnu′
n,

1

2
τ2
nu′′

n

]T

.

Following the usual predictor-corrector approach, we first



compute the prediction by means of Taylor’s formula

uP
n+1 = un + τnu′

n +
1

2
τ2
nu′′

n ,

u′P
n+1 = u′

n + τnu′′
n ,

u′′P
n+1 = u′′

n .

Next we continue with the correction stage

un+1 = u
P
n+1 + (un+1 − uP

n+1)l ,

wherel = (l0, l1, l2)
T is the vector of the coefficients of

the method. Hereun+1 is computed from the following
algebraic system

τny′P
n+1 + l1(yn+1 − yP

n+1) − τnf(tn+1, un+1) = 0 ,

g(tn+1, un+1) = 0 .

For the variable step size control we need an estimate for
the local error at each time step. Following [1], we esti-
mate the local error for an attempted step from timetn to
tn+1 = tn + τn as

En+1 = Kl2||un+1 − uP
n+1|| , (2)

whereK is a method dependent constant. In our strategy
we control theL2 norm of the error.

3 Multirate strategy

In this paper it will be assumed that the variables of
the system (1) can be partitioned into fast and slow

y = [yfast, yslow]T and z = [zfast, zslow]T . (3)

Our multirate time stepping strategy is based on local tem-
poral error estimation and can be described as follows. For
a given global time stepτn = tn+1−tn, we first compute a
tentative approximation at the time leveltn+1 for all vari-
ables. For those components for which the error estimator
indicates that smaller steps are needed, the computation is
performed again with smaller time steps. At this refine-
ment stage we perform a local variable time stepping and
solve the subsystem

y′
fast = ffast(t, yfast, zfast, ω) , (4)

0 = gfast(t, yfast, zfast, ω)

whereω denotes the already computed values of the slow
variables. During the refinement stage, values at the in-
termediate time levels of the slow components might be
needed. These values can be obtained by interpolation.

The intervals[tn, tn+1] are called time slabs. After
each completed time slab the solutions are synchronized.
In our approach, these time slabs are automatically gener-
ated, similar as in the single-rate approach, but without im-
posing temporal accuracy constraints on all components.

An important issue in our strategy is to determine the
size of the time slabs. These could be taken large with a
large multirate factor, or small with a lower multirate fac-
tor. A decision can be made based on an estimate of the
number of components at which the solution needs to be
calculated, including the overhead due to coupling.

tn

tn+1

Figure 1: Example of a time slab.

In this paper we consider two levels of activity: slow
variables and fast variables. One can also allow for more
levels of activity. In this case, the desired accuracy does
not necessary have to be achieved during the first refine-
ment. The refinement can be continued until the error esti-
mator is below a prescribed tolerance for all components.
An example of a time slab with two levels of refinement is
shown in the Figure 1.

3.1 Refinement tolerance

Let us denote the tolerance prescribed by the user by
Tol. During the refinement stage we recompute the most
active components of the system. Since the toleranceTol
is used to control theL2 norm of the error for all the vari-
ables, the tolerance used during the local variable time
stepping should be relaxed.

By controlling the discreteL2 norm of the error we
require

(

1

m

m
∑

i=1

e2
i

)1/2

< Tol , (5)

where byei we denote the local error for thei-th compo-
nent andm is the total number of variables. While doing
the local refinements, in order to efficiently achieve the
same accuracy as in the single-rate time stepping we de-
termine

Tollocal = argmax
Tol∗>0





1

m





∑

i:|ei|<Tol∗
e2

i

+
∑

i:|ei|≥Tol∗
Tol∗2









1/2

≤ Tol . (6)

Relation (6) can also be written as

Tollocal = argmax
Tol∗>0

(

∑

slow

e2
i + mfastTol∗2

)

≤ mTol2 ,

(7)
wheremfast denotes the number of fast variables (the vari-
ables for which|ei| ≥ Tol∗).

In practice, there is no easy way to determineTollocal

from (7). One can perform a loop fromTol∗ = Tolmax

to Tol∗ = 1 and stop at the first value ofTol∗ which will
satisfy the inequality in (7).



3.2 Choosing the size of the time slabs

The size of time slabs is determined automatically
while advancing in time. When we are done with the pro-
cessing of then-th time slab of size∆tn, the size of the
next time slab is taken as

∆tn+1 = Sn+1τ
∗
n+1 , (8)

whereSn+1 is the estimated multirate factor for the(n +
1)-st time slab, andτ∗

n+1 is the optimal time step size
which would give us an estimated error smaller than the
given tolerance if we were to use a single-rate approach
for the next time step fromtn to tn + τ∗

n+1. For the first
time slab we useS1 = 1.

3.2.1 Estimation ofτ∗
n+1

Using the information available from then-th time
slab we can estimate the value ofτ∗

n+1 for the next time
slab. This is done using the standard step size control tech-
nique; the only difference is that for each component we
use the information from the last available local time steps
from the last time slab[tn−1, tn]. For example, in the time
slab depicted in Figure 2, in order to estimateτ∗

n+1, we
will use the information from the hatched areas, where the
last local time steps beforetn have been taken.

Let us denote bŷτn the size of the last time step during
the local refinement. We will also assume that a numerical
integration method of orderp is used. In order to estimate
the optimal single-rate time stepτ∗

n+1 we will use the lo-
cal errorsei for the slow variables and rescaled local errors
(

∆tn

τ̂n

)p+1

ei for the fast ones. Here byei we denote the

estimated local error for the variablei. The norm of this
joint slow and rescaled fast errors vector will be denoted
by En.

tn−1

tn

Figure 2: Time steps used for the estimation ofτ
∗

n+1.

We determineτ∗
n+1 by

τ∗
n+1 = ϑ∆tn

p+1
√

Tol/En , (9)

whereϑ is a safety factor.
Expression (9) gives us an estimate of a step size with

which we expect a norm of local error smaller than the
tolerance.

3.2.2 Estimation ofSn+1

We assume that the multirate factor for the processed
n-th time slab of size∆tn wasSn. It means that during
the local refinement in then-th time slab we performedSn

smaller steps.
The estimation ofSn+1 will be based on the antici-

pated number of fast variables. In order to estimate the op-
timal multirate factor we study several hypothetical com-
putations for this last time slab. In these computations we

consider what would have happened if we had taken the
multirate factor larger thanSn. In particular we consider
what would have happened if

S′
n = Sn + k (10)

or

∆t′n =
Sn + k

Sn
∆tn , (11)

for k = 1, . . . , kmax. In our test we usekmax = 10.
The local errors can be estimates as

e′i =

(

Sn + k

Sn

)p+1

ei. (12)

Following the procedure from Section 3.1 for eachk
we determine the refinement tolerance and the number of
fast components. We choose the maximum value ofk for
which number of fast variables is smaller thanαrejectm

Sn+1 = Sn +max{0 < k < kmax|mfast(k) < αrejectm} .
(13)

4 Partitioning strategy

Partitioning of the variables in slow and fast can be
fixed and given in advance, or it can vary in time and
should be performed automatically during the time inte-
gration process. In this section we present a strategy for
automatic partitioning of both differential and algebraic
variables. This strategy is based on the local time vari-
ation of the numerical solution of the system and on the
topology of the power system.

A power system can be usually decomposed in two
parts:

• a large network which consists of a set of nodes
(each node introducing two variables) connected by
a set of branches (lines, cables and transformers),

• a set of components (synchronous machines, mo-
tors, loads. . . ) which are usually connected to a par-
ticular node.

This particular structure can be used to derive a dedicated
partitioning strategy.

We first perform a single step with step sizeτ and us-
ing an error estimator we determine the variables which
do not satisfy the criterion

|ei| < Tollocal , (14)

where againei is the estimated local error for the variable
i andTollocal is the computed local tolerance. These vari-
ables will be called fast.

To allow for accurate computation of the fast variables,
during the refinement stage, we also recompute the slow
variables which are strongly coupled to the fast ones. The
propagation of the fast status is performed as follows:

1. All the components which contain at least one fast
variable are classified as fast.



2. All the nodes which contain at least one fast variable
are classified as fast.

3. The connection node of a fast component is classi-
fied as fast.

4. The fast status of the nodes is then propagated
through the network:

(a) The graphG is defined as follows:

• A node inG is defined for each electrical
node;

• An edge is defined between two nodes
of G if there exists at least one branch
linking the two corresponding electrical
nodes;

• A weight representing an “electrical dis-
tance” will be associated to each edge of
G. Let us denote byC1 andC2 the two
2 × 2 sub-matrices of the admittance ma-
trix coupling the pairs of variables associ-
ated nodes 1 and 2. The weight between
node 1 and 2 is defined as

l12 = min

(

1

‖C1‖∞
,

1

‖C2‖∞

)

(15)

where

‖C‖∞ = max |Cij |.

(b) Each node at a distance less than a given pa-
rametertolG from a fast node is classified as
fast.

5. All the variables belonging to a fast node or a fast
component are classified as fast and will therefore
be updated during the refining phase.

The creation of a table containing, for each node, the
list of strongly connected nodes can be efficiently (through
a modified Dijkstra algorithm and a parallel implementa-
tion) performed off-line before the start of the simulation.
With this off-line preparation, the cost of the above parti-
tioning is almost negligible during the simulation.

5 Case studies

In this section we present numerical results for two test
problems. For the results reported here we used quadratic
interpolation to obtain missing component values. Lin-
ear interpolation was also tried and the results were nearly
identical; this simply indicates that the interpolation errors
are not significant in these tests.

The computational costs are presented in terms of
number of function evaluations, number of Jacobian eval-
uations and number of Newton iterations. We estimate the
total computation cost by means of formula

C = 1.2 · 10−7NFuncEval+ 7.2 · 10−7NJacEval

+5 · 10−7NLUFactor+ 5 · 10−8NNewton.

Here the coefficients represent the reference costs per vari-
able or equation and are based on the benchmarks in a par-
ticular software package. The countersNFuncEval, NJacEval,
NLUFactor andNNewton also take into account the number
of the variables or the size of the matrix involved in the
corespondent calculation. In our solver a LU-factorization
is preformed after each update of the Jacobian, hence
NLUFactor = NJacEval. From the cost coefficients it is visi-
ble that the computational cost is dominated by the cost of
the Jacobian evaluations.

In our implementation of the single-rate and multirate
solvers we try to reduce the number of Jacobian evalua-
tions. A full Jacobian evaluation is performed only if it is
strictly necessary:

• at the beginning of the time integration;

• the Newton method does not converge.

In all other cases (change of the time step, a discontinuity
detected, etc), when necessary, we perform a local Jaco-
bian update.

5.1 A chain test problem

For our first test problem we consider a power sys-
tem composed of a chain of 100 small subsystems con-
nected by very long lines. Each subsystem comprises a
generator and the corresponding controllers modeled by
30 equations, a step-up transformer and an impedant load.
A schematic illustration of the chain is presented in Figure
3. The resulting system contains 4970 variables, 3089 of
which are algebraic.

Figure 3: Chain of 100 subsystems.

A short-circuit of 100 ms is performed at the first high
voltage busbar. During the very first second, this event
strongly affects the beginning of the chain while the rest
of the system remains more or less constant. The impact
of the short-circuit propagates to the neighboring subsys-
tems while being progressively damped.
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Figure 4: Solution for two components.

Figure 4 shows the time points in which the solution
for two variables, one fast and one slow, were computed.
It is seen that the time steps used for the fast variable are
much smaller than the ones used for the slow variable. The



solution of the fast variable on this interval is computed by
26 time steps, whereas only 5 time steps are needed for the
slow variable. In this simulation 70 fast variables were ob-
served.

Table 1 shows the number of function evaluations,
number of Jacobian evaluations, number of Newton itera-
tions, estimated costs and the weightedL2- and infinity-
norm errors for the single-rate and multirate methods.
From these results it is seen that a substantial improve-
ment in number of function evaluations is obtained. For
the single-rate method, the number of function evaluations
is four times larger. Moreover, the error behavior of the
multirate scheme is very good. The speed up in terms of
estimated costs is smaller than the one based on the num-
ber of function evaluations. This reduction in speed up
is due to large number of Jacobian evaluations. This is
again visible from the results presented in the table. An
improvement of the local Jacobian evaluation within mul-
tirate time stepping is needed.

single-rate multirate
||error||2 4.22 · 10−5 4.22 · 10−5

NFuncEval 184326 47102
NJacEval 11892 15355
NNewton 184326 47102
C 0.045 0.026

Table 1: Errors and computational costs for the chain problem.

5.2 PEGASE problem

As the second test we consider the PEGASE problem.
This problem is a dedicated test case constructed by the
PEGASE consortium [10]. The system modeled is loosely
inspired from the European transmission grid in terms of
size (number of branches, nodes, generators, loads), topol-
ogy and type of units (nuclear, hydro, TGV). The problem
is modeled by a DAE system with 123465 variables, of
which 50235 are algebraic.

The main features of the PEGASE test system are

• 15350 buses.

• 3824 synchronous machines with generic models of
AVRs, speed governors and turbines.

• 4853 dynamic loads. Some of them include
an equivalent of the distribution transformer and
medium-voltage feeder.
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Figure 5: Diagram of the disturbtion of a machine’s excitation controller.
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Figure 6: Time evolution of one fast and one slow variable.

single-rate multirate
||error||2 2.07 · 10−3 6.87 · 10−4

NFuncEval 29014275 798470
NJacEval 2800147 274167
NNewton 30866250 555454
C 8.44 0.45

Table 2: Errors and computational costs for the PEGASE problem,
α = 0.2.

single-rate multirate
||error||2 4.88 · 10−4 4.80 · 10−4

NFuncEval 7284435 618885
NJacEval 263660 263764
NNewton 7037505 372033
C 1.54 0.47

Table 3: Errors and computational costs for the PEGASE problem,
α = 0.

single-rate multirate
||error||2 1.55 · 10−3 4.29 · 10−4

NFuncEval 30125460 13199491
NJacEval 3087649 3382476
NNewton 32100900 13006130
C 8.98 6.35

Table 4: Errors and computational costs for the PEGASE problem,
α = 0.5.

We solve this problem on the time interval0 < t <
T = 20. One of the machines has its excitation controller
disturbed by a local sustained instability (see Figure 5).
The parameterα characterizes the extent of this distur-
bance with respect to the classical control loop. Ifα = 0
then the machine is correctly controlled and the instabil-
ity should not affect the network. Ifα = 1 then the ma-
chine is steered in open-loop by the local instability which
will strongly affect the network. In our test we consider
α = 0.2. We expect that this event will only have a local
impact and hence, multirate method will be able to exploit
this difference in the time scales.

Figure 6 shows the time points in which the solution
for two variables, one fast and one slow, were computed
during the time interval when the disturbance occurred.
It is seen that the time steps used for the fast variable are
much smaller than the ones used for the slow variable. The
solution for the fast variable on this interval is computed
by 46 time steps, whereas only 1 time step is needed for
the slow variable.

Table 2 shows the number of function evaluations,
number of Jacobian evaluations, number of Newton iter-
ations, estimated cost (in seconds) and the weightedL2-
norm error (measured with respect to an accurate refer-
ence solution) for the global time interval[0, T ] for the
single-rate and multirate methods. From these results it



is seen that a substantial improvement in cost is obtained.
For the single-rate method the estimated costs are twenty
times larger. Moreover, the error behavior of the multirate
scheme is very good.

For comparison, in Table 3 and Table 4, results for two
additional values of the parameterα are presented. For
the test case withα = 0 the disturbance is isolated and
does not propagate through the network. For this case the
number of function evaluations and number of Newton it-
erations required by the single-rate solver are considerably
larger than for the multirate solver. Due to the use of local
Jacobian updates, the total number of Jacobian evaluations
is similar for multirate and single-rate solver for this value
of α. This is also the reason why the speed-up in the total
computation time is not so large as forα = 0.2. For the
test case withα = 0.5 the disturbance strongly affects the
network making most of the variables active. No signifi-
cant speed up is achieved in this case.

6 Conclusions

In this paper we presented a multirate time stepping
strategy for systems of differential and algebraic equations
resulting from modeling of power systems. The algorithm
for dynamic partitioning of the components into slow and
fast was described. Numerical experiments confirmed that
the efficiency of time integration methods can be signif-
icantly improved by using large time steps for inactive
components, without sacrificing accuracy.
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