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   C h a p t e r  O n e  

1 Introduction 
This chapter will introduce the scope of this thesis. After a short 
introduction to the field of Spintronics I will introduce the main subject 
of study: the Racetrack memory; a memory type with beneficial 
properties that potentially lead to a universal memory that is non-
volatile, fast and cost effective. Research in this thesis is aimed at 
enabling Racetrack. Subsequent paragraphs in this chapter will further 
introduce the detailed aspects of  Racetrack and form a fundamental 
basis. Finally in the last paragraphs I will give a short summary of the 
current state of research on this subject and determine the scope of this 
thesis. 
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Present information technology is based on electron transport and magnetism. 
Magnetism has been most successful in high-density storage, such as hard disks. For the 
integration of magnetic storage into electronic circuits, mechanisms are necessary to 
convert electric current into magnetic information and vice versa. The most common 
and oldest electro-magnetic coupling is the one arising from Faraday’s law, discovered 
in the early nineteenth century (Figure 1.1). Faraday’s law describes the electro motive 
force induced by a magnetic field in a wire loop. This electro motive force, which in 
fact is an electrical current can be used to read information that is stored in magnetic 
bits. The opposite was first discovered by Oersted: an electrical current through a wire 
loop generates a magnetic field. This field can be applied to write information in 
magnetic bits. 

Both mechanisms have been replaced by various spintronic [1] effects; effects based on 
the spin quantum property of an electron and subsequent coupling to the charge 
property of an electron. A mechanism called Anisotropic Magneto Resistance (AMR) 
[2] is more efficient than using Faraday induction and is used in magnetic tape and hard 
disks since the early days. In the late twentieth century AMR has been replaced by 
Giant Magneto Resistance (GMR) [3, 4] followed quickly by Tunneling Magneto 
Resistance (TMR) [5] for reading magnetic bits in most commercial magnetic recording 
systems. Writing of magnetic bits in today’s commercial recording systems, on the 
other hand, still relies on the Oersted field generated by a wire loop. A spintronic 
alternative that potentially could take its place as a writing mechanism is Spin Transfer 
Torque (STT)i. STT refers to the ability of conduction electrons to transport the local 
magnetization of the host material over prolonged distances and is discussed in detail in 
chapter 1.3.4. Recent achievements in STT systems has enabled Magnetic Random 
Access Memory (MRAM) [6, 7] which now nears the point of commercializationii. 
STT-MRAM combines the best properties of two kinds, first it is, as a magnetic system, 
nonvolatile and secondly, as a chip memory, it is fast and not susceptible to wear. 

Yet another step of further integration of magnetic memory and electronic accessibility 
is the Racetrack memory as envisioned by Stuart Parkin. In Racetrack memory the STT 

                                              

i Also referred to in the literature and in this thesis as Spin Momentum Transfer (SMT) 

ii IBM and TDK have produced a 4-Kbit test device in a joint effort; Everspin, Grandis, Crocus Technologies and Hynix & 
Samsung have all announced to produce demonstration STT-MRAM chips by the end of 2009. 
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effect is not only used to change the magnetization of predefined magnetic bits, it is also 
used to push several magnetic domains of uniform magnetization through a long 
magnetic nanowire. Trains of binary information encoded in magnetic domains are so 
transported to the location in the wire where they are stored for a prolonged period of 
time. Racetrack potentially combines the nonvolatility of magnetic storage, high speed 
and low wear of solid state memory and the price per bit of mass storage devices such 
as hard disc drives (HDD’s). Details of the conceptual Racetrack memory and the 
challenges for further development are discussed in chapter 1.1. 

 
Figure 1.1 27th December 1855, inventor and scientist 
Michael Faraday lectures at the Royal Institution the 
Christmas lecture for children which were crowded with 
interested listeners. The Prince Consort with his sons, the 
Prince of Wales and the Duke of Edinburgh are seated in the 
front row facing Faraday. From a painting by Alexander 
Blaikley. 

The work presented in this dissertation is aimed at further enabling the Racetrack 
memory. The concept of the Racetrack memory itself will be introduced in the next 
paragraph. Bits of information are stored in Racetrack as magnetic domain walls 
(DWs). These DWs can be pushed around by current pulses in order to transport them 
from the read/write device to the place where they are stored. Of key importance to  
Racetrack is the ability to control dynamic domains in a highly predictable way, hence 
good understanding of magnetization dynamics is needed. Chapter 1.3 introduces 
successively the intrinsic precessional motion of local magnetic moments exposed to an 
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external magnetic field; the phenomenological description of damping of magnetization 
motion; a 1-dimensional (1D) analytical model describing magnetization motion in 
nano-sized Racetrack wires and finally the Spin transfer torque effect, the mechanism of 
key importance where Racetrack relies upon. 

1.1 Magnetic Racetrack Memory 

Racetrack memory as envisioned by Stuart Parkin [8-13] is a chip based magnetic 
memory where bits of information are stored as magnetic domains in nano-sized 
magnetic wires. Little magnetic domains are injected at the bottom of a U shaped wire 
and transported up into one of the wire ends by a current through the wire using the 
phenomenon of STT. By writing successive bits and pushing them up in the nanowire 
with nanosecond long current pulses data can be written in the wire. Reading occurs by 
pushing the domains back with reversed current pulses towards a reading device such as 
a TMR sensor at the chip surface. To prevent data loss during readout, wires are U 
shaped; successive domains are then shifted from one end of the wire through the 
bottom part of the U to the other end of the wire. Figure 1.2 (a) shows such a U shaped 
wire with the reading and writing device at the bottom of the U on the chip surface. Bit 
positions along the nanowire are defined by pining sites. Pinning sites can be fabricated 
by for example varying the cross-section of the wire or by modulating the magnetic 
material. Besides controlling the bit length, this also aids the stability of the bits against 
external perturbations such as thermal fluctuations and stray fields from neighboring 
wires. Writing of a bit is done by switching the magnetization direction of a domain by 
means of a localized external field obtained from for example the Oersted field from a 
crossing wire. Alternatively writing could be performed by means of STT with passing 
a current from a magnetic nano-element into the wire or by using the fringing fields of a 
DW in a proximal nanowire writing element. 

To shift the DWs along the nanowire the use of nanosecond long current pulses and 
subsequently the mechanism of STT is elemental. Application of a uniform field would 
move opposite DWs in opposite directions leading eventually to the annihilation of 
DWs and thus to loss of data. The nano wires need to be sufficiently small in diameter 
(< 500 nm) for the STT effect to dominate over the self-field of the current. By making 
the nanowires sufficiently tall, 10 to 100 domains can be stored per nanowire. 
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a b

c

 
Figure 1.2 (a) Racetrack memory is a ferromagnetic nano-
sized wire, with data encoded as a pattern of magnetic 
domains (bright and dark). Nanosecond long current pulses 
shift the entire pattern of DWs coherently along the nanowire 
past reading and writing elements. (b) High data density is 
obtained by fabricating an array of such wires on the chip 
surface. (c) A horizontal configuration could initially be 
fabricated. Even in this configuration, which is easier to 
fabricate, data densities can be obtained that could potentially 
compete with nearly all solid state memory types. 

By fabricating the nanowires perpendicular on the chip surface the chip area occupied 
by each wire area is kept to a minimum and very high data densities can potentially be 
obtained. However, fabricating such wires is a substantial challenge and a much simpler 
2-dimensional geometry (Figure 1.2 (c)) would already be competitive to most solid 
state memory types. Moreover such planar geometry is also beneficial for exploring the 
physics of domain motion in Racetrack nanowires in a laboratory environment. In 
chapter 2.2 a chip made at IBM to test horizontal Racetrack memory magnetic wires is 
introduced. This test structure is then used for all the experiments shown in this thesis. 

Because there are no moving parts involved and Racetrack is a purely solid-state 
memory it has the potential to be a fast random access memory that can compete with 
most solid state memory types. Secondly Racetrack stores bits of data as magnetic 
domains and thus retains its contents even when unpowered. This is a great advantage 
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over traditional RAM memory as no ‘boot up’ is required. Thirdly, the 3-dimensional 
Racetrack could potentially obtain such high data densities that the price per bit can 
become comparable to or even lower than that of HDD’s. Finally, when Racetrack is 
comparable or better than both the internal RAM memory and the external storage HDD 
of computer systems it can replace both thereby significantly simplifying the overall 
system architecture [8]. 

The key concept and one of the most challenging aspects of Racetrack is the controlled 
movement of DWs along the nanowire by means of current pulses. Current driven DW 
motion has been studied in a number of materials and geometries. We here focus on 
permalloy (Ni81Fe19) Racetrack nano wires with square cross-section ranging in 
thickness form 10 to 20 nm and width from 100 to 500 nm. Most studies on current 
induced DW motion report of a critical current below which no DW motion is observed. 
Critical currents in permalloy range from 109 to 1012 A/m2 depending on the 
measurement technique and geometry [14]. At such high current densities significant 
joule heating of the nanowire occurs and temperatures close to the Curie temperature 
may be obtained. This is of major concern first because reaching the Curie temperature 
would erase all data but also getting close to the Curie temperature could already cause 
instabilities by, for example, the creation or annihilation of DWs. Secondly the 
temperatures obtained may be so high that structural damage occurs to the nanowire. 

Beside material and geometry dependence other approaches to lower the critical current 
have successfully been investigated. Thomas et al. [15] showed the possibility to de-pin 
a DW from a notch by applying a series of current pulses matching to the oscillatory 
resonance frequency of the DW. In doing so they were able to resonantly amplify the 
DW motion which eventually de-pins the DW. Thus by applying a well timed series of 
smaller current pulses one can de-lodge and move DWs where supplying the same 
current density in DC would not affect the DW. That control is a subtle and important 
issue as well, is demonstrated by a similar experiment. By again using current pulses 
timed in accordance with the resonance frequency of the DW it is possible to de-lodge 
and propagate a DW in the direction opposite to the electron flow [16]. 

In the next paragraphs details of the static structure of DWs will be addressed. Then, in 
chapter 1.3, the dynamics of DWs in motion in Racetrack nanowires will be further 
explained. 
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1.2 Magnetic Domains 

Weiss first postulated the concept of magnetic domains [17] to explain the extremely 
high permeability of ferromagnetic materials which could be done by assuming that the 
sample was divided into multiple fully magnetized regions. The concept was further 
exploited by Barkhausen [18] and finally confirmed in the 1930s with the work of Bitter 
[19]. 

 
Figure 1.3 Wide field of view Kerr microscope image of a Co 
meso-structure of 10 micron wide. Different shades of gray are 
obtained for areas with different magnetization direction. 
Visible are the closure domains that reduce the total magneto-
static energy by reducing the wringing field lines. 

Magnetic domains are formed by the competition between the various energy terms 
involved in a magnetic object. The energy of a magnetic structure is the sum of the 
exchange energy, the anisotropy energy, the Zeeman energy and the demagnetization 
energy. The magnetic system seeks to minimize its overall free energy. Since the 
magnitude of the magnetization cannot change the way to minimize the energy is to 
vary the direction of the magnetization. The exchange energy seeks to align the spins 
with each other, the anisotropy energy seeks to align the spins with an axis determined 
by the crystal structure, the Zeeman energy aligns the spins with an external field. 
Minimization of these energies will lead to some compromise that leads to the lowest 
overall energy direction for the magnetization. When also the magneto static dipole-
dipole interaction is taken into account, known as the demagnetization energy, a non-
uniform magnetization will generally be found as the lowest compromise of the overall 
energy. Short range exchange energy will prevail a configuration with the spins aligned, 
large range dipole-dipole interaction will however prevail a magnetic state with minimal 
net magnetization. Typically this competition leads to large domains with uniform 
magnetization separated by narrow intermediate regions, called the domain walls. 
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Figure 1.3 shows an optical Kerr image of a typical domain formation in a permalloy 
thin film structure. 

 
Figure 1.4 Neél domain walls in nano-strips. (a) no DW 

canting out of the plane ( = 0), (b) DW is partially canted out 

of the plane ( = /4). 

In magnetic nanowires where the thickness and width is so small that the magnetization 
can be assumed uniform over the thickness and width, relative simple calculation of the 
DW structure is possible. Due to the large demagnetization field induced by the thin 
film, rotation of the magnetization in a static domain wall within the plane of the thin 
film is favored, as depicted in Figure 1.4 (a). Only in the dynamic case, as discussed in 

the next chapter, chapter 1.3.3, a finite angle, , out of the plane may exist which is 
depicted in Figure 1.4 (b). By calculating the minimum of the total energy involving all 
energy components including the dipole-dipole interaction one can determine the wall 
profile which has been calculated [20] for the Neél wall as shown in Figure 1.4 (a) and 
is given by: 

   02arctan exp ,x xx
        

 (1.1) 

with  the angle of the local magnetization in the wall, x the position along the nanowire, 

x0 the central position of the domain wall and  the width of the domain wall. For real 

physical systems of interest here, which may have non uniform magnetization in any 
direction analytical calculation becomes too complicated. Numerical micro-magnetic 
calculations are then the avenue of choice. Figure 1.5 shows the calculated results for 
two permalloy nanowires of 20 × 100 nm and 20 × 300 nm cross section respectively. 
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The smaller nanowire still shows good agreement with the above shown Neél wall, 
called transverse DW in this context. In the larger nanowire another DW structure 
becomes favorable where the true 3 dimensional size of the structure is used to further 
lower the total overall DW energy. This so called vortex DW is energetically favorable 
in nanowires with a width of 200 nm or more when the thickness is 20 nm [21, 22]. 

 

 
Figure 1.5 Micro magnetic simulation of the stable state of a 
DW in a 20 nm thick permalloy nanowire of 100 nm (top) and 
300 nm (bottom) width. 

1.3 Magnetization Dynamics 

In this paragraph we will derive equations of motion for a DW in a nano-sized wire. 
First the dynamics of localized magnetic moments will be illuminated, then we will 
transform the obtained equations into an Euler Lagrange form. Finally by assuming the 
possible macroscopic magnetization structure the Euler equations of motion will be put 
into coordinates of a rigid DW. The so obtained analytical equations are shown to be 
very useful for assessing macroscopic properties of a propagating DW. 

1.3.1 Precession 

Equivalent to a current carrying wire loop an electron spinning about its axis induces a 
magnetic field [23]. The magnitude of such magnetic field, M, is related to the angular 

momentum associated with electron spin, S, by the gyromagnetic ratio : 

 M S . (1.2) 
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As first demonstrated by Faraday, a magnetic field exerts a torque, T, on a current 
carrying loop given by: 

  T M H . (1.3) 

Classically, torque exerted on a rigid body induces an angular momentum, L, given by: 

 d
dt


L T . (1.4) 

Quantum mechanically equation (1.4) remains valid when L and T are interpreted as 
operators in a Hilbert space and can be used for a spin system by replacing L by the 
operator S: 

 d
dt


S T . (1.5) 

By combining the equations (1.2), (1.3) and (1.5) an equation of motion for the 
magnetic moment of an electron is obtained: 

 d
dt

 
M M H . (1.6) 

Multiplying equation (1.6) with M shows that the magnitude |M| does not change, 
regardless the field, H, applied: 

  2 0d
dt

     M M M M M H  (1.7) 

and multiplying the same equation with H shows that the angle between H and M 
remains constant at all times: 

     0d
dt

      H M H M H M H , (1.8) 

thus, what equation (1.6) describes is a precessional motion as sketched in Figure 1.6. 
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M(t)

H
=0H dM/dt

 
Figure 1.6 Magnetization precession. 

Since the magnitude of magnetization remains unchanged it has advantages to rewrite 
the equation into spherical coordinates. For that we first rewrite the field H in terms of 
potential energy U(M), where U(M) is defined as the work done when M rotates 
against the forces acting on it 

 
0

1 ( )U



 


MH

M
. (1.9) 

The potential energy caused by the application of an external field HA on a magnetic 
moment is than given by 

  0 AU   M H  (1.10) 

and is called the Zeeman energy. The precession equation for magnetic moment in 

spherical coordinates  and , as defined in Figure 1.7, is than given by two differential 
equations: 

 

0

0

0

0

sin( )

sin( )

S

S

U
M

U
M




  



  







 






 (1.11) 

These equations could be derived form a Lagrange function [24] as first pointed out by 

Döring when a Lagrangian,  is defined as: 

  0

0

cosSM U
 


    . (1.12) 

Magnetization then obeys the classical Euler equations of motion 
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 0
i i

d
dt q q

 
 
 

  
 

 


, (1.13) 

with qi =  or . This describes the precessional motion of a magnetic moment in any 

potential field U assuming no energy is lost. 

e


e






x

z

y

 
Figure 1.7 Definition of the spherical coordinates used, 

 0..   and  0..2  . 

1.3.2 Damping 

In real systems, however, energy is dissipated through various avenues and the 
magnetization motion is damped until an equilibrium is reached. Energy dissipation 
takes place, for example, through the excitation of spin-waves, by the formation of 
Eddy currents or by direct coupling to other fields, e.g. strain fields. All energy 
eventually ends up as microscopic thermal motion in the lattice system (phonons), the 
magnetic system (magnons) or as thermal excitations of conduction electrons. An 
elegant way to introduce damping in the equations of motion (Eq. (1.13)) is by adding a 
Rayleigh dissipation function, as proposed by Gilbert[25, 26] and presented in 
conjunction with experimental data on the first conference on Magnetics and Magnetic 
Materials in 1956 in Pittsburgh, Pa [27]. In classical mechanics the frictional force is 
proportional to the velocity of the particle. Frictional forces of this type may be derived 

in terms of a function , known as the Rayleigh dissipation function, and is defined as 

  2 2 2
, , ,

1
2 x i x y i y z i z

i
k v k v k v   , (1.14) 

where the summation is over the particles of the system [28]. The Euler equations now 
become 
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 0
i i i

d
dt q q q

  
  
 

   
 

  
 

. (1.15) 

For a magnetic system the time derivative of magnetization is taken as the equivalent of 
particle velocity and a Rayleigh function is then defined as [24] 

  2 2 20

0

sin
2

SM
  


    , (1.16) 

with the Euler equations as defined in(1.15). At this point Gilbert derived the Cartesian 
differential equation for magnetization dynamics in his original thesis [26] known as the 
Landau Liftshitz Gilbert (LLG) equation, also in recognition of Landau and Liftshitz 
who already had arrived at an equation for magnetization dynamics with damping 
incorporated in a slightly different form. The LGG equation than reads 

 0 eff
SM

    M M H M M  . (1.17) 

The magnetization vector that precesses around the applied field, as depicted in Figure 
1.6, will now gradually lose its energy and spiral down to the direction of the applied 
field. Equation (1.17) can easily be transformed in a more tractable form by eliminating 
the time derivative of the magnetizationi in the right hand part of it: 

  2 0
0(1 ) eff eff

SM


       M M H M M H . (1.18) 

Equation (1.18) is sometimes called the Landau Liftshitz form (LLE) of LLG, even 
though the original equations from Landau and Liftshitz had a different form of 
damping incorporated and were not equivalent to the LLG equation [29]. In the next 
paragraph we will continue with the Lagrange form of the equations and use it to obtain 
equations of motion in a transformed coordinate system which leads to the very 
valuable one dimensional equations of motion for domain walls. As developed by 
Malozemoff and Slonczewski [30] and others in the 1970’s. 

                                              
i Which can be verified by substituting M H  in the second term on the right hand of (1.18) and use of the vector equality 

          a b c a c b a b c . 
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1.3.3 One Dimensional Model for Domain Wall Motion 

The equation for magnetization dynamics in Euler form, Equation (1.15), is very useful 
for constructing equations for magnetization dynamics pertained to a given class of 
structures. It has been showed that the structure of prevalence separating two domains 
in a flat nanowire can be approximated by a Bloch wall in just one dimension [24] while 

the magnetization is constant in the other two dimensions (    , ,t x tM x M ). If we 

restrict the configuration space of domain walls to this class of profiles and the only 
variation in the Euler equations allowed are that of changing the class parameters we 
can directly obtain equations of motion for the magnetization structure as a whole 
described by the profile parameters. The Bloch wall is described by its position q(t) and 

its canting out of the plane (t) and is given in spherical coordinates byi 

 
   

   

, 2arctan exp ,

, ,

z q t
x t

x t t



 

  
      


 (1.19) 

where  is the domain wall width. If we now substitute  and  in the Lagrangian and 

Rayleigh function we obtain these functions in terms of q(t) and (t). The Euler 

equations are obtained by seeking stationary points in the integral of  by variation of 

the functions qi. After substitution of  and  we first integrate  over the whole space 

(x,y,z) to eliminate z, we obtainii 

 0

0

2 SM S q W



   , (1.20) 

where S is the surface area of the nanowire cross section and W=W(q,) the potential 

energy of the system as a whole in terms of q and . Equivalent for , we obtain 

 
2

20

0

SM S q



 

    



 . (1.21) 

                                              
i qi refers to any function to vary in the context of the Euler functional analysis, q and q(t) refer to the DW position along a one 

dimensional nanowire. 

ii Note that the function to be integrated over x,y and z only depends on z and note that integration becomes very simple with the 
useful property / sin /x     . 
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Solving the Euler equations (Equation (1.15)) for qi is q(t) and (t) respectively results 
in the equations of motion for the domain wall: 

 
 

0

0

0

0

2 ,

2 .

S

S

M SW q
q

M SW q

 



 

 

      


  


 



 (1.22) 

With these equations we can describe DW motion as a rigid particle moving in a 
potential field W in one dimension. In order to perform particular calculations and 

derive q and  we need an explicit expression for the potential energy W where the DW 
is exposed to. The potential energy for a DW in a flat and narrow nanowire is the sum 
of several terms. First there is the Zeeman energy caused by the applied field H, as 
shown before (Equation (1.10)) but now as an energy of the whole nanowire system and 
in terms of DW position, the Zeeman energy is given by: 

  02Zeeman SW M HSq t  . (1.23) 

with H the applied field in the direction of the nanowire. Secondly due to the 
demagnetization energy the DW has an energy that is dependent on the out of the plane 
canting of the magnetization given by: 

  2
0 2 sinDemag K SW H M    , (1.24) 

where 0 represents the internal energy of the DW and is not dependent on q of . 
Finally we could introduce geometrical features, for example we could define a notch at 
q = q0 with a certain harmonic potential energy of depth V:  

 
2

0
Geometric

qW V
q

 
  

 
.  (1.25) 

If we incorporate the  dependent parts of the potential energy into the equations (1.22) 
and solve them for   and q  we obtain: 

 

2 0 0

2 0 0

(1 ) sin(2 ),
2 2

(1 ) sin(2 ),
2 2

K
S

K
S

dW H
M S dq

dWq H
M S dq

  
  

  
 

   

 
  





 (1.26) 
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the equations of motion for a rigid DW in a nanowire [14]. It has been pointed out that 
these equations resemble Hamilton’s equations of motion for two canonical conjugate 

variables q and 2MS/, that is the position and its conjugate momentum. Following this 
analogy also a DW mass has been defined by Döring, called the Döring mass [31]. 

 

Figure 1.8 shows an example of field driven DW motion in a nanowire as calculated by 
the 1D model. Clearly for an applied field of 9.5 Oe (and lower as we will see in the 
next paragraph) the DW translates linearly after an initial period of acceleration. The 
DW structure obtains an out of the plane canting of 45 degrees which remains constant 
throughout the motion. Conversely, when a field of 10 Oe is applied (or higher, see next 
paragraph) the DW motion becomes oscillatory where the DW structure continuously 
rotates around. 

Next we will continue with the analytical equations and deduct some general 
expressions for the DW velocity in two regimes. 

Using these equations simple analytical expressions can be derived for the DW velocity. 
Particularly at small applied fields the DW velocity is linear with the applied field and 
given by 

 Hv 



 , (1.27) 

At these fields the out of plane canting y of the magnetization is linear with the applied 
field and stationary during DW motion, up to the point where the magnetization is 

canted out of the plane completely, = /2, and no further increase can be 
accomplished. This happens when the applied field reaches a limit called the Walker 
breakdown field HWB. This maximum field for stationary DW motion can be directly 
obtained from (1.26) by assuming 0   and / 2   given by: 

 1
2WB KH H . (1.28) 
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Figure 1.8 one dimensional model calculations of a DW in a 
nanowire when a driving field is applied of 9.5 Oe (left figures) 
and 10 Oe (right figures). (a and d) show the potential energy 
(Zeeman energy) to which the DWs are exposed (black lines) and 
the DW trajectory (gray lines). (b and e) DW position as function 
of time. (c and f) Canting angle of the DW structure out of the 
plane versus time. 
When the field is further increased beyond the Walker breakdown 
field the DW canting becomes unstable and the DW starts to 
oscillate (see  

Figure 1.8 (d,e,f)), this causes the DW velocity to drop. The maximum velocity 
obtained is thus the velocity at Walker breakdown and given by: 

 max
1
2 Kv H  . (1.29) 

Note that when no damping is present,  = 0, no DW motion is possible. When  = 0, 

the domain wall tilt  will be continuously increasing with time, i.e. the DW rotates 

continuously. At the same time q , the DW velocity, will oscillate between 

0 / 2KH   and no net DW propagation is achieved. This, in first instance counter 
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intuitive result, can be understood if one realizes that the Zeeman energy contained in 
the opposite magnetized domain can only be released by dissipation through Gilbert 
damping. The system lacking such avenue of energy release, never relaxes to the 
energetically favorable configuration. 
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Figure 1.9 DW velocity profile sketch. DW propagation is 
characterized by two regimes, the linear regime where DW 
velocity increases linearly with applied field, and the turbulent 
regime where the DW velocity profile first shows a dip after 
the Walker breakdown field (HWB) before it further increases. 

In Figure 1.9 a sketch of a typical DW velocity profile is shown. In the chapters to come 
these 1D model expressions will be used to compare the measured DW velocity with 
effective values for the domain wall width and anisotropy. In chapter 3 the model will 
be extended to also encompass wire roughness and used to explain measurements of the 
minimum field needed for DW propagation. In chapter 4 we will continue to extend the 
1D model by simulating the Gilbert damping dependence of the minimum propagation 
field. In chapter 5 we will measure the current induced effects on DW propagation, the 
theoretical model therefore is introduced in the next paragraph. 

1.3.4 Spin Transfer Torque 

When a current is passed through a ferromagnetic material, electrons will polarize, that 
is, the spin of the conduction electron will align with the spin of the local electrons 
carrying the magnetic moment of the material. When the conduction electrons 
subsequently enter a region of opposite magnetization they will eventually become 
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polarized again, thereby transferring their spin momentum to the local magnetic 
moment, as required by the law of conservation of momentum. Therefore, when many 
electrons are traversing a DW, magnetization from one side of the DW will be 
transferred to the other side. Effectively the electrons are able to push the DW in the 
direction of the electron flowi. This effect is called the Spin Transfer Torque effect 
(STT) and was first proposed by Berger [32]. 

The mechanism is based on s-d exchange interaction between the conduction electrons 
and the local magnetic moment. This influences the DW dynamics in two different 
ways. The first contribution is caused by the conduction electrons that experience a 
torque when traversing a magnetic DW. The consequent change in spin angular 
momentum is transferred to the localized spins in the domain wall. The second 
contribution, called exchange torque or non-adiabatic spin transfer, is related to the 
transfer of spin momentum from the s conduction electrons to the local magnetization. 
The latter also contributes when a current is traversing two magnetic layers who are 
separated by a non-magnetic metal layer, as proposed by Slonczewski [33]. 

The influence of current on DW dynamics is often treated by including two spin torque 
terms in the LLG equation, equation (1.17). When the current, with current density J, is 
flowing in one direction, the x-direction the LLG equation including the spin torque 
terms can be written as 

 0 eff
S

J J
M x x
   

       
 
M MM M H M M M  , (1.30) 

where two last terms are added to the regular LLG equation to describe the effect of 
current on the magnetization dynamics. The first of these terms expresses the adiabatic 

spin transfer torque as exerted by a current on magnetic DWs with  the strength of the 
effect. The second STT term in the equation describes the non-adiabatic current induced 

effect which relative strength is parameterized by . The strength of the adiabatic spin 

torque, , is widely agreed on [32, 34-36] and given by: 

 2
B

S

g P
eM


  , (1.31) 

                                              
i This is opposite to the direction of the current, since electrical current is defined as the flow of positive charge carriers and 

electrons are in fact negative charge carriers. 
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where g is the Land factor, B the Bohr magneton, e the electron charge, MS the 
saturation magnetizationi and P the electron polarization, all of which the values are 
very well know except for the electron polarization. Estimates for P range from P = 0.4 
to P = 0.7 [37]. 

The microscopic process of the non-adiabatic term in (1.30) is less well understood. 
Berger first introduced the non-adiabatic term as a consequence of the Stern-Gerlach 
force on conduction electrons by the gradient in the s-d exchange field [38]. Others 
argue this may arise from linear momentum transfer [34] or spin flip scattering [39]. 

Incorporating the spin torque terms as they appear in equation (1.30) in the 1D model 
(Equation (1.26)) goes in a similar way as described in chapter 1.3.3 and results in the 
equations:  

 

 

 

2 0 0

2 0 0

(1 ) sin(2 ) ,
2 2

(1 ) sin(2 ) 1 .
2 2

K
S

K
S

dW H J
M S dq

dWq H J
M S dq

   
   

  
   


    


 

    





 (1.32) 

Equivalently to the procedure in chapter 1.3.3 also expressions for the DW velocity can 
be deduced. For small applied fields and small currents the DW velocity increases 
linearly with current and field: 

 Hv J 
 


  , (1.33) 

The maximum field for stationary DW motion is now in general dependent on the 
applied current and given by: 

  1
2WB KH H J  


  


. (1.34) 

When the field is further increased beyond the Walker breakdown field the DW canting 
becomes unstable and the DW starts to oscillate, this causes the DW velocity to drop. 
The maximum velocity obtained is thus the velocity at Walker breakdown and given by: 

                                              
i With the saturation magnetization MS we refer, throughout this thesis, to the magnetization at temperature T, not to the 

magnetization at T = 0 K. 
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 max
1
2 Kv H J    . (1.35) 

In chapter 5 we will compare current induced effects on DW propagation with 1D 
model expectations. Comparison of the Walker breakdown field and DW mobility in a 
series of samples with increasing Gilbert damping results in numerical values for the 
spin polarization P as well as for the relative contribution of the non-adiabatic 

component, . 

1.4 Current State of Research 

Mott first introduced the idea of a spin polarized current to explain the kink in the 
resistivity at the Curie temperature of ferromagnetic materials [40]. Bearing in mind 
Newton’s law, to every action there is an equal and opposite reaction, it seems obvious 
to assume that the spin polarized current could also influence the magnetization of the 
ferromagnetic material. Berger first predicted [32, 38, 41, 42] and observed [43-45] that 
a spin polarized current could apply a torque on magnetic domain walls. Early 
theoretical work by Slonczewski and Berger has put the Spin Transfer Torque (STT) in 
a framework [33, 46] which has been extended by recent proposals based on a 
microscopic approach [34, 36, 39, 47, 48]. The topic of current induced DW motion has 
seen growing interest in recent years due to its promising applications to spintronic 
devices, such as logic and memory devices. Another factor of importance is the vast 
improvement of engineering tools for the fabrication of nano-sized structures, which has 
become available to a broad research community over the last few decades. 

1.4.1 Critical Current 

Critical current refers to the observed effect that no DW motion exists below a certain 
minimum current. Many recent studies focused on DW motion in nanowires address the 
issue of the threshold current density [43, 49-58]. The origin of the critical current has 
been debated much. Some authors believed the critical current could have an intrinsic 

origin which would point to pure adiabatic STT (  = 0) [34-36]. In more recent 
theoretical work the non-adiabatic term is added, which provides the possibility of 
current driven DW motion at arbitrarily small current densities [36, 39, 47]. However 
such a movement at low currents has not been observed in experiments. General belief 
is that the origin of the critical current must be found in material or geometrical 
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imperfections of the physical system. Imperfections are also believed to be the cause of 
a threshold field below which no DW propagation exists and, at the same time, a study 
from Nakatani et al. [59] has shown that DW propagation velocity could be improved 
by expressly engineering edge roughness on the nanowire. 

1.4.2 Current Induced DW Velocity 

An issue of much importance for devices and especially of importance for Racetrack 
memory is the DW propagation velocity. Current driven DW velocities as high as 110 
m/s in permalloy were reported by Hayashi et al. [60] exceeding estimates for the rate at 
which spin torque could be transferred and suggesting that other mechanisms play a role. 
Yamanouchi et al. report of DW velocities depending on current density ranging over 
five orders of magnitude from 10−4 m/s to 22 m/s in (Ga,Mn)As [61]. Jubert et al. have 
shown that DW propagation velocity in permalloy nanowires reduces with the number 
of current pulses applied. Also they show that the DW velocity depends heavily on the 
nanowire width [62]. Klaui et al. explain this observation from the DW structure. They 
observed the DW structure with spin-polarized scanning electron microscopy and 
recorded a change from vortex to transverse after several subsequent current pulses. 
Once the DW structure had changed to a transverse DW no further translation happened 
with further applied current [54]. 

1.4.3 Control 

Another important issue is the controllability of magnetic DWs in nano-sized magnetic 
structures, of uttermost importance when aimed at building memory or logic devices. 
Beach et al. [63] have shown experimentally that DW propagation, driven by fields 
above the Walker breakdown, happens in a precessional fashion. At such high fields, 
DWs don’t move at constant velocity in the direction of the applied field, instead these 
DWs undergo a continues oscillating change of their internal structure and thereby 
moving in the opposite direction during part of their oscillatory motion, as it was 
predicted by Walker. Control of two DWs simultaneously with current was shown quasi 
statically with magnetic force microscopy imaging between subsequent current pulses 
[8]. Hayashi et al. showed the controlled motion of three DWs in a permalloy nanowire 
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by means of electrical current and were able to maintained the DWs intact during 
several DW-shift cycles [64]. 

1.5 Scope of this Thesis 

After this introduction in chapter 2 of the thesis I will first discuss a magneto optical 
measurement technique that was developed to measure magnetization dynamics in 
Racetrack test structures. With deploying a pump-probe scheme, good signal over noise 
ratio is achieved, enabling the measurement of magnetization dynamics in nanowires 
much smaller than the focused laser spot. The specific chip design, pulse sequences to 
optimally control the preparation, propagation and resetting of DWs, as well as the 
added value of the optical approach are discussed in detail. Experimental results 
obtained with this measurement technique are then discussed and compared to 
theoretical models in the chapters 3 to 5. 

In chapter 3 I introduce a difference in the minimum field needed to propagate magnetic 
domains when at rest compared to domains already in motion. Propagation of DWs is 
proven to be stochastic and propagation probabilities are measured. Measurements 
show that DWs starting from rest exhibit much more uncertainty in their ability to move 
upon applied fields than DWs already in motion. An effect that is explained by 
extending the 1D model to also encompass wire roughness. 

In chapter 4 I further develop this extension to the 1D model by investigating nanowire 
test structures that have different values of the magnetization damping. Stronger 
damping is obtained by doping of the permalloy nanowires with osmium. The obtained 
results further establishes the 1D model in general and the wire roughness incorporation 
specifically. Better understanding of the role of wire roughness could lead to better 
control of DW dynamics. 

Finally in chapter 5 current and field driven magnetic domain wall motion in nano-sized 
wires is measured, particularly aiming at exploring the efficiency of the non-adiabatic 
contribution as a function of Gilbert damping. The results in comparison with the 1D 
model and with micro magnetic simulations lead to a numerical value for the relative 
contribution of the non-adiabatic spin transfer torque. A pronounced dependence of the 

measured non-adiabatic spin torque efficiency (P) on osmium doping concentration 
was found. This result may be interpreted as a sign that the intensively debated ratio 
   is far from constant over the range of alpha studied. 





 

 

C h a p t e r  t w o  

2 Measurement Technique 

Generation of local magnetic fields at MHz rates for the 

study of domain wall propagation in magnetic nanowiresi 

We describe a novel technique for generating local magnetic fields at 
MHz rates along magnetic nanowires. Local and global magnetic fields 
are generated from buried copper fine-pitch wires fabricated on 200 
mm silicon wafers using standard CMOS back-end process 
technology. In combination with pump-probe scanning Kerr 
microscopy, we measure the static and dynamic propagation fields of 
domain walls in permalloy nanowires. 

                                              
i Part of this chapter has been submitted for publication in Applied Physics Letters 
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2.1 Introduction 

The creation and manipulation of magnetic domain walls (DWs) in magnetic nanowires 
form the basis of several recently proposed memory and logic devices [8, 64-66]. This 
has stimulated considerable research into the field and current driven magnetization 
dynamics of domain walls in nanowire devices [16, 60, 67]. Various techniques have 
been used to probe the dynamics of domain walls including quasi-static techniques such 
as magnetic force microscopy [8, 51] and photoemission electron microscopy [68] as 
well as real time techniques including anisotropic magnetoresistance (AMR) [69], 
magnetic scanning transmission x-ray microscopy [70, 71], and magneto-optic Kerr 
effect (MOKE) [72-75]. 

Among these techniques MOKE is a particularly simple yet powerful means of 
measuring local magnetization distributions in a wide variety of magnetic materials 
without perturbing the magnetic structure [76]. To use MOKE to study magnetization 
dynamics it is typically required that in order to achieve sufficient signal to noise the 
experiment be repeated many times (perhaps ~105-106, depending on the time resolution 
needed). Since measurements of DW dynamics often require the use of magnetic fields 
to create and/or manipulate the DWs it would be highly useful to be able to generate 
local magnetic fields at high repetition rates. Conventional electro-magnets are much 
too slow due to their large inductance. This can be mitigated by using smaller coils and 
reduced number of windings but at the expense of lower magnetic fields. In this Letter 
we demonstrate the fabrication and use of chiplets with two levels of copper fine-pitch 
wiring which can generate large local (up to ~400 Oe) and global magnetic fields (up to 
~50 Oe) at MHz repetition rates. 

2.2 CMOS Racetrack Test Structure 

The chiplets were fabricated using CMOS wiring interconnect processes on 200 mm 
diameter silicon wafersi. Using a standard damascene process [77] with a 248 nm 

optical stepper, highly conductive (2-3  cm), dense (1:1 line and spacing), and small 
aspect ratio (almost 1:1) copper lines, as narrow as 200 nm wide, are buried in SiO2 
insulator. The copper lines are oriented at 90 degree to the length of the permalloy 

                                              
i The chiplets were fabricated in the Microelectronics Research Laboratory, IBM T.J. Watson Research Center.  
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nanowire so that the fields generated by these lines are oriented along the nanowire. 
Two levels of copper lines (labeled M1 and M2) are fabricated by the following 
sequence: (1) chemical vapor deposition of SiO2, (2) optical lithography and reactive 
ion etching of the trench, (3) filling the trench with Ta/TaN liner and Cu seed layer and 
overfilling with electroplated Cu, and (4) chemical mechanical polishing of Cu and liner 
to complete the trench processing. To obtain an extremely flat surface, an extra thick 
SiCHNi layer is added after the second Cu level (M2) and is smoothed by a CMP 
planarization process. The root mean square surface roughness of the final device was 
measured to be a few Angstrom. A very smooth surface is critical for the subsequent 
fabrication of the magnetic nanowires. 

The silicon wafers with the completed copper wiring were laser diced into one inch 
square chiplets, each containing ~100 devices. These are stockpiled for subsequent 
experiments. In this Letter we discuss results obtained by patterning, with electron beam 
lithography and argon ion milling, 300nm wide, 22 nm thick permalloy (Ni80Fe20) 
nanowires. Figure 2.1 shows a cross sectional diagram of the completed device (a) 
together with an optical image of the top of the device (b); the Cu lines can be seen in 
this optical image of the top side of the device through the N-Blok layer. Note that also 
shown in this device are copper loops for detection of inductive voltage signals. The 
CMP process requires even fill with metal and dielectric: the arrays of copper dots seen 
in the image are fabricated for this purpose. On top of the N-Blok layer are the 
permalloy nanowire (300 nm wide) and three electrical contact pads (only the left 2 are 
used here). Shown in Figure 2.2 is a cross-section scanning electron microscope image 

of part of the device. The lower M1 level includes wide copper lines (~35 m wide in 
the device shown in Figure 1.1 (b)), which are 400 nm thick. These are used to generate 
global magnetic fields uniform along the length of the nanowire (0.18 Oe/ mAii). By 
contrast the upper M2 copper wiring level (150 nm thick) contains a variety of 
structures. Many of these include series of parallel copper lines with widths and 
separations of 200 or 400nm. These lines are used to generate large, localized, magnetic 
fields for the purposes of injecting domain walls into the magnetic nanowires (10 Oe/ 

                                              
i A material marketed by Applied Materials under the trade name N-Blok (nitrogen doped barrier low k) which is deposited by 

PECVD (Plasma Enhanced Chemical Vapor Deposition) 

ii  Fields generated by the M1 and M2 lines are calculated values in the middle of the nanowire. The M1 fields were 
experimentally verified by comparing the dynamic propagation fields measured using M1 field and an externally applied 
field. 
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mA). These lines can also be used to provide tunable dynamic pinning sites along the 
nanowire (not used here). The magnetic nanowires are aligned perpendicular to the M1 
and M2 copper lines.  

injection
line

5 m

b

NiFe
nanowire

x

M2

5 m100 nm

a

M1

Au
SiCHN

SiO2

nanowire

 
Figure 2.1 (a) Schematic cross-section of the device showing: 
the two levels of copper wires, M1 and M2 (diagonal pattern) 
buried in SiO2 and capped with SiCHN with on top the 
permalloy nanowires (two shades represent the magnetic 
domains) and gold contacts. (b) Optical image of the top side 
of the device. The M1 line and the M2 lines (with various 
widths) in this particular device are drawn in (a) for guidance.  
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2 m

 
Figure 2.2 A high resolution cross-section scanning electron 
micrograph of part of a chiplet. 

It is important that the vertical separation of the M2 copper wires from the nanowire be 
as small as possible so as to both maximize the field generated per mA passed through 
the M2 lines and to provide a sharper field profile. This requires the thinnest possible 
insulating layer above M2. The use of SiCHN allowed for thinner such layers.  

2.3 Pump-Probe Experiments 

The domain wall dynamics of the fabricated permalloy nanowiresi were studied using a 
pump-probe MOKE technique. Here the “pump” consists of a series of synchronized 
field pulses generated by passing current pulses through several of the buried Cu lines. 
The component of the magnetization along the nanowire Mx normalized to the 
saturation magnetization of the nanowire MS was probed by its Kerr signal as measured 
using a pulsed laser diode (wavelength of 440nm, pulses 40ps long, and ~87 pJ/pulse). 
After passing through a calcite crystal polarizer, a high numerical aperture (N.A. =0.70) 
objective lens was used to focus the laser beam to a ~400 nm diameter circular spot on 
the nanowire. The working distance is 6 mm. The beam is incident perpendicularly on 
the objective lens and after reflection from the nanowire is re-collimated by the same 
lens. A beam splitter is used to deflect the reflected beam to an analyzer and quadrant 
diode detector (allowing for measurement of all three magnetization components [78]). 
An electronic delay generator was used to vary the delay between the pump and probe 
from 0 to 1200 ns. In Figure 2.3 the setup is shown schematically. 

                                              
i The nanowire structure was composed of 0.5 Fe/ 0.3 Al/ 10 Al2O3/22 NiFe/ 0.9 Cu/ 4.9 Pt (thicknesses in nm). 
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Figure 2.3 Schematic picture of the pump-probe Kerr setup 
used for time resolved measurements on magnetic nanowires. 
The sample is mounted on a translation and rotation stage, 
alignment of the laser beam with the nanowires is obtained by 
translating the sample while viewing the alignment using a 
optical microscope that follows the same optical path as the 
laser beam. 

Pump and probe are repeated at a repetition frequency of 781 kHz while the detector 
bandwidth is limited to 100 kHz. A lock-in detection scheme is deployed by chopping 
the DW injection pulse (only the first pulse in Figure 2.4 (a)) with a chopper frequency 
of fLI = 1.1 kHz. The time constant of the Lock-in detector is set to 300 ms. Note that by 
chopping the DW injection pulse only, the detection method is not sensitive to 
reflectivity changes caused by temperature changes from current pulses through the 
nanowire or through the M1 line and only magnetization dynamics caused by an 
injected DW are measured. 
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Figure 2.4 (a and e) Time evolution of the DW injection field 
generated by M2. (b and f) Sequence of global fields 
generated by M1 used to drive the DW (HD) and to set / reset 
the magnetization of the nanowire (HSet and HReset). (c and g) 

Time evolution of <Mx>/MS at x = 8.5 m. (d and h) 

Dependence of <Mx>/MS at x = 8.5 m and at t = 590 ns 
versus HD. (a-d) correspond to dynamic propagation of the 
DW in which HD is applied during the DW injection, whereas 
(e-h) correspond to static propagation of the DW in which HD 
is applied 230 ns after the DW injection pulse is completed. 

A detailed description of a single pump-probe cycle will now be given with reference to 
Figure 2.4 (a-c). The nanowire is initially fully magnetized to the left so that Mx = −MS. 
A current pulse through the M2 injection line is then applied to generate a local field of 
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+260 Oe (Figure 2.4 (a)) that is large enough to nucleate a domain of reversed 

magnetization in the nanowire (corresponding to two DWs ~2 m apart – from MOKE 
measurements). Simultaneously, a current through the M1 line generates a global 
driving field HD along the nanowire (Figure 2.4 (b)). This causes the injected DW to 
move towards the right end of the nanowire. This pulse is made sufficiently long (200 
ns) to allow the DW to propagate along the entire length of the nanowire (if HD exceeds 
the propagation field). At some later time (here t = 760 ns) a large field pulse HSet 
generated by M1 ensures the injected DW propagates to the end of the nanowire if it has 
not already done so. This allows for normalization of the measured Kerr rotation to that 
corresponding to MS. The final step is to reset the magnetic state of the nanowire back to 
its initial fully magnetized condition using negative field pulses from both M1 and M2 
(see the pulses at t = 900 ns in Figure 2.4 (a) and (b)). This field sequence is repeated 
~106 times to obtain adequate signal to noise in the measured Kerr signal and so to 
obtain the average value of the normalized component of the magnetization along x, 
<Mx>/MS.  

Figure 2.4 (c) shows the temporal evolution of <Mx>/MS measured at x = 8.5 m for 

three different values of HD. When HD = 7.6 Oe, the DW reaches this point shortly after 
injection so that <Mx>/MS changes rapidly from –MS to +MS. However, when HD = 4.4 
Oe the DW takes slightly longer to reach the measurement location, but, more 
importantly, the magnetization does not switch completely to +MS, but rather attains an 
intermediate level of only ~+0.5MS. This corresponds to the DW propagating for only a 
fractional percentage of the repeated pump cycles. Indeed, <Mx>/MS corresponds to the 
probability that the DW propagated along the nanowire in a given pump cycle for this 
drive field. When HD = 0 the injected DW remains at its injection point so that <Mx>/MS 
= 0 until the set pulse is applied. Note that the value of HSet was chosen to be 
sufficiently large that the DWs would always be driven along the nanowire.  

2.4 DW Propagation Field 

The detailed dependence of the probability of DW propagation on the drive field is 
shown in Figure 2.4 (d). Clearly no DW propagation takes place below a critical 

propagation field D
PH  = 4.2±0.4 Oe above which 100% of the DWs propagate. In these 

measurements HD is applied in concert with the injection field pulse so that the DW 

does not come to rest after injection if HD > D
PH . This corresponds to a measurement of 



  39 

the dynamic propagation field. The same experiment is repeated in Figure 2.4 (e-h) 
except that the DW is allowed to come to rest after injection for ~200 ns so that the 
static propagation field can now be measured i.e. the field required to drive an initially 
stationary DW along the nanowire.  

It is clear from Figure 2.4 (d) and (h) that the propagation field of a moving and a 
stationary DW are distinctly different. The critical propagation field of the stationary 
DW (~6.5 Oe for 50% probability of motion) is significantly larger and the distribution 
of the propagation fields is also much broader. 

2.5 Current Induced DW Motion 

It is now well established that spin polarized current can strongly influence the 
propagation of DWs via the mechanism of transfer of spin angular momentum (SMT) 
from the current to the DW [8, 33, 58, 64]. The measurement described in Figure 2.4 
can be extended to include the role of current. Figure 2.5 (a) and (b) shows measurements 

of the dynamic propagation field with and without current applied. Clearly a current of 0.4x1012 

A/m2 significantly affects the D
PH . D

PH  is increased/decreased by ~2 Oe when the flow of spin 

angular momentum opposes/aids the field driven DW motion. To check that the change in 
D
PH arises from SMT rather than the self-field generated by the current flowing through the 

nanowire the measurement was carried out for both tail to tail and head to head DWs (Figure 
2.5 (a) and (b), respectively). Our results are consistent with the SMT mechanism which is 

independent of the DW type rather than an Oersted field effect which would drive these DWs 
in opposite directions. 

From extrapolation of the data in Figure 2.5 current induced DW motion would take place 
in zero field at a current density of ~0.9x1012 A/m2, consistent with our previous studies 
using AMR [60, 79]. However, the nanowire was not able to withstand such high 
current densities because it became too hot. The poor thermal conductivity of the 
relatively thick dielectric layers used to fabricate the buried Cu lines results in 
significant heating of the nanowires. 
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Figure 2.5 Influence of current on dynamic propagation of DW. 
<Mx>/MS versus HD when J = 0 (discs), −0.4×1012 A/m2 (squares) 
and +0.4×1012 A/m2 (triangles). The current is simultaneously 
applied with the drive field. Data are shown for tail to tail (TT) 
DWs (open symbols) and head to head (HH) DWs (closed 
symbols). 

2.6 Joule Heating 

The temperature of the nanowire can be measured in real time from the magnitude of 
the Kerr signal of the fully magnetized wire. When the nanowire is heated MS and the 
corresponding Kerr signal is reduced. Assuming a linear relationship between these 
quantities the temperature of the nanowire was obtained by first measuring the 
temperature dependence of the magnetization of a permalloy film of the same thickness 
as the nanowire. As shown in Figure 2.6 (a) a 20 ns long current pulse was applied to 
the nanowire when its magnetization had been switched to Mx = +MS. The resulting 
Kerr signal converted to temperature is shown in Figure 2.6 (b). A significant increase 
in temperature of ~300 oC is reached in 20 ns. This is about the maximum temperature 
obtainable without destroying the nanowire. When a current pulse of higher magnitude 
or duration is applied an avalanche of increased resistance and increased power 
dissipation will quickly burn the nanowire when these pulses are applied at high 
repetition rates. 
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Figure 2.6 Temperature of nanowire inferred from magnitude 
of Kerr signal during application of a current pulse. (a) 20 ns 
long current pulse of magnitude −0.8 × 1012 A/m2 is applied to 
the nanowire after the magnetization has been reversed using 
the field sequence shown in Figure 2.4 (a-b). (b) Inferred 
temperature transient. 

2.7 Resolving Components of the Magnetization Vector 

One of the interesting capabilities of pump-probe Kerr microscopy is resolving the 
different components of the magnetization vector. In order to achieve such a vectorial 
resolution we used a configuration with a four quadrant detector, as introduced in 
chapter 2.3. An example of such a measurement, resolving the magnetization 
components in the film plane (x and y) and perpendicular to it (z), is shown in Figure 2.7 
(a,b,c). The black curve shows the magnetization transient measured when a 
propagation field is applied high enough to propagate the DW throughout the nanowire. 
Mx switches completely once the DW passes the detection spot at t = 250 ns and 
switches back at t = 730 ns when the wire is reset. No signal is visible in the My and Mz 
direction since the nanowire is purely magnetized along the wire and the DW moves too 
quickly to pick up the DW structure’s off axis magnetizations. 
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Next a field is applied locally at the position of the detection spot by passing a current 
through one of the M1 level wires. This local field serves as a pinning field and is large 
enough to withhold further propagation of the DW. The DW injected at one end of the 
wire will now propagate through the wire until it reaches the detection location were it 
will be stopped by the local pinning field. The moving DW structure will have a finite 

canting out of the plane () as predicted by the 1D model. When now suddenly the DW 
propagation is stopped by the local pinning field, relaxation of the internal DW 
magnetization structure causes the DW to move backwards. The mechanical analogon 
of this, as discussed in chapter 1.3.3, is that the DW carries a finite Mass, the Döring 
Mass, and thus has a finite momentum. When the DW enters the local region with 
opposed field (the pinning field) its velocity will gradually be reduced until it has been 
stopped completely. Due to this momentum of the DW it is able to penetrate deeper into 
the local field than it would in the quasi static case. Once the DW is stopped it will be 
accelerated again in the opposite direction and eventually find an equilibrium position 
between the global applied field and the local applied pinning field. 

The transient marked with discs in Figure 2.7 shows the magnetization as measured at 
the position of the local pinning field when a pinning field is present. The magnetization 
transient along the wire (Mx) shows that the DW first passes the measurement position, 
registered as a complete switch from −MS to +MS at t~250 ns. Then 75 ns later Mx 
reduces again to about +0.25MS, this can only be caused by a DW that is moving 
backwards. If the DW moved back out of the measurement location completely, the 
magnetization Mx measured locally would completely switch back to −MS. Here Mx 
does not switch back completely which is interpreted as a DW that is stopped at a 
position that at least partially overlaps with the measurement spot. 

Now that the DW is pinned at the measurement position, part of the internal DW 
magnetization structure is exposed to the measurement. Since a vortex structure DW is 
expected in nanowires of the width and thickness used here (300 × 22 nm), part of the 
nanowire magnetization is expected to locally point in the direction perpendicular to the 
nanowire. Moreover, the core of the vortex DW structure is a tiny region of about 5 nm 
diameter where the magnetization points out of the plane. Indeed a non zero signal is 
obtained for the My transient in the timeframe the DW is confined at the measurement 
position, as shown in Figure 2.7 (b). The out of plane component of the magnetization 
Mz , plotted in Figure 2.7 (c), is not visible, even in this case were the DW is positioned 
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statically at the probe laser spot. Probably the core of the vortex, the only part of the 
DW that contains out of plane magnetization, is too small to be seen by this technique. 
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Figure 2.7 Magnetization transient measured when no pining 
field is present (squares) and when a pinning field is present 
(discs), measured locally at the pinning field position, for the 
three vectorial components of M: along the nanowire (a), 
perpendicular and in the plane (b) and perpendicular out of the 
plane (c). 

2.8 Conclusion 

In summary, we have developed a technique for generating large local magnetic fields 
at MHz rates using two levels of copper metal lines buried close to the surface of a 
silicon wafer. Current pulses passed through these lines are used to generate magnetic 
fields locally or globally along magnetic nanowires fabricated on the surface of the 
patterned wafer. These fields are used to both inject and drive domain walls along the 
nanowires. Using this novel device, together with a pump-probe MOKE detection 
scheme, we have demonstrated that the static and dynamic propagation fields of domain 
walls in permalloy nanowires are substantially different. 





 

C h a p t e r  T h r e e  

3 Domain Wall Propagation Field 

An investigation of the static and dynamic domain wall 

propagation fields in permalloy nanowiresi 

Pump-probe Kerr microscopy is used to measure the dynamic and 
static domain wall propagation fields in permalloy nanowires. The 
dynamic propagation field is found to be significantly smaller than the 
static propagation field, which can be accounted for within a one-
dimensional analytical model when a simple form of roughness is 
introduced. The static propagation field shows a subtle dependence on 
details of the nanowire’s imperfections and the domain wall injection 
procedure. 

 

 

 

                                              
i Parts of this chapter are prepared for submission to Applied Physics Letters 
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3.1 Introduction 

Fundamental understanding of the field and current driven motion of domain walls in 
magnetic nanowires is of critical importance to the development of recently proposed 
domain wall based memory [8] and logic devices [65]. Of particular importance is the 
role of imperfections in the nanowire devices on the motion of the domain walls (DWs) 
[59, 80, 81]. These directly influence the magnitude of the critical threshold field 
needed for DW propagation. It has previously been shown that this threshold field is 
distinctly different for inducing the motion of initially stationary DWs compared to that 
needed to drive DWs, that are already in motion, along the same nanowire [80]. In this 
chapter we use pump-probe Kerr microscopy in conjunction with simple analytical 
models to show the subtle dependence of the static propagation field on details of the 
nanowire’s structural imperfections.  

3.2 One Dimensional Model 

A useful and simple one-dimensional (1D) model for understanding DW dynamics was 
developed in the 1970s to understand field driven DW dynamics [30] (cf. chapter 1.3.3). 
This model has been extended in recent years to include the current induced motion of 
DWs via the mechanism of spin momentum transfer [14, 16, 35, 36]. The basic 
assumption of the 1D model is that the DW structure does not fundamentally change as 

the DW propagates. Thus, the DW can be described by just two parameters, x and , 

where x is the position of the DW along a nanowire and  is the out of plane angle of 

the local magnetization within the DW structure.  
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Figure 3.1 one dimensional model calculation of the spatial 
dependence of the energy of a DW injected into a permalloy 
nanowire (of cross-sectional area 300 × 20 nm) in the presence 
of a sinusoidally varying energy potential V (black line). V has 

an amplitude of 277 kBT with a period  = 500 nm. The static 

de-pinning field is S
PH  = 15 Oe. For three initial DW angles  

at position x = 0. The DW is driven by a field of strength 3.5 
Oe and 4.5 Oe in (a) and (b), respectively. 

We first use the 1D model to illustrate that the dynamic DW propagation field is distinct 
from the static propagation field when the nanowire has an inhomogeneous magnetic 
structure, for example, due to roughness along its edges or surfaces. The length scale of 
roughness relevant to DW motion is of the order of the DW width. Shorter length scale 
variations will be integrated out over the DWs width. Thus, we consider an energy 
potential that varies sinusoidally along the nanowire so that the DWs energy at rest can 
be written as a combination of this potential energy term plus a Zeeman energy term as 
follows: 
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 2 cos 2P
xE MSHAx V 


    
 

. (3.1) 

MS is the saturation magnetization, V and  are the amplitude and wavelength, 
respectively, of the sinusoidal potential, and A is the cross sectional area of the wire. We 
ignore the Zeeman energy of the DW itself since this is constant in the 1D model during 
the DWs motion (for fields applied along the length of the nanowire).  

A DW at rest will be trapped at one of the local energy minima. The propagation field 
to move this DW is found by calculating the strength of the field at which the energy 
potential landscape is sufficiently tilted that its energy barrier vanishes. Thus, the 
threshold field to move a static DW is given by,  

 S
P

S

VH
M A



 . (3.2) 

By contrast, a moving DW, which has momentum, can overcome the same potential 
barrier at a lower propagation field, as illustrated in the model calculation shown in 
Figure 3.1. The parameters are chosen to correspond to a permalloy nanowire [14] (with 

the Gilbert damping parameter,  = 0.01, the dynamic DW width, = 20 nm, and the 

shape anisotropy field, HK = 1900 Oe ) with S
PH  = 15 Oe (see below) and   = 500 nm. 

We use the 1D model, as discussed in chapter 1.3.3, to calculate the trajectory of a DW 

which has enough initial momentum (as characterized by its canting angle  or 
potential energy (by varying its initial starting position x) to overcome the first barrier. 
We find that such a DW, which we call a dynamic DW, can be driven completely along 

the nanowire when a minimum field, the dynamic propagation field, of D
PH  ~ 4.1 Oe is 

applied. This is clearly much lower than S
PH . Examples of driving fields just above and 

just below D
PH are shown in Figure 3.1. At HD = 3.5 Oe (Figure 3.1 (a)) the DW will 

eventually be trapped at a distance along the nanowire which increases with whereas 

at a driving field of HD = 4.5 Oe (Figure 3.1 (b)) the DW propagates along the nanowire 
indefinitely. 

3.3 Experimental 

A novel pump-probe scanning Kerr microscopy technique is used to characterize the 
static and dynamic propagation fields of domain walls injected into a permalloy 

nanowire with a cross-sectional area of 300 × 20 nm2 and a length of ~15 m. This 
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experiment uses local magnetic fields generated from currents passed through copper 
lines buried beneath the nanowire as introduced in chapter 2.2. The use of these buried 
lines, fabricated using a 180 nm CMOS process, allows the generation of local and 
global fields at high repetition rates (MHz). This allows the Kerr signal to be 
accumulated in a reasonable amount of time with sufficient signal to noise. The 
component of the magnetization along the nanowire, Mx, normalized to the saturation 
magnetization of the nanowire, MS, is inferred from the Kerr signal. A single 
experiment consists of measuring <Mx>/Ms at a fixed point along the nanowire 420 ns 
after a DW is injected into the nanowire. The measurement position x is varied in 
successive experiments. The nanowire is first magnetized along the −x direction so that 
Mx = −MS at the measurement point. A DW is then injected and the Kerr signal 
measured to determine if the DW has reached the measurement point. The DW 
injection is accomplished by applying a localized field pulse to a region of the 
nanowire. The field (~200 Oe) is generated by passing a current pulse (20 ns long) of 
appropriate strength and direction through one of the buried lines. 

3.4 Results and Discussion 

In a first set of experiments shown in Figure 3.2 the position along the nanowire of a 
DW injected in the presence of a small global bias field Hbias is determined by varying 
the measurement position x. The local field from the buried line has a spatial profile 
along the nanowire as shown in the calculation in Figure 3.2 (a,b). The injected DW 

will be driven along the nanowire until the local field drops below D
PH . By adding a 

small bias field the DW will be driven further along the nanowire until again the net 

local field falls below D
PH . In this way the position of the DW along the nanowire from 

the injection point can be varied. This is confirmed by pump-probe Kerr measurements 
as a function of distance along the nanowire after injection of a DW. 
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Figure 3.2 (a,b) Calculated spatial variation along the 
nanowire of the injection field from a current pulse of 
magnitude 21.7 mA applied through the injection line. The 
distance x is measured with respect to the edge of one of the 
current contacts to the nanowire. The injection field arises 
from a Cu line of width 400nm, and thickness 150nm, buried 
50nm beneath the surface of the chip. Note that the middle of 

the injection line is at x = 1 m. (c) Variation of the 
normalized in-plane magnetization along the wire after a DW 
has been injected in the presence of a small global bias field 
along the nanowire, measured with scanning Kerr microscopy. 

Figure 3.2 (c) shows <Mx>/MS as a function of x for various bias fields. The probability 
that the DW has passed beyond the distance x is given by (1−m)/2, where m = <Mx>/MS. 
When m = 0 there is a 50% probability that the DW has passed this position. Using this 
criterion to define the position of the DW the experiments clearly show that the position 
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ix of the injected DW from the injection line increases with increasing bias field. When 

Hbias exceeds D
PH  the DW propagates to the end of the nanowire (data not shown).  
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Figure 3.3 (a) Average normalized magnetization at a fixed 

position x = 8.5 m along the nanowire measured after the 
application of a drive field HD for DWs at the initial positions 
indicated (solid circles) and also for the dynamic case. The 
magnetization is averaged over ~106 repeated experiments in 
each case. (b) Model of the probability distribution of the 
static propagation field of DWs injected into many simulated 
random energy landscapes using the bias fields shown, as 
discussed in the text. 

In the next set of experiments the dependence of the propagation field on the initial 
position of static DWs is determined. This is accomplished by measuring m at a fixed 

position along the nanowire far from the injection line (x = 8.5 m) as a function of 

drive field HD as shown in Figure 3.3 (a). When the drive field exceeds the propagation 
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field then the magnetization will be reversed at the measurement point. Thus, here 
(1+m)/2 is the probability that the DW has travelled beyond the measurement point. As 
can be seen from Figure 3.3 (a), a broad transition of the probability with drive field is 
found; the probability that the DW reaches the measurement point increases gradually 
from zero for HD ~ 5 Oe to ~100% for HD ~ 15 Oe. The details of this transition 
sensitively depend on the initial position of the DW. Perhaps surprisingly, when the 
initial position of the injected DW is further from the injection line, the static 
propagation field is increased. This effect is caused by the DW injection mechanism 
that favors deeper pinning locations when a higher field is applied (see below). 

By contrast with the propagation of static DWs, a much sharper transition is found for 
dynamic DWs (see Figure 3.3 (a)). In the latter case the DW is injected into the 

nanowire in the presence of a drive field so that when the drive field exceeds D
PH the 

DW never comes to rest before reaching the measurement point. The dynamic 

propagation field is well defined with D
PH ~4.2 Oe.  

The simple model in Figure 3.1 cannot account for the observed sensitivity of S
PH  on 

ix since the energy minima in the model are identical so that no matter where the DW 

initially resides the same field is required to propagate a static DW. In order to account 
for our experiments we need to include random fluctuations in the depth and spacing of 
the energy minima. We use a randomly generated sequence of numbers within a 
Gaussian distribution to represent the energy along x, E(x). We filter out the Fourier 
components that are much smaller and larger than the physical DW width [22] (here, 
chosen to be 150 nm and 800 nm, respectively) so as to obtain a representative DW 
energy potential landscape for a rough nanowire as shown in Figure 3.4 (b).  
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Figure 3.4(a) Domain wall energy in a simulated energy 
landscape (see text) including the injection field, for bias fields 
of 0, 2 and 4 Oe, increasing in the direction of the arrow. Solid 
circles indicate the position of the first local minimum in the 
energy landscape where the DW will be initially pinned. (b) 
Energy landscape after the injection and bias fields are 
switched off. (c) Energy landscape in the presence of the field 
required to propagate the DW.  

The DW energy landscape is modified during the DW injection process by the 
combination of the local injection field (Figure 3.2 (b)), and the global bias field, as 
shown in Figure 3.4 (a). These fields tilt the energy landscape with a slope which is 
greater the closer the DW is to the injection point. This means that statistically the 
smaller the bias field the smaller the number of energy minima that the DW will on 
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average sample so that it tends to be trapped in a less deep energy well. This is 
illustrated in Figure 3.4 (a) for DWs injected at x  = 0 into the same rough energy 
landscape but in varying bias fields of 0, 2 and 4 Oe. (x and xi in the measurement refer 
to the position relative to the edge of one of the current contacts to the nanowire, x  in 
the simulations refer to the position relative to the injection line; injection in the 

measurements is done at x ~ 1 m). Assuming that the injected DW is trapped at the 
first local minimum that it encounters the position of the DW at rest is indicated by the 
solid colored circles in Figure 3.4 (a). When the bias and injection fields are removed 
the DW energy landscape is that of Figure 3.4 (b). The static propagation field is then 
found from the strength of the field needed to tilt the landscape so that the energy 
barrier trapping the DW vanishes. These fields and the corresponding energy landscapes 
in the presence of these propagation fields are shown in Figure 3.4 (c).  

The method of Figure 3.4 is repeated for many randomly generated energy landscapes 
so that the probability distribution of the calculated static propagation fields can be 
found, as shown in Figure 3.3 (b). These distributions have the same characteristic 
features as the measurements shown in Figure 3.3 (a). The model correctly predicts that 
the static propagation field is increased when an increased bias field is applied during 
injection as is experimentally observed. This is because the DW has a greater chance of 
finding a deeper energy minimum the greater the bias field.  

3.5 Conclusion 

In conclusion, both experiments and a simple 1D analytical model clearly reveal that the 
propagation field of a moving DW is significantly smaller than that of a DW at rest in 
the same energy landscape. Moreover, an interesting dependence of static propagation 
field on small global bias fields applied during the injection of a DW into a permalloy 
nanowire from a local field was found. This could be accounted for by simulations of a 
rough nanowire. The DWs that sample a greater number of local energy minima come 
to rest within a deeper energy minimum on average. Our experiments reveal how subtle 
is the dependence of the propagation field of a DW on the imperfections of a nanowire.  



 

  C h a p t e r  F o u r  

4 Gilbert Damping 

Field driven domain wall dynamics in magnetic 

nanowires when Gilbert damping is variedi 

Field driven magnetic domain wall dynamics in permalloy nanowires 
is explored as a function of Gilbert damping, by changing the 
concentration of osmium doping. Apart from controlling the domain 
wall velocity, we show that it is possible to modify the minimum field 
needed to maintain the propagation of domain walls in the nanowires. 
This dynamic propagation field is found to increase when the Gilbert 
damping increases. Measurements are then compared with a simple 
model for nanowire roughness. Good agreement is obtained when also 
the reduction of the magnetic moment and the reduction of the 
exchange interaction due to the osmium doping is taken into account. 

                                              
i Parts of this chapter are prepared for submission to Applied Physics Letters 
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4.1 Introduction 

Study of the dynamics of domain walls (DWs) in magnetic nanowires is of high interest 
since novel applications for memory and logic based on DW motion have been 
proposed [9, 65, 66]. In most of these proposals DW motion driven by current, through 
the spin momentum transfer effect (SMT), rather than field is elemental. However a 
fundamental problem with current driven DW motion to date is the high current density 
needed to accomplish DW motion [14]. One possible solution is believed to lie in the 
fabrication of magnetic materials possessing just that other set of magnetic properties 
that favors lower current SMT. Although most work on DW dynamics in magnetic 
nanowires is concentrated on permalloy much work has also been done on other 
materials [61, 82-85] and theoretical models are now evolving [36, 48, 86]. In an effort 
to validate existing models beyond permalloy and to search for magnetic properties of 
importance to SMT we here report of the measurement of DW dynamics in a permalloy 
nanowire samples series with increasing Gilbert damping. 

Contrarily to what one could naively think, damping is a necessity for field driven DW 
motion. No DW motion will take place in a system with zero damping, instead the 
magnetic moments, or the DW structure as a whole will precess in the applied field. In 
that sense, thinking of magnetization damping as some sort of viscosity (as introduced 
in chapter 1.3.2) is rather misleading. Moreover the maximum velocity of a field or 

current driven DW propagation is independent of the Gilbert damping . The DW 

needs to dissipate the excess energy gained from the applied field as Zeeman energy, 
and the only avenue to do so is through magnetization damping. At higher applied fields 
a higher rate of dissipation is needed, hence a larger canting angle of the magnetization 

out of the plane. When no further canting is possible,  = /2, the DW structure starts to 
precess, the onset of this DW velocity regime is marked as the Walker breakdown field. 
Larger Gilbert damping will thus postpone the Walker breakdown to higher applied 
fields and can therefore be of advantage for the controllable motion of DWs. 

We will vary the osmium concentration in permalloy nanowires in order to obtain 
increased Gilbert damping. This osmium doping causes, besides improved Gilbert 
damping, also changes in the other magnetic properties of the material. Measurements 
of the full field driven DW velocity profile, v(H) will than be compared with the 1D 
model for DW propagation. For this comparison to be successful special caution needed 
to be taken in order to correctly incorporate the changes in all magnetic material 
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properties. Finally we show a measurement of the minimum field need to maintain field 

driven DW propagation, the dynamic propagation field D
pH . The measured value of D

pH  

is in good agreement with the model, moreover the same model also predicts the 

behavior of D
pH  when the Gilbert damping increases.  
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Figure 4.1 Dependence of the magnetic properties of 22 nm 
thick permalloy films on osmium doping: strip-line FMR 

measurement of (a) the Gilbert damping parameter,, and (b) 
saturation magnetization, MS, at room temperature and (c) 
VSM measurements of the Curie temperature, TC. 

4.2 Sample Fabrication and Magnetic Material Properties 

Gilbert damping in permalloy can be effectively increased by doping thin films with 
osmium [87]. Therefore a sample series of 20 nm thick permalloy films with increasing 
atomic concentrations of osmium ranging from 0.0% to 6.0% has been prepared using 
magnetron sputtering deposition. Varied osmium concentrations are obtained by 
alternating layers of 1 nm thick Ni/Fe(80/20) with layers of Ni/Fe/Os(78.6/18.4/3.0) or 
Ni/Fe/Os(75.2/18.8/6.0). The atomic concentration of osmium in the so obtained sample 
series has been verified using particle induced X-ray emission (PIXE). Strip line 
ferromagnetic resonance (FMR) [88] is used to determine the Gilbert damping in the 
continuous films. Figure 4.1 shows the measured Gilbert damping, parameterized by the 
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dimensionless parameter , versus the measured osmium concentration in the permalloy 
films; Gilbert damping increases 5 times over the osmium doping range. The Curie 
temperature, TC, is reduced due to the replacement of nearest neighbors by Os atoms. A 
measurement of TC using a vibrating sample magnetometer (VSM) with controllable 
temperature is shown in Figure 4.1 (c). As witnessed by the reduction in TC, also the 
exchange energy, A, is suppressed by doping the permalloy films with osmium, since 
the onset of ferromagnetic order happens when thermal and exchange energy are of 
comparable magnitude. Finally also the saturation magnetization, MS, is suppressed 
directly by the Os doping itself and indirectly by the increase of the relative temperature 
T/TC when measured at a fixed temperature (293 K). Figure 4.1 (b) shows the strip line 
FMR measurement of MS in the continuous films. 

After deposition on a prefabricated CMOS chip to produce localized field pulses, as 
discussed in detail in chapter 2.2, 300 nm wide, straight nanowires are patterned in the 
osmium doped permalloy films using electron beam exposure and oxygen reactive ion 
etching. 

4.3 Experimental 

Magneto optical Kerr effect microscopy (MOKE) has been utilized in a pump-probe 
setup to measure the passage of a DW locally at various positions along the nanowire as 
described in detail in chapter 2. A DW is injected into the nanowire at one end by a 
highly localized field pulse of 20 ns duration. At the same time a field, H, is applied 
homogeneous over the full length of the nanowire to propagate the newly injected DW 
throughout the nanowire. The Kerr measurement is performed by focusing a laser to a 
~400 nm spot onto the nanowire at a position x along the nanowire. The passage of the 
DW will now be registered as a change in the local magnetization and thus in a change 
in polarization of the reflected light with a time resolution of ~1 ns. 

The time of passage, t, together with the position, x, on the nanowire reveals the DW 
velocity when a field of strength H is applied. Figure 4.2 (a) shows the measurement of 
x(t) for 5 different applied fields in permalloy with 0.8% Os doping, clearly the DW 
moves at a constant speed over the measured region in the nanowire. Linear fitting to 
the data results in a DW velocity profile v(H). Repeating the same measurement of v(H) 
on permalloy nanowires with varied osmium doping then results in the velocity profiles 
shown in Figure 4.2 b. The DW velocity increases linearly with applied field up to a 
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certain field known as the Walker breakdown field, HWB, where the velocity reaches its 
maximum, vMax. Because the rate at which a moving DW can dissipate Zeeman energy 
through Gilbert damping is limited, further increase in applied field will not further 
increase the DW velocity. Instead the internal magnetization structure of the DW starts 
to oscillate causing a decrease in propagation velocity. 
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Figure 4.2 (a) DW position x along Py1−yOsy nanowire for y = 
0.8% versus transition time t for several applied fields 
(symbols). The lines are linear fits to the data. (b) Field driven 
DW velocity versus applied field for a series of nanowires for 
various Os doping concentrations y. 

4.4 One Dimensional Model 

The one dimensional model (1D model) for DW motion describes a Bloch DW in a one 
dimensional magnetic wire [30] as a rigid particle with only two properties: the DW 



60   

position, x, in the nanowire and the canting angle out of the plane, , of the local 
magnetization inside the DW, see chapter 1.3.3. Owing to its simplicity the 1D model 
has been used for higher dimensional systems. In order to account for the lowered 
energy of the different DW structure expected in such wider geometries the anisotropy, 

HK, and DW width  have been reformulated into effective parameters [14, 24]. 
Assuming stationary DW motion, 0  , a simple relation for DW velocity, v, is easily 

obtained from the model: 

 v H



 , (4.1) 

where the prefactor is known as the DW mobility,     . The transition between 

steady state DW motion and oscillatory DW motion 0   happens when the applied 

field exceeds the Walker breakdown field given by: 

 1 .2WB KH H  (4.2) 

The maximum DW velocity at H = HWB  follows directly from these equations: 

 1
2Max Kv H  . (4.3) 

4.4.1 Measured DW Velocity Profile in 1D Model Framework 

We will now compare the measured DW velocity profiles, v(H), as shown in Figure 4.2 
(b) with the 1D model expectations. In order to correctly account for the changes in 
various magnetic material properties some extra care needs to be taken. First the 
anisotropy field, HK, as used in the 1D model is an effective anisotropy. The effective 
anisotropy also accounts for the energy gain that is obtained by the DW by taking 
advantage of the full 3D size of the nanowire: the DW forms a vortex structure rather 
than a transverse structure. However, effective or not, the anisotropy field in permalloy 
nanowires purely originates from shape-anisotropy only. Shape anisotropy on its turn is 
dependent on the saturation magnetization MS, which varies over the osmium doped 
sample range. As noted above, the effective anisotropy can also be affected by changes 
in the DW structure. When it is assumed that no DW structure changes occur over the 
sample series, an assumption that will be supported by measurements of the DW width 



  61 

later on, we obtain a linear dependence of the anisotropy field on the saturation 
magnetization: K SH M . 

The width, , of DWs is determined by a competition between minimization of 
exchange energy A (by aligning individual spins) and minimization of anisotropy 
energy (by aligning individual spins with the nanowire). From Neél wall calculations 
one obtains the following expression for the DW width: 

 
K

A
H

  . (4.4) 

Even though the DWs in our experiments will have the vortex structure it is still 
expected to have the linear dependence given by equation (4.4) as the structure is still 
determined by a competition between the same two energy terms. 

As noted above the exchange energy is expected to decrease linearly with TC and HK 
decreases linearly with MS. The relative decrease in TC and MS is of comparable 

magnitude, see Figure 4.1 (b and c), and thus the DW width, , does not change with 
osmium doping, in first order approximation. 

Now that we have obtained the proper material parameters and their dependency on 
osmium doping we can continue with the more phenomenological comparison of the 
key characteristics of the DW velocity profile, v(H). 

The maximum DW velocity of v = 191 m/s, reached in the lower osmium concentration 
samples for a field of about 8 to 9 Oe is two times bigger than DW velocities reported 
before by Beach et al. [63] in permalloy nanowires (with no osmium doping) with a 
cross-section of 20 × 600 nm. Which is in perfect agreement with the expectations from 
equation (4.3) if a growth of DW width linear with the nanowire width is assumed, as 
also predicted by micro-magnetic simulations by Nakatani et al. [22].  

Plotting the inverse DW mobility, −1, as obtained from a linear fit to the data points 
below HWB in Figure 4.2 (b), against the Gilbert damping alpha, reveals a linear 
dependence, see Figure 4.3 (a). The slope in this figure is a direct measure for the DW 

width through equation (4.1) and results in a DW width of  = 13 nm . The linearity of 
Figure 4.3 (a) is another indication that the DW indeed does not change its structure. 
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Another measure for the DW width would be the ratio of the Walker breakdown field 
and the maximum velocity at the Walker breakdown field, in which case the anisotropy 
field HK is divided out, see equations (4.2) and (4.3) . In Figure 4.3 (b) this ratio is 
plotted again against the Gilbert damping alpha, and from the slope we again determine 

the DW width, which is now  = 14 nm. 

The so obtained DW widths are not only consistent in itself they are also in good 
agreement with measurements reported by Beach et al. [63]. However, these results are 
slightly smaller than expected from micro-magnetic simulations [22] (about 25% 
smaller). 
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Figure 4.3 Dependence of (a) inverse DW mobility, −1, and, (b) 
ratio of Walker breakdown field HWB to maximum DW velocity 

vmax on Gilbert damping . Dependence of (c) vmax and (d) HWB/ 
on saturation magnetization MS. 

By plotting the maximum velocity, vmax, against the magnetization, MS in Figure 4.3 (c) 
again a linear dependence is obtained. Through equation (4.3) we conclude that indeed 
HK depends linearly on the magnetization MS. 

Finally another ratio of interest could be plotted, the ratio of the Walker breakdown 

field HWB and the Gilbert damping  itself, see Figure 4.3 (d). Through equation (4.2) 
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we conclude that this is a direct measure of the effective anisotropy field, HK /2. Indeed 
HK increases linearly with increasing MS. 

4.4.2 Dynamic Propagation Field 

Besides the DW dynamics itself also the minimum field needed to keep dynamic DWs 
propagating has a dependence on the level of osmium doping, the higher doped samples 
needed higher fields to keep DWs propagating. Figure 4.4 (c) shows a measurement of 

the dynamic propagation field D
PH  versus the Gilbert damping . Clearly the dynamic 

propagation field increases first quickly with increasing Gilbert damping to eventually 
saturate to a certain maximum field. 

To explain this dependence  we follow the approach proposed in chapter 2.4 to simulate 
the wire roughness in the 1D model with a simple sinus with a wavelength of 500 nm. 
Note that we argued in chapter 2.4 that the Fourier component of interest for wire 
roughness should be around the same size as the DW width. This DW width refers to 
the real, or physical DW widthi. The effective DW width as used in the 1D model 

equations, , is significantly smaller (~14 nm) which is explained with the core of the 
vortex DW that dominates the DW dynamics [22]. The potential energy is than given by 
the sum of this sine-roughness and the Zeeman energy from the applied field: 

 2 cos(2 )P S
xE M HSx V 


  , (4.5) 

where S is the cross-section of the nanowire, V the amplitude of the roughness and  the 
wavelength. The black line in Figure 4.4 (a) is an example of such an energy potential 
when a field of 10 Oe is applied and a roughness V is assumed such that the static 

propagation field, S
PH , would be 15 Oe. Note that the static propagation field is just that 

field needed to overcome the potential barrier formed by the roughness: 

 S
P

S

VH
M S



 . (4.6) 

                                              
i Still the definition of this physical DW width is ambiguous as the magnetization varies continuously from one orientation to the 

other; when some sensible definition is chosen, e.g. the region where 90% of the rotation happens, a physical DW width in 
the order of the width of the nanowire will be found. 
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Figure 4.4 (a-c) 1D model calculation of DW motion in a 
permalloy nanowire (300 nm × 20 nm) with varying roughness 

and . (a) DW energy landscape in a nanowire with roughness 

corresponding to S
PH  = 15 Oe, in an applied field H = 10 Oe 

for a DW at rest (black line) and for DWs with energy at x = 0 

corresponding to The energy of the dynamic DWs is 

shown for  varying from 0.01 to 0.05 (increasing in the 
direction of the arrow). (b) Minimum field needed to sustain 

DW propagation D
PH  versus S

PH  for increasing Gilbert 

damping (for the same range of  as in a). (c) Cross-sections 
from calculation in (b) as marked by the dashed lines with 
matching symbols in (b). (d) Measured dynamic propagation 

field versus. The dashed line is a guide to the eye. 

1D model calculations are now performed for DWs injected at x = 0 with an initial out 

of the plane canting of the internal magnetization:  > 0 to simulate dynamic DWs. 
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Colored lines in Figure 4.4 (a) show the trajectories of these DWs for varied Gilbert 

damping coefficients . Clearly the DWs with low damping are able to fly over the 
roughness energy barriers without being hold back. However, when damping increases 
there is a point where DWs are no longer able to fly over the energy roughness and get 
trapped in one of the local minima. Once trapped the field needed to start DW motion 
again is the static propagation field as given by equation (4.6). By varying the applied 
field and checking if a DW flies over or gets trapped in the roughness profile a 
minimum field at which such a DW propagates is determined. This field is called the 

dynamic propagation field D
PH  and is dependent on the roughness S

PH  and the Gilbert 

damping. Figure 4.4 (b) shows the dynamic propagation field versus the static 

propagation field for the same series of Gilbert damping coefficients . For very high 

damping both propagations fields become equal. At such high damping the DW will 
propagate quasi statically and follow closely through the energy profile. At damping 
coefficients more closely to what is expected in permalloy and even in osmium doped 
permalloy, DWs are able to propagate at much lower applied fields than what one 

would expect from the roughness ( S
PH ). To obtain a Gilbert damping dependence of the 

dynamic propagation field as measured in Figure 4.4 (c) we can take the data at cross-
sections indicated by the dashed lines in Figure 4.4 (b), the result is shown in Figure 4.4 
(d). With increasing Gilbert damping, the dynamic propagation field increases until it 
reaches the value of the static propagation field. At fields higher than the static 
propagation field no energy barriers are left and DWs will always propagate. 

Side by side comparison of the measured dynamic propagation field, Figure 4.4 (c), and 
the dynamic propagation field form the 1D model calculation, Figure 4.4 (d), reveals 
remarkable equivalence. The 1D model shows saturation of the dynamic propagation 
field to the static propagation field when the Gilbert damping increases. From the 
propagation field measurements of static DWs in chapter 3 we know that the static 
propagation field in our nanowires is about 12-15 Oe. Indeed in the measurement here 
of the dynamic propagation field we observe saturation at a field of around 12 Oe. 
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4.5 Conclusion 

We conclude that the simple sinusoidal model for wire roughness is robust enough to 
also describe systems with varied Gilbert damping predicting the dynamic propagation 
field in a quantitative way. Large increase of Gilbert damping has been achieved by 
doping permalloy films with up to 6% osmium. Measurement of DW velocity and the 
Walker breakdown field in samples with increasing osmium doping showed good 
agreement with the 1D model for DW motion when also the suppression of MS and A 
are taken into account. Furthermore, our work demonstrates that Gilbert damping 
cannot only be used as a parameter to change the field dependent DW velocity, but also 
it has a dramatic effect on the minimum field needed to sustain DW motion. The 
resulting damping dependence of this dynamic propagation field can be well accounted 
for by the 1D model when including a simple model for wire roughness. 



 

C h a p t e r  F i v e  

5 Current Assisted Domain Wall Motion 

Ratio of adiabatic and non-adiabatic spin momentum 

transfer in permalloy nanowires as a function of osmium 

dopingi 

Domain wall velocity profiles as function of applied field and current 
are measured in osmium doped permalloy nanowires. Current through 
the nanowires is applied to aid or oppose the field driven domain wall 
motion through the spin momentum transfer effect. Walker breakdown 
field and maximum domain wall velocity are shown to be affected by 
the applied current. From comparison to simple 1-dimensional model 
expressions, numerical values are obtained for the electron spin 
polarization P and the non-adiabatic spin momentum transfer 

contribution . Repeating these measurement in an osmium doped 

permalloy sample series reveals the spin torque efficiency dependence 
on osmium doping. 

                                              
i Parts of this chapter are prepared for submission to Physical Review Letters 
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5.1 Introduction 

Propagation of magnetic domain walls (DWs) in nano-sized magnetic wires is 
elemental for the feasibility of several recently proposed memory and logic devices [8, 
64-66]. This has stimulated considerable research into the field of current driven 
magnetization dynamics of domain walls in various nanowire devices [16, 60, 67]. 
However a thorough understanding of the spin transfer torque (SMT) mechanism 
remains to be developed and the central question is the origin and magnitude of the non-

adiabatic contribution to STT, parameterized by  in the Landau-Lifshitz-Gilbert 
equation (LLG). Berger first introduced the non-adiabatic term as a consequence of the 
Stern-Gerlach force on conduction electrons by the gradient in the s-d exchange field 
[38]. Others argue this may arise from linear momentum transfer [34] or spin flip 
scattering [39]. The non-adiabatic contribution has been measured before by comparing 
de-pinning current thresholds with micro magnetic simulations [89] and by measuring 
the DW velocity through the Anisotropic Magneto Resistance (AMR) effect [60]. 
However the results are ambiguous because the measurement is done in an indirect way 

or because the signal to noise ratio is so low that it is hard to determine  with enough 

accuracy. We here present the separate measurement of  and the electron spin 
polarization P in osmium doped permalloy nanowires. Furthermore we investigate the 

link between P and the Gilbert damping , when Gilbert damping is increased by 
doping the permalloy films with osmium. This osmium doping likely also impairs the 

spin polarization P and thus separation of P and  would be imperative. 

5.2 Experimental 

We measured the field driven and current assisted velocity profile of a DW in a 
permalloy (Ni80Fe20) nanowire with a 0.4% osmium doping. From comparison of the 
obtained measurements to the 1-dimensional (1D) model for DW dynamics we deduct a 

value for the parameter  as well as the spin polarization P. Secondly the dependence of 
the non-adiabatic contribution to the DW velocity on osmium doping level is measured 
and shown to decrease with osmium doping. This decrease can, equivalent to the 

measurements on the 0.4% doped permalloy sample, be related to a decrease in  and/or 
P. However, measurement of the full velocity versus field profile, v(H), versus applied 
current, J, has not been done on these samples and therefore the dependence of P on 

osmium doping can not be separated from . P is expected to decrease with the 
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increasing number of scattering sites formed by the osmium atoms. Furthermore, over 
the range of osmium samples measured (0%-6%) the AMR effect is measured and 
reduced significantly, see Figure 5.1. A link between AMR effect and spin polarization 
could be intuitively anticipated [90]. Although such a relation is non-trivial, the 
pronounced reduction of AMR as function of Os concentration is an indication that a 
reduction of P could be expected. 
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Figure 5.1 AMR effect as percentage of the total resistance of 
plain, 22 nm thick, permalloy films doped with increasing 
levels of osmium. 

permalloy films of 22 nm thickness doped with osmium ranging in concentration from 
0.0% to 6.0% are prepared by magnetron sputtering deposition, see chapter 4.3 for 
details on the preparation as well as for the magnetic properties of the so obtained 
NiFeOs material. 300 nm wide nanowires are formed by electron beam exposure and 
successive oxygen reactive ion etching on specially prefabricated CMOS chiplets 
containing buried Cu wires for local field pulse generation, see chapter 2.2. 

We will now first determine  and P in a 0.4% osmium doped permalloy nanowire by 

measuring the DW velocity as function of applied field and current using the pump-
probe magneto-optical Kerr effect microscopy technique as described in chapter 2. 
Successive comparison of the results with the 1D model expectations then results 
numerical values for the key parameters describing DW motion.  

Pump-probe Kerr measurements where performed to determine the DW passage time at 

several positions along the 15 m long nanowire. DW velocity is then determined by a 
linear fit to the data points. By varying the applied driving field H and repeating the 
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same velocity measurement a full DW velocity profile is obtained. By then varying the 
current that is applied with the field and either aids (negative J) or opposes (positive J) 
DW motion, the field dependent effect of current is obtained. 

Figure 5.2 (a) shows the resultant DW velocity profile for five applied current densities 
J including zero current. Clearly the applied current causes the Walker breakdown field 
to shift to lower (higher) fields when the current applied aids (opposes) DW motion. 
Also the maximum DW velocity increases (decreases) when the current is aiding 
(opposing) the DW propagation. The DW mobility, dv/dH, below Walker breakdown 
remains constant under application of current. These observations are all directly 
expected from the 1D model, Equation (1.33) to (1.35). 
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Figure 5.2 (a) DW velocity versus applied field when a current 
J of strength (−0.50, −0.25,0,0.25,0.50) ×1012 A/m2, increasing 
in direction of  the arrow, is passed through the nanowire. 
Positive current is defined in the direction of the DW 
propagation. (b) Micro-magnetic simulation of DW velocity in 
300 × 20 nm permalloy wire. Constants: MS = 800 emu cm−3, 

 = 0.01,  = 3, P = 0.5, micro-magnetic cell size: 4×5×10 

nm, time-step: t = 0.25 ps. (c) 1D analytical model 

calculation using the same assumptions as in (b), in addition:  

= 15 nm and HK = 1900 Oe. 
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5.3 One Dimensional Model Analysis 

Figure 5.2 (b and c) show the DW velocities obtained from micro-magnetic simulation 
and from the analytical 1D model expressions. Micro-magnetic simulations [91] are 

performed on 300 × 20 nm permalloy nanowires of 1m length. Moving boundary 
conditions are used to keep the propagating vortex DW structure in the middle of the 
nanowire. The average DW velocity is calculated by averaging over 40 ns of simulated 
DW propagation. Comparison of the data with the simulation and the 1D model 
analytical results show great similarity. In all cases the DW mobility is constant up to 
the Walker breakdown field and independent on the applied current. The Walker 
breakdown field shifts when current is applied and the above Walker breakdown DW 
velocities show little dependence on applied current. 

Comparison of the DW mobility with the 1D model equations directly gives the value 

of the domain wall width: = 14.9 nm given the Gilbert damping (= 0.0092) as 
measured with FMR (see Figure 4.1), which is in agreement with theoretical 
expectations [22]. 

5.4 Analysis and Discussion 

In Figure 5.3 the peak velocities and Walker breakdown fields are plotted as a function 
of the applied current density, J. The slope of the linear fit to the maximum velocity 
data directly reveals the spin polarization P from equation (1.35) and (1.31) in 
conjunction with the measured value for MS = 799 emu/cm3 . Thus we obtain P = 0.50. 
This is in accordance with estimates for the polarization in the literature which ranges 
from 0.4 to 0.7 [37]. 
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Figure 5.3 (a) Maximum DW velocity at Walker Breakdown 
field versus applied current density and linear fit to the data. 
(b) Walker breakdown field versus applied current density and 
linear fit to the data. 

The maximum velocity at zero current together with the above calculated DW width, , 
results in the effective anisotropy field, HK = 1318 Oe. Included in this effective 
anisotropy field are shape anisotropy field as well as a reduction of that field due to the 
vortex rather than Bloch structure of the DW. The linear dependence of the Walker 
breakdown field as shown in Figure 5.3 (b) together with the above determined value 

for  and P as well the known value of , results through equation (1.34) to the non-

adiabatic parameter  = 3.35 . Additionally, from the Walker breakdown field in 

absence of an applied current and the known value for , the anisotropy field, HK, can 
again be determined: HK = 2037 Oe. The spread between the two differently obtained 
values for HK is probably caused by the uncertainty in the determination of the peak 
value of the DW velocity. Another problem is that the cause for the breakdown in DW 
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velocity is the instability of the internal structure of the DW when Zeeman energy 
cannot be dissipated at a high enough rate to further enhance the DW velocity. It is 
likely that in a real nanowire the onset of the Walker breakdown is more complicated 
and for example affected by wire roughness. That the Walker breakdown is, in fact, 
more complicated can already be seen in the data of Figure 5.2. The DW velocity does 
not linearly increase up to HWB but instead slows down already several Oersted before 
the field is reached. 

A more direct measurement of  can be done when looking at the linear regime of DW 
propagation only. Figure 5.4 shows the change in DW velocity when current is applied 
with a driving field. The driving field here is chosen such that the sum of the driving 
field and applied current will not drive the DW velocity beyond the Walker breakdown 
field. From the slope of the data for the 0.4% osmium doped nanowire and the 

measured values for , MS and P, we deduce  = 3.94 , in reasonable agreement with 

the estimate  = 3.35  obtained by applying equation (1.33). Note that there is still a 
value for the spin polarization P needed, which could only be deduced from the current 
induced change in peak DW velocity. 

No full DW velocity profile measurements as function of current density have been 
successfully done on the other samples in the series with increasing osmium 
concentration. For these samples we will need to resort to other sources to determine P. 
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Figure 5.4 Velocity change due to current through the wire at a 
field below Walker breakdown for 300nm wide wires with 
increasing concentration of osmium doping. Driving field is 
fixed for each sample such that DW motion is limited to the 
linear regime. H = 5.6, 7.6, 8.0, 9.0, 9.0, 13.1 for the samples 
with increasing osmium doping respectively. 

Equivalent to the description above for the 0.4% osmium doped sample, the non-

adiabaticity parameter  can be determined for all samples in the series. Figure 5.4 
shows the SMT induced change in DW velocity versus applied current for the whole 
series of osmium doped permalloy samples. These data were measured at an applied 
field strength such that DW motion remains in the linear regime. Clearly DW motion is 
affected more strongly when less osmium atoms are present and DW propagation stays 
in the linear regime within the current range applied as witnessed by the linear 

dependencies. From the consecutive slopes again P can be determined. Since the 
maximum velocity could not be obtained no separate value for P is available. 

If we assume that the polarization is not affected by the osmium atoms, and thus P 

remains P = 0.5 throughout the sample series we can plot  versus the Gilbert damping 

, as shown in Figure 5.5. 
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The spin polarization P, however, is expected to drop with the increase of scattering 
sites formed by the osmium atoms as also argued from the measured AMR effect above. 
One possible approximation for the spin polarization is that it reduces at the same rate 
as the magnetization with the osmium doping. Figure 5.6 shows the non-adiabaticity 

constant  when this approximation for P is assumed. In both cases a significant drop in 
the non-adiabatic spin torque is observed when the Gilbert damping increases first, 

when further increase of the Gilbert damping is obtained not much further decrease of  
is observed.  
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Figure 5.5 The spin torque efficiency,  as determined from 

v(J) and the known values of  and MS and by assuming P = 
0.5 constant independent on osmium doping concentration. 
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Figure 5.6 The spin torque efficiency,  as determined from 

v(J) and the known values of  and MS and by using the 
estimate P = 0.5 for osmium concentration of 0.4% and further 
assuming that P reduces proportional with MS. 

5.5 Conclusion 

In conclusion we measured the non-adiabatic contribution to the SMT, parameterized 

by  and the electron spin polarization P in a permalloy nanowire with 0.4% osmium 
doping. Secondly we measured the dependence of the spin torque efficiency on osmium 
doping. A pronounced dependence of the measured non-adiabatic spin torque efficiency 

(P) on Os concentration was found. This result may be interpreted as a sign that the 

intensively debated ratio  /  is far from constant over the range of alpha studied. 
However, for reaching an unambiguous conclusion more accurate and independent 
measurements of the spin polarization P are a necessity. Thus, achieving deeper insight 

on the link between  and  remains a challenge. 
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ABSTRACT 

Magnetization Dynamics in Racetrack Memory 

Various devices have been proposed which use magnetic domain walls (DWs) in nano-
sized magnetic structures to perform logic operations or store information. In particular 
in ‘Racetrack memory’ bits of information represented by DWs are shifted in a 
magnetic wire to be stored. For these memory and logic devices to be successful, great 
control of DW motion is of vital importance. 

In cooperation with IBM’s Almaden research laboratory a pump-probe Kerr magneto-
optical scanning microscope has been developed. In order to control DW injection, 
motion and reset, magnetic fields have to be applied locally on the nanowire. For this a 
special Damascene CMOS chip has been fabricated at the 200 mm wafer facility at 
IBM Microelectronics Research Laboratory (MRL). Probing of the local magnetization 
is done with a focused pulsed laser spot of 400 nm diameter where the polarization 
rotation caused by the Kerr effect is measured after reflection. In order to achieve 
optimal focusing a perpendicular incident laser beam is focused with a high numerical 
aperture objective. Synchronized ‘pumping’ in this scheme is achieved by successively: 
1 injecting a DW; 2 propagate the DW down the nanowire with either current through 
or an applied field pulse over the nanowire; 3 and finally resetting the whole nanowire 
to its original magnetization by applying a large field together with the injection of an 
opposite magnetic domain. With this setup field and current induced DW motion is 
studied in permalloy nanowires ranging in width from 200 to 700 nm and thickness of 
20 nm. 

For control of DWs in Racetrack memory it is important to understand the different 
mechanism for driving a DW already in motion (dynamic) and driving a DW that is 
currently at rest (static). The propagation field, the minimum field below which no DW 
motion takes place, is measured for both dynamic DWs and static DWs. It is found that 
Static DWs require a much higher field than DWs already in motion. A model is build 
where this effect is related to the wire roughness, successfully describing the existence 
of a propagation field, the difference between both propagation fields and a specific 
effect related to the method of injection. 
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For Racetrack memory to be successful the critical current needs to be small (the 
current needed to move a DW solely by current) and the DW velocity high. Much of the 
influence of intrinsic magnetic properties of materials on DW dynamics is unknown. 
One important property affecting DW velocity and possibly also the critical current is 
Gilbert damping. Gilbert damping in permalloy can be tuned by doping the nanowires 
with osmium. This is used to prepare a sample series with increasing Gilbert damping. 
Measurement of the field induced DW velocity revealed a profile well known that 
includes the Walker breakdown (a maximum field where further increasing field 
strength does not further increase the DW velocity). From this profile the dependence of 
the Walker breakdown, DW mobility and maximum DW velocity on Gilbert damping 
has been determined. 

With the same sample series also current induced field assisted DW motion has been 
measured. Current induced DW motion is known to be driven by two effects: adiabatic- 
and ballistic- spin momentum transfer (SMT) which relative contribution is 
parameterized by beta in the Landau Lifshitz Gilbert equation (LLG). Measurement of 
DW velocity depending on current density revealed the relative contribution of the two 
SMT schemes. Also the influence of Gilbert damping on the relative contribution of 
both schemes has been explored. A pronounced dependence of the measured spin 
torque efficiency on osmium concentration was found. This result may be interpreted as 

a sign that the intensively debated ratio  /  is far from constant over the range of  
studied. 



 

SAMENVATTING 

Magnetizatie Dynamica in Racetrack Geheugen 

Er zijn in de literatuur diverse concepten voorgesteld voor het verwerken (logica) en het 
opslaan (geheugen) van informatie door middel van magnetische domeinen in een 
magnetisch materiaal. Over het algemeen spreekt men van domain grenzen (DGs), de 
grens tussen twee domeinen met verschillende magetizatie. Het is aangetoond dat 
dergelijke DGs in zekere zin kunnen worden opgevat als vrije deeltjes die zich in 
magnetische structuren van nano-afmetingen kunnen verplaatsen; bijvoorbeeld 
structuren van een magnetisch materiaal zoals die op een chip gemaakt zouden kunnen 
worden. Racetrack memory, zoals besproken in deze thesis, is een geheugen concept 
waarbij eenheden van informatie worden opgeslagen in de vorm van DGs in een 
magnetische nano-draad. Door deze DGs in de draad heen en weer te schuiven kunnen 
ze gelezen en geschreven worden. Voor dergelijke logica en geheugen concepten is 
perfecte controle van de dynamica van de magnetische DGs van het grootste belang. 

In samenwerking met de onderzoeks afdeling van IBM in Almaden is er een 
stroboscopische magneto-optische Kerr meetmethode ontwikkeld. Om de formatie en 
propagatie van DGs te initiëren moet een sterk gelokaliseerd magnetisch veld worden 
aangelegd. Hiervoor is een speciale Damascene CMOS chip gemaakt in de 200 mm 
wafer fabriek van IBM, het Microelectronics Research Laboratory (MRL). Het meten 
van de lokale magnetizatie in de nanodraad wordt gedaan door een stroboscopisch 
pulserende laser te convergeren tot een punt op de nanodraad. Het Kerr effect zorgt 
ervoor dat de polarizatie van het licht verandert na reflectie van de magnetische 
nanodraad. Door de mate van polarizatie verandering te meten, kan de magnetizatie van 
de nanodraad ter plaatse worden vastgesteld. Door synchroon met de pulserende laser, 
doch met kleine, variabele, tijdsvertraging, DGs in de draad te injecteren en langs de 
draad te propageren kan de dynamica van DGs gemeten worden. Met deze 
meetmethode is veld en stroom geïnduceerde DG propagatie bestudeerd in nanodraden 
van NiFe met een breedte van 200 tot 700 nm en een dikte van 20 nm. 

Voor de optimale controle van DG propagatie in Racetrack geheugen is het belangrijk 
om het verschil te begrijpen tussen DGs die al in beweging zijn (dynamische DGs) en 
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DGs die stil staan (statische DGs). Het minimum veld nodig om DG propagatie te 
bewerkstelligen is gemeten voor beide gevallen. Het blijkt dat statische DGs een veel 
hoger veld nodig hebben om in beweging te komen dan dynamische DGs nodig hebben 
om in beweging te blijven. Dit effect is gemodelleerd door het DG propagatie veld te 
relateren aan de ruwheid van de nanodraad. Dit model beschrijft succesvol het bestaan 
van een propagatie veld alsmede een verschil tussen het dynamische en statische 
propagatieveld zoals gemeten. 

Om Racetrack geheugen tot een succes te maken is het nodig de kritische stroom, de 
minimum stroom nodig om DG propagatie zonder veld te bewerkstelligen, omlaag te 
brengen. Bovendien moet de DG propagatie snelheid hoog zijn, omdat de snelheid van 
het Racetrack geheugen daar direct van afhankelijk is. Er is nog niet veel bekend over 
de invloed van fundamentele materiaal eigenschappen op de hoogte van de kritische 
stroom en de snelheid van DG propagatie. Een belangrijke materiaal eigenschap die van 
invloed is op de DG propagatie snelheid en misschien ook invloed heeft op de kritische 
stroom, is de Gilbert demping. Gilbert demping in NiFe kan aangepast worden door de 
nanodraden te doteren met osmium. Door een serie gelijke NiFe nanodraden te doteren 
met een toenemende concentratie osmium is een serie met toenemende Gilbert demping 
verkregen. Metingen van de veld geïnduceerde DG snelheid leverde het bekende profiel 
op met de Walker ineenstorting (een maximum veld sterkte waarbij verdere verhoging 
van het veld geen verdere verhoging van de DG snelheid opleverd). Van dit profiel is de 
afhankelijkheid van de Walker ineenstorting, de DG mobiliteit en de maximum DG 
snelheid van Gilbert demping herleid. 

Op dezelfde serie nanodraden zijn ook metingen gedaan van de stroom geïnduceerde, 
veld geassisteerde DG propagatie. Stroom geïnduceerde DG propagatie wordt 
veroorzaakt door twee fundamentele effecten: adiabatische- en ballistische- spin 
moment overdracht (SMO) waarbij hun relatieve bijdragen zijn geparameterizeerd met 
beta in de Landau Lifshitz Gilbert vergelijking (LLG). Metingen van de DG snelheid 
afhankelijk van stroomsterkte heeft een directe bepaling van deze parameter beta 
opgeleverd. Verder is ook de invloed van Gilbert demping op deze relatieve bijdrage 
aan de twee SMO mechanismen verkend. Een sterke afhankelijkheid van de gemeten 
spin koppel efficiëntie van osmium dotering is gevonden. Dit resultaat kan worden 
geïnterpreteerd als een teken, dat de in de literatuur uitgebreid bediscussieerde ratio van  

 /   zeer zeker niet constant is over de hier geëvalueerde reeks van Gilbert 
dempingen. 
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