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Summary

Angular Dispersion of Radio Waves in Mobile Channels

Measurement based Analysis and Modelling

Multi-antenna techniques are an important solution for significantly increasing the
bandwidth efficiency of mobile wireless data transmission systems. Effective and reli-
able design of these multi-antenna systems requires thorough knowledge of radiowave
propagation in the urban environment.

The aim of the work presented in this thesis is to obtain a better physical understand-
ing of radiowave propagation in mobile radio channels in order to provide a basis for
the improvement of radiowave propagation prediction techniques for urban environ-
ments using knowledge from 3-D propagation experiments and simulations combined
with space-wave modelling. In particular, the work focusses on: the development
of an advanced 3-D mobile channel sounding system, obtaining propagation mea-
surement data from mobile radio propagation experiments, the analysis of measured
data and the modelling of angular dispersive scattering effects for the improvement
of deterministic propagation prediction models.

The first part of the study presents the design, implementation and verification of a
wideband high-resolution measurement system for the characterisation of angular dis-
persion in mobile channels. The system uses complex impulse response data obtained
from a novel 3-D tilted-cross switched antenna array as input to an improved version
of 3-D Unitary ESPRIT. It is capable of characterising the delay and angular prop-
erties of physically-nonstationary radio channels at moderate urban speeds with high
resolution in both azimuth and elevation. For the first time, omnidirectional video
data that were captured during the measurements are used in combination with the
measurement results to accurately identify and relate the received radio waves directly
to the actual environment while moving through it.

The second part of the study presents the results of experiments in which the high-
resolution measurement system, described in the first part, is used in several mobile
outdoor experiments in different scenarios. The objective of these measurements
was to gain more knowledge in order to improve the understanding of radiowave
propagation. From these results the dispersive effects in the angular domain, caused
by rough building surfaces and other irregular structures was paid particular attention.
These effects not only influence the total amount of received power in dense urban
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environments, but can also have a large impact on the performance and deployment of
multi-antenna systems. To improve the data representation and support further data
analysis a hierarchical clustering method is presented that can successfully identify
clusters of multipath signal components in multidimensional data. By using the data
obtained from an omnidirectional video camera the clusters can be related directly to
the environment and the scattering effects of specific objects can be isolated. These
results are important in order to improve and calibrate deterministic propagation
models.

In the third part of the study a new method is presented to account for the angular
dispersion caused by irregular surfaces in ray-tracing based propagation prediction
models. The method is based on assigning an effective roughness to specific surfaces.
Unlike the conventional reflection reduction factor for Gaussian surfaces, that only
reduces the ray power, the new method also distributes power in the angular domain.
The results of clustered measurement data are used to calibrated the model and show
that this leads to improved channel representations that are better matched to the
real-world channel behavior.
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1
Introduction

1.1 Background and motivation

For several decades mobile communication mainly focussed on voice and text messag-
ing services. Today, the success of cable & digital subscriber line (DSL) services and
wireless local area networks (WLAN) has been accelerating the demand for mobile
internet and multimedia applications with increasingly high-quality and high data-
rate services. This trend is mainly caused by the ever growing developments in online
applications, information sharing and digital social networks, which will drive users
from “occasionally connected” towards “connected anytime-anywhere”. The demands
for such a scenario can partly be fulfilled by Third Generation (3G) techniques such
as Universal Mobile Telecommunication System (UMTS) and enhancements such as
High Speed Downlink Packet Access (HSDPA) and its uplink counterpart HSUPA.
The further extension of UMTS towards Long Term Evolution (LTE), developed
within the 3rd Generation Partnership Project (3GPP) and expected to be available
in 2010, aims to offer peak rates up to 50 Mbps and 100 Mbps in up and downlink,
respectively, using only 20 MHz bandwidth [1]. Furthermore, the currently emerging
Worldwide Interoperability for Microwave Access (WiMAX) technologies, based on
the IEEE 802.16 standard, are expected to offer peak rates up to 28 Mbps in downlink
and 60 Mbps in uplink using only 10 MHz bandwidth [2].

To obtain sufficient coverage and quality of service (QoS) using existing and next
generation technologies, operators move towards smaller cells such as pico-cells or
femto-cells, mostly applied in indoor scenarios [3, 4]. The use of these smaller radio
cells is mainly due to the fact that data-throughput and user-capacity can be increased
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and interference be mitigated more easily if cell sizes are reduced. Furthermore,
smaller radio cells can help to fill the gaps in signal coverage, especially in dense urban
or indoor environments. The effective deployment and planning of these cells requires
accurate knowledge about propagation behaviour in these areas and implies that
propagation models include information about the local features of the environment
at the receiver and transmitter locations.

Furthermore, next generation technologies make use of adaptive antenna technology,
which includes single- or multiuser multiple-input multiple-output (MIMO) technol-
ogy and spatial-division multiple access (SDMA). The use of these adaptive antenna
techniques stems from exploiting the spatial or directional channel diversity in order
to improve signal-to-interference-and-noise ratio (SINR) and, more importantly, in-
crease spectral efficiency in order to achieve high data rates. The effective application
of these techniques requires the design of appropriate antenna arrays and optimised
smart antenna or MIMO algorithms. This can only be accomplished if sufficient
knowledge about the radio channel in urban environments is available and real-world
propagation models are used that include spatial or directional information.

Researchers and developers of multi-antenna technologies have an urgent need for
realistic (stochastic) directional channel models that are intended for system level
design and performance evaluation. Stochastically spatial channel models are often
used for this purpose and generate multipath components (MPCs) that are chosen
randomly from appropriate probability distributions. Examples of such models are
the 3GPP SCM model [5] that has recently been extended by WINNER [6] and the
COST273 model [7] that is being further developed within the COST2100 framework.
A geometrical-based channel model that bridges the gap between stochastic direc-
tional channel models and deterministic ray-based models is the Ilmprop model [8,9],
which can be used for the analysis of multi-user, time-variant, MIMO systems. The
design, calibration and improvement of the above models, in turn, requires accurate
(statistical) information on MPC parameters including angle-of-arrival (AOA) and
their non-stationary behaviour [7].

It is widely recognised that the semi-empirical or stochastic propagation prediction
models used for the planning and optimisation of conventional, macrocellular networks
are not suitable if smaller cells or adaptive antennas are deployed [10–12]. Not only
do these models produce highly inaccurate results in complex urban environments
typical of micro cells [13], they are also incapable of predicting directional channel
characteristics. For this reason, interest has shifted towards more advanced, so-called
deterministic prediction methods, which use physical models of radio propagation
mechanisms such as reflection and diffraction, as well as detailed information about
the environment, for example locations of buildings and vegetation and their electro-
magnetic (EM) properties. Although these deterministic models provide a potential
way to improve propagation prediction results, their dependence on detailed building
databases and their excessive computational complexity have so far prevented their
extensive use by mobile system operators [14]. Most current research in the area of
deterministic propagation modelling deals with reducing the high computational com-
plexity associated with deterministic propagation prediction, while further improving
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prediction accuracy. In addressing both of these issues, it is important that the dom-
inant mechanisms of propagation in mobile radio environments are identified, so that
computational resources can be spent on modelling the significant mechanisms, and
research efforts can be focused on improved modelling of the most significant ones.
Results of high-resolution AOA measurements can provide valuable insight as to which
mechanisms are dominant, because they provide information about the propagation
trajectories corresponding to the strongest MPCs. Additionally, this information is
important for the calibration of location specific model parameters and verification
of prediction results, since the performance of deterministic propagation prediction
models relies on accurate model calibration [15].

More specifically, there is an increased interest in the importance of modelling scat-
tering phenomena that cause angular dispersion, such as scattering by vegetation or
irregular surfaces. These effects can have a large impact on adaptive antenna tech-
nologies and need to be modelled more accurately [16–20]. Due to these scattering
phenomena the arriving waves no longer have well-defined AOAs. In beamforming
systems this strongly influences the effect of steering nulls in specific directions and,
therefore, influences the capacity enhancement [21]. In MIMO systems the angular
dispersion also has a major effect on the capacity and diversity gain [22, 23]. This
means that adaptive antenna arrays need to be designed to match the different spatial
characteristics of the radio environment in order to achieve significant performance
enhancements.

Also, a further analysis of the rate of change of MPCs along a trajectory can help
to reduce model complexity by extrapolating the composition of MPCs more effec-
tively [24]. Furthermore, there is a need for more information about the propagation
behavior in azimuth and elevation, e.g. for scenarios where over-rooftop or through-
building propagation are dominant [25].

Several methods have been reported for the characterisation of directional radio propa-
gation effects. In [26], a measurement system was described based on a virtual uniform
circular array that can be used to characterise the angular properties of the channel
at the receiver in a static scenario with high resolution in azimuth, but limited res-
olution in elevation. In [27] a method was presented based on a virtual rectangular
array lattice to obtain improved elevation resolution. Due to the large measurement
duration this system can only be used for static measurements. In [28, 29], systems
were presented based on spherical and semi-spherical switched arrays that are capable
of measuring radio channels at the receiver while moving, however, the performance
in both angular domains is poor. Measurements of the directional propagation effects
at both the transmitter and receiver have been reported in [30, 31] using the Elek-
trobit PropSound Channel Sounder [32]. Similar measurements were also reported
in [33] using the RUSK ATM channel sounder [34]. Although these double-directional
measurements provide much information about the double-directional propagation
behaviour, the system complexity either limits the ability to perform measurements
while moving through the environment or limits the angular resolution performance.

The above interests endorse the need for more accurate, high-resolution mobile prop-
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agation measurements and analysis to improve propagation modelling in order to
provide a basis for the design of radio-systems that are better matched to the real-
world behavior of mobile radio-channels.

1.2 Previous work and objectives

The work presented in this thesis follows on previous work performed at the Eindhoven
University of Technology (TU/e) by De Jong [25] and Jevrosimović [24]. In the work of
De Jong the dominant effects of transmission through buildings and the scattering by
trees were identified by experiments, modelled and incorporated into a deterministic
prediction tool. One of the outcomes of this work was the need for more knowledge
about the three dimensional propagation effects, i.e. improved analysis in the elevation
domain. These effects are considered especially important for the analysis of ground
reflections and over rooftop propagation in cells that have some of the characteristics
of both macrocells and microcells. The work of Jevrosimović analyses the effects
of real-world propagation in urban micro-cell environments on UMTS performance
using smart antennas. Here, a method was proposed to compute information on
the composition of the waves, i.e. ray parameters, at the central point of a “pixel”-
area using a ray-tracing model and to extrapolate signals for any point within that
pixel on the basis of that information. This reduces the computational complexity of
deterministic prediction models along a trajectory, depending on the pixel size. In
order to improve and further extend the pixel concept, more information is needed on
the amount of change of the composition of the MPCs along a trajectory in real-world
scenarios.

The present work was started in 2004 as a collaboration between the Communications
Research Centre Canada (CRC) and TU/e and, in a later stage, the collaboration
within the research framework Dutch Research Delta (DRD), a research cooperation
between Koninklijke PTT Nederland (KPN), Netherlands Organisation for Applied
Scientific Research (TNO) and a number of Dutch universities. In this thesis the
results of this scientific work are presented. The aim of this work is to obtain a better
physical understanding of radiowave propagation in mobile radio channels and to im-
prove radiowave propagation prediction for urban environments using knowledge from
3-D propagation experiments and simulations combined with space-wave modelling.
In particular, the main objectives of the work are:

• Development, implementation and evaluation of an advanced 3-D mobile chan-
nel sounding system.

• Obtaining propagation measurement data from mobile radiowave propagation
experiments and performing analysis.

• Modelling local scattering mechanisms for the improvement of deterministic
propagation prediction models.
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The results will provide a basis for the development and analysis of improved propa-
gation and channel models for 4th generation (4G) mobile communications systems.

1.3 Outline and contributions of this thesis

In this section a general overview and outline of this thesis is presented.

Chapter 2 reports the design and implementation of a measurement system that is
capable of characterising the delay and angular properties of physically-nonstationary
radio channels. The system is based on a 3-D antenna array and a wideband chan-
nel sounder that allows high-speed characterisation of the radio channel. The array
geometry allows the application of the 3-D Unitary ESPRIT algorithm, explained in
more detail in Chapter 3, to obtain high-resolution AOA estimations.

The main contributions and innovations of this chapter are:

• The design and implementation of a wideband radio channel sounder for high-
speed characterisation of the radio channel and a 3-D tilted-cross switched
antenna array that allows angle-of-arrival estimations at typical urban speeds
(< 50 km/h). These results were published by the author in [35–37].

• The presentation, implementation and evaluation of a novel method to reduce
mutual coupling in switched antenna arrays. These results were published by
the author in [37, 38].

Chapter 3 describes the Unitary ESPRIT algorithm for three-dimensional parameter
estimation, and its application in the analysis of data measured with the 3-D tilted-
cross array that was described in Chapter 2. The 3-D Unitary ESPRIT algorithm
and an improved version of the 3-D structured-least-squares (3-D I-SLS) method are
presented. This method enables the Unitary ESPRIT algorithm to be applied to the
3-D tilted-cross array and to cross arrays in general. The main contributions and
innovations of this chapter are:

• A new method is presented to apply 3-D Unitary ESPRIT to the specific cate-
gory of cross arrays. This result was published by the author in [39].

• To minimise the effects of shadowing of the antenna array support structure a
method was presented to detect and discard erroneous data with minimal loss
of performance using a unique reliability criterion. This result was published
by the author in [36].

• Theoretical and experimental results support the validity of the measurement
method and show that multiple sources can be accurately characterised with a
resolution performance of less than 5◦ in both azimuth and elevation.

In chapter 4, the results of several outdoor experiments are presented. The results
are used to demonstrate the system capabilities in real-world urban environments and
confirm that the composition of the multipath components along a trajectory can be
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accurately characterised and tracked. Omnidirectional video data that were captured
during the measurements are used in combination with the measurement results to
accurately identify and relate the received radio waves directly to the actual environ-
ment while moving through it. This information helps to identify the most significant
propagation mechanisms, which is vital for the the improvement and calibration of
deterministic propagation models. Additionally, it can also be very useful when the
measurement system is used as a diagnostic tool as will be shown in chapter 5.

The main contributions and innovations of this chapter are:

• The result of measurements along a trajectory are presented that show the ca-
pabilities and performance of the measurement system in a real-world scenario.
Elevation angles are estimated accurately, but waves reflected by the ground are
difficult to detect and phase distortions due to ground reflected waves reduce
the estimation performance in elevation.

• The composition of the sets of multipath components along a trajectory can
be accurately characterised and tracked. These sets of multipath components
can be accurately related to the actual environment using omnidirectional video
data that were captured during the measurements along the trajectory.

• The results from outdoor experiments in an urban environment show that over
rooftop diffractions can be identified, as well as reflections from irregular build-
ing structures and diffuse scattering effects in the delay and angular domain.
The results were partly published by the author in [37].

Chapter 5 describes the results of a diagnostic survey in the framework of a collab-
oration between TU/e, TNO-ICT and KPN. The results obtained in the scenarios
presented here are obtained using the measurement system presented in Chapters
2, 3 and 4, and are especially important for mobile system operators, because they
reveal some of the causes of insufficient propagation prediction. Measurements were
performed in a dense urban environment in Amsterdam, the Netherlands. Results
show that the measurement approach can be used to create a setup that is similar
to the actual network scenario and is capable of accurately identifying the dominant
propagation effects while moving through the environment. The results underline
the limitations of the propagation prediction models currently used by mobile system
operators such as KPN and the importance of accurate propagation knowledge and
modelling.

The main contributions and innovations of this chapter are:

• Results obtained using a diagnostic analysis of the propagation effects inside an
operational network using the recently developed high-resolution measurement
system are presented. The main propagation mechanisms and the causes of
unexpected signal degradation and interference are successfully identified with
the help of omnidirectional video data.

• It is shown that shadowing and reflections from irregular building structures
can be dominant propagation mechanisms.
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• Current propagation models used by operators such as KPN do not provide
sufficient flexibility and accuracy in complex urban environments, therefore,
more accurate propagation modelling is required.

Chapter 6 describes the clustering of multidimensional measurement data. Since
visual inspection and analysis of multidimensional measurement data can be very
complex, a hierarchical clustering method is presented that can find clusters in the
four-dimensional space (azimuth, elevation, delay, position). The method is capable of
isolating the scattering effects of specific objects, which is important for the improve-
ment and calibration of deterministic propagation models. Dispersive effects in the
angular domain, caused by irregular building surfaces and other irregular structures
was paid particular attention.

The main contributions and innovations of this chapter are:

• A method to cluster multidimensional estimation data obtained with a 3-D
high-resolution channel sounder is presented and successfully applied to the
measurement data. The work was published by the author in [40, 41].

• The results from several outdoor experiments are presented and used to apply
the clustering algorithm. The scattering effects of specific objects can be isolated
and the angular dispersion of these objects in azimuth as well as in elevation can
be analysed. Angular spreads of less than one degree up to several degrees are
observed, for different objects. The results have been published by the author
in [40, 42].

Chapter 7 describes the modelling of scattering caused by irregular surfaces as a basis
for implementation in ray-tracing methods. A novel approach is presented in a first
attempt to model the dispersive effects, caused by scattering on surfaces which have
“random” irregularities, directly at the receiver. The method is based on assigning a
effective stochastic roughness to a specific surface. The scattering effects caused by
the surface roughness include the combined effects of both the surface irregularities
and changes in material properties. The results of simulations and measurements
show that the method can be used to model the dispersive effects of rough surface
scattering in a manner similar to using the reflection reduction factor for Gaussian
surfaces, except that the reduced power in the specular direction is distributed in
the angular domain. The possibility of including the model into a 3-D ray-tracer is
outlined.

The main contributions and innovations of this chapter are:

• A novel approach to model the dispersive effects of rough surface scattering
directly at the receiver is presented. The model generates instantaneous re-
alisations of the channel at the receiver and includes both the coherent and
incoherent components. The work has been published by the author in [43].

• The results from outdoor experiments that were conducted to study scattering
from a rough building surface are presented and used to calibrate the model.
The effective surface roughness in the model is calibrated through the angular
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spread that is generated by the surface and estimated from high-resolution mea-
surement results. The results obtained from measurements of scattering from a
building with a rough surface show that it is possible to calibrate the ray-tracing
model using measurements of scattering from a small area and then apply it to
accurately predict the effects of scattering from the total, larger surface.

Finally, Chapter 8 presents a summary of the main results together with the general
conclusions from the work conducted during the thesis project reported on herein and
provides recommendations for future research.



2
Angle-of-arrival measurement
system

2.1 Introduction

From the general introduction in the previous chapter it follows that identifying the
dominant mechanisms of propagation in mobile radio environments is important, so
that computational resources are spent on modelling the most significant mechanisms,
and research efforts can be focused on their modelling. Results of high-resolution
angle-of-arrival (AOA) measurements can provide valuable insight as to which mech-
anisms are dominant, because they provide information about the propagation tra-
jectories corresponding to the strongest multipath components (MPCs).

Several measurement systems have been reported in literature that are capable of
measuring the delay and angular characteristics of mobile radio channels [26–34]. A
number of prominent systems that are considered important for the work reported
herein are listed below.

• In [26], a high-resolution measurement system that used the uniform circular
array multiple signal classification (UCA-MUSIC) algorithm applied to a syn-
thetic circular array geometry was described. Although this system can be used
to characterise the delay and angular properties of the channel with high resolu-
tion in azimuth (< 5◦), the resolution in elevation is poor (� 5◦) and there is an
ambiguity in the elevation domain. This system cannot perform measurements
under mobile conditions, because a single measurement sample takes several
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seconds, while the channel coherence-time is in the order of micro-seconds, de-
pending on the speed of the mobile.

• In [29], a system was presented that can describe the three-dimensional spatial
radio channel using a spherical array geometry. Although this system is capable
of measuring time-variant radio channels, its resolution in both angular domains
is poor (up to 40◦).

• More recently a measurement system was described in [28] that used a semi-
spherical array that can measure angular characteristics under mobile condi-
tions, but only with a limited elevation range and poor resolution in azimuth
(up to 26◦) and elevation (up to 44◦).

In this chapter, the design and implementation of a wideband high-resolution mobile
radio channel measurement system is presented. This system is capable of characteris-
ing the delay and angular properties of mobile radio channels with a resolution better
than 5◦ in both the azimuth and elevation domain without ambiguities and while
moving through the environment at moderate urban speeds. Firstly, an overview of
the general system specifications is presented in Section 2.2. Secondly, the specifi-
cations of the modified channel sounder are described and a novel 3-D tilted-cross
antenna array which forms an important part of the system is presented. The ar-
ray geometry allows the application of 3-D unitary estimation of signal parameters
via rotational invariance technique (Unitary ESPRIT) for high-resolution parameter
estimation, which will be explained in more detail in Chapter 3.

In Section 2.3 a method is developed to reduce the negative effects of mutual coupling
in switched antenna arrays used in AOA estimation systems. The concept as well as
computational and experimental results are presented, which demonstrate that the
method can be applied to the 3-D tilted-cross antenna array and switched antenna
arrays in general. Finally, Section 2.4 gives conclusions.

2.2 Measurement system

Parts of the measurement system described in this chapter were designed and built
in close co-operation between the Technische Universiteit Eindhoven (TU/e) and the
Communications Research Centre Canada (CRC), Ottawa, Canada. These parts were
combined and further improved at the TU/e were the system has been in use since
March 2006.

The system operates in the frequency band between 2200-2300 MHz, which is close to
the current UMTS/LTE spectrum between 1920-2170 MHz and the additional avail-
able spectrum for LTE between 2500-2690 MHz [1]. The current measurement system
was realised by extending and modifying parts of the previous wideband radio chan-
nel sounder described in [25]. This system is capable of measuring wideband radio
channel properties in a stationary measurement scenario. Here, the pseudonoise (PN)
correlation method is used to provide an estimate of the complex impulse response
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(CIR) of the channel under measurement. The demand for more accurate measure-
ment results and performing measurements under mobile conditions were the main
drivers behind the development of the new system. A comparison between the current
and the previous measurement system specifications is shown in Table 2.1. This com-
parison shows a significant improvement in elevation resolution and a large increase of
the effective acquisition rate, which allows measurements at moderate urban speeds.
In Fig. 2.1, a block diagram of the new measurement system is shown.

To perform accurate CIR measurements with a moving antenna and receiver, the
number of samples recorded while the receiver is connected to each antenna needs
to be reduced as much as possible and the effective acquisition rate of the channel
sounder needs to be increased considerably. With the current system design these
demands have been spectacularly achieved. Both of these measures are needed to
prevent large estimation errors caused by the variation of the phases of the signals on
all antenna elements during one snapshot. Here, a snapshot is defined as a data file
that results from the sampling of the received signal on each of the antenna elements
in the array. To keep the variation of the phases as little as possible, the PN sequence
length of the channel sounder was reduced from 511 to 255 bits, which in turn reduces
the unambiguous range from 10.22 μs to 5.10 μs. Since the measurement system is
designed for use in microcells the unambiguous range of 5.10 μs is sufficient. Further-
more, the effective sampling rate was halved and the number of antenna elements was
reduced to 31. By performing the correlation of the received baseband data samples
with the replica data samples off-line (post processing), the effective acquisition rate
is increased even further. The time to obtain sufficient measurement data necessary
to produce a single CIR is little more than the period of the PN sequence itself, i.e.
5.10 μs. Due to the above measures, the acquisition rate was increased by a factor
of more than 3000, which allows high-speed characterisation of the radio channel and
makes it possible to perform measurements at typical urban speeds (< 50 km/h).

2.2.1 Channel sounder

The channel sounder transmitter generates a 50 Mchip/s PN sequence with a period
of 255 chips which modulates a 900 MHz carrier using binary phase-shift keying
(BPSK). The resulting signal is bandpass filtered and up-converted by a 1350 MHz
local oscillator to a center-frequency of 2250 MHz. The modulated 2250 MHz signal
is bandpass filtered, amplified to a maximum power of +40 dBm and radiated via an
antenna appropriate for the measurement scenario. Calibrated rubidium standards
provide synchronisation between the local oscillators at the transmitter and receiver.
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Table 2.1: Measurement system specifications.

Previous system Current system

Carrier frequency (MHz) 2250 2250

1-dB Bandwidth (MHz) 100 100

Nominal output power (dBm) +27 +27/+40

Receiver type sliding-correlator off-line sliding-correlator

Time resolution (ns) 20 20

Azimuth angular resolution (deg) < 5 < 5

Elevation angular resolution (deg) � 5 < 5

PN sequence length 511 255

Unambiguous range (μs) 10.22 5.10

Effective sampling rate (samples/bit) 4 2

Multipath Power Sensitivity Ratio (dB) 40 35

Effective acquisition rate (CIR/s) 9.8 31155

Snapshot duration (s) 16.0 0.192

Number of (synthetic) array elements 157 31

Maximum array dimension (m) 0.30 0.60

Maximum allowable velocity (km/h) 0 50†

† A maximum phase-change of 7 degrees is tolerated over the time between when the first antenna
is sampled and when the last antenna is sampled, during a single snapshot.
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Fig. 2.1: Mobile radio channel sounder. (a) Transmitter. (b) Receiver.
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At the channel sounder receiver a switched antenna array consisting of 31 antenna
elements is used. The signal from each of the 31 antennas is received via an RF
switch. The signal at the output of the RF switch is bandpass filtered to reduce
interference and amplified by a low-noise amplifier (LNA). The LNA output is then
down-converted by a 1350 MHz local oscillator and demodulated to baseband using
in-phase (I) and quadriphase (Q) branches. After an anti-aliasing low-pass filter
the baseband data samples are digitised at a rate of 100 Msamples/s using a 14-bit
AD converter, transferred, and stored by the data collection system. Subsequently,
estimates for the CIRs of the radio channel are determined off-line by correlation of
the stored measurement data samples with a locally stored digitised replica maximum-
length sequence, which is obtained from a back-to-back measurement. In such a
back-to-back measurement scenario the transmitter-output is connected directly to
the receiver-input via an appropriate cable and known attenuation. This calibration
procedure also ensures accurate measurements of the absolute multipath intensities.
The processed data samples consist of CIRs with an unambiguous range of 5.10 μs and
a multipath Power Sensitivity Ratio (MPSR) of 35 dB. Here, the MPSR is defined as
the difference in dB between the maximum and minimum power value that can still be
detected in the power-delay profile (PDP) obtained from a back-to-back measurement.
The reduction of the MPSR from 40 dB for the previous system to 35 dB for the
current system is related to the reduction of the PN sequence that reduces spreading
gain (-3dB) and the additional noise caused by signal losses in the switches before the
LNA.

Results from preliminary back-to-back measurements showed that the demodulated
I and Q branches exhibit a small amplitude and phase imbalance that cannot easily
be reduced further. This imbalance adds a complex conjugate version of the ideally
received signal, if no imbalance would be present, to the received signal. This in
turn will cause mirrored versions of the true estimates in the angular spectrum. To
compensate for this effect, a method to correct the IQ-imbalance via post processing
was used successfully and is described in the next section.

2.2.2 Compensation of I/Q imbalances

When a continuous wave (CW) signal with frequency ω is used to modulate a carrier
at the transmitter, ideally the demodulated i and q outputs of the receiver are

i(t) = cos(ωt) (2.1)
q(t) = sin(ωt), (2.2)

and the resulting complex received signal

x(t) = i(t) + jq(t). (2.3)
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If there is a DC-bias β for each path and a total amplitude and phase error of ε and
ϕ, respectively, the down-converted i and q signals become [44]

î(t) = i(t)(1 +
ε

2
e−j

ϕ
2 ) + βi (2.4)

q̂(t) = q(t)(1 − ε

2
ej

ϕ
2 ) + βq. (2.5)

It can be shown that without loss of generality the total phase error ϕ can be allocated
to the q path and the amplitude error ε to the i path, which results in

î(t) = i(t)α+ βi (2.6)
q̂(t) = q(t) cos(ϕ) + i(t) sin(ϕ) + βq, (2.7)

where α = 1 + ε. From Eqs. (2.6) and (2.7) i(t) and q(t) can be determined as

i(t) =
î(t) − βi

α
(2.8)

q(t) =
− sin(ϕ)(̂i(t) − βi)

α cos(ϕ)
+

1
cos(ϕ)(q̂(t) − βq)

. (2.9)

The above two expressions describe the compensation method and imply that im-
proved versions for the measured i and q channels can be obtained, if values for α, ϕ,
βi and βq can be determined.

Assume that î(t) and q̂(t) are obtained from a back-to-back measurement. Values for
βi and βq are found from

βi = < î(t) > (2.10)
βq = < q̂(t) >, (2.11)

where < . > denotes the mean over an integer number of periods. What remains is
finding α and ϕ, which can be determined from

< î(t)̂i(t) >= α2 < cos2(ωt) >= α2

〈
1
2

+
1
2

cos(2ωt)
〉

=
1
2
α2, (2.12)

and
< î(t)q̂(t) >=

1
2
α2 sin(ϕ). (2.13)

By performing a back-to-back measurement, the following stable values for α, ϕ, βi
and βq are determined

α = 0.8284
ϕ = 0.0079π
βi = 0.0073
βq = 0.0059.
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These values are only dependent on the receiver characteristics and are, therefore,
used to compensate for the I/Q imbalance in all the measurement results in this
work. Fig. 2.2 shows the result of the back-to-back data before and after applying
the compensation method. It should be noted that this compensation method slightly
colours the noise statistics, in contrast to the white noise assumption that is used in
Sections 3.2 and 3.3.4 on pages 32 and 42.
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Fig. 2.2: Results of the i and q signals, left, before compensation and right, after compensa-
tion.

2.3 Antenna array

In order to accurately measure the directional radio propagation characteristics while
moving through the environment, the antenna array that is used should have a uniform
estimation performance, high resolution, minimum estimation ambiguities and the
total number of antenna elements should be reduced to a minimum. At the same
time, the applicability of existing high-resolution algorithms should be taken into
account. The design goal for the angular resolution in both azimuth and elevation is
to be better than 5◦ and the accuracy should be � 1◦.

2.3.1 Array design

The uniform circular array (UCA) has drawn much attention due to its perfectly
uniform performance in azimuth. When maximum resolution is required the linear
array performs optimally, but with a high loss of uniformity and increased ambiguities.
Since neither of the two array geometries mentioned above are optimal in terms of
both uniformity and resolution, an intermediate solution that minimises performance
variation and ambiguities and maximises resolution capabilities is preferred. In [45]
it was shown that Y-shaped or X-shaped geometries exhibit the lowest performance
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variation together with the highest resolution capabilities when the same number of
antenna elements are available. Unfortunately, as with all planar array geometries
these geometries exhibit a very poor performance at low elevation angles and cannot
distinguishing waves coming from positive and negative elevation angles. This makes
them highly unsuitable for azimuth and elevation AOA estimation. The only solution
to this is to extend the geometries to the third dimension.

Extending the circular array geometry to a spherical or cylindrical geometry increases
the resolution performance in the elevation domain, but reduces the resolution per-
formance in the azimuth domain dramatically when the same number of elements are
used. This is due to the fact that the same number of elements have to be distributed
across a spherical or cylindrical surface, which reduces the aperture in the azimuth
domain. Since Y-shaped or X-shaped geometries exhibit larger resolution capabilities,
their extension to the third dimension results in high resolution capabilities in both
azimuth and elevation together with a low performance variation. To create such a
structure the Y-shaped and X-shaped geometries are extended into 3D to form the so
called 3-D tilted-cross array, shown in Fig. 2.3. The array consists of three perpen-
dicular linear array arms positioned in an x, y, z-axis geometry that is firstly tilted
45 degrees around the x-axis and secondly 35.26 degrees around the y-axis, such that
the ends of each of the three array arms end in the same horizontal plane.

x

y

z

sub-array 1

sub-array 2

sub-array 3
δ

φ θ

45◦

35.26◦

Fig. 2.3: 3-D Tilted-cross antenna geometry.

The maximum number of antenna elements that can be used in the 3-D tilted-cross
array is limited by two important factors. Firstly, the total array size is limited.
This is a requirement due to the plane wave assumption and the narrow-band array
assumption, which are both assumptions used by the signal model and the high-
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resolution algorithm described in Section 3.2 on page 32 and in Section 3.3 on page 35,
respectively. Furthermore, due to the limited size of practical measurement platforms,
i.e. vehicle rooftops, the final array size is also limited. Secondly, the time that it
takes to sample one complete set of data from all elements should be short enough to
assume the channel to be physically stationary during mobile measurements.

The above considerations were taken into account and a 3-D switched antenna array
was designed that consists of 31 antenna elements that are positioned in a 3-D tilted-
cross configuration. The elements are grouped in three linear sub-arrays of M = 11
elements, sharing the same centre element. To prevent grating lobes, the elements
are equally spaced according to the Hansen-Woodyard condition [46] at δ = 0.45λ,
where λ represents the wavelength corresponding to the centre-frequency, i.e. 2250
MHz. Although the Hansen-Woodyard condition applies to linear arrays, simulations
have shown that for the 3-D tilted-cross array, which is made up of a combination
of linear arrays, this condition still results in the best trade-off between directivity
and side-lobe level. The 3-D geometry, shown in Fig. 2.3, occupies a volume that
is equal to that of a sphere of radius 30 cm, which is approximately two times the
wavelength at the operating frequency. This novel 3-D array geometry is designed
such that high-resolution AOA estimation is possible in azimuth (φ) as well as in
elevation (θ). Moreover, due to the tilting of the array the resolution performance
and uniformity are optimal in the area where the elevation angles are close to zero,
which includes the predominant elevation area for typical rural and urban scenarios [7].
When beamforming is applied to all elements, the antenna array exhibits a half-power-
beam-width (HPBW) of 16 degrees in azimuth as well as in elevation in comparison
to 40 degrees HPBW in the case of a spherical geometry with the same number of
elements [29]. The uniform element spacing and centro-symmetry of the geometry
allow for the application of the recently improved version of the multidimensional
Unitary ESPRIT algorithm [39] for low-complexity, high-resolution AOA estimation,
and is described in Section 3.3.

To limit the complexity of the receiver, the measurement system uses time-division
multiplexing to acquire data on each antenna element in the array in sequence. This is
effectively equal to simultaneously measuring all 31 antennas, if there are no changes
on the channel during the total measurement interval. In practice, however, it is
assumed that any such changes are insignificant, imposing a requirement that mea-
surements be recorded as quickly as possible. Note that it was recently shown in [47]
that in time-division multiplexed MIMO channel sounders phase noise can lead to
significant errors in terms of estimated mutual information and channel capacity. In
deterministic channel estimations, this causes a “randomisation” of the channel that
can lead to false AOA estimations. In one-sided switching systems, such as the sys-
tem presented here, this effect is, however, not significant [48]. Furthermore, it was
shown in [49] that phase fluctuations can cause AOA estimation errors, but this effect
is very limited in the case of high antenna switching speeds and accurately calibrated
rubidium standards.

The timing diagram of the measurement system for obtaining data samples from all
31 antenna elements is shown in Fig. 2.4. The time needed to sample sufficient data
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on a single antenna to produce a single CIR is represented by tp. The time needed for
the recording of one snapshot to produce a single CIR for each of the 31 antennas is
represented by ts. The complete acquisition cycle, tc, needed to sample, transfer and
store one set of snapshot data is longer than ts to allow for transferring and writing
the data to disk. It is discovered that data recorded during the time immediately
after switching from one element to another can be corrupted. To make possible the
discarding of this data during post processing, an extra guard interval of tg = 0.9 μs
is added. As a result, ts = 31 · (tg + tp) = 186 μs.

c

s

ANT1

ANT2

ANT31

Transfer data

g

p

SNAPSHOT1 Transfer dataSNAPSHOTn

Fig. 2.4: Timing diagram for data aquisition.

To enable measurements at typical urban speeds the phase variation introduced by
motion should be small enough to prevent large estimation errors. This means ef-
fectively that there is a worst case maximum distance the antenna array can travel
during the time for the recording of one snapshot, such that the estimation error
caused by this motion remains sufficiently low. A typical urban speed of V = 50
km/h or 13.9 m/s corresponds to a travel distance of s = V · ts = λ/51.6. This speed
generates a maximum phase variation of 7◦ over the time between when the first
antenna is sampled and when the last antenna is sampled. Simulations have shown
that in this case, with Unitary ESPRIT applied, the angular RMS estimation error
in azimuth and elevation caused by the motion remains sufficiently low, i.e. < 0.1◦,
in accordance with the design goal discussed at the beginning of Section 2.3.

2.3.2 Array realisation

The 3-D tilted-cross antenna array, shown in Fig. 2.5, was designed and built at
CRC by the author in collaboration with CRC colleagues. It is built using six 30
cm long hollow carbon fiber tubes that are glued together at the centre and through
which all the signal and control cables run. Smaller 6 cm carbon fiber tubes, spaced
uniformly at a distance of δ = 0.45λ, are glued vertically on top of the structure
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and support the antennas. The support structure is populated with 1-dBi drooping
radial monopole antennas, shown in Fig. 2.7 on page 24, which are designed to be
resonant at 2250 MHz and operate over a 100 MHz bandwidth. The antennas have an
omnidirectional radiation pattern in the azimuth plane, a vertical 3-dB beamwidth of
80◦ and a maximum directivity at 0◦ elevation. The antenna bandwidth (return loss
(S11) < −15 dB) extends from 2150 to 2350 MHz.

To reduce scattering and mutual coupling effects of the metal cables inside the rods,
flexible microwave absorbing material and absorbing paste is used to cover the rods.
This absorber material has a reflectivity of -20 dB or less in the operating bandwidth.

To reduce the additional stress on the structure caused by the weight of the absorber,
polycarbonate rods are added for extra support. A cylindrical shielded box is mounted
underneath the antenna array structure and holds a 31:1 RF antenna switchboard that
connects the antennas to the receiver in sequence. The top of the cylindrical box is
covered with thick absorbing material to reduce possible scattering effects.

Fig. 2.5: 3-D Tilted-cross switched antenna array.
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2.4 Mutual coupling reduction

A well know major problem that degrades the performance of antenna arrays is the
undesirable electromagnetic coupling between the elements in the array, often referred
to as mutual coupling (MC) [46]. This MC phenomenon strongly affects the radiation
pattern and the input impedance of the antenna elements. Since ignoring the presence
of MC will degrade the array performance, techniques that minimise MC effects are
important. Even if the antenna pattern and input impedance are distorted due to MC,
it is theoretically possible to eliminate these effects by correcting the voltages at the
terminals of the array elements by using an impedance matrix [50]. In order to avoid
significant performance degradation, this correction matrix must be very accurately
known over the entire system bandwidth. Furthermore, this matrix is not necessarily
invariant in terms of time and measurement circumstances, which makes calibration
a great challenge in practice. If an antenna array exhibits perfect circular symmetry,
the effects of mutual coupling can also theoretically be avoided by expanding the
open-circuit voltages into a limited number of phase modes, the number of which
depends only on the electromagnetic dimensions of the array [51]. In order to apply
this technique, the antenna separation distance needs to be decreased, which means
that the number of elements increase if the same aperture is considered. The technique
requires perfect symmetry as well as accurate characterisation of the array steering
matrix over the entire angular domain, which can be difficult to achieve in practice.
Instead of compensating for MC effects, it is therefore desirable to suppress these
effects as much as possible, so that the actual properties of the antennas are as close as
possible to their ideal properties. Additionally, compensation techniques such as the
ones described above could be used to further reduce MC effects. In AOA estimation
systems, MC effects can also be avoided with the aid of virtual arrays, in which a single
antenna is moved in space, for example along a linear or circular trajectory [26,27,52].
This technique can, however, only be used for stationary measurements and requires
advanced mechanics to create array geometries other than linear or circular.

When switched antenna arrays are used, such as the one presented in the previous sec-
tion, MC effects can also be minimised by changing the termination of the non-active
(parasitic) elements in the switched antenna array [53]. It was shown in [54–56] that
suppression of the induced current can be achieved by terminating the passive anten-
nas in a suitably chosen reactive impedance. By using this approach it is possible,
for example, to completely eliminate re-radiation in the H-plane of the antenna. This
approach is used in the next section, where a method is presented to reduce mutual
coupling in switched antenna arrays.

2.4.1 Concept

Mutual coupling between antenna elements in switched antenna arrays are the result
of secondary radiated fields from passive antennas, produced by induced displace-
ment currents due to the radiated field from the active antenna element [57,58]. The
secondary radiated fields in turn cause induced displacement currents in the active
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antenna element, which distort its radiation pattern and input impedance. The cou-
pling of the active antenna element with the passive antennas can be reduced by
minimising the radiated power of the passive antennas. This radiated power depends
strongly on the distribution of the current along the antenna. In general, the induced
current magnitude is large and the mutual coupling is strong if the passive antennas
are nearby, equally polarised and are of resonant size, i.e., if they have similar electri-
cal dimensions. To prevent grating lobes from occurring, the inter-element separation
(periodicity) can usually not be made larger than half the wavelength. In order to
obtain maximum gain in the desired plane, the polarisation directions for each an-
tenna are usually taken as being equal. To reduce the induced current magnitude the
electrical dimensions of the antennas can be changed through the impedance in which
their feedpoints are terminated. This is visualised in Fig. 2.6, where the current
distributions of two nearby vertical polarised dipole antennas with different feedpoint
terminations are shown. By correctly changing the feedpoint impedance of, for exam-
ple, vertically polarised passive antennas positioned in a horizontal plane, the total
induced current magnitude and, therefore, also the secondary radiated power, can be
reduced. As a result, considerable suppression of mutual coupling can be achieved.

ZLV VV

Fig. 2.6: Current distributions in an active and nearby passive dipole antenna with the feed-
point of the passive antenna (left) short-circuited, open-circuited (middle) and terminated
in an impedance that minimises the total re-radiated field magnitude (right).

The induced current in a passive dipole antenna of height 2h (or monopole antenna
of height h) in the vicinity of an active element of comparable length can be approx-
imated by [59]

I(z) =
Einc

β0

[
u(z) − v(z)u(0)

ZLZ0

ZL + Z0

]
, − h ≤ z ≤ h, (2.14)

where Einc is the incident field created by the active antenna element, Z0 is the
impedance of the antenna, ZL is the impedance of the load, β0 = 2π/λ, λ equals the
wavelength, u(z) is the distribution of the current for the passive unloaded antenna,
v(z) is the distribution of the current in the active element and h is the antenna
height. Expressions for u(z) and v(z) and the definition of the antenna height h are
available in Appendix A.

It is shown in [54] that an impedance can be determined that, when inserted at
the feedpoint of the antenna, decreases the amplitude and modifies the phase of the
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induced current in such a way that the re-radiated field is directed upward, and a
minimum reradiated field is achieved in the H-plane. The technique only effectively
minimises the reradiated field in the H-plane, but not in other directions. For antennas
positioned at relatively small distances this may not result in low mutual coupling
effects. To minimise the re-radiated field in all directions, it is proposed here to
minimise a cost function that represents the total reradiated field in all directions
derived from the theory in [54,59]. Although it would be of interest to minimise MC
based on the total 3-D array geometry instead of the two-element scenario, simulations
not presented here have shown that this does not lead to a more optimal result.

By using (2.14) it is shown in Appendix A that the radiation field of the passive
monopole antenna at distance r and elevation angle Θ is given by

E(r,Θ) =
jζ0E

ince−jβ0r

2πβ0r
u(0)

{
Gm(Θ, β0h)
1 − cosβ0h

−
Fm(Θ, β0h) + TGm(Θ, β0h)

sinβ0h+ T (1 − cosβ0h)
ZL

Z0 + ZL

}
, (2.15)

where ζ0 = 120π Ω, u(0) is equal to the current at the base of an unloaded antenna.
Expressions for T , Gm(Θ, β0h) and Fm(Θ, β0h) are available in Appendix A. Now,
an impedance ZL can be determined for a idealised monopole that minimises the
re-radiated field in all directions by minimising the following expression

min
ZL

(∫ π/2

−π/2

Gm(Θ, β0h)
1 − cosβ0h

− Fm(Θ, β0h) + TGm(Θ, β0h)
sinβ0h+ T (1 − cosβ0h)

ZL
Z0 + ZL

dΘ

)
. (2.16)

With the aid of this method, the termination for the antennas used in the switched
antenna array is determined to be ZL = j245 Ω.

2.4.2 Computational analysis

In order to verify the theory presented in the previous section and to investigate
the characteristics of the reduction of MC effects using different terminations on the
passive elements, simulations were performed on a two-element antenna array posi-
tioned in the horizontal plane. The antenna elements were identical to the elements
used in the switched antenna array and consist of vertically polarised drooping radial
monopole antennas that are designed to be resonant at 2250 MHz and operate over a
100 MHz bandwidth. This type of antenna was chosen because of its omnidirectional
antenna pattern in azimuth and its near-50 Ω input impedance. The characteristics
of this type of antenna are equivalent to an isolated monopole on an infinite ground-
plane [46,57], which allows application of the theory presented in the previous section.
Fig. 2.7 shows the antenna elements and their setup used in the simulations and in
the measurements.

Simulations were performed using a method-of-moments (MoM) based simulation
tool, [60], in which the antenna elements were accurately modelled and spaced at a
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45◦

31mm

2mm

12mm

d=67mm

VZL

Fig. 2.7: Simulation and measurement setup of two quarter-wavelength drooping radial
monopole antenna elements using d = 0.5λ and f = 2250 MHz.

distance of d = 0.5λ. One of the elements was passive and was terminated in an
impedance that was varied from 0 to j600 Ω, while the other element was driven by
a single-frequency voltage signal through a 50-Ω transmission line.

Firstly, the return loss, S11, of the active antenna element was analysed for different
reactive terminations of the passive antenna. The results in Fig. 2.8 show that the
lowest value for S11 is obtained by terminating the passive antenna in an impedance
close to j250 Ω. Secondly, Γ, the maximum distortion in the antenna pattern of the
active antenna element is analysed for different reactive terminations of the passive
antenna. Γ is defined as the difference, in dB, between the maximum and minimum
value of the antenna pattern over the entire azimuthal range at a certain elevation
angle. Fig. 2.8 shows Γ for different reactive terminations at 0◦ elevation. A termina-
tion close to j250 Ω is seen to minimise Γ in the horizontal plane. The findings from
the results above closely agree with the result determined from Eq. (2.16), where the
total radiated field is minimised. For an impedance value of j250 Ω, Γ is reduced to
less than 0.5 dB.

To investigate the effect of the separation distance, d, on the minimisation of Γ,
simulations were performed where d was varied between 0.25λ and 2λ. The parasitic
antenna was terminated in either j250 Ω or the system impedance of 50 Ω. The
results in Fig. 2.9 show that Γ can be reduced significantly when using the reactive
termination, especially at small separation distances. Even for separation distances
less than 0.5λ, Γ remains close to 0.5 dB in the case of ZL = j250 Ω. The results
above show that the new method is effective and can be used to obtain a spectacular
reduction of the MC effects.
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Fig. 2.8: Simulated return loss, S11, at f = 2250 MHz, and maximum antenna pattern
distortion, Γ, in the horizontal plane of the active antenna, versus the reactive termination,
ZL, of the passive antenna using d = 0.5λ and f = 2250 MHz.
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Fig. 2.9: Simulated maximum antenna pattern distortion, Γ, in the horizontal plane of the
active antenna versus the antenna separation distance, d, for different terminations of the
passive antenna with f = 2250 MHz.
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The frequency sensitivity of the active antenna in the two-element array was inves-
tigated by analysing the antenna pattern at three points in a 100 MHz bandwidth
while terminating the parasitic antenna in either j250 Ω or the system impedance of
50 Ω. The results in Fig. 2.10 show that the frequency selectivity that is visible using
the 50 Ω termination disappears completely when the parasitic antenna is terminated
in j250 Ω.

Although the method above is determined for two separated antenna elements, sim-
ulations similar to the ones presented here have shown that in the case of multiple
antenna elements, i.e. the 3-D tilted-cross array, the same optimal value for ZL
applies.
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Z
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Fig. 2.10: Simulated antenna patterns in the horizontal plane of the active antenna element
in a two-element antenna array with d = 0.5λ at f = 2200, 2250 and 2300 MHz using either
a 50-Ω or a j250-Ω termination. The amplitude scale is 2 dB/div. Note that for ZL = j250 Ω,
all curves more or less coincide.

2.4.3 Experimental verification

To confirm the concept of mutual coupling reduction by impedance switching, antenna
pattern and return loss (S11) measurements were performed in an anechoic chamber
with two antenna elements in a configuration identical to that employed in the simu-
lations. In order to limit the required measurement time, only one separation distance
was considered, namely d = 0.5λ. Again, one of the two antenna elements acts as the
active element while the other acts as a parasitic antenna and is terminated in either
a reactive load or the 50-Ω system impedance. The reactive load was implemented
using an open-circuited stub of semi-rigid cable and an SMA-connector. The length
of the stub was tuned in an anechoic environment such that the S11 parameter of the
active element closely matches that of an isolated antenna.
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Fig. 2.11 shows measured and simulated results of the S11 parameter for a single
isolated antenna, and for an active element close to a passive element that was ter-
minated in either the tuned stub or 50 Ω impedance. The results of the tuned stub
closely matches that of the isolated antenna. To verify the impedance value of the
tuned stub, a network analyser was used and by transforming the measured value
using the phase shift in the antenna connectors, a value of j219 Ω was determined,
which is close to the optimal value from Fig. 2.8.

Antenna pattern measurements were performed in the horizontal plane, with the
passive element terminated in 50 Ω, or using the tuned stub. The results of the mea-
surements presented in Fig. 2.12 show a high level of agreement with the simulation
results. The results also show that in the case of the reactive load a reduction of
the pattern distortion up to 6 dB and an increase of the return loss of 9 dB at the
central frequency can be achieved, as shown in Fig. 2.11. The differences between
the measurements and simulations that are still observed in these figures are mainly
due to the non-ideal measurement setup and imperfections in the anechoic chamber
that cause reflections, which lead to an apparent mismatch of the antenna. It has also
been verified that this technique is effective when a combination of two switches is
used to alternately load or select elements as would be required in an actual array im-
plementation and therefore this technique was applied to all antenna elements in the
3-D tilted-cross array. The switchboards, shown together with the antenna element
in Fig. 2.13, are located directly underneath each antenna.
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Fig. 2.11: Measured and simulated return loss, S11, versus frequency for a single antenna and
for an active antenna element with a passive antenna at 0.5λ distance using the tuned stub
and a 50-Ω load. Thick lines represent measurement results, thin lines represent simulation
results.
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Fig. 2.12: Measured and simulated antenna patterns in the horizontal plane of the active
antenna element in a two-element antenna array with d = 0.5λ at f = 2250 MHz using
a 50-Ω load and the tuned stub. The amplitude scale is 2 dB/div. Thick lines represent
measurement results, thin lines represent simulation results.

Fig. 2.13: Impedance switchboard (left) and monopole antenna element (right).
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2.5 Conclusions

In this chapter, a system was presented to obtain high-resolution AOA estimates of
multipath waves in the physically-nonstationary mobile radio channel using a wide-
band radio channelsounder and a 3-D tilted-cross switched antenna array. Firstly,
the design and implementation of the channel sounder were presented, including a
method that can successfully compensate for I/Q imbalance.

Secondly, the design and implementation of a novel 3-D switched antenna array are
presented. The array can be used for high-resolution AOA estimation in both azimuth
and elevation, and the design is a compromise between structures with uniformity and
those that would result in better resolution. The array geometry is particularly inter-
esting because it fits perfectly with a recently updated version of the multidimensional
Unitary ESPRIT algorithm that will be described in Section 3.3.

To reduce mutual coupling effects caused by the antennas, an impedance switching
technique, based on the theory in [54], was evaluated and applied to reduce the
mutual coupling effects in switched antenna arrays. The technique encompasses the
termination of the passive antenna elements in a suitably chosen reactive termination,
that can be determined theoretically by minimising a cost function that describes the
re-radiated field in all directions. Results indicate a significant increase in the return
loss and in the antenna pattern distortion.

In summary, the main contributions and innovations of the work presented in this
chapter are:

• The design and implementation of a wideband radio channel sounder for high-
speed characterisation of the radio channel and a 3-D tilted-cross switched an-
tenna array that allows AOA estimations at typical urban speeds (< 50 km/h),
as presented in Section 2.2 and 2.3 and previously published by the author
in [35–37].

• The presentation, implementation and evaluation of a novel method to reduce
the negative effects of mutual coupling in switched antenna arrays, as presented
in Section 2.4 and previously published by the author in [37, 38].
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3
Multi-dimensional channel
parameter estimation

3.1 Introduction

Radio channel parameter estimation is an area which includes the problem of high-
resolution angle-of-arrival (AOA) estimation from the outputs of a multidimensional
array of antennas. The use of high-resolution signal processing techniques is well-
known to offer better performance than conventional techniques, such as beamform-
ing [61, 62]. The term high-resolution refers to the ability to accurately resolve two
or more closely separated spatial frequencies in a given data set. The most popu-
lar estimation techniques can be classified as either subspace-based, e.g. multiple
signal classification (MUSIC), estimation of signal parameters via rotational invari-
ance technique (ESPRIT), [63, 64], or maximum-likelihood based, e.g. expectation
maximisation (EM), space alternating generalised EM (SAGE), [65].

Maximum-likelihood based techniques are usually superior in terms of performance
when both the SNR and the number of snapshots are small and the sources are highly
correlated. However, the computational complexity associated with these algorithms
is high and increases drastically with multidimensional estimation problems. Iterative
maximum-likelihood based algorithms, such as SAGE, overcome these issues and are
closely related to subspace based algorithms in that they involve projections onto
estimates of the signal space. Observations show that almost equivalent performance
can be obtained [66, 67].
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Unitary ESPRIT [68] is an efficient and popular subspace-based technique for high-
resolution multidimensional AOA estimation. It does not require complicated search
or optimisation procedures, as is the case with MUSIC or SAGE, however, it requires
antenna elements with identical radiation properties that are spaced uniformly and in
a centro-symmetric array geometry. The 3-D tilted-cross array presented in Chapter
2 was specifically designed to possess these properties.

This chapter describes the Unitary ESPRIT algorithm for three-dimensional (3-D)
parameter estimation with the application to the 3-D tilted-cross array. Firstly, Sec-
tion 3.2 introduces the signal model. Secondly, Section 3.3 presents the 3-D Unitary
ESPRIT algorithm and an improved version of the 3-D structured-least-squares (3-D
SLS) method that solves the rank-deficiency problem that may occur when standard
3-D SLS or other methods are used in combination with crossed arrays. The improved
method enables the Unitary ESPRIT algorithm to be applied to the 3-D tilted-cross
array and cross arrays in general. Furthermore, a method used for the estimation of
the number of signals is presented followed by a numerical technique to reduce the
effects of shadowing caused by the antenna array support structure. A summary of
the algorithm is given at the end of Section 3.3.

In Section 3.4 numerical results are presented that show the accuracy improvement
achieved by using the improved 3-D SLS method. After application of the tech-
nique presented in Section 2.4 on page 21 the resolution performance was evaluated
using simulations based on either ideal uncoupled antennas or antennas that are
influenced by the remaining mutual coupling (MC) between them using method-of-
moment (MoM) based simulations. Subsequently, the performance of the estimation
of the number of signals is shown. Experimental results are presented in Section
3.5, which show the improvement in estimation of AOAs as a result of the MC and
shadowing mitigation techniques described in Chapter 2. Additionally, the ability to
identify two closely spaced sources is investigated. Finally, conclusions are drawn in
Section 3.6.

3.2 Signal model

As described in Section 2.2.1 on page 11, a pseudonoise (PN) correlation method
is used to provide an estimate of the complex impulse response (CIR) of the radio
channel between the measurement system transmit and receive antennas. The auto-
correlation of the original transmitted PN binary sequence, a(t), with period T and
chip duration Tc can be written as

x(τ) =
1
T

∫ T

0

a(t)a(t− τ)dt, (3.1)

where x(τ) is a periodic function consisting of triangular peaks with a base width of
2Tc.

Assume that a number, N , of plane waves coming from different azimuth (φ) and
elevation (θ) angles, arrive at the 31-element 3-D tilted-cross antenna array described
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in Section 2.3.1 on page 16. At the mth antenna element, in one of the R = 3 linear
arrays, each consisting of M = 11 elements, the correlation of a(t) with the received
signal can be written in complex baseband notation for the ith delay bin (iTc, (i+1)Tc)
as

y(r)
m (τi) =

N(i)∑
n=1

c(i)n ej(
2m−1−M

2 )μ(i;r)
n x(τi − T (i)

n ) + n(r)
m (τi). (3.2)

Here, cn and Tn are the complex amplitude and the relative delay of the nth multi-
path wave, respectively and nm(τi) is an additive white noise signal. All N − N (i),
(N (i) ≤ N), negligible contributions to the ith delay bin are omitted and τi is located
randomly within the ith delay bin with uniform probability. The spatial frequency co-
efficients for each of the three linear arrays, μ(i;r)

n , r = 1, 2, 3, can be determined from
the projection of the positions of the antenna elements, e(r)

m , in spherical coordinates

e(r)
m (dm, θm, φm) = dm cos(θm) cos(φm)ex + dm cos(θm) sin(φm)ey + dm sin(θm)ez,

(3.3)
onto a vector, k(i)

n , shown in Fig. 3.1, that points towards the direction of the incident
wave

k(i)
n (1, θ(i)n , φ(i)

n ) = cos(θ(i)n ) cos(φ(i)
n )ex + cos(θ(i)n ) sin(φ(i)

n )ey + sin(θ(i)n )ez, (3.4)

and multiplied with the wave number 2π
λ , where λ is the wavelength. For the 3-D

tilted-cross array this results in

μ(i;1)
n =

2π
λ
δ cos φ̂(i)

n cos θ̂(i)n (3.5)

μ(i;2)
n =

2π
λ
δ sin φ̂(i)

n cos θ̂(i)n (3.6)

μ(i;3)
n =

2π
λ
δ sin θ̂(i)n , (3.7)

where δ is the antenna inter-element spacing and φ̂(i)
n and θ̂(i)n should be rotated 45◦

around the x-axis and 35.26◦ around the y-axis, in correspondence to the tilting angles
of the array geometry, discussed Section 2.3.1 on page 16, to find φ

(i)
n and θ

(i)
n , the

true azimuth and elevation angles of the nth impinging wave in the ith delay bin.

In vector notation, the output of the r-th linear array of the 3-D tilted-cross at the
ith delay instant is given by

y(r)(τi) =
[
y
(r)
1 (τi), y

(r)
2 (τi), . . . , y

(r)
M (τi)

]T
(3.8)

=
N(i)∑
n=1

a(i;r)(φ(i;r)
n , θ(i;r)n )s(i)n (τi) + n(r)(τi), (3.9)
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Fig. 3.1: The mth antenna element position given by vector em and the direction of the mth
incident wave given by kn.

where

s(i)n (τi) = c(i)n x(τi − T (i)
n ) (3.10)

a(r)(φ(i)
n , θ(i)n ) =

[
ej(

1−M
2 )μ(i;r)

n , ej(
3−M

2 )μ(i;r)
n , . . . , ej(

M−1
2 )μ(i;r)

n

]T
(3.11)

n(r)(τi) =
[
n

(r)
1 (τi), n

(r)
2 (τi), . . . , n

(r)
M (τi)

]T
, (3.12)

represent the complex signal value, the array steering vector corresponding to the r-th
linear array and the noise vector, respectively. The noise at each element is assumed
to have zero mean and variance σ2, and is assumed to be uncorrelated with the signals
and the noise at the other antenna elements.

In matrix notation this can be rewritten for the whole array as

y(τi) = A(i)s(i)(τi) + n(τi), (3.13)

where

A(i) =
[
a(φ(i)

1 , θ
(i)
1 ),a(φ(i)

2 , θ
(i)
2 ), . . . ,a(φ(i)

N(i) , θ
(i)

N(i))
]

(3.14)

a(φ(i)
n , θ(i)n ) =

[
a(1)(φ(i)

n , θ(i)n ),a(2)(φ(i)
n , θ(i)n ), a(3)(φ(i)

n , θ(i)n )
]T

(3.15)

s(i)(τi) =
[
s
(i)
1 (τi), s

(i)
2 (τi), . . . , s

(i)

N(i)(τi)
]T

(3.16)

n(τi) =
[
n(1)(τi),n(2)(τi),n(3)(τi)

]T
. (3.17)
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3.3 3-D Unitary ESPRIT

To estimate the AOAs and corresponding powers of waves that impinge on the 3-D
tilted-cross array described in the previous chapter, a high-resolution subspace-based
algorithm named 3-D Unitary ESPRIT is used [68, 69]. Because Unitary ESPRIT
does not require any complicated search or optimisation procedures, as is the case
with MUSIC or SAGE, it is a very attractive method in terms of computational
complexity, especially for multidimensional problems. The AOAs are estimated by
using the shift-invariant structure that is created by dividing each of the three M = 11
element linear arrays in the 3-D tilted-cross array into two identical overlappingM−1
element subarrays, shown in Fig. 3.2, which requires uniform element spacing.

3.3.1 ESPRIT

---

δ

m = 1 2 3 M − 1 M

Subarray 1
Subarray 2

Fig. 3.2: The two overlapping M −1 element subarrays, created in each of the three M = 11
element linear arrays, that are required for ESPRIT.

The received and correlated signals from the M − 1 elements of subarrays 1 and 2 of
each of the three orthogonal linear arrays, r = 1, 2, 3, at the ith delay instant can
be written as

y(r)
1 (τi) = J(r)

1 A(i;r)s(i;r)(τi) + n(r)
1 (τi) ∈ C

M−1 (3.18)

y(r)
2 (τi) = J(r)

1 A(i;r)Φ(i;r)s(i;r)(τi) + n(r)
2 (τi) ∈ C

M−1, (3.19)

where the shift-invariance structure is described by

J(r)
1 A(i;r)Φ(i;r) = J(r)

2 A(i;r), r = 1, 2, 3. (3.20)

Here, A(i;r) ∈ CM×N(i)
is the array steering matrix for linear array r, corresponding

to the r-th set of M rows of A(i) ∈ C3M×N(i)
defined in Eq. (3.14), s(i;r)(τi) ∈ CN

(i)

represents the signal vector, n(r)
1 (τi),n

(r)
2 (τi) ∈ C

M−1 represent the noise vectors of
subarray 1 and 2 respectively. Matrices J(r)

1 ∈ C(M−1)×M and J(r)
2 ∈ C(M−1)×M are

selection matrices that pick the correctM−1 rows of A(i;r) corresponding to subarray
1 and 2, respectively, of the rth linear array. The phase differences between the two
displaced subarrays for each of the three linear arrays are described by the matrix
Φ(i;r), which is a diagonal matrix with the spatial frequencies ejμ

(i;r)
n , n = 1 . . . N (i)

on its diagonal and zeros elsewhere. The N (i) signal parameters can be determined
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by rewriting Eqs. (3.5), (3.6), (3.7), as will be shown later in Eqs. (3.24) and (3.25).
As a result, the estimation of the AOAs comes down to estimating Φ(i;r).

In a similar manner as for other subspace-based algorithms, ESPRIT uses the eigen-
value decomposition (EVD) of the array covariance matrix to find the signal subspace.
The covariance matrix corresponding to the ith delay bin, for one of the three linear
arrays is given by

R(i;r) = E{y(r)(τi)y(r)H(τi)} = A(i;r)R(i;r)
s A(i;r)H + σ2

N(i)IM ∈ C
M×M , (3.21)

where R(i;r)
s = E{s(i;r)(τi)s(i;r)H(τi)} ∈ CN

(i)×N(i)
is the signal covariance matrix.

An eigenvalue decomposition of R(i;r) can be written as

R(i;r) =
[

U(i;r)
s U(i;r)

0

]([ Λ(i;r)

N(i) 0
0 0

]
+ σ2

N(i)IM−1

)[
U(i;r)H
s

U(i;r)H
0

]
, (3.22)

where the diagonal matrix Λ(i;r)

N(i) contains the nonzero eigenvalues corresponding to

the N (i) incident waves, and the columns of U(i;r)
s and U(i;r)

0 span the signal and
noise subspace, respectively.

Now, let J(r)
1 U(i;r)

s and J(r)
2 U(i;r)

s hold the eigenvectors corresponding to the N (i)

largest eigenvalues that describe the signal subspace of subarray 1 and 2, respectively.
These two sets of eigenvectors span the same N (i)-dimensional signal space and are
therefore, as in Eq. (3.20), related by an unique nonsingular transformation matrix
Ψ(i;r). The transformation between the two bases can be described in the following,
so-called invariance equation

J(r)
2 U(i;r)

s = J(r)
1 U(i;r)

s Ψ(i;r), r = 1, 2, 3, (3.23)

where Ψ(i;r) = TΦ(i;r)T−1 and the matrix Φ(i;r) can be determined from an EVD
on Ψ(i;r).

Solving Eq. (3.23) for Ψ(i;r) is the key in ESPRIT and is generally done using least
squares (LS), total least squares (TLS) or structured least squares (SLS) methods [70].
After solving the three invariance equations, the AOAs are determined from the spatial
frequencies μ(i;r)

n in Φ(i;r) as follows

φ̂(i)
n = arctan

{
μ

(i;2)
n

μ
(i;1)
n

}
(3.24)

θ̂(i)n = arctan

⎧⎪⎪⎨
⎪⎪⎩

μ
(i;3)
n√(

μ
(i;1)
n

)2

+
(
μ

(i;2)
n

)2

⎫⎪⎪⎬
⎪⎪⎭ , (3.25)

where φ̂(i)
n and θ̂(i)n are rotated versions of φ(i)

n and θ(i)n , the true azimuth and elevation
angles of the ith impinging waves, respectively, in correspondence to the tilting angles
of the array geometry.
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3.3.2 Unitary ESPRIT

Since the true covariance matrix R(i;r) is not available in practical applications it is es-
timated from a finite number K, of measurement snapshots. An estimated covariance
matrix R̂(i;r) is determined as

R̂(i;r) =
1
K

K∑
k=1

y(r)(τi; k)y(r)(τi; k)H =
1
K

Y(i;r)Y(i;r)H , (3.26)

where the matrix Y(i;r) ∈ C
M×K contains the complex-valued measurement snap-

shots. To improve the condition of the estimated array covariance matrix and to
reduce computational complexity Unitary ESPRIT transforms the received and cor-
related signals from the individual linear arrays to a real-valued representation with
incorporated forward-backward (FB) averaging, as discussed in Appendix B. The
method transforms the matrix Y(i;r) to a complex-valued centro-Hermitian matrix
that is subsequently transformed into a real-valued matrix Z(i;r) ∈ RM×2K of twice
its original size [68]. The FB averaging, which is illustrated in Fig. 3.3, doubles the
number of complex-valued measurement snapshots by creating a new set of snapshots
by mirroring the elements with respect to the centre (rotating the columns), flipping
the order of the snapshots (rotating the rows) and applying complex conjugation to
correct the phase. This proces requires a centro-symmetric data set, which is auto-
matically created by sampling data at the elements of the tilted-cross array geometry.

---

* *

* *
 ---

* * * --- * *

--- ---

Fig. 3.3: Forward-backward averaging applied to one of the three M = 11 element linear
arrays, which effectively doubles the number of data snapshots.

Now, the three resulting matrices corresponding to the three linear arrays are com-
bined and stacked to form the composite real-valued snapshot matrix

Z(i) =

⎡
⎣ Z(i;1)

Z(i;2)

Z(i;3)

⎤
⎦ ∈ R

3M×2K , (3.27)

in which each of the three linear arrays share the same centre element.

As in Eq. (3.22) and (3.26), the now real-valued signal subspace E(i)
s is estimated

from an EVD on Z(i)Z(i)H . A real-valued invariance equation, like Eq. (3.23), can
now be defined as

K(r)
1 Ê(i)

s Υ(i;r) ≈ K(r)
2 Ê(i)

s , r = 1, 2, 3, (3.28)
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in which K(r)
1 ∈ RM−1×3M and K(r)

2 ∈ RM−1×3M , are known, real-valued matrices
obtained from a real-valued transformation of the (M−1)×M selection matrices J(r)

1

and J(r)
2 , which assign the array elements to three pairs of overlapping subarrays [68].

The matrix Ê(i)
s ∈ R3M×N(i)

contains an estimate of the real-valued signal subspace
with the associated eigenvectors in its columns, which is the reason that Eq. (3.28)
may not have an exact solution.

Solving for Υ(i;r) ∈ RN
(i)×N(i)

, r = 1, 2, 3 from Eq. (3.28) is effected in this thesis
using an improved 3-D SLS method that will be presented in Section 3.3.3. In order to
create paired spatial frequency estimates, which is required if more than a single source
is incident, a Jacobi-type method to calculate the Simultaneous Schur Decomposition
(SSD) is used [71]. The paired complex-valued spatial frequency estimates μ(i;r)

n

can then be obtained from a transformation of the eigenvalues ω(i;r)
n of Υ(i;r) as

μ
(i;r)
n = 2 arctan(ω(i;r)

n ) [68]. Subsequently, the AOAs can be estimated from Eq.
(3.24) and (3.25).

Estimates for the corresponding signal powers can be determined from the signal
matrix S(i) ∈ CN

(i)×K , defined as

S(i) =
[
s(i)
1 (τi), s

(i)
2 (τi), . . . , s

(i)
K (τi)

]T
. (3.29)

In [69] it is shown that, via a singular-value-decomposition (SVD), S(i) can be written
as

S(i) = TU(i)H
s Y(i), (3.30)

and the array steering matrix can be written as

A(i) = U(i)
s T−1, (3.31)

which leads to
Ŝ(i) = A(i)†U(i)

s U(i)H
s Y(i), (3.32)

where (·)† denotes the matrix pseudo-inverse. Here, A(i) ∈ R3M×N(i)
contains the

array steering vectors, Y(i) ∈ C3M×K contains the received signals,

U(i)
s =

⎡
⎢⎣ U(i;1)

s

U(i;2)
s

U(i;3)
s

⎤
⎥⎦ ∈ C

3M×N(i)
, (3.33)

with U(i;r)
s = QM Ê(i;r)

s and QM is defined in Appendix B. From Ŝ(i) an estimate for
the signal powers can be determined as the diagonal elements of

1
K

[
Ŝ(i)Ŝ(i)H

]
. (3.34)
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3.3.3 Improved structured-least-squares

The structured-least-squares (SLS) method, [70], is a popular technique for obtaining
an approximate solution to Eq. (3.28). Its improvement over the least squares (LS)
and total least squares (TLS) methods is based on the explicit acknowledgment that
Ê(i)

s is an imperfect approximation of the true signal subspace, and that an improved
estimate can be obtained as

E(i)
s = Ê(i)

s + ε, (3.35)

where ε is an error matrix whose (Frobenius) norm is generally small compared to that
of E(i)

s . The method jointly minimises the Frobenius norms of the so-called residual
matrices

R(i;r)
(
E(i)

s ,Υ(i;r)
)

= K(r)
1 E(i)

s Υ(i;r) − K(r)
2 E(i)

s , r = 1, 2, 3, (3.36)

and the Frobenius norm of ε, such that an optimal solution for E(i)
s is found.

If the antenna elements in the array are positioned in a linear order, as is the case
for each of the three arrays in 3-D tilted-cross array, it is possible that two or more
wavefronts with different AOAs give rise to the same response on one pair of subarrays.
As a result, the matrices K(r)

1 E(i)
s and K(r)

2 E(i)
s will be rank-deficient for that pair

of subarrays, and the corresponding invariance equations individually will not have
N(i) unique solutions. Consequentially, the LS, TLS, SLS or 3-D SLS methods will
provide incorrect results.

The problem of rank deficiency in the estimated signal subspace for cross arrays was
already pointed out in [72], where a 2-D cross array was considered. Here, the problem
was solved by “complexifying” the solutions of both invariance equations such that a
simultaneous, unique and paired solution is obtained. This method cannot be applied
if a 3-D cross array is considered, as was first pointed out in [73]. Here, it was shown
that the problem can be handled by solving a set of non-linear equations, however,
this requires the use of additional and more complex numerical techniques.

It was shown in [39] that the 3-D SLS method can be improved by exploiting the
observation that the matrices Υ(i;r), r = 1, 2, 3, share the same set of eigenvectors if
Ê(i)

s is a perfect estimate of the true signal subspace. As a consequence, the matrices
defined by

F(i;r,r′)(Υ(i;r),Υ(i;r′)) = Υ(i;r)Υ(i;r′) − Υ(i;r′)Υ(i;r), r = 1, 2, 3, r′ > r, (3.37)

must be null matrices [73].

Taking into account this additional constraint in solving the invariance equations in
Eq. (3.28) solves the rank deficiency problem and leads to more accurate estimates.

Following an approach similar to that in [70], the improved 3-D SLS method, referred
to as 3-D I-SLS, computes an approximate joint solution to the invariance equations
in an iterative procedure, which simultaneously minimises the Frobenius norms of the
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three matrices defined by (3.36), the three matrices defined by (3.37), and ε. Appro-
priate weighting factors are used in order to control the expected magnitudes of the
entries of the different matrices, as will be discussed below. Key to the minimisation
procedure are the vectorisation and linearisation of (3.36) and (3.37), which result in

vec
{
R(i;r)

(
E(i)

s,k+1,Υ
(i;r)
k+1

)} ≈ vec
{
R(i;r)

(
E(i)

s,k,Υ
(i;r)
k

)}
+
[
Id ⊗

(
K(r)

1 E(i)
s,k

)]
vec

{
ΔΥ(i;r)

k

}
+
[
Υ(i;r)T
k ⊗ K(r)

1 − Id ⊗ K(r)
2

]
vec

{
ΔE(i)

s,k

}
(3.38)

vec
{
F(i;r,r′)(Υ(i;r)

k+1 ,Υ
(i;r′)
k+1

)} ≈ vec
{
F(i;r,r′)(Υ(i;r)

k ,Υ(i;r′)
k

)}
+
[
Υ(i;r′)T
k ⊗ Id − Id ⊗ Υ(i;r′)

k

]
vec

{
ΔΥ(i;r)

k

}
+
[
Id ⊗ Υ(i;r)

k − Υ(i;r)T
k ⊗ Id

]
vec

{
ΔΥ(i;r′)

k

}
, (3.39)

where E(i)
s,k+1 = E(i)

s,k + ΔE(i)
s,k and Υ(i;r)

k+1 = Υ(i;r)
k + ΔΥ(i;r)

k are approximations of

E(i)
s and Υ(i;r), respectively, at the (k+ 1)th iteration step, ⊗ denotes the Kronecker

product and vec{R} denotes a vector-valued function that maps an M ×N (i) matrix
R into an MN (i)-dimensional column vector. Further, the vectorised signal subspace
error matrix at step k + 1 is equal to

vec
{
εk+1

}
= vec

{
E(i)

s,k − Ê(i)
s

}
+ vec

{
ΔEs(i),k

}
. (3.40)

At each step of the iterative procedure, vec{ΔE(i)
s,k} and vec{ΔΥ(i;r)

k }, r = 1, 2, 3,
are obtained by setting the left-hand sides of (3.38), (3.39) and (3.40) to zero, and
computing the LS solution to the resulting overdetermined set of linear equations.

The updated versions for vec{ΔE(i)
s,k} and vec{ΔΥ(i;r)

k }, r = 1, 2, 3 at iteration k can
be computed by solving

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

vec
{
R(i;1)

(
E(i)

s,k,Υ
(i;1)
k

)}
vec

{
R(i;2)

(
E(i)

s,k,Υ
(i;2)
k

)}
vec

{
R(i;3)

(
E(i)

s,k,Υ
(i;3)
k

)}
vec

{
F(i;1,2)

(
Υ(i;1)
k ,Υ(i;2)

k

)}
vec

{
F(i;2,3)

(
Υ(i;2)
k ,Υ(i;3)

k

)}
vec

{
F(i;3,1)

(
Υ(i;3)
k ,Υ(i;1)

k

)}
κ · vec

{
E(i)

s,k − Ê(i)
s

}

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ Z

⎡
⎢⎢⎢⎣

vec
{
ΔΥ(i;1)

k

}
vec

{
ΔΥ(i;2)

k

}
vec

{
ΔΥ(i;3)

k

}
vec

{
ΔE(i)

s,k

}

⎤
⎥⎥⎥⎦ = 0, (3.41)

in which
Z = [Z∗1 Z∗2 Z∗3 Z∗4] (3.42)
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Z∗1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Id ⊗
(
K(1)

1 E(i)
s,k

)
0
0

Υ(i;2)T
k ⊗ Id − Id ⊗ Υ(i;2)

k

0
Id ⊗ Υ(i;3)

k − Υ(i;3)T
k ⊗ Id

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Z∗2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
Id ⊗

(
K(2)

1 E(i)
s,k

)
0

Id ⊗ Υ(i;1)
k − Υ(i;1)T

k ⊗ Id
Υ(i;3)T
k ⊗ Id − Id ⊗ Υ(i;3)

k

0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Z∗3 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0

Id ⊗
(
K(3)

1 Es,k

)
0

Id ⊗ Υ(i;2)
k − Υ(i;2)T

k ⊗ Id
Υ(i;1)T
k ⊗ Id − Id ⊗ Υ(i;1)

k

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Z∗4 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Υ(i;1)T
k ⊗ K(1)

1 − Id ⊗ K(1)
2

Υ(i;2)T
k ⊗ K(2)

1 − Id ⊗ K(2)
2

Υ(i;3)T
k ⊗ K(3)

1 − Id ⊗ K(3)
2

0
0
0

IMd

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Here, the factor

κ =

√
3M + 3N (i)

αM
, (3.43)

provides a normalisation that makes the minimisation of ε independent of the dimen-
sions of the other matrices. Further, setting α > 1 allows the entries of ε to have
larger magnitudes, on average, than the elements of the other matrices and therefore
the change in signal subspace, ΔE(i)

s,k, is kept small. In practice, the performance of
Unitary ESPRIT is not very sensitive to the exact value of α, and good results are
obtained for α = 10 [70].

The iterative procedure can be initialised by setting E(i)
s,0 = Ê(i)

s and equating Υ(i;r)
0 ,

r = 1, 2, 3, to the LS solutions of (3.28). It was observed from computer simula-
tions that both the 3-D SLS method and the 3-D I-SLS method presented herein
require several iterations to converge, and that both methods fail to converge at all in
some instances. This latter problem was solved by scaling the updated values vectors
vec{ΔΥ(i;r)

k }, r = 1, 2, 3, and vec{ΔE(i)
s,k} by a constant factor 0 < β < 1, chosen suf-

ficiently small to keep the iterative procedure from “overshooting” the local optimum
nearest to the initial solution. The convergence of both the 3-D SLS and 3-D I-SLS
method are shown in Fig. 3.4, where simulations are performed with two closely space
sources in the rank-deficient case and in the normal case. Here, the total normalised
change in signal subspace versus the number of iterations is shown in Fig. 3.4 (a)
and the total estimation error versus the number of iterations is shown in Fig. 3.4
(b). The results show that the 3-D I-SLS technique converges within 10 iterations in
both cases. The 3-D SLS technique shows a faster convergence, however, the total
estimation error shows that the error increases after 10 iterations in the normal case
and that the sources cannot be resolved at all in the rank-deficient case.

Although the I-SLS technique described herein is derived for cross arrays with a
common phase center, the same technique can also be applied to cross arrays in
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Fig. 3.4: Results of (a), normalised subspace change and (b), total estimation error versus
the number of iterations k for the 3-D SLS and the 3-D I-SLS techniques using two closely
spaced sources.

general when using standard ESPRIT, e.g. L-shaped geometries, or to any array
geometry for which each invariance equation is associated with a linear array, e.g.
uniform rectangular frame arrays (URFAs).

3.3.4 Estimation of the number of signals

As in the case of other high-resolution subspace based methods, ESPRIT needs ac-
curate knowledge of the dimension N (i) of the signal subspace in order to perform
accurate estimations using the measurement data. A slight overestimation of N (i) is
generally preferred in order to include all sources. The estimated power of the addi-
tionally overestimated spurious sources is usually very low, such that they do not have
a significant impact on the results. Finding an estimate, N̂ (i), for the signal subspace
dimension is not straightforward, because only an estimate for the covariance matrix
is available.

Techniques based on Akaike information criterion (AIC) and the minimum description
length (MDL) criterion are often applied [26]. When the noise statistics are not
Gaussian white, the Gerschörin disk estimator (GDE) [74] criterion outperforms AIC
and MDL, but its performance is reduced for Gaussian white noise and it requires
significantly more computational time.

In [75], a technique was presented that performs better than AIC and MDL in white
and especially in colored noise and outperforms GDE in both colored and white noise.
It also slightly overestimates the signal subspace dimension, which is preferable in
high-resolution signal processing. The method is based on the fact that estimating N
is equivalent to finding the number of largest eigenvalues that are associated to the
signal subspace and finding the smallest eigenvalues associated to the noise subspace.
This can be considered as a classification problem with two classes. The separation
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limit between these two classes can be found using discriminant analysis, which is
based on finding a set of linear combinations (discrimination functions) of the eigen-
values (discriminant variables), whose values are as close as possible within groups and
as far apart as possible between groups. Here, g1(n) and g2(n) are the two discrim-
inant functions and represent equivalent probability density functions. The function
g1(n) describes the variation of the last M − 1 eigenvalues νn, sorted in decreasing
order, that may belong to the signal subspace as

g1(n) =
νn+1∑M
i=2 νi

n = 1, . . . ,M − 1. (3.44)

The function g2(n), corresponding to the noise subspace, has an inverse variation with
respect to g1(n). It is based on the observation that there is a slope variation between
the two classes of eigenvalues that can be used to distinguish between the two classes
and is defined as

g2(n) =
ζn∑M−1
i=1 ζi

n = 1, . . . ,M − 1. (3.45)

Here, ζn = 1 − γ(νn − κn)/κn mainly measures the relative slope variation of the
eigenvalues νn that are sorted in a descending order, where κ� = (1/M−�))∑M

i=n+1 νi
is the mean of the next eigenvalues and the value for γ is taken so that γmaxn[(νn −
κn)/κn] = 1.

The technique now proceeds by finding the eigenvalues νn, n = 1, . . . , N (i), of the
estimated covariance matrix R̂(i) that belong to the signal subspace by finding the
last positive value of the cost function defined as

Cnew(n) = g1(n) − g2(n), (3.46)

and equating N̂ (i) to its last argument.

The performance of the technique was investigated in [75] and is also demonstrated
in Fig. 3.5 (a), where the discriminant functions are shown for N = 5 according to
the multipath parameters in Table 3.2 on page 51 that are used later in Section 3.4.3.
Fig. 3.5 (b) shows the cost function Cnew(n) that correctly identifies N̂ = 5.

In the case that N̂ > N , the additional and falsely estimated sources caused by overes-
timating the signal subspace dimension can be removed using the unique relationship
between the spatial frequencies, μ(i;r)

n , of the tilted-cross geometry determined from
the squared sum of Eq. (3.5), (3.6) and (3.7) presented on page 33 as follows

ξ(i)n =
(
μ(i;1)
n

)2

+
(
μ(i;2)
n

)2

+
(
μ(i;3)
n

)2

−
(

2π
λ
δ

)2

, (3.47)

where ξ(i)n represents a reliability indicator that should ideally approach zero. The
falsely estimated nth source in the ith delay-bin is removed when the following crite-
rion is fulfilled

|ξ(i)n | > trel, (3.48)
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Fig. 3.5: Results of (a), discriminant functions g1(n), g2(n) and (b), cost function Cnew(n)
for N = 5 (N̂ = 5) according to multipath parameters discussed later in Table 3.2 on page
3.2.

where trel represents the reliability threshold. The value for trel determines the maxi-
mum estimation error that is tolerated to detect only spurious or unreliable estimates,
such that they can be removed from the final results. Good results are obtained for
0.5 < trel < 3.

3.3.5 Shadowing reduction

Although flexible absorber material is applied to the array support structure to pre-
vent scattering and MC effects, it additionally causes shadowing of the radio waves
incident on the array. This shadowing effect is worst in three different scenarios, in
each of which, one of the three 11 element linear antenna arrays is shadowed by its
own support structure. This occurs close to φ ≈ 60◦, 180◦/ − 180◦,−60◦. To avoid
this problem, a selection scheme was developed that discards the erroneous data from
the shadowed elements for a wave incident in these areas. This can be done with
minimum loss of performance since the data from the array that is discarded in the
processing has a low contribution to the total array aperture in this angular area and
two instead of three linear arrays will still lead to reliable estimates. This is sum-
marised in Table 3.1. Here, the largest shadowing effect and the lowest aperture, with
respect to the spatial frequencies corresponding to each of the three linear arrays, is
shown for the three distinct areas. It also shows the best combination of two array
arms in terms of maximum aperture for the three areas. The spatial frequency esti-
mates themselves can be used to select the correct set for the estimation. The array
that is shadowed corresponds to the lowest aperture and therefore, in theory, gener-
ates the lowest spatial frequency. Taking the two largest spatial frequency estimates
will therefore result in a better estimation performance in the case of shadowing by
the structure. For example, when waves are incident close to φ ≈ 180◦, shadowing
can cause an erroneous estimate of μ(1). As a result Eq. (3.24) and (3.25) on page
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Table 3.1: Selection scheme for the best combination of spatial frequencies corresponding to
the largest aperture and suffering from the lowest shadowing in the three distinct azimuth
areas of the 3-D tilted-cross antenna array.

φ ≈ 60◦ 180/− 180◦ −60◦

μ(1) μ(2) μ(3) μ(1) μ(2) μ(3) μ(1) μ(2) μ(3)

Largest shadowing - - x x - - - x -

Lowest aperture - - x x - - - x -

Best combination x x - - x x x - x

36 will generate wrong results. Since μ(1) hardly contributes to the total aperture in
this area, using only μ(2) and μ(3) will lead to an improved estimate for φ and θ as
follows

φ̂ = arctan
{
μ(2)

μ(3)

}
(3.49)

θ̂ = arccos

⎧⎨
⎩
√(

μ(2)
)2 +

(
μ(3)

)2
2πδ
λ

⎫⎬
⎭ , (3.50)

where φ̂ and θ̂, are rotated versions of φ and θ, the true azimuth and elevation angles
of the impinging wave respectively, in correspondence to the tilting angles of the two
linear arrays in the resulting 2-D cross geometry. Similar equations can be determined
using combinations of μ(1) and μ(2) or μ(1) and μ(3). To determine whether estimates
are unreliable and the shadowing reduction method should be applied, the reliability
indicator ξ(i)n is used.

3.3.6 Summary of the algorithm

In this section the method of obtaining high-resolution AOA estimates from snapshot
data measured at the elements of a 3-D tilted-cross array is summarised. After digi-
tising the received and down-converted complex baseband signals at each of the 31
antenna elements, the algorithm proceeds as follows.

1. Correlate the digitised complex signals with a local replica of the original trans-
mitted PN sequence to form the CIRs that are stored in the measurement snap-
shot matrix Y(i;r) ∈ CM×K , i = 0, 1, . . . , k = 1, 2, . . . ,K, r = 1, 2, 3.

For each ith delay interval:

2. Perform FB averaging and real-valued transformation on the measurement snap-
shot data, as described in Appendix B, to form the composite real-valued snap-
shot matrices Z(i;r) and the composite snapshot matrix Z(i) ∈ R3M×2K , shown
in Eq. (3.27) on page 37.
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3. Find an estimate for N (i) by finding the last positive value of the cost function
Cnew(n) described in Eq. (3.46) on page 43.

4. Estimate the signal subspace E(i)
s from an EVD on Z(i)Z(i)H .

5. Solve Eq. (3.28) on page 37 for Υ(i;r) ∈ RN
(i)×N(i)

, r = 1, 2, 3 using the 3-D
I-SLS method presented in Section 3.3.3 on page 39.

6. Determine the spatial frequency estimates μ̂(i;r)
n as the eigenvalues of Υ(i;r).

7. Detect falsely estimated sources using the reliability criterion in Eq. (3.48) on
page 43 and a value for 0.5 < trel < 3.

8. Apply the shadowing reduction method presented in Section 3.3.5 on page 44
by discarding erroneous μ̂(i;r)

n and determine improved AOA estimates using
formulas similar to Eqs. (3.49) and (3.50) on page 45.

9. Remove any remaining falsely estimated sources detected in step 7 that could
not be improved by step 8.

10. For the remaining estimated sources that are not detected in step 7 determine
the AOAs according to Eqs. (3.24) and (3.25) on page 36 and rotate φ̂(i)

n and
θ̂
(i)
n in correspondence to the tilting angles of the array geometry.

11. Determine the signal powers as the diagonal elements of 1
K

[
Ŝ(i)Ŝ(i)H

]
.

3.4 Numerical results

3.4.1 Accuracy

In this section the accuracy of the estimation algorithm in combination with the 3-D
cross array is analysed to verify the performance of the 3-D I-SLS method in conjunc-
tion with multidimensional Unitary ESPRIT. Simulations were performed assuming
use of a non-tilted 3-D cross array, for a more clearer analysis of the rank-deficient-case
as described in Section 3.3.3 on page 39. A number of repetitive simulations (trails)
were performed in order to determine the root-mean-square (RMS) estimation error.
In the simulations the RMS error was computed from Q = 1000 independent trials as

RMSEn =

√√√√ 1
Q

Q∑
q=1

3∑
r=1

∣∣∣μ̂(r)
n,q − μ

(r)
n

∣∣∣2, n = 1, . . . , N, (3.51)

where μ(r)
n , r = 1, 2, 3, are the known and μ̂

(r)
n,q are the estimated spatial frequencies

of the nth signal obtained in the qth trial. In the simulations, 10 iterations are used
in both the 3-D SLS and 3-D I-SLS procedure to obtain a stable result for the signal
subspace, as described in Section 3.3.3 on page 42.
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Fig. 3.6 shows the RMS estimation error as a function of signal-to-noise ratio (SNR)
for N = 2 equally powered waves impinging from +4 and -4 degrees azimuth re-
spectively, i.e., half the Rayleigh resolution limit, and zero elevation. The SNR was
varied from -15 to 15 dB and the number of snapshots K = 100. The Cramer Rao
Bound (CRB) is plotted as a reference in Fig. 3.6, according to expressions presented
in [76, Eq. (33)]. Since the two sources are located symmetrically compared to the
array geometry, their performance is identical and the result for only one source is
presented here.

The results of the LS, TLS and 3-D SLS methods show a large constant RMS error
that increases below a SNR value of -5 dB. This large error is caused by the inability
of the algorithms to resolve the two sources, due to rank deficiencies occurring in the
invariance equations associated with the x- and z-axes of the array, as discussed in
Section 3.3.3 on page 39. In Fig. 3.6 it is shown that the 3-D I-SLS method presented
herein leads to successful resolution, which results in a lower RMS error that follows
the CRB for SNR values higher than -5 dB.
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Fig. 3.6: RMS estimation error for either source 1 and 2 as a function of SNR for two equally
powered wavefronts impinging from ±4 degrees azimuth and zero elevation.

Fig. 3.7 shows the RMS estimation error as a function of SNR for N = 2 equally
powered waves impinging from +4 and -4 degrees azimuth respectively and from 0
and 10 degrees elevation. It is interesting to observe that, although theoretically rank
deficiency does not occur in this case, the new method still outperforms the other
methods due to the additional constraint in Eq. (3.37).
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Fig. 3.7: RMS estimation error for source 1 as a function of SNR for two equipowered
wavefronts impinging from ±4 degrees azimuth and 0 degrees elevation. Similar results are
obtained for source 2 positioned at 10 degrees elevation.

3.4.2 Resolution

Results of computer simulations of the performance of the Unitary ESPRIT algorithm
applied to the 3-D tilted-cross array geometry are presented in this section. The res-
olution threshold of the system is an important performance measure. It is defined as
the SNR below which two equipowered multipath waves (a and b), separated in the
angular domain by Δφa,b degrees, can no longer be “resolved”. Here, Δφa,b defines
the resolution of the system, a design goal that was set to be better than 5◦ in Sec-
tion 2.3 on page 16. In order to use the definition of resolution with parameter-based
estimation techniques such as Unitary ESPRIT, the following null hypothesis is used:

Null hypothesis Two sources a,b that are estimated by the system are different.

To test this hypothesis, Monte-carlo simulations need to be performed to determine
the maximum RMS angular estimation error of sources a and b, max(RMSEa,b), at
a certain SNR level. Then, two sources a, b that are estimated by the system are
different if the null hypothesis cannot be “disproved” statistically with more than
50% probability, i.e.

Presolution {2max(RMSEa,b) < Δφa,b} > 50%. (3.52)

The 50% confidence level angular resolution in Eq. (3.52) represents twice the angular
radius of a circle, circumventing the real sources, that contains 50% of the estimates of
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one of the sources. This confidence level is chosen with the assumption that exactly at
the resolution threshold threshold the estimated sources either fall inside or outside the
circle with 50% probability. It should be noted that this approach is used in a similar
way for the determination of angular resolution in other fields, e.g. astrophysics [77].

The SNR is defined as in [26] as

SNR(i)
1,2 =

1
σ2Tc

∫ (i+1)Tc

iTc

|s(i)1,2(τ)|2dτ, (3.53)

where σ2 represents the noise variance, Tc is the delay bin duration and s(i)1,2(τ) is the
received signal amplitude due to radiation from source 1 or source 2.

Fig. 3.8 shows simulated resolution threshold values versus the angular separation
in both azimuth and elevation for two sources with equal power arriving close to
(θ = 0◦, φ = 0◦) at the same delay instance. Simulations were performed with K = 10
and 20 snapshots, using the 3-D tilted-cross antenna array configuration with the an-
tenna elements modelled as being infinitely small and having omnidirectional antenna
patterns in both azimuth and elevation. The phase difference between the two mul-
tipath signals was fixed at π/2. Each of the simulated threshold values was based
on 100 independent trials for each separation until the minimum was found. As ex-
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Fig. 3.8: Simulated resolution thresholds for Unitary ESPRIT applied to the 3-D tilted-cross
array. Simulated thresholds are based on 100 independent trails.

pected, the results in Fig. 3.8 show that resolution threshold improves with increasing
SNR values. Resolution also improves if a better estimate of the covariance matrix is
available. This can be achieved by increasing the number of snapshots, K, but this
is more effective at low SNR values. Increasing K also increases the measurement
duration and decreases the speed at which measurements can be performed, which
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means a trade-off has to be made in choosing K. It was found from simulations that
at SNR = 10 dB further increasing K above a value of 10 does not contribute sig-
nificantly to the resolution performance, therefor K was set to K = 10 for all the
analyses. The results in Fig. 3.8 also show that the resolution performance in eleva-
tion is close to that of azimuth. The small differences can be explained by the fact
that the aperture in elevation is slightly reduced due to the tilting of the structure.
By using a method-of-moments simulation tool, [60], the antennas, the impedance
switching method described in Section 2.4 on page 21 and the antenna array support
structure were accurately modelled, and it was found that the best azimuth and el-
evation angle resolutions were constant for SNRs > about 10 dB and were slightly
above 3.5 degrees and slightly below 5 degrees, respectively.

Simulations presented in Fig. 3.9 (a) show that the resolution performance in both
elevation and azimuth is quite uniform in the entire azimuth range, therefore, the
results presented in Fig. 3.8 are representative of the resolution capability over the
entire azimuth range and for a large part of the elevation range. The elevation res-
olution along the elevation range, shown in Fig. 3.9 (b), is the best at low absolute
elevation angles, which fulfils the initial design criteria, discussed in Section 2.3 on
page 16, and increases up to maximum 8 degrees at larger elevation angles. The
azimuth resolution along the elevation range, also shown in Fig. 3.9 (b), is also the
best at low absolute elevation angles, but it should be noted that the change in the
azimuth resolution along the elevation range is mainly caused by the spherical coor-
dinate system, e.g. at θ = 60◦ the absolute angle in azimuth is doubled compared to
that at θ = 0◦ .
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Fig. 3.9: Simulated resolution thresholds along (a) the azimuth range at θ = 0◦ and (b)
the elevation range at φ = 0◦ for Unitary ESPRIT applied to the 3-D tilted-cross array.
Simulated thresholds are based on 100 independent trails, K = 10 snapshots and SNR = 5
dB.
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Table 3.2: Theoretical and estimated multipath parameters.

θ (deg) φ (deg) SNR (dB) |ξ|
45.00 150.00 25.00 -

15.00 75.00 20.00 -

Theory 0.00 0.00 15.00 -

-15.00 -75.00 10.00 -

-45.00 -150.00 5.00 -

45.02 150.12 24.90 0.01

N̂ = 3 15.09 75.04 20.01 0.00

-0.11 -0.34 15.03 0.02

44.94 149.98 25.01 0.01

15.00 74.75 20.07 0.03

N̂ = 5 -0.06 0.02 15.10 0.03

-14.95 -75.04 9.89 0.02

-44.83 -149.69 5.45 0.07

44.50 150.98 24.80 0.34

14.87 73.41 19.61 0.01

-0.39 -0.94 14.73 0.07

N̂ = 7 -14.67 -75.37 9.84 0.05

-44.82 -150.85 7.41 0.01

-29.70 26.68 -3.17 7.52

18.74 138.91 -8.01 5.60

3.4.3 Estimation of number of signals

To illustrate the effect of over- and underestimation of N on the AOA estimation, a
scenario of five incident waves was simulated. In Table 3.2, the theoretical (N = 5)
and estimated parameters of the signals are presented including the values for the
reliability indicator |ξ|. Note that the maximum number of resolvable waves is 10,
as described in Section 3.3. As expected, an underestimation of N leads to the
vanishing of the weakest multipath contributions, whereas an overestimation leads to
spurious estimation results that have a power below the noise level. Furthermore, the
reliability indicator |ξ| clearly identifies the falsely detected multipath contributions
and supports the use of the criterion described in Section 3.3.4 on page 42 to detect
the number of sources.
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3.5 Experimental results

In this section results are presented of measurements performed in different controlled
lab environments using the 3-D tilted-cross antenna array.

3.5.1 Shadowing and mutual coupling reduction

Continuous-wave (CW) measurements were performed at the David Florida Labora-
tory (DFL) in Canada in order to investigate the effects of shadowing and scattering
by the antenna array support structure, as well as the effect of MC between the an-
tenna elements, on the direction finding accuracy. During these measurements the
antenna array was set-up in a half-open anechoic measurement chamber, was fixed
on a turn-table and connected to a receive system that was capable of sequentially
recording data from all antenna elements. The transmitter was positioned outside,
at a distance of approximately 400 m away from the receiving array, in order to cre-
ate a plane-wave scenario. Measurements were performed in three consecutive steps
between −20◦ < θ < 20◦ and the entire azimuth range (−180◦ < φ < 180◦). The
recorded measurement data were then used as input to the Unitary ESPRIT algorithm
to estimate AOAs of the incident waves.
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Fig. 3.10: Spatial frequency estimates determined from either simulations, represented in
thin lines and from measurements, represented in thick lines

The results presented in Fig. 3.10 show the theoretical and the estimated spatial
frequencies resulting from the measurements for θ 	 5◦. The MC reduction technique
presented in Section 2.4 was applied, but the shadowing reduction scheme presented
in Section 3.3.5 was not. The effect of the shadowing by the structure can clearly
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be observed at φ 	 60◦, 180◦/ − 180◦,−60◦. In Fig. 3.11 the absolute estimation
error in the azimuth and elevation direction, averaged over the three consecutive
measurements are shown. Here, the effects of MC and shadowing and the reduction
that is obtained can more clearly be observed. The results show that the impedance
switching technique reduces the angular estimation error, although some errors remain
in the three distinct areas which coincide with regions where subsequently one of the
three antenna arms is shadowed by the antenna support structure.
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Fig. 3.11: Estimation error for azimuth and elevation obtained from the analysis of the
measurement data. Here, o represents standard operation, + represents MC reduction and
* represent shadowing reduction combined with MC reduction.
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To circumvent the shadowing effects, the method described in Section 3.3.5 on page
44 was used. The results show a significant improvement in estimation, although some
errors remain visible. Additional measurements have shown that the remaining errors
can be reduced by applying better absorbing and shielding material to the antenna
switching board. The results presented and explained in Section 3.5.2 were performed
after applying the shielding and absorber material.

3.5.2 Multiple source detection

Measurements were performed in a controlled lab environment at the TU/e in Eind-
hoven, the Netherlands to investigate the ability of the system to detect multiple
sources that are incident on the array in a single delay bin. In this measurement
setup the entire measurement system from transmitter to receiver was used instead
of the CW-method described in the previous section. The lab environment consisted
of a 6 by 8 m room that was largely covered with RF-absorbing material. Firstly,
a verification measurement was performed using a single transmit antenna, similar
to the drooping radial monopole antennas presented in Section 2.4 on page 21, that
was aligned using lasers at θ = 0◦, φ = 0◦. Secondly, two transmitting antennas were
connected to the transmitter using a power spitter. To decorrelate the signals from
the two sources, which are each applied to both antennas, different cable lengths were
used. The receiving 3-D tilted-cross antenna array was positioned in a more or less
random orientation at a distance of 6.2 m from the two transmitting antennas, which
were separated by 3.1 m and positioned at slightly different heights. Although the
source antennas are closely spaced, their spacing remained greater than that which
would lead to AOAs closer in separation than the angular resolution threshold of the
system.
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Fig. 3.12: Results of measurements and simulations, represented by o and + respectively, in
which a single source was positioned at θ = 0◦, φ = 0◦ and two closely spaced sources were
positioned at a semi-rondom position.
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A configuration, such that the resolution threshold could be determined was not
possible due to the limited amount of space in the room, to put the receiver at a
larger distance from the sources, and due to the increased signal correlation, which
would occur when spacing the source antennas more closely. The results of both
measurements are presented in Fig. 3.12, including the results of simulations using
the same setup. The results show the excellent identification of the single source at
θ = 0◦, φ = 0◦. The two sources arriving in the same delay bin are also detected and
show good agreement with the simulation results.

3.6 Conclusions

In this chapter, a method was described to obtain high-resolution AOA estimates of
multipath waves on physically-nonstationary mobile radio channels using a wideband
radio channel sounder and a 3-D tilted-cross switched antenna array. An improved 3-D
structured-least-squares (3-D I-SLS) method was described that enables the Unitary
ESPRIT algorithm to be applied to the important category of cross arrays. The new
method is based on an iterative minimisation procedure similar to that of the 3-D
SLS method, but improves upon the 3-D SLS method by requiring the solutions of
the invariance equations to share a common set of eigenvectors. The 3-D Unitary
ESPRIT algorithm with improved 3-D SLS method was applied to obtain accurate
AOA estimations in both azimuth and elevation. The problem of the estimation of
the number of signals was solved by applying a method described in [75]. To minimise
the shadowing effects of the support structure a method was presented to improve
estimation accuracy in the shadowed areas.

The results show that the delay and angular characteristics of incident waves in both
azimuth and elevation can be characterised with high resolution. The best azimuth
and elevation angle resolutions were constant for SNRs > about 10 dB and were
slightly above 3.5 degrees and slightly below 5 degrees, respectively.

In summary, the main contributions and innovations of the work presented in this
chapter are:

• A new method to apply 3-D Unitary ESPRIT to the specific category of cross
arrays, as presented in Section 3.3.3 and previously published by the author
in [39].

• To minimise the effects of shadowing of the antenna array support structure a
method was presented to detect and discard erroneous data with minimal loss
of performance using a unique reliability criterion. This result was presented in
Section 3.3.4 and 3.3.5 and previously published by the author in [36].

• Theoretical and experimental results support the validity of the measurement
method and show that multiple sources can be accurately characterised with a
resolution performance of less than 5◦ in both azimuth and elevation.
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4
Angle-of-arrival measurement
results

4.1 Introduction

The previous two chapters described a method for the estimation of the AOAs of
multipath waves with high-resolution and under mobile conditions. Results obtained
from simulations and measurements in anechoic chambers and lab-conditions demon-
strated that the measurement system and analysis software are capable of estimating
the AOAs of incoming waves with high resolution. In order to further verify the per-
formance and to demonstrate that it can be used to identify dominant propagation
mechanisms in real-world environments, the measurement equipment was installed in
a vehicle, together with additional equipment, and a number of outdoor experiments
were performed.

In this chapter, a selection of the results of several outdoor experiments will be pre-
sented. Firstly, Section 4.2 describes the additional equipment that is used during the
measurements. In particular, the use of an omnidirectional video camera, which helps
to identify sources of scattering, reflection or diffraction from the measurement data
are reported. Secondly, Section 4.3 presents the results of experiments performed in
a rural environment. Results are presented of a measurement in which the receiver
is moved along a straight trajectory towards and away from the transmitter. Besides
showing that the AOAs of the LOS component are estimated correctly, an attempt
is made to estimate the ground reflection. Furthermore, measurements along a circu-
lar trajectory are presented to show that the performance is uniform in the azimuth
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Fig. 4.1: Photograph of (a) the measurement and auxiliary equipment installed in and on
the measurement vehicle and (b) the antenna array covered with a radome.

domain at low elevation angles.

In Section 4.4, experiments in an urban environment are presented where the transmit-
ter is positioned either above or below rooftop. The receiver is moved along different
trajectories in LOS and non-LOS scenarios. It is shown that besides specular reflec-
tions, scattering or diffraction by irregular and rough surfaces and through-building
propagation can cause dispersion of the received waves in the angular and delay do-
main. Finally, conclusions are drawn in Section 4.5.

4.2 Auxiliary equipment

The control and receiving equipment of the measurement system, described in Chap-
ter 2, were installed in a measurement vehicle together with additional auxiliary
equipment, as shown in Fig. 4.1 (a). Electric power for the system is provided by a
small generator mounted outside, at the back of the vehicle. The 3-D antenna array
is mounted on top of the vehicle at a height of 3.5 m, measured from the centre of
the array, and is covered by a radome for protection, as shown in Fig. 4.1 (b).

The radome is manufactured out of two types of dielectric material [78]. The first,
the outer material, provides UV and environmental stability. The second internal
material is responsible for the mechanical stability. In order to reduce the losses, the
radome thickness is as thin as possible, between 2-3 mm. The radome was initially
characterised by the manufacturer within the Ku Band (10-15 GHz), where a maxi-
mum loss of 0.7 dB and a minimal loss of 0.4 dB were found. The loss tangent of the
material was estimated from measurements to be in the order of tan δ = 0.001 and
the relative permittivity in the order of εr = 2.8. The cited losses include both dielec-
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Fig. 4.2: Omnidirectional video sample obtained from the video camera that is mounted
directly underneath the antenna array.

tric and reflectional losses. Because the radome may also introduce additional phase
distortions, the effects on the angular estimation accuracy were also characterised at
2.25GHz in a lab environment. The influences of the radome were too small to be
measured. Therefore, it was concluded that the radome does not cause significant
aberrations.

To compare the measurement data with the actual environment, omnidirectional video
data were captured from the receiver perspective using an omnidirectional video cam-
era mounted directly underneath the antenna array. An example of such an image is
shown in Fig. 4.2. The purchased camera, [79], consists of six closely packed image
sensors, each with a resolution of 1024x768 pixels, combined with 2.5 mm lenses that
are placed within 20 mm of each other. A fiber-optic digital connection is used to
transfer the image data to the data-collection system, where the data are combined
to create panoramic images of 1024x512 pixels based on accurate calibration using
the physical location, the orientation of the sensors and a distortion model of the
lens. The image axes x and y map to the azimuth (φ) and elevation (θ) angles, re-
spectively, which allows the superimposition of estimated AOA information onto the
video data. The camera is able to collect video data from more than 75% of the
sphere surrounding the camera, but due to the obstruction of the vehicle below and
the radome construction above, the video data in elevation are effectively limited to
a range of −35◦ < θ < 35◦. The supporting structure of the antenna array, that is
partly visible in the image data shown in Fig. 4.2, consists of aluminum tubes and
is kept as small as possible to reduce further visual obstruction. The “ghosting” and
misalignment of the aluminum tubes that are visible in the centre of the image are
caused by the merging of the video data of the individual cameras and only occurs
when objects are very close (< 6 m) to the camera.

In order to monitor the position and the movement of the measurement vehicle dur-
ing the measurements, an advanced vehicle navigation system is used. The system
consists of a navigation computer and a set of sensors [80]. The sensors include a
temperature meter, a triad of calibrated magnetometers mounted outside the vehicle
that serve as a digital compass, a triad of accelerometers, a barometric altimeter, a
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Fig. 4.3: Photograph of the transmitter setup using (a) the directional antenna and (b) the
omnidirectional antenna.

gyroscope, an odometer sensor and a GPS receiver with its antenna mounted on the
roof of the vehicle. By using the output of the sensors, the navigation computer de-
termines the azimuth orientation, the pitch, roll, speed and positions of the vehicle at
10 Hz rate. Beside the GPS receiver output, the other sensor signals are also used as
input to a Kalman filter to reduce the GPS position error. This is especially helpful
when GPS reception is limited, e.g., around large buildings in dense urban areas.

The equipment used at the transmitter location is shown in Fig. 4.3 (a) and (b). Two
types of transmit antennas were used in the experiments. In the rural experiments,
a 2-dBi omnidirectional antenna, shown in Fig. 4.3 (a), was used. In the urban
environment, a directional waveguide horn antenna was used, shown in Fig. 4.3
(b). This antenna has an 8 dBi gain in the azimuthal (H) plane, an azimuthal half-
power-beamwidth of 55◦ and a bandwidth ranging from 1 to 18 GHz. Prior to each
measurement campaign, a back-to-back measurement was performed to calibrate the
system in terms of absolute received power.

4.3 Controlled rural environment

In order to verify the correct operation of the entire measurement system installed
in the measurements vehicle, this section presents the results of experiments that
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were performed in an open rural area in Boxtel, the Netherlands. A picture of the
surroundings and the equipment is shown in Fig. 4.4. The area consists of a large
farmer’s field with several scattered trees, which are at a large distance from the re-
ceiver. Due to the open character of the environment effects of trees can be neglected.

Fig. 4.4: Photograph of the measurement equipment in the open rural area in Boxtel, the
Netherlands.

Fig. 4.5 shows the layout of the measurement location. In the experiments the
transmit antenna consisted of the vertically polarised 2-dBi omnidirectional antenna
mounted on top of a mast, as shown in Fig. 4.3 (a), at a height of 7 m above
ground level. The height of the receive antenna array, measured from the centre, is
3.5 m above ground level and the reference of the azimuth angle is the back of the
measurement vehicle with the positive angles counter-clockwise. All measurements
were performed with a nearly constant velocity and with speeds below 20 km/h.

4.3.1 Straight trajectory

In this experiment the receiver was moved towards the transmitter starting at a
distance of 80 m, which corresponds to snapshot set k = 0. The receiver passed the
transmitter at approximately snapshot 490 (k = 490) then continued to a maximum
distance of 80 m from it, corresponding to k = 1000. A total of 1000 snapshot sets of
K = 10 snapshots each are used for the AOA estimation along a trajectory of 160 m.
This effectively means that a single angle-delay estimate of the channel is available
every 0.16 m, which corresponds to 1.23 wavelengths.

Fig. 4.6 shows the power-delay profile obtained from the CIRs measured at all an-
tennas, averaged over K = 10 snapshots (time-averaging) and averaged over all 31
antennas (spatial-averaging). The grey levels indicate the average received power lev-
els in dBm in each of the delay bins. The theoretical delay along the trajectory is
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Rx

Fig. 4.5: Layout of the measurement location in Boxtel, the Netherlands. The dotted lines
represent the measurement trajectories and k corresponds to the snapshot-set index.

also plotted for the LOS and ground reflected wave as a white-solid and white-dotted
curve, respectively. Both curves correspond well to the measurements, but due to the
limited delay resolution the ground and LOS wave cannot be separated here.

Fig. 4.6: Measured power-delay profiles along the straight trajectory. The theoretical delay
along the trajectory for the LOS and ground reflected wave is represented by a white-solid
and white-dotted curve, respectively

Before the collected CIR data are fed to the Unitary ESPRIT algorithm they have
to be preprocessed by applying thresholds to limit the large number of data samples
to be analysed. This is done by eliminating the noise in the CIRs that are obtained
on each antenna [81]. In Section 2.2.2 on page 14 an I/Q imbalance compensation
method was presented that causes a slight colouring of the noise statistics. Because the
effects are very small, the background thermal noise is still assumed to be Gaussian.
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The thermal noise standard deviation can then be estimated from samples that are
certainly attributed to noise at large delays, where multipath arrivals are unlikely,
as σN = σm/

√
ln 4, where σm is the median of the amplitude distribution. The

threshold level is then determined as ζ = η · σN , where η = 1.8. Furthermore, large
noise samples can be removed by using the fact that they are very likely to be present
in only one bin, in contrast to the true multipath components. Thus, if an isolated
sample, and neither of its neighbours exceeds the threshold value ζ, it is considered to
be attributed to noise, and discarded. Unless stated differently, in all the measurement
results presented in this thesis, unreliable estimates are filtered out by using a value
for the reliability threshold of trel = 1, as described in Section 3.3.4 on page 42.

Fig. 4.7 shows the estimated multipath components (MPCs) in the delay, elevation
and azimuth domain. Theoretical values for the LOS and ground reflected wave
are also plotted as a black-solid and black-dotted curve, respectively. Although the
estimates in the three domains are interrelated, it is difficult to present them in a single
multidimensional figure. The three domains are shown here independently and, as a
result, the connection between the different domains is not explicitly visible. Still,
the evolution of LOS component can clearly be observed in all domains.

The results show that in the azimuth domain the estimated angles along the trajectory
compare well with the theoretical values. The estimated elevation angles are close to
the theoretical values, but fluctuate around them. The cause of this effect can be
explained by interference of the ground reflection. Although the LOS component is
clearly detected, the ground reflection is not directly observed in the estimates. It
was found that this is caused by the fact that the ground reflected wave is not always
visible to all antennas in the array, due to their position in the array, shadowing
by the support structure including the absorber underneath the array and, most
dominantly, the obstruction of the measurement vehicle. This is supported by the
results in Fig. 4.8, where the received power level along the trajectory of antenna 1,
located in the upper part of the array, and antenna 2, located in the lower part of
the array, are shown. Additionally the theoretical interference pattern caused by a
LOS and reflected wave on medium-dry ground are shown [82]. The comparison of
the theoretical and measured interference patterns shows that the ground reflected
wave is only visible to antenna 1 along the entire trajectory. For antenna 2, which is
positioned more to the back-side of the vehicle, the ground reflected wave is blocked
during the first part of the trajectory, due to the obstruction by the front-side vehicle.
It is very likely that the partial blocking of the ground reflected wave for the lower part
of the antenna array causes phase errors in the received signal, which in turn cause
fluctuations in the estimated elevation angles. To confirm this, additional simulations
were performed in which the two-path model was used to simulate the effect of the
ground reflected wave on the estimations. In these simulations the ground reflected
wave was made “invisible” for the antenna elements in the lower part of the antenna
array, which is an assumption. The effect on the estimation of the elevation angles
for the LOS is shown in Fig. 4.9. The results show that the ground reflected wave
can indeed cause a distortion of the estimated elevation angles of the LOS wave.
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Fig. 4.7: Estimated MPC in the (a) delay, (b) elevational and (c) azimuthal domain along
the straight measurement trajectory. The theoretical delay, elevation and azimuth angles
for the LOS (solid black curve) and the ground reflected wave (dotted black curve) are also
shown.
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Fig. 4.8: Measured power level along the trajectory of antenna 1, located in the upper part,
and antenna 2, located in the lower part of the array. The thick solid line represents the
theoretical interference pattern caused by a LOS and reflected wave on medium-dry ground.
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Fig. 4.9: Estimated MPC in the elevational domain along the straight measurement tra-
jectory. The black curve represents the theoretical elevation angle estimated based on the
two-path propagation model.
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It was found from additional measurements that, when the antenna array is tilted
towards the transmitter, thereby extending its negative elevation range, the ground
reflection becomes visible. As a result, the range in negative elevation angles is ef-
fectively limited down to approximately −7◦ for waves arriving from the front or
the back of the vehicle and to −15◦ for waves arriving from either the left or right
side. Extending the range in the negative elevation area, such that ground reflected
waves can be observed in all cases, would require drastic changes, such as a different
measurement vehicle and a redesign of the support structure of the antenna array.

4.3.2 Circular trajectory

In this experiment the receiver is moved along a circular trajectory with a radius
of 4.5 m at a distance of 80 m from the transmitter, as shown in Fig. 4.5 on page
62. The trajectory is slightly more than a single circumference and a total of 300
snapshot sets of K = 10 snapshots each are used. This effectively means that a single
angle-delay estimate of the channel is available every 0.1 m, which corresponds to
0.77 wavelengths.

Fig. 4.10 shows the estimated MPCs in the delay, elevation and azimuth domain.
Theoretical values for the delay, elevation and azimuth are also plotted in the figure
as black curves. The additional contribution, in the delay domain close to 0.9 μs, in
the elevation domain close to 0◦ and in the azimuth domain parallel to the LOS and
shifted by approximately 75◦, is caused by a reflection from an existing plane metal
object, approximately 130 m away from the receiver. In the results for elevation, some
fluctuations are visible, which are most likely caused by the partial blocking of the
ground reflected wave as well as due to the tilting of the measurement vehicle caused
by uneven terrain. The estimates are slightly above and below the theoretical values,
each for approximately half of the measurement duration. In the azimuth domain
there is a clear transition of the estimated azimuth angles over the entire range and
no effects of shadowing by the support structure are visible, as previously discussed
in Section 3.3.5 on page 44. The slight discrepancy between the estimated results and
the theory within snapshot set 75 and 175 is caused by a temporary reduction in the
speed of the measurement vehicle.
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Fig. 4.10: Estimated MPC in the (a) delay, (b) elevational and (c) azimuthal domain along
the circular measurement trajectory. The black curves represent the theoretical delay, ele-
vation and azimuth angle respectively.
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4.4 Urban environment

In addition to the rural scenario, measurements were also carried out in a real-world
urban environment on the TU/e campus. The measurement area, depicted in Fig.
4.11, is characterised by several high buildings and scattered vegetation. Two scenar-
ios were considered in which the transmitter was positioned either above, or below
the average rooftop level. To reduce disturbing factors, the measurements were car-
ried out at a time when traffic density and the number of parked cars was low. The
transmitting antenna (Tx), shown in Fig. 4.3 (b) consisted of an 8-dBi waveguide
horn antenna with an azimuthal half-power-beam-width of 55◦. During the measure-
ments omnidirectional video data were captured from the receiver perspective using
the omnidirectional video camera described in Section 4.2.

TR

270

k = 0

400
370

700
764

485865

1000

640

660

Tx1

Tx2

N

S

W E

50 m

> 40

0 - 10

10 - 20

20 - 30

B
U

IL
D

IN
G

 H
E

IG
H

T 
(m

)

LG

0 25

PT

600

CR

IPOk = 0220

475
Rx1
Start

Rx2
Start

Fontys

Fig. 4.11: Layout of the measurement location. The dotted line represents the GPS coor-
dinates of the measurement trajectory. Along the trajectory values for k are plotted that
correspond to the snapshot set numbers. Grey levels indicate the building heights in metres.

4.4.1 Transmitter below rooftop

The transmitting antenna, marked in Fig. 4.11 as Tx1, was positioned outside, at a
height of 3.5 m above ground level and pointed northward. The receiving antenna,
marked in Fig. 4.11 as Rx1, was positioned at the other side of building TR, thereby
obstructing the LOS path, and was moved at a nearly constant speed of about 7.5
km/h over a trajectory of approximately 125 m, marked with a dotted line in Fig.
4.11. A total of 1000 snapshot sets of K = 10 snapshots each are used for the AOA
estimation. This effectively means that a single angle-delay estimate of the channel
is available every 0.125 m corresponding to 0.96 wavelengths.
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Fig. 4.12: Estimated MPCs in the (a) delay, (b) elevational and (c) azimuthal domain along
measurement trajectory Rx1 with the transmitter (Tx1) below rooftop. The black curve in
(a) represent the theoretical delay of the LOS and the black dotted vertical line corresponds
to snapshot set k = 225 shown in Fig. 4.13.
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Fig. 4.12 shows the estimated MPCs in the delay and angular domain along the
entire trajectory. The grey levels indicate the absolute received power levels of the
individual MPCs in dBm. In the first part of the trajectory, up to k 	 275, most
of the contributing power comes from the propagation through-building TR. Because
over rooftop propagation is minimal, the estimated elevation angles remain small. In
azimuth, however, a large dispersion is observed that can roughly be divided into two
dominant clusters. In Fig. 4.13, a single video frame corresponding to snapshot set
k = 225 is shown combined with the angular estimations. Here, the two clusters are
visible close to φ 	 −60◦ and φ 	 −90◦, and are caused by propagation through
different parts of building TR. Additional MPCs arrive from close to φ ≈ −35◦ at
τ 	 0.55μs. This energy can be identified as a reflection from the side of building
Fontys. It is clearly visible along the rest of the trajectory. At a position close to
k 	 200 waves begin to arrive due to reflections from building CR. These contributions
are most likely caused by multiple reflections between building TR and building LG
and eventually become dominant. The contributions also show increased dispersion
in the delay domain.

The results above demonstrate that the measurement system can aid in the accu-
rate characterisation of propagation effects along a trajectory in a complex environ-
ment. Furthermore, the omnidirectional video data allow accurate identification of
the sources of scattering and reflection. The results show that significant dispersion
can occur in both the delay and azimuth domain in scenarios where no LOS is avail-
able and the transmitter is positioned below the average rooftop level. This is mainly
caused by through-building propagation and multiple reflections from irregular build-
ing surfaces.
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Fig. 4.13: AOAs of MPCs superimposed on omnidirectional video data at snapshot set
k = 225. The received power is also represented by the size of the markers, where the largest
marker corresponds to the highest received power.

4.4.2 Transmitter above rooftop

In this scenario, the transmitting antenna, marked in Fig. 4.11 as Tx2, was positioned
above the average rooftop level, inside, against a large window at 40 m above ground
level and pointed eastwards at a tilting angle of 20◦ downward. The receiving antenna,
marked in Fig. 4.11 as Rx2, was moved at a nearly constant speed of about 9 km/h
over a trajectory of approximately 150 m, marked with a dotted line in Fig. 4.11.
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A total of 1000 snapshot sets of K = 10 snapshots each are used. This effectively
means that a single angle-delay estimate of the channel is available every 0.15 m,
which corresponds to 1.1 wavelengths.

Fig. 4.14 shows the estimated MPCs in the delay and angular domain along the
trajectory 1. The first part of the measurement trajectory (0 < k < 400) was chosen
such that there was an obstructed path from the Tx to the Rx location behind building
LG and over-rooftop diffraction could occur. The results show an attenuation of
the dominant signal component and an increase in the elevation angle up to θ 	
30◦ as expected. Other lower powered components with considerable angular spread
are also observed and it is believed that they were caused by scattering from trees
and other irregular objects. After passing building LG at k 	 400 the stronger
line-of-sight component becomes visible. The measurement vehicle takes a 90◦-turn
and moves further along the trajectory, which causes the LOS component to change
90◦ in azimuth, to increase in elevation and to get temporarily obstructed by the
elevated walkway (640 < k < 660) as expected. Within 485 < k < 865 a strong
component at φ 	 0◦ originating from the lower part of building TR and a number
of scattering components caused by irregularities in the building surface are visible.
Some scattering also occurs from building LG together with a number of distinct
reflections around φ 	 −80◦, which can be directly related to the corner-shaped parts
of building LG. Finally, the effects of passing under the elevated walkway are visible
as a reflection starting at θ 	 40◦ and rapidly decreasing to θ 	 20◦. In Fig. 4.15,
video frames of different locations along the measurement trajectory corresponding
to snapshot sets k = 270, 370, 700 and 764 are shown combined with the angular
estimation results. By combining the estimation results with the captured video data
the estimation results can be related directly to the actual environment. When all the
frames of the entire trajectory are combined an illustrative video is created in which
the MPCs can be observed and tracked. This provides much insight into the different
propagation phenomena and their behaviour while moving through the environment.

Compared to the scenario in Section 4.4.1, the above rooftop scenario clearly shows
a less dispersive behavior of the MPCs in the delay and azimuth domain. The MPCs
are, however, less concentrated in the azimuth domain. In the elevation domain the
MPCs are more clearly visible and more dispersion is observed.

1Note that in these results, unreliable estimates are filtered out by using a value for the reliability
threshold of trel = 3. Although a value of trel = 1 is used throughout this thesis, changing this value
between 0.5 < trel < 3 does not result in considerable differences.
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Fig. 4.14: Estimated MPCs in the (a) delay, (b) elevational and (c) azimuthal domain along
measurement trajectory Rx2 with the transmitter (Tx2) above rooftop.
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Fig. 4.15: MPC angles of arrival superimposed on omnidirectional video data at snapshot
set (a) k = 270, (b) k = 370, (c) k = 700 and (d) k = 764. The received power is also
represented by the size of the markers, where the largest marker corresponds to the highest
received power.
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4.5 Conclusions

In this chapter, results of delay and angular characteristics of dominant MPCs are
presented that were obtained in several outdoor experiments using the AOA mea-
surement system that was presented in Chapter 2 and 3. The system was installed
in a measurement vehicle together with necessary additional equipment, such as an
omnidirectional video camera.

The results obtained in a rural environment show that the system can accurately
determine the elevation and azimuth AOAs in physically-nonstationary mobile radio
channels. It was found that, due to the antenna support structure and measurement
vehicle, the measurement range in the negative elevation angles is effectively limited
to θ 	 −7◦ in the worst case. As a result, the AOAs of ground reflected waves are gen-
erally not detected and phase errors can cause fluctuations in the estimated elevation
angles of the LOS. In the azimuthal domain, uniform AOA estimation performance
was observed over the entire range (−180◦ < φ < 180◦).

Furthermore, results in an urban environment show that the evolution of the MPCs
along a trajectory can be characterised. Omnidirectional video data that were cap-
tured during the measurements are used in combination with the measurement results
to accurately identify and relate the received radio waves directly to the actual envi-
ronment while moving through it.

The results also show that significant dispersion can occur in both the delay and
azimuth domains in scenarios where the transmitter is positioned below the average
rooftop level. The above rooftop scenario clearly shows less dispersion in the delay
and azimuth domains, but more dispersion is apparent in the elevation domain.

The high-resolution capabilities of the measurement system and the ability to mea-
sure physically-nonstationary channels can provide more information about the nature
of the propagation mechanisms, such as through-building propagation and irregular
surfaces. They can also help to improve deterministic propagation predictions by cali-
bration of reflection and scattering components and by identifying the most significant
propagation mechanisms leading to possible decreases in terms of computational com-
plexity. Additionally, the measurement system can also be useful as a diagnostic tool
as will be shown in the next chapter.

In summary, the main contributions and innovations of the work presented in this
chapter are:

• The result of measurements along a trajectory are presented that show the ca-
pabilities and performance of the measurement system in a real-world scenario.
Elevation angles are estimated accurately, but waves reflected by the ground
are difficult to detect and phase distortions due to ground reflected waves cause
a reduction of the estimation performance in elevation.

• The composition of multipath components along a trajectory can be accurately
characterised and tracked. Omnidirectional video data that were captured dur-
ing the measurements are used in combination with the measurement results
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to accurately identify and relate the received radio waves directly to the actual
environment while moving through it.

• The results from outdoor experiments in an urban environment show that over
rooftop diffractions can be identified, as well as reflections from irregular build-
ing structures and diffuse scattering effects in the delay and angular domain.
The results were previously published by the author in [37].
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5
Use of the high-resolution
measurement system as a diagnostic
tool

5.1 Introduction

The complexity of radio propagation in urban environments makes it increasingly
difficult to fully understand and accurately predict propagation behavior in order to
achieve an optimal network configuration. As better radio propagation measurement
systems become available, the limitations of the propagation prediction tools that
network operators use become more apparent, making it also clear that networks de-
signed with such tools have a significant probability of being sub-optimal. It is known
to operators that in specific areas in operational radio networks propagation phe-
nomena can cause unexpectedly poor performance, which includes limited coverage,
dropped calls, decreased data-rates and unexpected handovers. In order to obtain
better insight and possibly solve these issues, more knowledge about the actual prop-
agation effects is required. Although the results of “drive-tests” are sometimes used
in an attempt to obtain more insight into the propagation effects, they merely give
an observation of the effects. The quality and resolution of these results are limited
and only signal strengths are measured.

To date, only very few methods exist that can accurately identify the propagation
effects in mobile scenarios. The measurement approach presented in the previous
chapters is capable making very accurate AOA and delay measurements, enabling the
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accurate characterisation of the dominant propagation effects with high resolution
and under mobile conditions. This approach can be very helpful in obtaining more
insight into propagation phenomena and the use of video data allows to relate the
propagation effects directly to the environment. In the framework of a collaboration
between TU/e, TNO ICT and KPN the measurement system was used as a diagnostic
tool in a dense urban environment. In this specific environment poor performance
was previously observed from the results obtained from “drive tests”. The poor per-
formance is caused by unexpected reduction of the power of the desired base-station
(BS) signal and interference from a neighbouring BS. The propagation phenomena
that cause these effects are not predicted by the type of propagation models that are
currently used by most mobile system operators, including KPN. This means that it
is impossible to improve the network performance in these areas based on the current
propagation models. In order to identify the propagation phenomena that cause the
poor performance, the high-resolution measurement system was configured such that
it generates similar propagation behavior as the actual network and measurements
were performed in the area.

This chapter describes the diagnostic survey and the results of the analysis. The
results obtained in the scenarios presented here are especially important for mobile
system operators. It is shown that the measurement approach can be used to generate
a real network scenario and is capable of accurately identifying the dominant propa-
gation effects with high-resolution while moving through a real-world urban scenario.
Furthermore, the results directly show the limitations of the propagation prediction
model currently used by KPN and the importance of accurate propagation knowledge
and modelling.

Firstly, Section 5.2 describes the scenario, the environment and the problems in terms
of poor performance and interference. Secondly, Section 5.3 discusses the initial propa-
gation prediction results, used for the network design. In Section 5.4, the measurement
setup and procedure, as well as the results of the measurements are then presented.
Here, the effects of shadowing and, moreover, reflections by irregular surfaces are
shown to be significant. Furthermore, the limitations of the currently used propa-
gation prediction model, and the importance of improved propagation modelling are
illustrated. Finally, conclusions are drawn in Section 5.5.

5.2 Scenario description

The area that was selected for measurements is shown in Fig. 5.1. It is located
close to the Amsterdam Arena Stadium near the city of Amsterdam. The area is
characterised by a main wide street (20-25 m) and a number of railway crossovers.
In the area several three- to seven-storey high buildings can be found consisting of
concrete and steel and with irregular faces caused by balconies and windows. Trees
are found along the main street and also scattered across the entire area. The traffic
density during the measurements was low (5-10 cars per minute). A single frequency
UMTS network is operational in the area, with two base-stations (BSs) located at
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Fig. 5.1: Layout of the measurement site. The red and green dotted lines represent the
measurement trajectories with the transmitter active at BS 7352 and BS 6238, respectively.
Copyright: Microsoft Virtual Earth, http://www.microsoft.com/virtualearth.

positions marked by 7352 and 6238, shown in Fig. 5.1. The frequencies for the
downlink and uplink channels are 2132.2 MHz and 1942.2 MHz respectively, for both
BSs. At each BS directional antennas are used as sector antennas, which exhibit a
horizontal half-power beamwidth of 88◦ and a gain of 16.7 dBi. The antennas are
driven by a +43 dBm signal. A mobile UMTS user (receiver) that moves in the area
close to the trajectory marked with the red and green dotted lines should be served
by one of these BSs.

5.3 Stochastic empirical prediction results

The network is designed such that the area along the main wide street is served best
by BS 6238. This is confirmed by the results in Fig. 5.2 (b), which shows the best
server area for BS 6238 (orange) and BS 7352 (light grey). The simulation results are
obtained from a stochastic empirical propagation model. The empirical model was
developed by KPN for field strength predictions and is a modification of the widely
used Okumura-Hata model [83]. In order to increase the accuracy of the Okumura-
Hata model, KPN expanded the model by including more detailed information about
the propagation environment. Therefore, the area is subdivided into a grid of square
subdomains of dimension 20 x 20 m, each with its own environment classification,
shown in Fig. 5.2 (a). The different classifications range from open area (white),
water (blue), vegetation (green) to urban (brown), and each of the classifications is
related to a certain amount of propagation loss. Because of confidentiality reasons,
KPN can not provide exact details of the classifications. Signal powers are determined
by using different propagation loss models, chosen according to the area classifications.
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Fig. 5.2: Layout of measurement site with (a), the grid of environment classifications with
open area (white), water (blue), vegetation (green) and urban (brown) and (b), the best
served areas for BS 6238 (orange) and BS 7352 (light grey), determined using the stochastic
empirical propagation model discussed in Section 5.3.
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Although this takes local information into account in a broad sense, no information
about reflections, backscattering, delay spread or angular spread is considered. As a
result, propagation predictions for dense urban areas often contain errors.

5.4 Measurements

In an earlier study by KPN, measurements were performed in the area. The results
for the received power along the trajectory, as well as the predicted values, are shown
in Fig. 5.3 (a). For BS 6238 the received power is considerably below the predicted
value, whereas for BS 7352 the power at some positions is above the predicted value.
As a result, the received power of the undesired BS is above that of the desired
BS at several positions, which causes undesired handovers and a reduction in perfor-
mance. Measurements were performed using the high-resolution measurement system
described in the foregoing chapters to obtain more insight into the propagation phe-
nomena that are significant in this area, and to find possible causes for propagation
prediction error.

5.4.1 Setup and procedure

Two independent measurements were performed in which the transmitter was placed
at both BS locations. The transmitting antenna consisted of an 8-dBi waveguide horn
antenna with an azimuthal half-power-beam-width of 55◦. A tripod is used to elevate
the antenna such that it is in almost the same position and has the same orientation
as the original BS antenna, as shown in Fig. 5.4 for BS 7352 as an example.

• In the first experiment the transmitting antenna was positioned outside, at a
height of 29 m above ground level close to BS 6238 marked in green in Fig. 5.1.
The direction of the main beam was pointed towards−60◦, where 0◦ corresponds
to the north and the positive angles are clockwise.

• In the second experiment the transmitting antenna was positioned outside, at
a height of 27 m above ground level close to BS 7352 marked in red in Fig. 5.1.
The direction of the main beam was pointed towards 70◦.

The receiving antenna, mounted on top of a vehicle at a height of 3.5 m, was moved
at a nearly constant speed of about 27 km/h over a trajectory of approximately 450
m, indicated with a green and a red dotted line in Fig. 5.1 for the first and second
experiment, respectively. A total of 9900 snapshot-sets of K = 10 snapshots are used
for the AOA estimation, which means that a channel estimate is available every 4.5
cm, corresponding to 0.34 wavelengths.
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Fig. 5.3: Measured power of both BSs along the trajectory obtained from (a), a previous
KPN drivetest and predictions using the stochastic empirical model discussed in Section 5.3
and (b), using the high-resolution measurement system.
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Fig. 5.4: Transmitting antenna positioned outside, close to BS 7352 and pointed in the same
direction.

5.4.2 Results

In Fig. 5.3 (b), the results of the total received power, in both experiments, along
the trajectory are presented. The large scale fluctuations of the power received of
BS 6238 are similar to the KPN drive test results in Fig. 5.3 (a), obtained from
an earlier study. Furthermore, a more constant received power level of BS 7352 is
observed, which exceeds the level of BS 6238 along several parts of the trajectory. The
difference in absolute power levels between the KPN drive test and the high-resolution
measurements in Fig. 5.3 (a) and (b) is mainly due to insufficient information about
the measurement equipment (e.g. cable attenuation, antenna patterns) used in the
KPN drive test.

The results in Fig. 5.5 show the estimated multipath components (MPCs) in the
delay and angular domain along the trajectory obtained from the signals received
by BS 6238. Up to k 	 2000, the received signal is very weak. Visual inspection
of the environment shows that this is mainly caused by the obstruction of building
ING. Apart from small reflections by building Arena and the railway infra-structure,
through-building propagation is dominant in this area. Between 2000 < k < 5000
the receiver moves into and out of the LOS region and the received power, as well as
the delay spread and angular spread, increase. Particularly in the azimuth domain,
a number of distinct components are visible that seem to change rapidly in the az-
imuth direction. From the omnidirectional video data it was found that these distinct
components are caused by reflections from lampposts, traffic signs and plane metallic
objects.
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(a)

(b)

(c)

Fig. 5.5: Estimated MPCs along the measurement trajectory from the signals received from
BS 6238 in the (a) delay, (b) elevational and (c) azimuthal domain.
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A number of other more diffuse and less rapidly changing components are also visi-
ble. By using the omnidirectional camera data, these components can be related to
reflections from irregular (building) surfaces and objects and through-building propa-
gation. Fig. 5.6 shows the estimation results of snapshot k = 3900 superimposed on a
video frame. Here, the LOS component is clearly visible as well as other components
caused by reflections from buildings, traffic signs and other objects.

During the remaining part of the trajectory the receiver remains mainly in the NLOS
region. Reflections from mainly the upper parts of buildings F1 to F4, shown in
Fig. 5.1, are also visible in the elevation domain as consecutive collections of MPCs
at larger elevation angles. These collections of MPCs are visible in the azimuth
domain as bands that change from φ 	 −180◦ to 0◦. These bands of MPCs consist
of a stronger specular component as well as a more diffuse part. The scattering in
the diffuse part is caused by the irregular structure of the buildings, consisting of
irregularly distributed windows and steel balconies. The results in Fig. 5.7 and 5.8
show the estimates at k = 6720 and k = 7890, respectively. In the short interval
between 8250 < k < 8750, a LOS between HvA1 and HvA2 exists. The moment just
before the LOS region is also shown in Fig. 5.9.
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Fig. 5.6: MPC angles of arrival superimposed on omnidirectional video data for (a), Tx at BS
6238 and k = 3900 and (b), Tx at BS 7352 and k = 4995. The received power is represented
by the colour as well as the size of the markers, where the largest marker corresponds to the
highest received power.
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Fig. 5.7: MPC angles of arrival superimposed on omnidirectional video data for (a), Tx at BS
6238 and k = 6720 and (b), Tx at BS 7352 and k = 7590. The received power is represented
by the colour as well as the size of the markers, where the largest marker corresponds to the
highest received power.
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Fig. 5.8: MPC angles of arrival superimposed on omnidirectional video data for (a), Tx at BS
6238 and k = 7020 and (b), Tx at BS 7352 and k = 7890. The received power is represented
by the colour as well as the size of the markers, where the largest marker corresponds to the
highest received power.
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The results in Fig. 5.10 show the estimated MPCs in the delay and angular domain
along the trajectory obtained from the signals received by BS 7352. Up to k = 3500,
most of the received power is received via reflections by the railway infrastructure
and crossovers, as well as via propagation around and through building Arena. The
vertical spikes in the elevation domain result from propagation through the vertical
open parts of the railway crossovers. This is visualised in Fig. 5.11. From 3500 <
k < 6000, two more dominant contributions are visible. The strongest contribution
varying from φ 	 30◦ to 0◦ is caused by propagation over the railway crossovers.
The other lower and more diffuse contribution is caused by the front and side face of
building F2, perpendicular to the trajectory. This is visualised in Fig. 5.6 (b), where
the two components are clearly visible. Although no specular path exists from Tx to
Rx via building F2, scattering caused by the irregularities still causes significant power
to reach the receiver. In the second part of the trajectory significant contributions
by reflections from building F1 and F2 are visible as well as second-order reflections
most likely from the buildings HvA1 and HvA2 and the trees in front of them. This
is also visualised in Figs. 5.7, 5.8 and 5.9.
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Fig. 5.9: MPC angles of arrival superimposed on omnidirectional video data for (a), Tx at BS
6238 and k = 7725 and (b), Tx at BS 7352 and k = 8490. The received power is represented
by the colour as well as the size of the markers, where the largest marker corresponds to the
highest received power.
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(a)

(b)

(c)

Fig. 5.10: Estimated MPCs along the measurement trajectory from the signals received from
BS 7352 in the (a) delay, (b) elevational and (c) azimuthal domain.
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Fig. 5.11: MPC angles of arrival superimposed on omnidirectional video data for Tx at BS
7352 and k = 3100. The received power is represented by the colour as well as the size of
the markers, where the largest marker corresponds to the highest received power.

From the results discussed above it becomes clear that the received power, overesti-
mated by the propagation prediction model, and the large-scale signal fluctuations of
the received signal from BS 6238 are mainly caused by the strong shadowing effects by
buildings HvA1 and HvA2. Although in the shadowed areas part of the energy is re-
flected back via the upper half of buildings F1-F4, the total amount of received power
is below that of BS 7352. The underestimated, or relatively high received power from
BS 7352, is mainly caused by through-building propagation, reflections from rough
building surfaces (F1-F4) and higher-order reflections. These effects cause the waves
to propagate rather easily into and through this street.

The results also show that the prediction errors in the stochastic empirical propagation
prediction model are mainly caused by the limited amount of information about the
environment that is taken into account and important propagation mechanisms, such
as reflections, that are not included directly in the model. Furthermore, it is shown
that in case of irregular surfaces the effects of an entire surface can be important
instead of those from a single specular point. Other type of models, e.g., ray-based
models, will need to be considered in order to include propagation effects that cause
energy to arrive via other paths than the direct path only. When a more in-depth
analysis of a specific area is required, the use of a ray-based prediction tool can then
be used to improve the network configuration.

5.5 Conclusions

In this chapter, the 3-D high-resolution channel sounder was used in the framework
of a collaboration between TU/e, TNO ICT and KPN as a diagnostic tool in a dense
urban environment in order to identify the causes of unexpected interference and
signal degradation in an active cellular network. It was shown that the novel mea-
surement system can be configured so as to operate in similar propagation conditions
to those that influence the operation of live operating systems in order to identify the
causes of unexpected interference and desired signal degradation in the corresponding
active cellular system. The high-resolution capabilities and the combination of omni-
directional video images and measurement data make it possible to directly identify
propagation effects in a real network scenario while moving through it.
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The results underline the limitations of current propagation models used by operators
in existing and, even more importantly, future networks. It was shown that shadowing
and reflections from irregular building structures are important phenomena that are
currently not accurately modelled and this can lead to network problems in more
complex environments. More accurate propagation modelling is needed in complex
environments and the use of advanced propagation measurements can help provide the
insight needed for their development. The next chapter describes a multidimensional
data clustering technique that can aid in this process.

In summary, the main contributions and innovations of the work presented in this
chapter are:

• Results were presented from a diagnostic analysis of the propagation effects in-
side an operational network using the recently developed high-resolution mea-
surement system. The main propagation mechanisms and the causes of unex-
pected signal degradation and interference were successfully identified with the
help of omnidirectional video data.

• It was shown that shadowing and reflections from irregular building structures
can be dominant propagation mechanisms.

• Current propagation models used by operators are not suitable and accurate
enough to predict propagation behavior in complex urban environments. It is
thus concluded that more accurate propagation modelling is required.



6
Multipath cluster identification

6.1 Introduction

The results in the previous chapter confirmed the need for more accurate propagation
knowledge and improved propagation modelling. The results obtained using the 3-D
high-resolution channel sounder measurement system described in Chapters 4 and
5 are of significant importance in the field of propagation research, but additional
processing is required before the results can be used for further analysis. Since the
multipath estimates obtained in physically nonstationary radio channels tend to ap-
pear in elongated cluster-like structures within the multidimensional space, see for
example Fig. 5.5 on page 84, clustering of the multidimensional data can significantly
improve the data representation and support further data analysis. Since clustering
by visual inspection of the data becomes difficult due to the size and the multidimen-
sional nature of the data, automatic clustering becomes necessary. Once clusters are
obtained, they can be related to physical objects that interact with the propagating
waves. The results are important for the understanding of the propagation mecha-
nisms and the modelling of scattering, as well as the verification and calibration of
deterministic propagation prediction models. This information can also be very help-
ful for the identification of multidimensional scattering sources, which is information
that is used as input to geometrical-based channel models, such as the Ilmprop model
described in [8, 9].

This chapter describes the clustering of multidimensional measurement data. Firstly,
Section 6.2 introduces multipath clustering and presents the method used to cluster
the estimation results. Subsequently, the definition of intra-cluster angular spread
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is presented. Secondly Section 6.3 presents the scenario and the procedure of sev-
eral experiments in which the transmitter is placed above and below average rooftop
level. The results of these experiments and their analysis are presented in Sections 6.4
and 6.5. The results in Section 6.4 include a comparison with simulation results ob-
tained from a commercially available deterministic propagation prediction tool. The
results in Section 6.5 include the analyses of the inter-cluster angular spread, related
to specific objects, in both the azimuth and elevation domain using the clustered
measurement data. Finally, conclusions are drawn in Section 6.6.

6.2 Multipath clustering

The automatic clustering of measurement channel data obtained in physically nonsta-
tionary radio channels was recently addressed [84,85]. A method was proposed that is
based on the sequential clustering of windowed multipath estimates using a K-means
clustering algorithm, [86], and the tracking of cluster centroids in consecutive data
windows. Although the algorithm is fast and useful for analysing large measurement
records, its application is limited. Because K-means is a heuristic (initial guess),
hill-climbing algorithm, the algorithm is guaranteed to converge to a local, but not
necessarily global optimum. This means that the clusters found can not be optimal
and the choices of the initial clusters affect the quality of the results. Although this
problem can be mitigated by doing multiple restarts, the result is that the shapes of
the clusters may vary between multiple runs. The pairing of the clusters between two
consecutive windows can be difficult because it requires the size of the sliding window
to be correctly selected to prevent merging of multiple clusters to one, or creating too
many clusters.

6.2.1 Clustering method

Instead of clustering the measurement data using sliding windows, as described in [85],
this section proposes a hierarchical clustering method to cluster the measurement
data. Although this method is not fast, the data pool is clustered as a whole, which
guarantees the convergence to a global optimum and prevents any difficulties with
pairing clusters from consecutive windows. The problem of scaling data with different
dimensions is circumvented.

The data to be clustered consist of a total of W estimated multipath components
(MPCs), each of which is described by a position in a four-dimensional space, i.e. time-
delay (τ), AOA in azimuth (φ), AOA in elevation (θ) and measurement snapshot-set
number (k). Additionally, the estimated power (P ) is also available for each estimate.
The task of the clustering algorithm will be to group estimates that have similar
angles and delays that slowly evolve over time, i.e., that are close together in the
four-dimensional space. Since the acquired data are obtained with a moving receiver,
multipath components will evolve over time and will tend to appear in strings or
elongated clusters within the four-dimensional space.
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Fig. 6.1: Single linkage clustering algorithm.
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Single linkage clustering, also called the nearest-neighbour method of clustering, is an
agglomerative hierarchical clustering method and known to be well suited to detect
chains or elongated data structures [87]. The single linkage algorithm used here is
given in Fig. 6.1. Here, the angle (ϑab) between MPCa and MPCb is defined as
the angle between the two three-dimensional vectors pointing in the direction of the
estimates a and b, as shown in Fig. 6.2. The angle ϑab is defined by their azimuth
and elevation angles, in the following manner

ϑab = cos−1

⎧⎨
⎩
⎛
⎝cosφa cos θa

sinφa cos θa
sin θa

⎞
⎠ ·

⎛
⎝cosφb cos θb

sinφb cos θb
sin θb

⎞
⎠
⎫⎬
⎭ . (6.1)

ϑab
MPCa

MPCb

θb

φb

unity-sphere

x

y

z

Fig. 6.2: Geometrical definition of the angle (ϑab) between MPCa and MPCb that point in
the direction of the estimates a and b.

The distances in delay and snapshot sets are obtained as Δτab = |τa− τb| and Δkab =
|ka− kb|, respectively. Furthermore, tϑ, tτ and tk are the thresholds for each domain.
The values for tϑ and tτ are set according to the resolution of the measurement
system, i.e. tϑ = 5◦ and tτ = 20 ns. The value for tk was set to 10 snapshot sets
since it was found to produce satisfying clustering results. The algorithm will proceed
in clustering all data into clusters according to the thresholds set for each domain,
meanwhile reducing the data set that needs to be searched for nearest neighbours.
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6.2.2 Cluster angular spread

The clustered estimation data contain high-resolution azimuth as well as elevation
information, which makes it possible to analyse the intra-cluster angular spread in
both domains, i.e., RMS cluster azimuth spread (CAS) and RMS cluster elevation
spread (CES). The mean azimuth angle in a cluster, < φ >, can be determined as [88]

< φ >=

∫ π
−π φP (φ)dφ∫ π
−π P (φ)dφ

, (6.2)

and the CAS, σφ, is determined as

σφ =

√√√√∫ π
−π(φ− < φ >)2P (φ)dφ∫ π

−π P (φ)
, (6.3)

where P (φ) represents the continuous-power azimuth spectrum.

For each cluster only a limited number of MPCs are available, and as a result the
power azimuth spectrum for each cluster is discrete. The CAS is therefore determined
by rewriting Eq. (6.2) and (6.3) as

< φ >=

∑I
i=1

∑N(i)

n=1 φ̂
(i)
n P

(i)
φn∑I

i=1

∑N(i)

n=1 P
(i)
φn

, (6.4)

and

σ̂φ =

√√√√∑I
i=1

∑N(i)

n=1 |φ̂(i)
n − < φ > |2P (i)

φn∑I
i=1

∑N(i)

n=1 P
(i)
φn

. (6.5)

Here, N represents the number of estimated MPCs in the ith delay bin out of a total
of I delay-bins that belong to the corresponding cluster. φ̂(i)

n represents the estimated
azimuth angle of the nth MPC in the ith delay-bin. The value for P (i)

φn
corresponds

to the power of φ̂(i)
n . Values for the CES are determined in a similar way.

It would be of interest to analyse the power-azimuth and power-elevation distribu-
tion functions for the different MPC clusters. However, the specular-wave model,
used in the estimation of the MPCs, prevents reliable estimates for these distribution
functions [89].

6.3 Experiments

This section presents the scenario and the procedure used to obtain clustered mea-
surement results by applying the clustering method presented in Section 6.2.1. The
scenario and procedure apply to the results that are presented in Sections 6.4 and
6.5. The data are obtained from outdoor experiments performed on the campus of
the Technische Universiteit Eindhoven (TU/e) in Eindhoven, the Netherlands using
the 3-D high-resolution channel sounder presented in Chapters 2 and 3.
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6.3.1 Scenario

The measurement scenario is presented in Figs. 6.3 and Fig. 6.4, where Tx(1) and
Tx(2) mark the transmitter positions for the above and below rooftop scenario, re-
spectively. The scenario is characterised by several high buildings and scattered vege-
tation. The transmitting antenna (Tx) consisted of an 8-dBi waveguide horn antenna
with an azimuthal half-power-beam-width of 55◦. In the above rooftop scenario, the
Tx antenna, Tx(1), was positioned outside, at 57 m above ground level and pointed
southwards at a tilting angle of 20◦ downward. In the below rooftop scenario, the
Tx antenna, Tx(2), was positioned inside a steel, elevated walkway, behind glass, at
5 m above ground level and pointed eastwards at a tilting angle of 20◦ downward. In
the case of the moving receiver Rx(1) marks the beginning of the first measurement
trajectory in combination with Tx(1) and Rx(2a) marks the beginning of the second
measurement trajectory in combination with Tx(2). Additionally, measurements are
performed with a static receiver, marked with Rx(2b). The measurement trajectories
are represented by the white dotted lines and the numbers along the trajectory corre-
spond to the snapshot set numbers. The white solid lines represent building database
information that is used in simulations that are presented in Section 6.4.2 on page
101.
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Fig. 6.3: Layout of the measurement site. The white dotted lines represent the measurement
trajectories of scenario 1 and 2. The values along the trajectory correspond to the snapshot
set numbers. The white solid lines represent building database information. Copyright:
Google Earth, http://earth.google.com
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(a) (b)

Fig. 6.4: Photo from the transmitter point of view at (a), transmitter setup Tx(1) and (b)
transmitter setup Tx(2).

6.3.2 Procedure

A single measurement snapshot is taken every 6.5 μs and sets of K = 10 consecutive
snapshots are used as input for the Unitary ESPRIT algorithm. As a result, the
angle-delay characteristics of the channel are estimated every 65 μs. In each of the
measurement scenarios presented herein a total number of 1000 snapshot sets are used,
which results in a measurement duration of 65 seconds. In the scenarios with a moving
receiver, the receiving antenna (Rx) was moved at a nearly constant speed of about
13.5 km/h along a trajectory of approximately 245 m. This effectively means that a
single angle-delay estimate of the channel is available every 0.25 m, which corresponds
to 1.875 wavelengths. MPCs with very low power (< -100 dBm) are removed from
the data set since they do not contribute significantly. The clustering algorithm is
applied to the resulting data set. During the measurement campaign omnidirectional
video data were captured from the receiver perspective using a omnidirectional video
camera mounted directly underneath the antenna array. The azimuth angles are in
accordance with the orientation of the measurement vehicle, where 0◦ corresponds to
the back of the vehicle and 180/− 180◦ corresponds to the front.

6.4 Comparing measurements and predictions

This section presents the processed measurement results and the clusters obtained
from it for the scenario where the transmitter is positioned above the average rooftop
level with Tx(1) and Rx(1). Additionally, the results are compared with those from
a deterministic propagation prediction tool.
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Fig. 6.5: Results of (a) estimated AOAs and delays of MPCs for the scenario with Tx(1)
and Rx(1) and (b) AOAs of MPCs superimposed on omnidirectional video data at snapshot
set k = 280.
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Fig. 6.6: Results of (a) the estimated AOAs and delays of the 30 largest MPC clusters,
each in their own colour, determined from the estimated MPCs for the scenario with Tx(1)
and Rx(1) and (b) AOAs of MPCs clusters superimposed on omnidirectional video data at
snapshot set k = 280.
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6.4.1 Measurement results

The results in Fig. 6.5 (a) present a set of W = 20288 MPC estimates in the angle-
delay domain obtained by applying 3-D Unitary ESPRIT to the measurement data.
The grey levels indicate the absolute received power levels of the individual MPCs
in dBm. The evolution of several strong MPCs, the strongest being the line-of-sight
(LOS) component, can clearly be observed in all domains. The change in delay
and angle of the LOS component is in agreement with the scenario: the time delay
decreases, the elevation angle increases and the azimuth angle changes with respect
to the orientation of the receiver as the receiver moves towards the transmitter. Close
to snapshot set k 	 400 a short and sudden drop is observed in the signal level of the
LOS component. This is caused by passing underneath an elevated walkway made
out of steel. After the turn (k 	 700) the elevation angle increases by 50◦ and the
level of the direct component drops again since LOS is obstructed. In addition to
several strong MPCs, many weaker and scattered components are visible throughout
the measurement; their components can be related to trees and other objects by using
the captured video data. An increase of these scattered components is observed when
the receiver is surrounded by vegetation (starting close to k 	 200). Fig. 6.5 (b)
presents an example of a single video frame of snapshot set k = 280 with the angular
estimation results superimposed on it. The size and the grey-level of the markers
represent the signal intensity. The dotted line in Fig. 6.5 (a) corresponds to snapshot
set k = 280.

In Fig. 6.6 (a) the results of applying the clustering algorithm to the measurement
data are presented. The colours indicate the different MPC clusters and connect them
across the different domains. The 30 largest clusters in terms of total cluster size and
total cluster power are presented. The results show that the clustering method can
successfully distinguish many different clusters of different size and life-time within
the data. These clusters can be related directly to the physical environment by
comparing them with the captured omnidirectional video data. For example, between
the interval 100 ≤ k ≤ 500 a series of 5 clusters appear and disappear in sequence
(•, •, •, •, •). They are arc shaped in both angular domains and have a linearly
increasing delay. These clusters are caused by reflections from the vertical elevated
sections of building Wh in the center of Fig. 6.3 and are also visible in Fig. 6.4
(a). A scattering effect caused by through-building propagation of the same building
is visible between 0 ≤ k ≤ 300 (•). This cluster has a large delay and angular
spread in azimuth with the center of the cluster moving from φ 	 160◦ to 50◦.
Although the lifetimes of all MPC clusters are different, they generally tend to evolve
rather slowly along the trajectory. In Fig. 6.6 (b) the clusters obtained from the
measurements superimposed on omnidirectional video data are presented. Here, the
colour of the markers represents the different clusters in accordance to Fig. 6.6 (a).
This representation directly relates the estimation results and the clusters to the
actual environment. When all the frames of the entire trajectory are combined an
illustrative video is created in which the MPCs and MPC clusters can be observed
and tracked.
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6.4.2 Simulation results

In Chapter 5 it was observed that the use of deterministic propagation models is ex-
pected to improve propagation prediction results. To compare measurements against
the results obtained from such a model, a commercial deterministic propagation pre-
diction tool was used [90]. Simulations were performed for the above rooftop scenario
using information from a 3-D building database, the top view of which is shown by
white solid lines in Fig. 6.3. A trajectory, of 245 m, similar to the measurement
trajectory was defined and a step size of 1.8 wavelengths was used in accordance to
the measurements. The height and orientation of the receiver and transmitter were
correctly set and the actual antenna patterns were used. Values for the signal pa-
rameters and cable losses were in accordance with the measurements. The simulation
is based on the principle of ray launching and considers reflection, penetration and
diffraction as the most dominant phenomena. For the building walls a thickness of
0.5 m was assumed along with a relative permittivity εr = 3− 0.4j, corresponding to
reinforced concrete [91]. In accordance with the measurements, the noise floor was
set to -100 dBm. Except for the minimum power level, no other limitations on the
number of interactions were set. The simulation results are presented in Fig. 6.7. In
Fig. 6.8 the results from clustering the prediction data show that cluster boundaries
can be determined to isolate the effects and to compare the clusters with those from
the measurements. The results show that there is a good agreement for the LOS
component between the simulations and the measurements presented in Fig. 6.5 and
6.6 on pages 98 and 99, in power as well as in angle-delay domain. Some of the
other weaker components have a lower predicted power, are less spread in the angle-
delay domain or are missing completely in the simulation results. Possible reasons
for the mismatch between the measurements and the predictions are an inaccurate or
incomplete building database, incorrect (building) material properties (εr), incorrect
modelling of irregular surfaces, vegetation and small objects. The effects of errors
in the predictions, especially in the angular domain, can have a large impact on the
design of multi-antenna systems for cellular networks and again illustrates the need
for improving propagation predictions. The results from clustered high-resolution
AOA measurements, as presented here, can be very helpful for the identification,
improvement and calibration of deterministic propagation prediction models. The
intra-cluster properties from clusters obtained from measurements can, for instance,
be used to calibrate simulation parameters related to corresponding clusters from the
simulations.
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Fig. 6.7: Results of the AOAs and delays of the MPCs determined from ray-launching
simulations for the scenario with Tx(1) and Rx(1).
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Fig. 6.8: Results of the AOAs and delays of all the MPC clusters, each in their own colour,
determined by applying the ray-launching simulation results to the clustering algorithm for
the scenario with Tx(1) and Rx(1).



104 Chapter 6. Multipath cluster identification

6.5 Effects of receiver movement

This section reports the results from measurements and modelling conducted for the
below rooftop scenario in which the transmitter antenna was located at position Tx(2).
In addition, intra-cluster angular dispersion is observed and evaluated. In order to
investigate the effect of a moving receiver on the results in the same environment,
the results of both a moving and a static receiver are presented, Rx(2a) and Rx(2b),
respectively. Furthermore, the CAS and CES are determined for clusters that can be
related directly to specific objects. Note that an accurate estimate for the intra-cluster
delay-spread cannot determined, because the delay resolution of the measurement
system is limited to 10 ns.

6.5.1 Moving receiver

The results in Fig. 6.9 present the thirty strongest MPC clusters that contribute to
98% of the total power available in the MPCs for the experiment using Tx(2) and
Rx(2a). At the beginning of the trajectory building obstructions cause a significant
reduction in the received power. After snapshot set k 	 300, changes in the chan-
nel caused by moving the receiver along the trajectory are immediately visible in
the data. The change of several strong MPC clusters, the strongest being the LOS
component , can clearly be observed. The change in delay and angle of the LOS com-
ponent is in agreement with the scenario, i.e. the time-delay first decreases and then
increases again after taking the turn, and the azimuth angle changes with respect to
the orientation of the receiver as the receiver takes the turn and moves away from the
transmitter. Beside several strong MPC clusters, many weaker and scattered compo-
nents, caused by trees and other objects, are also visible throughout the measurement.
At snapshot set k 	 650 the receiver is closest to the position of static receiver setup
Rx(2b), presented in the next section. In order to characterise the dispersive effects
of the individual clusters, mean values for CAS and CES of different clusters that can
be related to specific buildings and objects are determined and summarised in Table
6.1. Note that due to the plane wave assumption in the Unitary ESPRIT model only
valid estimates for the angular spread can be determined, while estimations for the
angular distribution function are not reliable [89]. The CAS and CES values pre-
sented here serve merely as an indication and show that they can be characterised by
using measurements obtained while moving trough an urban environment. Although
the values for the angular spread are small, differences between clusters are observed
that can be related to their origin. More details on the cluster origin and the effect
of the movement of the transmitter on the angular spread are discussed in the next
section, where measurements using a static receiver are presented.
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Table 6.1: Mean values for CAS and CES for different objects determined from measure-
ments.

Receiver setup: Rx (2a) Mean CAS (deg) Mean CES (deg)

LOS 0.4 0.6
Building Wh 0.6 0.4
Building PT 0.8 0.5
Building WL 1.1 0.5
Building LG 1.7 1.0
Tree trunks 0.6 0.6

Receiver setup: Rx (2b) Mean CAS (deg) Mean CES (deg)

LOS 0.3 0.7
Building Wh 0.6 0.5
Building PT 0.4 0.3
Building HG 0.9 2.4
Moving truck 1 0.5 0.5
Moving truck 2 1.2 0.7
Moving car 0.7 0.9
Moving bicycle 1.2 0.8
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Fig. 6.10: Results of (a) the eight most dominant clusters for the scenario with Tx(2) and
Rx(2b), each in their own colour and (b) clusters superimposed on omnidirectional video
data at time instance 45 s. The received power is represented by the size of the markers,
where the largest marker corresponds to the highest received power. Note that in (a) the
elevation values for each cluster are offset by multiples of 40 degrees.
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6.5.2 Static receiver

The results in Fig. 6.10 (a) present the eight strongest MPC clusters in the angle-
delay domain that contribute to 97% of the total power available in the MPCs in the
case of Rx(2a). Each MPC cluster is represented by its own colour. The size of the
marker indicates the absolute received power levels of the individual MPCs in dBm.
Note that in Fig. 6.10 (a) the elevation angles are offset by multiples of 40 degrees
for each cluster for a better representation. Although the measurement is performed
under static conditions channel fluctuations are visible in the measurements. The
line-of-sight (LOS) component, (•), visible near φ 	 180/-180, has the shortest delay
and the highest received power. By using the captured video data, shown in Fig. 6.10
(b), the other MPC clusters can be related to the physical environment to find their
physical scattering sources. The MPC clusters result from interactions with building
Wh, (•,•), building PT, (•) and building HG, (•). The two clusters that are visible
as slopes in the time-delay domain, (•,•), are caused by trucks moving towards and
away from the transmitter. One of the trucks also causes the discontinuity related to
the cluster from building Wh. Although the effects of trucks were most dominant,
cars, (•), and even bicycles, traffic signs and lamp posts can be identified as physical
scattering sources using the captured video data. In all clusters, rapid variations
of the spread, caused by small subtle movements of the environment are visible as
well as larger variations caused by moving objects such as cars and trucks. Mean
values for CAS and CES of different buildings and objects in the measurements are
summarised in Table 6.1. In Fig. 6.11 the CAS and CES over time of the four most
dominant clusters are presented. Here, the rapid variations of the spread are more
clearly visible. Apart from the larger fluctuations that are caused by the changing
environment, small variations are caused by the variance of the estimator due to the
limited accuracy and resolution. These effects are minimised by averaging the CAS
and CES values over a large number of snapshots and makes the identification of the
mean CAS and CES values acceptable.

It can be observed that the mean CAS and CES values can be different within a cluster
and vary between different clusters. The LOS component, which ideally should have a
very low angular spread, has a mean CAS of 0.3◦ and a mean CES of 0.7◦. Although
quite small, the observed angular spread can be explained by the fact that the Tx
antenna is positioned inside an elevated walkway, shown in Fig. 6.4 (b), with a steel
floor and ceiling which causes additional reflections, more dominantly in elevation.
The second cluster, related to building WH (•), shows a lower CES but an increased
CAS. The spread is probably caused by the irregularities of the building, which contain
vertical steel tubes at regular intervals. The cluster related to building PT, (•), shows
only a small angular spread in both domains. This can be explained by the fact that
the face of the building is almost plane metal at the reflection point, which creates a
more specular reflection. The cluster related to building HG, (•), which can also be
identified due to its larger propagation delay, has much more spread in both elevation
and azimuth. This can be explained by the irregular surface.
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Fig. 6.11: Values for CAS and CES over time for the scenario with Tx(2) and Rx(2b), for
(a) cluster LOS, (b) cluster Wh, (c) cluster PT and (d) cluster HG. The colours correspond
to those in Fig. 6.10 on page 107.
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In general, the mean values of the CAS and CES are similar in both the mobile and
the static measurement. It was found that the values for the CAS range between 0.3◦

and 1.7◦, and for the CES between 0.3◦ and 2.4◦. Although larger values are observed
in other measurements, the mean values presented here are generally smaller than for
example the results in [92, 93], where similar analyses in the azimuth domain were
performed. Here, values for the azimuthal spread vary between 2◦ − 11◦.

6.6 Conclusions

In this chapter, a method to cluster multidimensional estimation data obtained with
a 3-D high-resolution channel sounder is presented. It was shown that the method
can successfully separate clusters in multidimensional MPC estimation data obtained
in physically nonstationary radio channels. From the clusters, the scattering effects
of specific objects can be isolated and the angular dispersion caused by scattering by
these objects in azimuth as well as in elevation can be analysed.

The results of the measurements and the clustered data were compared with the
results obtained from a 3-D deterministic propagation prediction tool and it was
found that in the simulations a significant number of MPCs were absent from the
prediction results. Additionally, it was found that angular spreads predicted from
measurements are generally greater.

It was shown that, in a static scenario, subtle changes in the channel cause small but
rapid variations of the angular spread, whereas the movement of objects causes larger
but more gentle variations. The amount of angular spread in azimuth or elevation can
be quite different and values for the CAS range between 0.3◦ and 1.7◦, and for the CES
between 0.3◦ and 2.4◦. The angular spread may be included in propagation predictions
as an additional statistical component to improve the quality of the propagation
prediction models, as will be explained in the next chapter.

In summary, the main contributions and innovations of the work presented in this
chapter are:

• A method to cluster multidimensional estimation data obtained with a 3-D
high-resolution channel sounder is presented in Section 6.2 and was previously
published by the author in [40, 41].

• The results from several outdoor experiments are presented and used to demon-
strate application of the clustering algorithm. The results from this are then
compared to the results from a 3-D deterministic propagation prediction tool,
as presented in Section 6.4. The scattering effects of specific objects can be
isolated and the angular dispersion of these objects in azimuth as well as in
elevation can be analysed, as presented in Section and 6.5. The results were
previously published by the author in [40, 42].



7
Modelling stochastic scattering for
ray-tracing

The prediction of radio propagation by ray-tracing or ray-launching generally assumes
that reflections from buildings and other seemingly plane surfaces occur as specular
reflections. The effects of diffuse scattering and angular dispersion caused by material
irregularities are often not accounted for. The results in the previous chapters have
demonstrated that in reality the specular reflection component exhibits angular dis-
persion. This causes multiple rays to arrive at the receiver from the specular direction
and in a small angular sector centered on it. Until recently, these effects were not
considered important enough for consideration in the design of mobile radio systems,
and their inclusion in modelling was avoided, as it was considered that this would
result in a dramatic increase in model complexity.

For next generation 4G radio systems (using e.g. smart-antennas, MIMO) the angular
dispersion of radiowaves is becoming increasingly important. Due to dispersion, waves
no longer have well-defined AOAs. In beamforming systems this strongly influences
the effect of nulling out interference or directing a beam to obtain a maximum signal
level [21]. In MIMO systems the angular dispersion also has a major effect on capacity
and diversity gain [23].

These effects, need to be incorporated in deterministic propagation prediction models
in an efficient way. The problem is addressed in several recent publications and
methods have been proposed that include diffuse scattering, which causes angular
dispersion [16, 19, 20, 94–98]. The reduction of the model complexity and the ability
to calibrate them using only a limited number of measurements are important issues.
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This chapter describes the modelling of scattering, caused by surfaces which have
“random” irregularities, for implementation in ray-tracing software. Firstly, Section
7.1 gives a short introduction to the topic of scattering by rough surfaces. Secondly,
in Section 7.2 two recently proposed methods to include the effects of rough surface
scattering into ray-based propagation prediction models are discussed. In Section 7.3
a new approach is proposed in which angular dispersion is determined directly at
the receiving position using a stochastic effective roughness method. The model is
described as a canonical model and simulation results are presented. Furthermore,
the possibility of implementing the method into a ray-tracing model is discussed. In
Section 7.4 the results of measurements that are used to calibrate the model and to
compare with simulations are reported. The results show that the model is capable
of including the effects of rough surface scattering and that accurate calibration can
be performed using high-resolution measurements. Finally, conclusions are drawn in
Section 7.5.

7.1 Scattering from rough surfaces

When a plane wave is incident on a smooth surface, a secondary field is generated that
may be regarded as resulting from secondary sources across the surface (Huygen’s
principle) [99]. Each of these sources has its own phase, ψ, which is determined
from the position on the surface, as shown in Fig. 7.1. In the specular direction,
the waves generated by the sources constructively interfere, because their resulting
phase differences Δψ = 0. Away from this direction, destructive interference will
lead to cancellation of the scattered fields. An infinite flat surface will reflect in
the specular direction only, whereas a flat surface of finite extent scatters in and
around the specular direction (beam broadening or angular dispersion), in a manner
that depends on the dimensions of the surface with respect to the wavelength of the
impinging waves. The scattered field from such a finite surface is fully coherent, e.g.
the average received field, determined as a time average over a changing surface, is
non-zero. This is because the phases of the secondary sources are preserved and will
always constructively interfere in specific directions.

If a rough surface is considered, conditions of constructive interference in the spec-
ular direction and destructive interference in all other directions will not always be
maintained, because Δψ also depends on the height difference, Δh. As a result, en-
ergy is also scattered in other directions than the specular direction. The Rayleigh
criterion states that if Δψ < π/2 in the specular direction, the surface is considered
smooth. To simplify further analysis, consider a statistically rough surface with a
random height distribution. An incident wave on such a surface will cause the av-
erage reflected field in the specular direction to be reduced. This reduction occurs,
because not all secondary sources will always constructively interfere in this direc-
tion, Δψ �= 0. This average is determined as an ensemble average over many surfaces
with the same statistics, or a time average over a changing surface [100]. Energy is
also scattered in other directions, where destructive interference is not maintained.
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Fig. 7.1: Phase differences between reflected waves from a flat (left) and rough surface (right).

If the phases of the secondary sources are assumed to be randomly and uniformly
distributed (0 < ψ ≤ 2π), the specular field disappears completely and the resulting
field is therefore called the incoherent or diffuse field. One should note that if the
phases are randomly but not uniformly distributed the field has both a coherent and
an incoherent part [101]. This last situation is more likely in real scenarios, since the
surface irregularities of man-made structures are generally not fully random. In Fig.
7.2 the effects of scattering from different surfaces are shown schematically.

Similar scattering effects are also observed when a surface is non-homogeneous, and
composed of different materials, with various different dielectric and conducting prop-
erties. The amplitudes and phases of the individual Huygen’s sources of such a surface
are distorted. A surface that is seemingly smooth, but is composed of different ma-
terials may, therefore, still cause scattering that suffers from angular dispersion. In
real-world scenarios, building surfaces likely consist of both surface height fluctuations
and irregular material properties.

In Chapter 5 the effects of angular dispersion by rough surfaces are illustrated from
measurements. In Chapter 6 the angular dispersion of the specularly reflected field
by specific buildings and other objects are identified and the results showed angular
spread values of several degrees. The next section discusses the modelling of these
effects for inclusion in ray-based propagation models.

7.2 Existing methods

A large number of methods have been proposed in literature to solve the problem of
scattering by a rough surface [100–102]. Each of the methods has its own complexity
and domain of validity. For deterministic ray-based prediction models the modelling
of rough surface properties in a deterministic manner can become highly complex
due to the large number of interactions that need to be considered. Therefore, the
effects of rough surfaces can only be included if low complexity (statistical) models are
used. For this reason, geometrical optics (GO) approximations or modified reflection
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Fig. 7.2: Reflected and scattered fields from (a) an infinite flat surface, (b) a finite sized
flat surface, (c) a very rough infinite surface and (d) an infinite surface with either a slight
roughness consisting of a single material, or a flat surface composed of different materials or
both.
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and scattering coefficients are sometimes used. Because modelling both the physical
roughness and the changes in the internal structure in ray-based propagation models
is highly complex, it has been proposed to model the combined effects (roughness
and building material properties) in an effective height distribution for a statistically
rough surface. In the next two sections, two important methods are discussed that, to
a certain extent, allow models to account for the effects of statistically rough surfaces
in ray-based prediction procedures. The second method is discussed in more detail,
because it is used in the new approach in Section 7.3.

7.2.1 Rough surface as an effective roughness

In [16, 96–98] a method has been described that is based on associating an effec-
tive roughness to each building wall. The method is based on dividing the surface
into infinitesimal surface elements. For each of these surface elements the scattering
pattern can be considered to be a Lambertian pattern, i.e., a non-uniform spheri-
cal wave with amplitude Es = Es0

√
cos(φs). Here, φs represents the direction of

the scattered field measured perpendicular to the surface. Furthermore, a scattering
coefficient S = Es/Einc and a reflection loss factor R, that accounts for the loss of
power in the specular direction, is associated with each wall and R ∼=

√
1 − S2. A

value of S = 0.4 was determined to be a realistic value for field predictions in subur-
ban areas [98]. Measurement-based tuning can be performed by changing the value
for S. The scattered field is assumed to be completely incoherent or diffuse. If the
scattering surface is far from the observation point, φs is almost the same for all sur-
face elements, which means that instead of only an infinitesimal surface, the entire
wall now creates a Lambertian scattering pattern. The effective roughness method
is implemented in a ray-tracing model (imaging method), as shown in Fig. 7.3 (a).
Besides reflection and diffraction, scattering is also considered as a method of inter-
action. The field of a ray that experiences scattering decays with the product of the
distances between transmitter-scatterer and scatterer-receiver and is therefore only
considered if it occurs at the end of an interaction sequence. Because diffuse scat-
tering is considered incoherent, a uniformly distributed random phase is attributed
to each ray that experiences a diffuse scattering interaction. By using a visibility
algorithm the scattering objects are found and scattered rays are supposed to spring
from the barycentre of the wall, if far walls are considered. The delay information is
obtained via ray information.

In addition to the non-directive Lambertian pattern, a more directive pattern, with
and without backscattering, has also been proposed that assumes that the scattering
lobe is steered towards the direction of the specular reflection. This assumption
is not fully consistent with the previous assumption of incoherent scattering, but
measurements show that this model is better than the non-directive model, which
implies that the scattering cannot be considered fully diffuse.

In [103], a similar approach based on the above method is proposed and implemented
in a ray-launching tool. As shown in Fig. 7.3 (b), the surface of a (close) wall is
subdivided into surface elements dS. When a ray impinges upon a surface element,
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Fig. 7.3: The Lambertian scattering approach (a), using ray-tracing and (b), using ray-
launching.

a new ray is generated that reaches Rx with an amplitude according to the surface
scatter pattern. It is shown here that this has an important impact on the delay
profile. The number of subdivisions into which the wall is subdivided is determined
by the distance of the transmitter and the receiver from the wall and the resolution
of the ray-launching procedure.

7.2.2 Rough surface as a random array of elements

Several theories and methods exist that are based on modelling the effect of a sta-
tistically rough surface as a random array of elements (e.g. facets), the individual
scattering characteristics of which, are known. The distribution of the elements then
determines the overal scattering effect of the surface in the delay and angular domain.

A statistically rough surface can be described by the standard deviation of the surface
height σh and the correlation length, Lc, of the irregularities, the latter being a
measure for the statistical dependence of the heights at two points on the surface.
Assume a Gaussian surface, i.e. the surface height is normally distributed with zero
mean and standard deviation σh, as shown in Fig. 7.4 (a). The distribution for the
heights is then given by

Ph(h) =
1√

2πσh
exp

{
−1

2

(
h

σh

)2
}
. (7.1)

The autocorrelation coefficient ρhh′(�) defines the correlation between two heights
h, h′ separated by a distance �. From the Gaussian surface assumption ρhh′(�) is
Gaussian and defined as

ρhh′(�) = exp

{
−
(
�

Lc

)2
}
. (7.2)
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Fig. 7.4: Example of (a), a Gaussian rough surface with σh = λ and Lc = 0.3λ and (b),
random planes with an orientation and an independent height that correspond to the same
statistical properties as the Gaussian rough surface.

With the application of ray-launching, the above statistical description of the rough
surface was used in [19]. There, a method is presented that is based on a tangential-
plane approximation, which means that the curvature and, therefore, the correlation
length of the surface is assumed to be large compared to the wavelength. The total
field at any point on the surface can be determined as if the wave were impinging
in the tangential plane, at that point on the surface. The different orientations of
the tangential planes (slopes) and the varying heights at the point of reflection then
determine the scattering in directions other than the specular direction.

The slopes s of the rough surface are defined as

s = tanϑ =
dh

dy
, (7.3)

and, according to the Gaussian surface assumption, are normally distributed with
variance [101]

σ2
s = −σ2

h · ρ
′′
hh′(0) =

2σ2
h

L2
c

. (7.4)

Hence, the distribution of s equals

Ps(s) =
1√

2πσs
exp

{
−1

2

(
s

σs

)2
}
. (7.5)

Using Eq.(7.4) and the fact that the variance is given by

σ2
s = E

{
(s− E{s})2

}
= E{s2} − E{s}2 = E{s2} − 0, (7.6)
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allows writing the RMS gradient of a 2-D surface with h = h(x, y) as

σsxy =
√

E{s2x + s2y} =
√

E{s2x} + E{s2y} =
2σh
Lc

=√√√√√E

⎧⎨
⎩
(√

2dhx
Lc

)2

+

(√
2dhy
Lc

)2
⎫⎬
⎭ =

√
E

{
dh2

x

dx2
+

h2
y

dy2

}
, (7.7)

where the first moment of a 2-D chi-square distribution is used to write the variance
of the height distribution as

σ2
h =

E{dh2
x + dh2

y}
2

. (7.8)

The RMS gradient of the 2-D surface defined in Eq. (7.7) can be interpreted as a
plane of dimensions 2Lc√

2
× 2Lc√

2
having a random orientation with the same statistical

properties as the Gaussian rough surface. Thus, a normally distributed surface de-
scribed by surface height σh and correlation length Lc can also be described by planes
of size 2Lc√

2
with a random slope described by Eq. (7.5) and a random height with a

normal distribution. It was shown in [19] that the scattered field from such a surface
can be approximated by performing a ray-launching procedure as follows.

Assume that N parallel rays (locally plane wave assumption) impinge upon a surface
that is considered rough. Each ray is reflected according to the stochastic orientation
of the local tangential plane, a Gaussian height variation and Fresnel reflection coeffi-
cients. At the observation point arriving rays are collected and, since the ray density
is proportional to the power density, the electric field is weighted according to the
square root of the ray density. The method is depicted in Fig. 7.5 (a). To produce the
scattering pattern, the procedure of generating planes, shooting rays and collecting
them at the receive point is repeated M times for averaging. The temporal average
electric field (a measure for the coherent field) and the power sum of the temporal
varying electric field (a measure for the incoherent field) for a time changing surface
can be determined. Although the method is based on facets of size 2Lc√

2
× 2Lc√

2
, in the

examples the facets are much smaller, i.e. 2Lc

81 or λ/10 [19]. Due to this small size,
the validity of ray-based analysis is questionable.

The method presented in [20,94,95], depicted in Fig. 7.5 (b), is also based on describ-
ing the rough surface by a height distribution and correlation length and transforming
this to slopes of tilted planes that describe the same statistical properties. The sur-
faces are, however, not subdivided into facets and no local plane wave assumption
is used. The method is used in a ray-launching concept and proceeds by launching
rays into the environment of interest, and when they impinge upon a rough surface,
reflecting them in a random direction according to the statistical properties of the sur-
face (the slopes). If a line of sight exists between the point where the wave impinges
and the observation point, a second ray is launched to the observation point with a
magnitude weighted by the probability of having a well-directed plane (path-tracing).
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Fig. 7.5: The stochastic scattering approach (a), from reflections at randomly oriented tan-
gential planes and (b), using probability distributions and path-tracing.

This process is repeated a fixed number of times. To determine the angular scattering
pattern, a coherent sum is made of all contributions in a small solid angle dφ, taking
into account their individual phases, which are influenced by the height distribution
of the surface and the propagation path.

In both of the above methods, the angular distribution of the scattered waves is inde-
pendent of frequency and the stochastic height variation is determined independently
of the slopes, which is an approximate. This is visualised in Fig. 7.4 (b) where lo-
cal tangential planes with the same statistical properties for the slopes and for the
heights as in Fig. 7.4 (a) are shown. It is, however, shown in [20, 94, 95] that this
approximation remains in good agreement with the deterministic approach. Although
both are approximation methods, comparisons with the Kirchhoff models with scalar
approximation and stationary phase approximation in [19] show good qualitative and
quantitative agreement.

7.3 An approach to modelling angular dispersion at
the receiver

The methods discussed in the previous sections both model the scattering caused by
surface roughness as a sort of effective roughness. The method in Section 7.2.1 is
used in both ray-launching and ray-tracing. It assumes the diffuse scattering to be
fully incoherent and directive, which is somewhat inconsistent. It can be calibrated
by changing the relation between S and R, but this calibration is less accurate in the
angular domain.

The method in Section 7.2.2 is applicable to ray-launching. Rays are launched from
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the transmitter and are reflected from a rough surface in different directions by tan-
gential planes according to statistical surface parameters. Both the coherently and
the incoherently scattered components are included. Calibration in the angular do-
main can be done by changing the surface roughness parameters. Because the method
generates a large number of rays based on ray-launching and Monte-carlo type simu-
lations, it becomes computationally complex.

Although computationally more complex, the method in Section 7.2.2 is interesting
because it includes both the incoherent and coherent components and allows for ac-
curate calibration in the angular domain. The method in Section 7.2.1 has some lim-
itations, but is also attractive because it is applicable to ray-tracing (image method)
type models, which helps to reduce complexity.

In order to find a way to model the effects of surface scattering in a ray-tracing model
more accurately and to allow for better calibration, the model in Section 7.2.2 was
used, during the work for this thesis project, as a starting point. The scattering effects
are included in a similar stochastic manner, but the angular dispersion is modelled
directly at the receiver position instead of determining it via the reflective surface.
The scattering caused by surfaces is modelled as resulting from an effective surface
roughness, which means that the scattering caused by the real physical properties
(height fluctuations and material properties) of the surfaces are modelled via a rough
surface with properties that reflect the same scattering behaviour as the real surface.
Summarising, the proposed approach involves the following assumptions.

• Real-world scattering, which is dependent upon many variables, can be approx-
imated as being dependent upon only one effective surface roughness.

• The curvature of the effective surface is large compared to the wavelength.

• Waves are incident upon randomly oriented planes that are oriented tangentially
to surface segments with random slopes and orientations.

• The height of planes is determined from σh, independently of the slopes s.

• The infinite plane and high frequency approximations are valid.

• There is no shadowing or multiple scattering.

• Both incoherent and coherent energy is scattered.

In the next section a canonical problem is used to describe the method.

7.3.1 Canonical problem

Consider the scenario in Fig. 7.6. A surface is illuminated by a spherical wave that
originates from the Tx. It is assumed that there is no line of sight between the Tx and
the Rx, and that each ray has only a single interaction with the surface on its path
between the Tx and the Rx. This simplified model uses only a single interaction and is
therefore considered as the canonical problem. If the surface is smooth, the reflection
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Fig. 7.6: Scenario of transmitter (Tx), receiver (Rx) and a rough surface which causes
different rays to arrive at the receiver from different directions.

can be modelled as a single ray that is reflected towards the Rx at the surface with
the aid of geometric optics (GO). The field incident at Rx can be determined as

EiRx = E0A(si + ss)R(φi, φs)e−jk(si+ss), (7.9)

where E0 is the field at a reference distance from Tx, R(φi, φs) represents the Fresnel
reflection coefficient, e−jk(si+ss) represents the total phase shift due to the free-space
propagation before and after the interaction with the surface and A(si, ss) represents
the divergence factor corresponding to the total path length travelled by any ray
between the Tx and the Rx.

Instead of a single specularly reflected ray, multiple reflected rays may arrive at the re-
ceiver when the surface has a physical roughness and when it is composed of different
materials. Both effects can be accounted for simultaneously through the considera-
tion of an effective surface roughness that results in scattering characteristics that are
similar to those of the real-world surface. To determine the scattering effect, incident
rays are reflected at the surface according to the stochastic orientation of a local tan-
gential plane and a height variation. Although it is possible to determine the number
of arriving rays and their direction from Monte-Carlo simulations, this is computa-
tionally inefficient. Instead, it is considered better to determine the probability of
arriving rays directly at the receiver.

If a Gaussian rough surface is considered, as described in Section 7.2.2, the distribution
of surface element slopes, given by Eq. (7.5) on page 117, can be used to describe the
distribution for the reflected direction of departure from the surface, φs as [95]

Pφs(φs) =
Lc

4σh
√
π cos2

(
φi+φs

2

) exp

⎧⎪⎨
⎪⎩−

⎛
⎝Lc tan

(
φi+φs

2

)
2σh

⎞
⎠

2
⎫⎪⎬
⎪⎭ . (7.10)

This distribution is valid when a plane wave is incident from direction φi.
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In the scenario depicted in Fig. 7.6, the angle φiRx from which each ray arrives at
the Rx is uniquely related to an angle φi, with which the same wave is incident on
the surface. The relationship between φi and φs can be written as:

φi = − tan−1

(
D − drx tan(φs)

dtx

)
. (7.11)

As a result, the distribution of the incoming scattered waves at the receiver can be
determined in closed form using Eq. (7.10) and φiRx = −φs as

PφiRx(φiRx) = exp

⎧⎪⎨
⎪⎩−

⎛
⎝Lc tan

(
φi−φiRx

2

)
2σh

⎞
⎠

2
⎫⎪⎬
⎪⎭ ·

Lc

{
1 + tan2

(
φi−φiRx

2

)}{
dRx(1 + tan2(−φiRx)) + dTx(1 + tan2(φi))

}
4σh

√
π dTx(1 + tan2(φi))

, (7.12)

where the relationships
Pa(a)|da| = Pb(b)|db|, (7.13)

[19, 104], and

d

dφiRx
tan

(
φi − φiRx

2

)
={

1 + tan2
(
φi−φiRx

2

)}{
dRx(1 + tan2(−φiRx)) + dTx(1 + tan2(φi))

}
2dTx(1 + tan2(φi))

, (7.14)

have been used to re-write Eq. (7.10) in terms of φiRx, rather than φs.

Now that the probability distribution function for the direction of incoming waves is
known at the receiver, the scattering behavior of a rough surface can be determined
directly at the receiver. Since the power density of an incoming wave in a small solid
angle dφ around direction φiRx is proportional to the probability, the electric field is
weighted by the square-root of the probability. An independent random phase shift,
related to the height distribution, can also be added to the electric field through
multiplication by e−jψi . The electric field in terms of φiRx can then be written as:

EiRx(φiRx) = E0A(si, ss)e−jk(si+ss)R(φi, φiRx)
√

P(φiRx)e−jψi . (7.15)

Here, ψi is determined from

ψi =
−2πh

λ (cosφi + cosφiRx)
. (7.16)

The results for the coherent and incoherent part of the received power, relative to that
of a specular reflection, are determined from a large number of realisations, in which
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the phase shift caused by the random height fluctuations is changed in accordance
with the change in path lengths brought about by the surface irregularities.

Using the new approach, the angular dispersive effects of rough surface scattering can
be included directly at the receiver, which otherwise would require many more com-
plex Monte-Carlo simulations. Instead of only the specular component, a stochastic
contribution is added according to the surface parameters, which includes both the
coherent and incoherent scattered energy.

7.3.2 Simulation results

The results of the reflected power in four scenarios with different Rx and Tx setups
and surface roughness parameters are presented in Figs. 7.7 and 7.8. At the receiver
the total, coherent and incoherent power scattered by the surface is determined. The
resulting angular spread, σφ, for the total received power is also shown. The results
are obtained from 1000 realisations with quantisation dφ = 1◦. The properties of the
surfaces represent a moderately rough surface, for which σh = 0.1, and in which case
the incoherent component is dominant and a smoother surface, for σh = 0.05, and
in which case the coherent component is dominant. The well known scalar reflection
reduction factor for Gaussian rough surfaces [101], defined as

Rr = e−2(kσh cosφ)2 , (7.17)

is also plotted for comparison. The validity of Rr assumes Lc → 0 and is limited up
to approximately four times the Rayleigh criterion, which means σh < 0.125λ. Note
that the absolute value of Rr depends on dφ and is not important here.

The results show that the coherent component is indeed dominant in the case of
the smoother surface (σh = 0.05) and the incoherent component in the case of the
rougher surface (σh = 0.1). It is also observed that doubling the surface roughness
(σh → 2σh) causes approximately a double angular spread (σφ → 2σφ). The effect on
σφ due to the position of the Tx, with respect to the surface, is also observed. In this
scenario, moving the Tx closer to the surface increases σφ, which is mainly caused by
the difference in the specular reflection direction. In all scenarios a similar behaviour
of Rr, the reduction of the specular component, is observed. Instead of giving a
reduction for the specular component, the proposed approach produces both coherent
and incoherent components in the scattered field and accounts for the divergence of
the power in the angular domain.

The results presented above are determined for a 1-D surface. For a 2-D surface the
roughness can be described by the slopes of the surface in two orthogonal directions−→x and −→y . If the variables are assumed to be independent, the joint probability can
be used as

P(θiRx, φiRx) = P(θiRx)P(φiRx) (7.18)

where P(θiRx) and P(φiRx) correspond to surface fluctuations in perpendicular direc-
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Fig. 7.7: Simulation results of received power versus the angle of incidence at the receiver
using the scenario presented in Fig. 7.6 and the following parameters expressed in terms of
λ: dTx = 10, dRx = 5, D = 10, Lc = 10. In (a), σh = 0.05 and in (b) σh = 0.1. The angular
spread for the total power is represented by σφ.
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Fig. 7.8: Simulation results of received power versus the angle of incidence at the receiver
using the scenario presented in Fig. 7.6 and the following parameters expressed in terms
of λ: dTx = 100, dRx = 5, D = 10, Lc = 10. In (a), σh = 0.05 and in (b) σh = 0.1. The
angular spread for the total power is represented by σφ.
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Fig. 7.9: Definition of angles φ and θ for the receiver.

tions and where θi is determined from

θi = − tan−1

⎧⎨
⎩

−dTx tan(θiRx)
sin(φiRx) + hTx− hRx√

( dTx
tan(θiRx) +D)2 + (dRx− 2dTx)2

⎫⎬
⎭ . (7.19)

Here, hTx and hRx correspond to the transmitter and receiver heights in the z direc-
tion, respectively, and the angles from the receiver perspective are defined according
to figure 7.9.

Because the Gaussian surface assumption may not reflect the real scattering properties
of the surface in both angle and delay for the same parameters, the slopes and the
heights can also be characterised directly and independently. This means that the
distribution for the slopes and the heights may be chosen differently and different
distributions for the slopes and the height distributions may be used.

7.3.3 Incorporation of results into a ray-tracing model

In order to apply the model described in Section 7.3.1 into a ray-tracing type of model
additional assumptions are required. The canonical model includes the effects of a
single interaction with a rough surface, and cannot account for all dispersive effects
of multiple interactions that occur along the path between transmitter and receiver.
A possible way to integrate the method in a ray-tracer, however, is to account for the
scattering effects in the angular domain only at the last interaction of each arriving
ray, initially determined by the ray-tracing procedure. For all the other interactions
only a scattering reduction factor for the specular direction is taken into account.
Here it is assumed that diffuse fields decay with the product of the distance between
the transmitter and the scatterer and that between the scatterer and the receiver,
similar as in [16], therefore only the last interaction is considered important. As a
result, the ray-tracing procedure is used op to the last interaction, as shown in Fig.
7.10 and is followed by the procedure in Section 7.3.1, where different realisations are
generated. This is done for all arriving rays obtained from the ray-tracing procedure
and as such the combined scattering effects of the surfaces seen by the receiver is
taken into account.
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Fig. 7.10: Scenario of transmitter, receiver, multiple reflections and dispersion caused by
rough surfaces. To include the effects of rough surfaces, ray-tracing is used up to the last
interaction. Then the approach in Section 7.3.1 is applied to determine the different rays
and their arriving directions at the receiver.

It should be mentioned that the method presented here is based on a SIMO approach.
Although a similar procedure can be used to determine the angular dispersion of the
departing rays at the transmitter location, there is no unique relation between the
transmitting and receiving rays and the power balance is not maintained. Additional
effort is required in order to extend the current model towards a full double-directional
(MIMO) channel representation. Still, the effects of angular dispersion at the receiver
are taken into account using the new model, which can give an approximation of the
MIMO performance [105].

Furthermore, the method initially assumes infinite surfaces. If the sizes of the surfaces
become smaller and surface irregularities increase this becomes more important. For
implementation in a ray-tracer the finiteness of the surfaces needs to be taken into
account using a visibility algorithm, in which rays that depart from outside the surface
with limited dimensions are discarded.

In order to calibrate the model in Section 7.3.1 in terms of effective surfaces roughness,
high-resolution channel data can be used. If measurements are performed at a known
distance from the surface, the angular spread values can be used to calibrate the
statistical properties of the surface. The next section describes the calibration and
verification in more detail.
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7.4 Calibration and verification by measurements

With the aid of the model presented in Section 7.3.1, it is possible to include angular
dispersive effects directly at the receiver in ray tracing based propagation prediction
models. Because the model is based on assuming an effective roughness for each
surface, characterisation and calibration by measurements is necessary. In order to
calibrate the model in terms of effective surfaces roughness, high resolution channel
data can be used. If measurements are performed at a known distance from the sur-
face, the angular spread and power can be used to calibrate the statistical properties
of the surface.

The measurement system and methods presented in the previous chapters allow to
characterise and isolate the scattering effects of specific building faces with high res-
olution. In order to perform a first characterisation and calibration, this section
presents the results of measurements that were performed on a large building face at
the campus area of the Technische Universiteit Eindhoven (TU/e) in Eindhoven, the
Netherlands. The results were used to calibrate the model and to compare with the
simulation results.

7.4.1 Measurement setup

The measurement scenario is presented in Fig. 7.11. The transmitter position is
marked by Tx. The transmitting antenna consisted of an 8-dBi waveguide horn an-
tenna with an azimuthal half-power-beam-width of 55◦ and was positioned at a height
of 3.5 m. The main beam of the transmitting antenna was pointed southward, such
that it illuminates building TR, shown in Fig. 7.12. Building TR is a four-storey high
building of approximately 100 m long with a rough surface consisting mainly of win-
dows and steel bars. Several scattered trees and cars are also located close to building
TR. The reflections and scattering effects of building TR were characterised by mov-
ing the receiver over a trajectory of 116 m along side building TR, the beginning of
which is marked by Rx1. Measurements were also performed over a trajectory of 60
m perpendicular to the long side of building TR, the beginning of which is marked by
Rx2. The measurement trajectories are represented by dotted lines and the numbers
along the trajectory correspond to the snapshot-set numbers. The receiving antenna,
mounted on top of a vehicle at a height of 3.5 m, was moved at a nearly constant
speed of about 12 and 9 km/h for the first and second trajectory, respectively.

For the first measurement trajectory 5990 and for the second 3990 snapshot sets of
K = 10 snapshots are used for the AOA estimation, which means a channel estimate
is available at least every 2 cm corresponding to 0.15 wavelengths.

7.4.2 Results

To isolate the scattering effects of building TR the MPC estimates from the mea-
surements were clustered using the clustering algorithm presented in Chapter 6. The
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Fig. 7.11: Layout of the measurement site. The dotted line represents the GPS coordinates
of the measurement trajectory. Along the trajectory values for k are plotted that correspond
to the snapshot set numbers. Grey levels indicate the building heights in metres.

Fig. 7.12: Photo of the illuminated face of building TR.
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azimuth angles along both trajectories of the MPC cluster corresponding to build-
ing TR are presented in Fig. 7.13. Here, the separate multipath contributions are
summed with a resolution of dφ = 1◦ for a fair comparison with the simulation results.
The effect of dispersion in the angular domain is clearly visible in both scenarios. The
results of Rx1 show a stronger more specular component as well as a large band of
MPCs, the centre of which changes along the trajectory. Apart from the first 25
m, the band of MPCs exists mainly on both sides around the specular component.
Because the building is finite, during the first 25 m additional scattering effects only
occur at the side of the specular component where the building is visible. The results
of Rx2 also show a stronger more specular component and a band of MPCs that ex-
tends in the angular domain when the receiver moves towards building TR. Here, the
effects of the finite building are also visible in that the band of MPCs exists mainly
on one side of the specular component. For simplification, only the azimuth angles
will be considered in this analysis.

7.4.3 Calibration

The results of ray-based propagation models are highly influenced by the electromag-
netic properties of the materials of the reflective surfaces. In order to obtain valid
results, the calibration of these models is necessary [15]. The material parameters, in
terms of relative permittivity εr, can be determined from channel sounding measure-
ments by relating the corresponding multipath contributions from the simulations to
the measurements. The difference in power of the individual contributions can then
be used to change the values for εr. When the roughness of surfaces is also considered,
the surface roughness parameters need calibration as well. This can be done by us-
ing the results from accurate directional measurements and comparing values for the
angular spread and the total cluster power in the simulations to the measurements at
one or more points along the trajectory.

To calibrate the surface roughness from the measurements, the average intra-cluster
angular spread is determined along a part of the trajectory of Rx1. This is done
in order to average out the additional scattering and shadowing effects caused by
other objects in the environment such as vegetation and cars. The angular spread
is determined between 3000 ≤ k ≤ 4000 for each k from a total of 50 snapshots
k − 25 < k < k + 25. These 50 snapshots are taken along a trajectory of less than a
metre, where the composition of the arriving waves is assumed to be stationary. The
estimates from these 50 snapshots are used to determine the power-angular profile
with dφ = 1◦, from which the actual angular spread is determined. The result of
such an angular profile for k = 4000 is visualised in Fig. 7.14. The average angular
spread is determined to be < σφ >= 9.9◦ and the averaged total power in the cluster
is < Ptot >= −27.9dBm. These parameters are used to calibrate the model such that
it has the same angular spread and total power.

The roughness parameters of the model are set to generate the same angular spread
as in the measurements. This is done by fixing Lc = 10λ and tuning σh to σh = 1.08λ,
which results in σφ = 9.9◦.
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(a)

(b)

Fig. 7.13: Estimated azimuth angles from the measurements for the MPC cluster correspond-
ing to building TR for (a) receiver setup Rx1 and (b) receiver setup Rx2. The horizontal
black dotted lines represent the visibility regions obtained from the building geometry and
the measurement scenario.
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Fig. 7.14: Power-angular profile determined from the estimated AOAs for receiver setup Rx1
between 3975 < k < 4025 and determined from calibrated simulations.

The Fresnell reflection coefficient for vertical polarisation Rv is to be calibrated such
that the simulated total power of the cluster matches that of the measurements. The
face of building Tr mainly consists of metal plating and structures, therefore Rv is
expected to be close to one (εr → −j∞). The value for εr was set to εr = 1 − 106j,
which results in Rv = 1. This value for εr corresponds to the reflection from a 3 cm
thick metal wall at 1.8 GHz as reported in [91]. The resulting average power from the
simulation is now close to that of the measurements and equal to P = −28.2 dBm.

The calibrated model is used to predict the total power-angular profile along both
trajectories, shown in Fig. 7.15 (a) and (b). The total received power, almost equal
to the power in the incoherent part, is shown here. The coherent part is more than
40dB below the incoherent part and is therefore not shown here. The result from a
standard ray-based prediction tool is also plotted as a solid black curve in the same
figure. Compared to the standard ray-based results the simulations based on the
model in Section 7.3.1 now include dispersive effects caused by rough surfaces and
calibrated by accurate measurements.

The results clearly show a similar dispersive behaviour compared to the measure-
ments. Especially in Fig. 7.15 (b) an increase in angular spread is observed along
the trajectory. The stronger and more specular component that is observed in some
parts in the measurement results is not visible in the simulations, which is a direct
result from the Gaussian surface assumption. To include these effects, the use of
other, perhaps more suitable distributions could be considered. The amount of total
received power and the direction of the highest received power are, however, in good
agreement.
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Fig. 7.15: Simulated azimuth angles corresponding to building TR for (a) receiver setup Rx1
and (b) receiver setup Rx2. The horizontal black dotted lines represent the visibility regions
obtained from the building geometry and the measurement scenario. The solid black lines
represent results from a commercial ray-tracer.
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The effects of the limited extent of the building are not included in the simulations.
This effect is, however, observed in the measurements as a decrease in the angular
spread if the receiver is at the beginning or moves towards the end of the building.
This is most clearly shown at the begin of trajectory Rx1, where almost no scattered
energy is received from the part of the building on the west side of the trajectory.
This is illustrated with dotted lines (diffraction points) as visibility region, which
corresponds to the actual building face that is visible to the receiver. In order to take
the finite building effects into account a visibility algorithm is required.

The result of the measurements and simulations of receiver setup Rx1 at k = 4000 that
are shown in Fig. 7.14, show that a stronger more specular component is observed
in the measurements. If the effect of angular dispersion would not be taken into
account and calibration would be based on the power of the more specular component,
Psp = −30.8 dBm between 89◦ < φ < 93◦, the resulting simulation results would not
only lack the angular dispersive effects, but would also result in an underestimation
of the total power of about 3 dB, since Ptot = −27.8 dBm.

7.5 Conclusions and future work

This chapter addresses the importance of angular dispersion for future wireless sys-
tems caused by irregular surfaces and changes in dielectric and conductive material
properties. An overview is given of two recent methods capable of including these
effects in ray-based propagation prediction models. The computational complexity of
these models can be high and accurate calibration by measurements of the models can
be difficult. A novel approach is presented in a first attempt to model the dispersive
effects directly at the receiver. This model generates instantaneous realisations of the
channel at the receiver and includes both the coherent and incoherent components.

The results of simulations show that the method can be used to model the dispersive
effects of rough surface scattering in a similar way as using the reflection reduction
factor for Gaussian surfaces, except that the reduced power in the specular direction is
now distributed in the angular domain. A possible approach to include the model into
a 3-D ray-tracer is suggested, but future implementation requires additional effort,
such as a visibility algorithm and the inclusion of the finiteness of the surfaces.

Furthermore, the model can be calibrated with the aid of high-resolution measurement
data, from which angular spread values can be determined. The results obtained
from measurements on a rough building surface show that calibration is possible
using measurements along a small trajectory and use them to predict the effects of
scattering in a wider area.

In summary, the main contributions and innovations of the work presented in this
chapter are:

• A novel approach to model the dispersive effects of rough surface scattering
directly at the receiver is presented in Section 7.3 and was previously published
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by the author in [43]. The model generates instantaneous realisations of the
channel at the receiver and includes both the coherent and incoherent compo-
nents.

• The results from outdoor experiments on a rough building surface are presented
in Section 7.4. The effective surface roughness in the model is calibrated through
the angular spread that is generated by the surface and which is obtained via
high-resolution measurement data. The results obtained from measurements on
a rough building surface show that calibration is possible by using measurements
in a limited area and extrapolating them to predict the effects of scattering in
a wider area.
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8
Summary, conclusions and
recommendations

8.1 Summary and conclusions

The work presented in this thesis provides a better physical understanding of ra-
diowave propagation in mobile radio channels in urban environments and contributes
to the development of improved prediction models that are better matched to the
real channel behavior. This is reflected in the following principal contributions of this
work.

• Design, implementation and characterisation of a wideband high-resolution mea-
surement system based on advanced channel sounder, a novel 3-D tilted-cross
switched antenna array and an improved version of the 3-D Unitary ESPRIT
signal processing algorithm.

• Analysis of outdoor experiments in different scenarios, using a novel clustering
method to isolate scattering effects and omnidirectional video data to relate
them directly to the environment.

• Presentation of a novel approach for the modelling of the scattering effects of
building surfaces directly at the receiver as an additional stochastic component
in ray-tracing-based propagation models.

The first part of the work was described in Chapters 2, 3 and 4, and covers the design,
implementation and verification of a mobile radio channel measurement system. The
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main motivation for the development of such a system was the demand for character-
ising the radio channel under mobile conditions with high resolution performance in
azimuth and elevation, without ambiguities in the elevation domain.

In Chapter 2, a method was described to increase the effective acquisition rate of an
existing channel sounder, which is an integral part of the measurement system. The
acquisition rate was increased by a factor of more than 3000, which allows high-speed
characterisation of the radio channel and makes it possible to perform measurements
at typical urban speeds (< 50 km/h). In order to compensate for a small I/Q imbal-
ance that still exists in the channel sounder, a post-processing method was presented
that helps to improve the quality of the measurements. A 3-D antenna array was
used in combination with the channel sounder to perform wideband channel measure-
ments within a bandwidth of 100 MHz at 2.25 GHz. The antenna array consists of 31
monopole elements that are positioned in a 3-D tilted-cross geometry and occupies
a volume of a sphere with a radius of approximately two times the wavelength. The
array was designed such that it has maximum resolution capabilities and uniformity
in both azimuth and elevation with a limited number of antenna elements. It exhibits
a half-power-beamwidth of 16◦, which is 2.5 times better compared to the 40◦ of a
spherical array with the same number of elements. A switched antenna array con-
cept was employed in order to reduce the complexity of the receiver. Additionally, a
switched impedance method was developed to reduce the negative effects of mutual
coupling in switched antenna arrays by reducing the antenna pattern distortion up
to 6 dB and improve the return loss by 9 dB. The method was successfully applied
and verified by measurements. The results indicate that mutual coupling effects can
already be reduced directly at the antenna, instead of compensating the effects of
mutual coupling afterwards via post-processing.

The 3-D tilted-cross antenna array geometry was designed specifically for use with
the 3-D Unitary ESPRIT algorithm for high-resolution angle-of-arrival (AOA) esti-
mation. The estimation algorithm was presented in Chapter 3, including an improved
3-D structured-least-squares (3-D I-SLS) method that enables the Unitary ESPRIT
algorithm to be applied to the specific category of cross arrays. To estimate the
number of sources, which is required information for the Unitary ESPRIT algorithm,
a method was used that outperforms commonly used methods. To remove addi-
tional and falsely estimated sources caused by overestimating the number of sources,
a unique relation between the spatial frequencies of the tilted-cross geometry was used
to formulate a reliability indicator ξ and criterion (|ξ| > trel). To minimise the loss
of performance due to the effects of shadowing from the antenna support structure,
a method was presented that discards erroneous data from the shadowed antenna
elements and improves the estimation accuracy in the shadowed areas. Theoretical
and experimental analyses in a laboratory environment were successfully performed
and support the measurement method and processing techniques. The results show
that the AoAs of multiple sources can be accurately characterised with a resolution
of less than 5◦ in both azimuth and elevation.

In Chapter 4, the result of outdoor experiments were presented in order to verify
the performance and to demonstrate the system capabilities in real-world mobile
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environments. The results in a rural environment in Boxtel, the Netherlands, confirm
that the system can be used to characterise the radio channel under mobile conditions.
Although elevation angles are estimated accurately, waves reflected by the ground are
difficult to detect. This is due to the partial obstruction by the measurement vehicle
and support structure, which prevents the ground reflected waves from being observed
by all antennas in the array. As a result, the elevation range is effectively limited to
θ 	 −7◦ in the worst case, and phase distortions due to ground reflected waves cause
a reduction of the estimation performance in elevation. In the azimuthal domain
uniform estimation performance was observed over the entire range (−180◦ < φ <
180◦).

The results in an urban environment at the university campus in Eindhoven, the
Netherlands, show that the composition of the multipath components along a trajec-
tory can be accurately characterised and tracked. For the first time, omnidirectional
video data that were captured during the measurements are used in combination with
the measurement results to accurately identify and relate the received radio waves di-
rectly to the actual environment while moving through it. These results show that
over rooftop diffractions can be identified, as well as reflections from irregular building
structures and diffuse scattering effects in the delay and angular domain. When the
transmitter is moved from an above to below rooftop scenario, a significant increase
in delay and angular dispersion in the azimuth domain, and a decrease in angular
dispersion in the elevation domain are observed.

The second part of the work presents the results of experiments in which the high-
resolution measurement system, described in the first part, is used in several mobile
outdoor experiments. The main objectives of this work were to obtain an improved
understanding and more insight in radio propagation with respect to current pre-
diction methods, as well as the clustering of measurement data to isolate scattering
effects and to improve further analysis.

In Chapter 5 the measurement system described in Chapters 2 and 3 was used in the
framework of a collaboration between TU/e, TNO-ICT and KPN as a diagnostic tool
in a dense urban environment in Amsterdam, the Netherlands. It was shown that
high-resolution measurements can be used to simulate an actual network scenario and
can be very helpful in accurately identifying the main propagation mechanisms. The
results underline the limitations of current propagation models used by operators and
how this can lead to network problems in more complex environments. It was shown
that shadowing and reflections from irregular building structures are important issues
and require more accurate propagation modelling in complex environments.

Visual inspection of the multidimensional measurement data can become very com-
plex. To support further data analysis, a method to cluster the multidimensional
data is presented in Chapter 6. A hierarchical clustering method is presented that
can find clusters in the four-dimensional space (azimuth, elevation, delay, position).
The method was successfully applied to the high-resolution measurement data and
allows the scattering effects of specific objects to be isolated, which is important for
the improvement and calibration of deterministic propagation models. The results
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from measurements are compared with the results from a 3-D propagation prediction
tool and the dispersive effects in the angular domain, caused by irregular building
surfaces and other irregular structures, have attracted particular attention. From the
measurements angular spreads of less than one degree up to several degrees were ob-
served, for different objects. These effects are generally not included in deterministic
prediction models, which results in erroneous predictions.

In the third part of the work a method is presented to incorporate the angular dis-
persion caused by irregular surfaces into a ray-tracing-based propagation prediction
model. The objective of this work is to model these effects in an efficient way to
minimise the complexity and to allow calibration using a limited amount of measure-
ments.

Although several methods have been proposed to model the effects of rough surfaces in
ray-based propagation prediction models, their computational complexity can be high
and accurate calibration by measurements of the models can be difficult. In Chapter
7, a novel approach is presented in a first attempt to model the dispersive effects,
caused by scattering on (stochastic) rough surfaces, directly at the receiver. The
method is based on assigning a stochastic effective roughness to a specific surface. The
scattering effects caused by the surface roughness incorporate the combined effects of
both the surface irregularities and the changes in the material properties. The model
generates instantaneous realisations of the channel at the receiver and includes both
the coherent and incoherent components. The results of simulations show that the
method can be used to model the dispersive effects of rough surface scattering in a
similar way as the reflection reduction factor is used for Gaussian surfaces, except that
the reduced power in the specular direction is now distributed in the angular domain.
A possible approach to include the model into a 3-D ray-tracer was described, but
future implementation requires additional effort, such as a visibility algorithm and
the inclusion of the finiteness of the surfaces.

The effective surface roughness in the model is calibrated through the angular spread
that is generated by the real surface and which is obtained via high-resolution mea-
surement data. The results obtained from measurements on a rough building surface
show that calibration is possible using measurements in a limited area in order to
accurately predict the effects of scattering in a wider area.

8.2 Recommendations

This section points out recommendations for future research directions, which could
lead to extensions of the results achieved in this work.

The study addresses the importance of angular dispersion and contributes to the
modelling of angular dispersion caused by irregular surfaces by providing a basis for
implementation in ray-tracing-based propagation prediction models. To use the model
in real-world scenarios implementation into a ray-tracer is required. The technique
can be implemented by applying the method presented in Section 7.3.1 on page 120 to
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account for the dispersion caused by the last interaction. For all other interactions a
scattering reduction factor for the specular component can be taken into account, as
described in Section 7.3.3 on page 126. To handle the effects of scattering from surfaces
that have no specular component towards the receiver, the scattering from visible
surfaces should first be obtained by assuming them to be infinite and subsequently
account for the visibility region. Since the current model is based on a SIMO approach,
it would be of high interest to further extend the model in order to obtain a full
double-directional (MIMO) channel representation.

The results of the work show that the automatic clustering of data, obtained from the
analysis of mobile radiowave propagation experiments, allows to isolate and identify
the propagation effects of specific objects. The results from such an analysis can be
used directly to calibrate building and material parameters to improve the perfor-
mance of existing and improved deterministic propagation prediction models, which
rely on accurate model calibration [15]. The focus should be on calibration using as
little measurement data as possible in order to reduce the prediction error as much
as possible. The results of calibrated predictions should be compared with measure-
ments in several urban environments to determine the performance improvement that
can be achieved.

The inclusion of the effects of irregular surfaces can have an important effect on the
propagation of waves in NLOS regions where no specular path between the transmit-
ter and receiver exists. This effect can be compared with the effect from diffracted
contributions that are generally thought to be the primary cause of the energy trans-
fer in these areas. From the measurement results presented in this study the effects
of diffractions where observed in only a few cases. If they can be considered less im-
portant and the scattering effects of irregular surfaces contributes more to the total
received energy, diffractions in urban environments might not always need to be con-
sidered. Since the determination of diffraction points is complex, this will reduce the
computational complexity. The computational complexity of ray-based predictions
can also significantly be reduced by applying a “pixel” approach [24]. By using this
approach the change of the ray parameters along a trajectory is determined via inter-
polation between the different pixels. If more clustered measurement data is obtained,
it can be used to analyse statistics of the rate of change of MPCs along trajectories
in different urban environments. This information can be used to further develop the
“pixel” approach and determine the allowable pixel size and interpolation techniques.

It was shown in [25] that the scattering effects of vegetation can be significant. The
result presented in this thesis have also confirmed the important effects of vegetation
in several cases and showed that this also causes significant angular dispersion. To
include the dispersive effects of vegetation it is desirable to extend the scattering
models in [25] to include the dispersive effect of vegetation in a similar way as that
of irregular surfaces.

The continuing trend towards “connected anytime-anywhere” will require a seemingly
fluent transition between outdoor mobile cellular radio networks, in different scenar-
ios, to indoor femto-cell or WLAN-based radio networks. These different scenarios
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require different type of propagation models, which means that future research should
focus more on the transitions between different type of propagation models and on
the improvement of indoor, and outdoor-indoor propagation prediction. This also
requires more knowledge of the double-directional propagation channel and the need
for double-directional channel measurements, characterisation and modelling for the
analysis of MIMO.

Fulfilling the above recommendations will provide long-term benefits based on im-
proved propagation prediction models that result from efficient and effective mod-
elling of the most dominant propagation phenomena. The results will contribute to
the design and improvement of current and next generation mobile wireless networks,
such that they are better matched to the real-world behaviour of radio waves. This
will improve the performance of the mobile wireless infrastructure and helps to fulfil
the needs of our future society.



A
Radiated field of a passive
cylindrical dipole antenna

This appendix derives the current in a passive cylindrical dipole antenna and its
radiation field in terms of the impedance of the load, as presented in Section 2.4 on
page 21. The derivation is based on the theory in [54, 59].

z = +h

z = -h

z = 0

2a

y

x

r

Fig. A.1: Dipole antenna.

The induced current in a passive dipole antenna of height 2h (or equivalent monopole
antenna of height h) and conductor radius a, as shown in Fig. A.1, in the vicinity of



144 A. Radiated field of a passive cylindrical dipole antenna

an active element of comparable length can be approximated by [59]

I(z) = Einc

[
u(z) − v(z)u(0)

ZLZ0

ZL + Z0

]
, (A.1)

where the impedance of the antenna itself and the load are defined by Z0 and ZL
respectively. The distribution of the current for an unloaded antenna, u(z), is given
by

u(z) =
(j4π/ζ0)[cosβ0z − cosβ0h]

ΨdU cosβ0h− ΨU (h)
, (A.2)

and v(z), the distribution of the current in the active element given by

v(z) =
[

j2π
ζ0ΨdR cosβ0h

]
[sinβ0(h− |z|) + T (cosβ0z − cosβ0h)], (A.3)

where β0 = 2π/λ and the free space impedance ζ0 =
√

μ0
ε0

= 120π. Here, Eq. (A.2)

and (A.3) are good approximations when β0a ≤ 0.06, a ≤ 0.1h and β0h ≤ 5π/4, but
give correct order of magnitude results over wider ranges. The value for T , a ratio
factor that involves both h and a, is obtained from

T =
ΨV (h) − jΨdI cosβ0h

ΨdU cosβ0h− ΨU (h)
, (A.4)

and the parameters for Ψ are defined as

ΨV (h) =
∫ h

−h
sinβ0(h− |z′|)K(h, z′)dz′ (A.5)

ΨU (h) =
∫ h

−h
(cosβ0z

′ − cosβ0h)K(h, z′)]dz′ (A.6)

ΨdU = (1 − cosβ0h)−1

∫ h

−h
(cosβ0z

′ − cosβ0h)[K(0, z′) −K(h, z′)]dz′ (A.7)

ΨdR = sinβ0h

∫ h

−h
sinβ0(h− |z′|)[K(0, z′) −K(h, z′)]dz′ (A.8)

ΨdI = (1 − cos
1
2
β0h)−1

∫ h

−h
sinβ0(h− |z′|)[K(0, z′) −K(h, z′)]dz′, (A.9)

(A.10)

where K(z, z′) = e−jβ0
√

(z−z′)2+a2√
(z−z′)2+a2

. The constants Ψ are tabulated in [59] or can be

found by numerically evaluating the integrals, but are only needed here to find T .

To find the radiated field of a passive dipole, the radiated field at distance r caused
by a current I(z) in a dipole is used, which is given by

E(r,Θ) = − jωμ0e
−jβ0r

4πr

∫ h

−h
I(z′)ejβ0z

′ cos Θ sinΘdz′. (A.11)
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By re-writing Eq. (A.1) as

I(z) =
Eincu(0)

β0

[
u(z)
u(0)

− v(z)
v(0)

ZL
ZL + Z0

]
, (A.12)

and using

u(z)
u(0)

=
Gm(Θ, β0h)
1 − cosβ0h

(A.13)

v(z)
v(0)

=
Fm(Θ, β0h) + TGm(Θ, β0h)

sinβ0h+ T (1 − cosβ0h)
, (A.14)

with

Gm(Θ, β0h) =
sinβ0h cos(β0h cosΘ) cosΘ − cosβ0h sin(β0h cosΘ)

sin Θ cosΘ
(A.15)

Fm(Θ, β0h) =
cos(β0h cosΘ) − cosβ0h

sin Θ
, (A.16)

the radiated field of the passive dipole antenna can now be obtained by substituting
Eq. (A.12) in Eq. (A.11) as

E(r,Θ) =
jζ0E

inc
z e−jβ0r

2πβ0r
u(0)

{
Gm(Θ, β0h)
1 − cosβ0h

−
Fm(Θ, β0h) + TGm(Θ, β0h)

sinβ0h+ T (1 − cosβ0h)
ZL

Z0 + ZL

}
. (A.17)

It was shown in [54,59] that the formulation above directly applies to monopoles over
highly conductive ground planes when the appropriate impedances are used.
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B
Real-valued transformation and
Forward-backward averaging

This appendix defines the real-valued transformation with incorporated forward-
backward averaging used in Unitary ESPRIT and presented in Section 3.3.2 on page
37.

If the phase reference for the array steering vectors is chosen to be the array centroid,
the centro-symmetry property can be represented by its array steering matrix as
follows

ΠMA∗(i;r) = A(i;r), (B.1)

where ΠM is defined as

ΠM =

⎡
⎢⎢⎣

1
1

. . .

1

⎤
⎥⎥⎦ ∈ R

M×M . (B.2)

From the relation in Eq. (B.1), A(i;r) is by definition called centro-Hermitian [68,106].
This centro-Hermitian property can be used to improve the estimate of the covariance
matrix, obtained from Eq. (1.28), by applying so-called forward-backward averaging.
Instead of using Y(i;r) ∈ C

(M×K), an extended matrix

[Y(i;r) ΠMY(i;r)∗ΠK ] ∈ C
(M×2K), (B.3)

can be used to estimate R̂(i;r) as

R̂(i;r) =
1

2K
[Y(i;r)Y(i;r)H ΠMY(i;r)∗Y(i;r)∗HΠK ]. (B.4)
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It can be observed that the extended matrix in Eq. (B.3) itself is also centro-
Hermitian. This observation can be used to reduce the computational complexity
by transforming Eq. (B.3) to a real-valued equivalent. This is possible because
centro-Hermitian matrices of size M ×K form a M ·K-dimensional linear space over
R [68] and Eq. (B.3) can therefore be mapped to a real valued matrix as

Z(i;r) = QH
M [Y(i;r) ΠMY(i;r)∗ΠK ]Q2K ∈ R

(M×2K), (B.5)

where Q is a so-called left Π-real transformation matrix defined as

Q2� =
1√
2

[
I� jI�
Π� −jΠ�

]
, (B.6)

if � is even and

Q2�+1 =
1√
2

⎡
⎣ I� 0 jI�

0T
√

2 0T

Π� 0 −jΠ�

⎤
⎦ , (B.7)

if � is odd. Now, Z(i;r) can be used to calculate the real-valued covariance matrix.



Glossary

General Notation

X matrix
x vector
XT transpose of matrix X
XH conjugate transpose of matrix X
X∗ conjugate of matrix X
X−1 inverse of matrix X
X† pseudo-inverse of matrix X, given by (XHX)−1XH

X ⊗ Y Kronecker or direct matrix product of matrices X and Y
IN N ×N identity matrix
0 all zeros matrix
vec{X} column vector that contains the stacked columns of X below one another
E{x} expected value of x
P{x} probability of occurence of x
∈ element of
x̂ estimate of x
< · > mean value
| · | absolute value
∼= congruent to
	 approximately equal to
≈ almost equal to, asymptotic to
�= not equal to

Acronyms and abbreviations

2-D two dimensional
3-D three dimensional
3G third generation
3GPP 3rd Generation Partnership Project
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4G fourth generation
A/D analogue-to-digital
ADC analogue-to-digital converter
AIC Akaike information criterion
AOA angle-of-arrival
BPSK binaire phase-shift keying
BS base station
CAS RMS cluster azimuth spread
CES RMS cluster elevation spread
CIR complex impulse response
CRB Cramer Rao bound
CW continuous wave
D/A digital-to-analogue
DAC digital-to-analogue converter
dB decibel
dBi decibel relative to isotropic
dBm decibel relative to miliwatt
DC direct current
DSL digital subscriber line
EM electromagnetic
EM expectation maximisation
ESPRIT estimation of signal parameters via rotational invariance techniques
EVD eigenvalue decomposition
FB forward-backward
GDE Gerschörin disk estimator
GO geometrical optics
GPS global positioning system
HPBW half-power-beam-width
HSDPA high-speed downlink packet access
HSUPA high-speed uplink packet access
I in-phase
IEEE institute of electrical and electronics engineers
IF intermediate frequency
I-SLS improved structured-least-squared
LNA low noise amplifier
LO local oscillator
LOS line of sight
LPF low pass filter
LS least-squared
LTE long term evolution
MC mutual coupling
MDL minimum description length
MIMO multiple-input multiple-output
MoM method-of-moments
MPC multipath component
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MPSR multipath power sensitivity ratio
MUSIC multiple signal classification
NLOS non line of sight
pdf probability density function
PDP power-delay profile
PN pseudonoise
Q quadrature
QoS quality of service
RF radio frequency
RMS root mean square
RX receiver
SAGE space alternating generalized EM
SCM spatial channel model
SDMA spatial-division multiple access
SINR signal-to-interference-and-noise ratio
SLS structured-least-squared
SMA sub-miniature version A
SNR signal-to-noise-ratio
SSD simultaneous Schur decomposition
TLS total-least-squared
TX transmitter
UCA uniform circular array
UMTS Universal Mobile Telecommunication System
URFA uniform rectangular frame array
WiMAX Worldwide Interoperability for Microwave Access
WLAN wireless local area networks
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Samenvatting

De toepassing van multi-antenne technieken is een belangrijke manier om de band-
breedte efficiëntie van mobiele draadloze communicatiesystemen te vergroten. Het ef-
fectief en betrouwbaar ontwerpen van deze multi-antenne systemen vereist een grondige
kennis van de radiogolfvoortplanting (radiopropagatie) in cellulaire omgevingen.

Het doel van het werk beschreven in dit proefschrift is het verkrijgen van een beter
fysisch inzicht in de radiopropagatie in mobiele kanalen en het creëren van een ba-
sis voor verbeterde voorspellingen van radiopropagatie in stedelijke omgevingen door
gebruik te maken van driedimensionale radiopropagatie experimenten, simulaties en
ruimtegolfmodellering. De nadruk ligt met name op: het ontwerpen van een gea-
vanceerd driedimensionaal mobiel radiokanaal meetsysteem, het verkrijgen van meet-
data uit mobiele radiopropagatie experimenten, de analyse van de meetdata en het
modelleren van radiogolf verstrooiing in het hoekdomein, voor het verbeteren van
deterministische radiopropagatie modellen.

Het eerste gedeelte van de studie presenteert het ontwerp, de implementatie en de ver-
ificatie van een breedbandige radiokanaalsounder voor het in het hoekdomein karak-
teriseren van radiopropagatie effecten in mobiele radiokanalen. Het systeem werkt
met behulp van een verbeterde versie van het 3-D Unitary ESPRIT algoritme, dat
gebruik maakt van complexe impulsresponsiedata die verkregen is van antennes in een
geavanceerd driedimensionaal geschakeld antenne stelsel in de vorm van een gedraaid
kruis. Terwijl het systeem beweegt met een gematigde snelheid kan het algoritme
de vertragingen en de aankomsthoeken van radiogolven in zowel het horizontale als
verticale vlak met hoge resolutie schatten. Voor het eerst is gebruik gemaakt van
omnidirectionele videodata, verkregen tijdens de mobiele metingen, om in combinatie
met de meetdata zeer nauwkeurig aan te geven wat de relatie van de ontvangen ra-
diogolven met de omgeving is, terwijl er door de omgeving wordt bewogen.

Het tweede gedeelte van de studie presenteert de resultaten van experimenten waar-
bij het meetsysteem, beschreven in de voorgaande deel, gebruikt is in verschillende
openlucht experimenten in verschillende configuraties. Het doel van deze metingen is
om meer kennis en inzicht te vergaren over de manier waarop radiogolven zich voort-
planten. De resultaten van deze metingen hebben specifiek de aandacht gevestigd op
het dispersieve karakter van radiogolven veroorzaakt door onregelmatige oppervlakte
structuren. Deze effecten bëınvloeden niet alleen het totale ontvangen vermogen in
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stedelijke gebieden, maar kunnen ook een grote invloed hebben op de beoogde werk-
ing van multi-antenne systemen en de manier waarop deze kunnen worden ingezet.
Om de data representatie te verbeteren en om verdere dataverwerking te onderste-
unen is een hiërarchische clustering methode ontwikkeld die met succes clusters kan
onderscheiden in de multidimensionale data. Door gebruik te maken van de omnidi-
rectionele video informatie kunnen deze clusters gerelateerd worden aan de objecten
in de omgeving, elk met hun eigen specifieke verstrooiings kenmerken. Deze resultaten
zijn belangrijk voor de verbetering en kalibratie van deterministische radiopropagatie
modellen.

In het derde deel van de studie wordt er een nieuwe methode gepresenteerd waarmee de
hoekdispersie, veroorzaakt door onregelmatige oppervlakken, kan worden meegenomen
in een op stralenbenadering gebaseerd radiopropagatie model. De methode is gebaseerd
op het toekennen van een effectieve ruwheid aan een specifiek oppervlak. Op deze
manier kan de verstrooiing van het vermogen in het hoekdomein worden meegenomen,
dit in tegenstelling tot de veelal gebruikte reflectie reductiefactor voor Gaussische
ruwe oppervlakken. De resultaten van geclusterde meetdata zijn gebruikt voor de
calibratie van het model en laten zien dat hiermee een verbeterde voorspelling van
het radiokanaal kan worden bepaald dat beter aansluit op het propagatie gedrag van
radiogolven in de werkelijkheid.
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