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Education aiming at students’ competence development asks for new assessment
methods. The quality of these methods needs to be assured using adapted qual-
ity criteria and accompanying standards. As such standards are not widely avail-
able, this study sets out to examine what level of compliance with quality
criteria stakeholders consider satisfactory. Two professional education pro-
grammes specified the implicit standards they applied in a self-evaluation proce-
dure designed to evaluate the quality of their Competence Assessment Programs
(CAPs). They specified similar cut-off scores, but different descriptive standards.
Analysis revealed that this was due to their experience with competence-based
education and the quality of their own CAP, but influences of the selected
method and the understanding of the quality criteria were also found. As such,
the specified standards are local, but meaningful for the programmes’ quality
assurance. Implications for self-evaluation and standard-setting procedures are
discussed.

Keywords: assessment; quality assurance; standards; self-evaluation

With the introduction of competence-based education a wide variety of new assess-
ment methods have been developed, all directed at adequately assessing competence
development. Many educational institutions developed and implemented (entirely)
new assessment methods, such as portfolios or performance assessments, for which
neither quality criteria nor quality standards were at hand. As assessment is a pow-
erful determinant of learning, its quality should be guaranteed. Yet concerns have
been expressed about the quality of these new assessment methods and the ways of
establishing their quality (Birenbaum 2007). Increasingly, self-evaluations are used
to evaluate educational quality (McNamara and O’Hara 2008), from which a num-
ber of challenges have emerged. One of these is the fact that the frame of reference
used appears to have a considerable effect on the outcome of the evaluation
(Baartman et al. 2011). That is, the quality evaluation depends on the implicit stan-
dards to which the current situation is compared. This may be due to the fact that
no external standards exist, but could also be the result of other factors (Berk 1996;
Delandshere 2001). This raises the issue of what standards educational institutions
use in quality assurance when no standards are available, and which factors are of
influence in the process of determining what level of compliance is considered
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satisfactory. This article aims to shed light on those questions using a cross-case
analysis of the quality self-evaluations of two higher education programmes strug-
gling to develop high quality assessments in an initial stage of developing compe-
tence-based assessments.

New notions about assessment quality

In response to societal changes, education is being increasingly oriented towards
students’ competence development. Competence can be defined as an integration
of the knowledge, skills, and attitudes required to adequately function in a profes-
sional environment (Lizzio and Wilson 2004), in which the competence to acquire
knowledge is more important than the possession of knowledge itself (Dochy and
McDowell 1997). By introducing competences as the ultimate goal of education,
the gap between education and profession is assumed to be reduced. This perspec-
tive on education parallels socio-constructivist theories of learning (Tynjdla 1999;
Birenbaum 2003), which emphasise the idea of knowledge as context-dependent,
requiring meaningful learning activities and application in a realistic context. Since
assessment profoundly influences learning (Biggs 1996), assessment has also
undergone changes. Assessment has shifted from a culture of testing towards a
culture of assessment (Dochy and McDowell 1997). This change has several
implications. First of all, the content or objective of the assessment has shifted
from separate knowledge and skills to integrated competences. Secondly, in an
assessment culture, assessment is interconnected with the learning process (Wolf
et al. 1991) as it aims both to measure the preceding as well as stimulate the sub-
sequent learning. Thirdly, the assessment culture values an authentic context over
a decontextualised event. Lastly, in an assessment culture the learner becomes
more than the object of assessment. As assessing is believed to be beneficial for
learning, learners are increasingly involved in the assessment process as self- or
peer-assessors (Dochy 2001). All in all, assessment from this perspective can be
seen as a process, instrument or method to guide and evaluate learner develop-
ment.

These changes gave rise to diversity in assessment practices aimed at capturing
not only knowledge, but also skills and attitudes, as well as their integration.
Consequently, single assessments are no longer suitable for determining competence
development and/or proficiency (Van der Vleuten and Schuwirth 2005; Knight
2000). Instead, several competence indicators (i.e. assessment methods) need to be
used in a coherent whole (Birenbaum 1996), which Baartman and colleagues (2006)
have termed a Competence Assessment Programme (CAP). In such a CAP different
assessment methods are combined, including both knowledge tests such as multiple
choice or open questioning, and newly developed methods such as portfolios,
criterion-based interviews and performance assessments. Assessments in a CAP can
have both formative and summative functions depending on the context and the
goals of the educational programme.

Along with the development of new assessment methods, discussions have
arisen about appropriate criteria and procedures to judge their quality. Concerns
have been expressed about the quality of these new assessment methods and the
ways of establishing this quality (Birenbaum 2007). Some authors have proposed
new quality criteria (e.g. Driessen et al. 2005) or a widened set of quality criteria to
do justice to the fact that these assessments have additional purposes besides assess-
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ing existing knowledge and skills (Linn, Baker, and Dunbar 1991; Gielen, Dochy,
and Dierick 2003), such as stimulating subsequent learning. Others argue that the
criteria of validity and reliability should be adapted to these often more qualitative
and open-ended assessments (Bennett 1993). Next to that, the procedures of assess-
ment quality assurance have also been subjected to change. Analogous to the new
roles students play in their assessment, there has been a trend towards self-evalua-
tion of education and assessment practices (McNamara and O’Hara 2008; Nevo
2001) as a way to increase educational institutes’ empowerment, ownership and
professionalisation. Self- or internal evaluation is carried out by an educational insti-
tution itself, for example by a group of teachers, the department or school manager,
a specific staff member, or a combination thereof (Baartman et al. 2007). In con-
trast, external evaluation is carried out by someone outside the school, usually
inspectors or governmental organisations, and mainly serves accountability purposes
(Nevo 1994).

As argued before, widely accepted criteria for evaluating CAP quality do not
exist, let alone standards. As the goal of this article is to study the standards used
by educational institutions, in the absence of national or external standards, we do
not further discuss the appropriateness of the different sets of quality criteria here.
For this study, the 12 quality criteria developed by Baartman and colleagues (2006)
were chosen, as these provide a combination of both the well-established criteria of
validity and reliability, adapted for new assessments, complemented by new quality
criteria to do justice to the often formative nature of new assessments. As similar
combinations of quality criteria have been proposed by other authors, the results of
this study could be generalised to these sets of criteria. The quality criteria used are
depicted in Table 1.

An evaluation is always a comparative process which requires a frame of refer-
ence (Sadler 1989, 1998). Accordingly, any appraisal, be it the assessment of stu-
dent competence or the evaluation of a CAP, must be characterised by a clear

Table 1. Quality criteria.

Quality criterion

Short description

Fitness for purpose

Reproducibility of
decisions

Transparency

Acceptability
Comparability

Fairness
Fitness for self-
assessment
Meaningfulness
Authenticity
Cognitive
complexity
Educational
consequences
Costs and efficiency

Alignment among curriculum and CAP.

The combination of multiple assessors, assessment tasks and
assessment situations.

CAPs should be clear and understandable to all stakeholders (e.g.
students, teachers, employers).

All stakeholders should approve of the assessment criteria and the
way the CAP is carried out.

The tasks, criteria, working conditions and assessment procedures
should be consistent with respect to key features of interest.
Students should get a fair chance to demonstrate their competences.
CAPs should stimulate self-regulated learning.

CAPs should have a significant value for all stakeholders involved.
The degree of resemblance of a CAP to the future workplace.

A CAP should enable the judgement of thinking processes (and
application of knowledge).

The degree to which the CAP and its results yield positive effects on
learning and instruction.

The feasibility of carrying out the CAP for assessors and students.
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notion of the relevant criteria and the accompanying standards. For the old quality
criteria (i.e., reliability and validity) such standards were often specified in terms of
a cut-off score. For instance, the test-retest reliability should be at least .70 (e.g.
Downing 2003). For the new quality criteria, no such scores or other standards have
been developed, while the desired level of attainment on each of the quality criteria
(i.e. the standards) is indispensable as a frame of reference in quality assurance.

Specifying quality standards

In general there are various ways of specifying a standard. Sadler (1987), discussing
student assessment, distinguished four ways to specify educational standards. Typi-
cally, standards were made explicit by establishing numerical cut-off scores specify-
ing the minimum qualifying level, and possibly also other levels of attainment.
Such scores are called ‘sharp standards’ and their utilisation is rather straightfor-
ward. However, prolonged agreement on such scores is difficult to accomplish as is
an unequivocal interpretation of what the scores entail. A second way to specify a
standard is to rely on tacit knowledge or connoisseurship of the assessors. Here, the
standards reside solely in assessors’ heads and a derivative of the standard becomes
apparent only after an evaluation. Although many assessment practices rely on such
policies, such tacit standards are criticised for being non-transparent, inconsistent,
labour-intensive and based on fragile argumentation for consensus (cf. Purves
1993). Two more powerful ways (Sadler 1987) of specifying standards for forma-
tive purposes are using exemplars and verbal descriptions. Exemplars are key exam-
ples chosen to designate desired levels of proficiency. As this yields a highly
concrete standard, it is most appropriate for product assessment, although it can also
be used for other purposes. However, collecting exemplars for a relatively large
number of criteria creates logistical problems. Specifying standards in terms of ver-
bal descriptions or ‘qualitative rubrics’ (Scriven 1980) entails denoting the proper-
ties that characterise the desired level of quality. Such standards have been
developed in response to tacit assessment and are a way to objectify standards and
make them publicly accessible. Yet such standards tend to be somewhat fuzzy as
they are given in linguistic terms. Due to the fact that both the criterion for which a
standard should be specified and the specified level (such as ‘mediocre’) of that spe-
cific standard require interpretation (Koretz and Deibert 1995), these standards
depend on the context and cannot be understood, or applied, without this context.
Nevertheless, Sadler argues that verbal descriptions are often the most feasible to
use in assessments, especially those evaluations which require multiple criteria. As
these criteria are often inter-related, they can be complementary, but also conflict-
ing. Therefore, potential trade-offs between the criteria should be considered
(Haladyna and Hess 1999), which verbal descriptions may afford.

Standard setting

Next to the diversity in the ways in which standards can be specified, there are
many procedures designed to settle on the desired level of attainment (i.e. ways to
set the standard). Berk (1996) presented nearly 50 standard-setting procedures
designed for different standard-setting applications. The choice for a specific stan-
dard-setting procedure should be guided by the type of product being evaluated and
the number of criteria invoked in the process (Hambleton et al. 2000). In the case
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of a CAP quality evaluation, as in the current study, the product to be evaluated, a
CAP, contains various assessment methods, and a widened set of quality criteria
(Gielen, Dochy, and Dierick 2003) should be taken into account in its evaluation.
This creates complex conditions for which existing standard-setting procedures are
not adequately equipped.

Equivocal understanding of criteria has been found to influence the outcomes of
more traditional standard-setting procedures (Skorupski and Hambleton 2005). Price
(2005) and Sadler (1987) argue that standards resulting from standard-setting proce-
dures are contingent on the local situation and the standard-setting procedure
selected, as all procedures rely on human judgement (Norcini and Shea 1997; Berk
1996). Accordingly, in the literature many examples can be found of difficulties
with replicating standard-setting procedures, casting doubt on their objectivity
(Hambleton et al. 2000).

On the other hand, specifying standards in self-evaluations may come down to
making the expectations of the stakeholders explicit. Vanhoof and Van Petegem
argue that ‘quality assurance implies having an idea of what quality involves’
(2007, 102). They claim that such ideas are often expressed in expectations. These
expectations designate the desired level of quality and can be school-external and
school-internal. External expectations comprise the external requirements for
accountability and accreditation (e.g. national standards), whereas internal expecta-
tions consist of the aspects that the educational institution itself considers crucial
for educational quality. Both types of expectations can be considered quality stan-
dards and can be used in quality evaluation, but they serve a different purpose (i.e.
accountability vs. improvement). Internal evaluations are aimed at the improvement
of educational quality (Nevo 2001), typically using self-evaluation, an increasingly
common practice of school evaluation (McNamara and O’Hara 2008). CAP quality
self-evaluation could make use of the internal expectations of the educational
institution’s stakeholders. Yet the stakeholders expectations are often implicit (Price
2005), whereas to be of use in self-evaluation, they should be made explicit.

Resulting from these considerations, the CAP quality self-evaluation method
developed by Baartman and colleagues (2007) was adapted in the current study to
incorporate the explication of the standards. To that end, we incorporated a group
discussion during the procedure. This is advanced as an adequate way to explicate
implicit standards residing in the heads of assessors (O’Donovan, Price, and Rust
2004). A discussion is also an appropriate way to establish the necessary intersub-
jectivity among the evaluators and to reach consensus on the desired level of attain-
ment, which makes future formative evaluation more effective and powerful
(Vanhoof and Van Petegem 2007). Results of research using this self-evaluation
procedure (Baartman et al. 2011) indicated that during a CAP quality self-
evaluation, the participants compared their actual CAP to some standard, without
specifying it. The authors argued that schools operate from different frames of refer-
ence, use the quality criteria in different ways and give different examples to
account for (the same) perceived quality of their CAPs. These results are already an
indication that CAP quality criteria and accompanying (implicit) standards are not
unequivocal, but open to multiple interpretations.

In recognising that standard-setting procedures may not lead to objective, gen-
eral standards, an essential question becomes what influences the results of these
procedures (McGinty 2005), and to explore how this might affect quality assurance.
To shed light on this question, we choose to compare the self-evaluation and



Downloaded by [Eindhoven Technical University] at 03:05 18 July 2012

362 L.H. Bronkhorst et al.

specified standards by stakeholders involved in similar CAPs (Norcini and Shea
1997) using the same procedure and the 12 quality criteria as the conceptual frame-
work for comparison (Greene and David 1984). The specific research questions that
guide the current study are: (1) What implicit standards do educational programmes
apply in a quality self-evaluation procedure? (2) What are the differences in how
the standards are applied? (3) How can these differences be explained? A cross-case
comparison was carried out to explore these questions.

Method
Participating institutions

The current study was carried out at a large university of professional education in
the Netherlands, a type of education comparable to polytechnics. The institute offers
four-year bachelor programmes with a strong vocational emphasis (Van Berkel and
Wolthagen 2002). In response to the societal changes described earlier, most educa-
tion institutes of this type have introduced competence-based education.

We selected two programmes to participate in this study, which should be seen
as contrasting cases. One was an Applied Natural Sciences (ANS) training pro-
gramme and the other a teacher training (TT) programme. These two programmes
were selected so as to differ only marginally in their CAP characteristics (following
Norcini and Shea 1997), as they were part of the same educational institute and
evaluated the CAP of the same year. At the same time the two programmes contain
variation on potential key explanatory variables (Greene and David 1984) such as
professional orientation and experience with competence-based education. As a
strong link between education and the profession is believed to be essential in com-
petence-based education (Tillema, Kessels, and Meijers 2000), dissimilar profes-
sional orientations might induce differences in the understanding of the quality
criteria and/or importance assigned to the quality criteria. For instance, fitness for
purpose might be conceived differently when perceived from a programme with a
clear professional orientation — like the TT programme — than in a broad ANS pro-
gramme based on both chemical and biological aspects. In terms of experiences
with competence-based education and assessment, the TT programme had less
experience than the ANS programme, which was considered to be a forerunner
within the university in terms of its assessment practices. Therefore the ANS stan-
dards were expected to be at least different, but perhaps also more in line with new
notions about competence assessment than the TT standards.

Participants

As participant selection is considered crucial in standard-setting as well as self-eval-
uation procedures, an informant from the education institute was asked to select
seven different stakeholders from each of the two programmes based on the follow-
ing criteria: (1) participants needed to have extensive knowledge of the CAP
employed (Berk 1996; Norcini and Shea 1997) as well as personal involvement
(Vanhoof and Van Petegem 2007); (2) there needed to be a clear difference in
stakeholders’ practical experience with the CAP and their influence on the policies
and regulations of the CAP (following Berk). In practice this meant that, for
instance, a principal concerned mostly with policy and a teacher with practical
experience both contributed to the group discussion. These diverging backgrounds
not only enable different perspectives on the actual CAP and thereby a more pro-
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found discussion on its quality, but also present different perspectives on what is
important in assessment (McGinty 2005), possibly yielding different standards.

Procedure
Training session

All participants attended an explanatory training session. The purpose of this ses-
sion was threefold. Firstly, past research showed that participants from the same
educational programme differed in their knowledge and therefore their definition of
their CAP (Baartman et al. 2007). For that reason a part of the training session was
dedicated to the joint establishment of what the programme’s CAP exactly entailed,
enabling an analysis of the influence of the local situation in terms of the imple-
mented CAP. Secondly, the participants needed a clear and correct understanding of
the quality criteria (following Sadler 1998), as criteria used in many standard-setting
studies can be open to multiple interpretations (Skorupski and Hambleton 2005). As
we considered an adequate understanding of the quality criteria to be a prerequisite
for the evaluation, the remainder of the session was devoted to the explanation of
the CAP framework and its 12 quality criteria. The participants’ understanding of
the quality criteria was assessed at the end of the session with a multiple choice test
developed by the authors. The test was graded by the first two authors on a scale
from 0 to 10. The ANS programme scored an average of 7.56 (SD = 1.16) and the
TT programme scored an average 7.36 (SD = 1.46), which indicated that the partic-
ipants had a sufficient comprehension of the quality criteria.

Thirdly, the participants were walked through the subsequent procedure. The
participants were asked to participate in the subsequent steps of the procedure
according to their stake in the assessment for which they had been selected (i.e. the
second participant selection criterion). Next to that, the operationalisation of the
concept standard for current purposes was discussed. In other studies on specifying
standards, participants were required to specify different levels of proficiency, such
as ‘insufficient’, ‘poor’, ‘sufficient’, or ‘good’, creating a rubric with scaled levels
of achievement (Allen and Tanner 2006). Although such a complete rubric has ben-
efits in terms of transparency, the current study already contains a high degree of
difficulty due to the complexity of a CAP and the large number of criteria for
which standards should be specified. To avoid further cognitive demands, we chose
to focus on one level of proficiency, namely ‘satisfactory’. This was defined as the
level of compliance the participants would be satisfied with, according to their stake
in the assessment. Hence, this level is higher than a conventional cut-off score,
denoting minimally sufficient quality, but lower than the participants’ ideal. This
level was chosen, as a description of satisfactory quality can function as an exem-
plar to guide subsequent improvements, while still being realistic.

Individual evaluation questionnaire

After this training session, each participant had a week to individually fill out a CAP
quality evaluation questionnaire available on the internet. The 12 quality criteria were
operationalised in the form of indicators; concrete aspects of a quality criterion in
practice (for a more elaborate description, see Baartman et al. 2007). Participants were
asked to score their actual CAP on each indicator and indicate whether they consid-
ered this score to be satisfactory, as an indication for the (implicit) standards they use.
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These scores could range from 0 to 100, but this was invisible to the participants as
they positioned an analogue slide bar between ‘not at all’ and ‘completely’ to avoid
the impression of grading. Participants were invited to present argumentation, exam-
ples or a rationale for their rating of the actual CAP and for its sufficiency. After this,
the participants ranked the quality criteria on the basis of their importance by first
dividing them equally into two categories (most and least important) and then arrang-
ing the criteria in each category in descending order of importance. This ranking was
required, because when multiple criteria are invoked in evaluation, participants need
to make mental comparisons and consider trade-offs between the criteria (Sadler
1987). We expected the criteria regarded as most important to receive priority in such
a comparison, which might influence the standards.

Semi-structured group interview

Based on information from both the training and the web-based questionnaire, a
semi-structured group interview was held to have the participants discuss personal
and group findings, using both open and probing questions. Probing questions con-
cerned individual differences in the scores and in the sufficiency ratings that the
participants had given in the web-based questionnaire. The two open questions that
were asked for every quality criterion focused on the extent to which the actual
CAP complied with that particular criterion (i.e. the actual situation) and which
level of attainment the participants considered to be satisfactory (i.e. the standard).
The latter question had to be answered by the participants by giving exemplars or
verbal descriptions of a CAP with satisfactory quality on that particular criterion.
As stated previously, participants were asked to specify a single level of compliance
or standard per criterion.

During the group interview, the participants discussed the 12 quality criteria one
by one. Before moving to the next quality criterion, participants were asked to indi-
cate their evaluation of the actual situation and their standard on the criterion just
discussed. To avoid numerical associations and the impression of grading, this was
done by having them mark their responses to the questions ‘To what extent does
your CAP comply with [quality criterion]’ and ‘What extent would be satisfac-
tory?’, each on a line between ‘not at all’ and ‘completely’. Following the method-
ology described by O’Donovan and colleagues (2004), after the group discussion a
well-reasoned judgement on a criterion level was expected.

After the interview the participants were asked to individually determine the
level of difficulty of the training, the CAP quality evaluation questionnaire, the
group interview and the procedure as a whole to obtain an indication of their under-
standing (Van Der Schaaf, Stokking, and Verloop 2003). As limited understanding
might have an erroneous effect on the results, this possibility should be ruled out.
The results indicated that the procedure had not been too difficult. The group inter-
view was considered the most difficult part (mean ANS = 6.1, SD = 2.4; mean TT
= 4.6, SD = 1.6 on a scale from 0 to 10 (0 = not difficult, 10 = very difficult)).
The interviews lasted two and a half hours. All interviews were video-taped with
the permission of the participants.
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Data analysis

To answer the first research question, the group interviews were transcribed verbatim
followed by qualitative content analysis. First of all, although the quality criteria had
been discussed sequentially, some topics overlapped and protocols needed to be
arranged thematically. The segmentation according to the 12 quality criteria was done
using MEPA (Erkens 2005). Two researchers coded independently and the inter-rater
reliability was high (Cohen’s x = .87). Secondly, as participants discussed both the
actual situation and their standards, the information per criterion was analysed further,
separating the evaluation of the actual CAP from the specification of the standard.
This was done by distinguishing participant contributions in terms of: (1) an evalua-
tion of the actual CAP judged as containing satisfactory quality; (2) an evaluation of
the actual CAP judged as containing unsatisfactory quality (without specifying an
alternative); and (3) the standard descriptions. After a first round of independent cod-
ing, inter-rater reliability was mediocre (Cohen’s ¥ = .47). The main differences per-
tained to the coding of comments about unsatisfactory actual quality when
accompanied by an alternative that specified the standard. Once the researchers had
discussed their differences, the inter-rater reliability became acceptable (Cohen’s k =
.74). Based on this analysis, a coherent description of the actual CAP and its quality
as seen by the participants as well as descriptive quality standards could be distilled.
These standards were organised as a qualitative rubric with only one level (i.e. satis-
factory), identifying the desired characteristics of the CAP in comprehensive, descrip-
tive terms, making the standards most useful for subsequent evaluation (Allen and
Tanner 2006).

To answer the second research question, these qualitative standards were com-
plemented with the averaged cut-off scores the participants gave during the group
interview. Subsequently, the two programmes were systematically compared using
the quality criteria as a conceptual framework (Greene and David 1984). Differ-
ences between the cases in terms of their descriptive and numerical standards were
documented. The first author did this independently, but her findings were checked
by means of a condensed audit trail (Akkerman et al. 2008), in which the second
author checked and verified the findings of the analyses. Small differences were
found, resulting in minor alterations in accordance with both authors’ opinions.

To answer the third research question, possible explanations of the differences
between the standards were identified by examining all available data. Participants’
ranking of the quality criteria in order of importance was given a score from 12
(most important) to one (least important). The scores were averaged across pro-
grammes, resulting in an average importance score for all criteria, which were com-
bined with the CAP descriptions resulting from earlier analyses. Although this
arrangement of information is not equal to that of a comprehensive case study, it
did enable us to provide a meaningful rationale for the differences in the applied
standards (Lichtman 2006). This rationale was put to the test by converting it into
hypotheses, which were tested by re-examining the available data, looking for con-
firming and disconfirming evidence. Including the two key explanatory variables
that had been introduced in the design, namely experience with competence-based
education and professional orientation, and the hypothesis following from the rank-
ing of importance, this resulted in seven hypotheses explaining the standard differ-
ences across programmes. The findings of the first author using this procedure were
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again verified by means of a condensed audit trail by the second author. Confirmed
hypotheses are mentioned in the results section.

Results
CAP characteristics

To compare standards, the product for which they are specified (i.e. the CAP)
should be similar (Norcini and Shea 1997). Even though the educational pro-
grammes were selected on the similarity of their CAPs, as they had the same CAP
on paper, the CAP characteristics of the programmes differed in practice. As this
had an impact on the resulting standards, the similarities and differences of the
implemented CAPs of the two programmes are shortly described to be able to
account for the CAP differences in answering the research questions.

Both CAPs were arranged around a student portfolio, in which students col-
lected and presented various proofs of competence they had gathered during the
year. These proofs of competence included, among other things, knowledge and
skills tests, performance assessments, and self- and peer assessments. The portfolios
were graded at the end of the academic year by two summative assessors. Several
differences between the programmes in the implementation of these procedures are
worth noting. Firstly, the ANS portfolio was graded solely in its written form. In
contrast, a criterion-based interview was included in the overall policy of the uni-
versity and the TT programme had incorporated an interview in which the students
were questioned about their portfolio. Secondly, the ANS organised practice trials
of all main assessments of its CAP to familiarise students with assessment proce-
dures, which the TT programme had not, or had done only occasionally. Thirdly,
the TT programme explicitly stated what should be in the portfolio. Among other
competence proofs, students were obliged to include proofs they had selected and
generated themselves. In contrast, the ANS programme had not specified the com-
pulsory contents of the portfolio, and students were free to provide any proof they
considered appropriate. In practice, ANS students could gather all the necessary
proofs to show their competence by participating in the regular assessments. Finally,
the TT programme made use of both internal assessors and external assessors of the
professional field to reach a summative decision, whereas ANS only employed
assessors from its own staff.

Standards descriptions

To answer the first research question the numerical cut-offs are listed in Table 2.
The descriptive standards — in terms of exemplars and verbal descriptions — are
specified in Appendix 1. Both programmes set the cut-off scores at about 80 for all
the criteria, indicating that they required their CAP to comply to a large extent with
all 12 quality criteria.

The stakeholder agreement for the cut-off scores was .01 (Cohen’s k) for ANS
and .78 for TT. This indicated that the ANS stakeholders had very diverging per-
spectives on the level of compliance with the criteria. As the participants were
selected on diversity, these results should not come as a surprise (Kane 1994) and
they should not impede further interpretation of the results (McGinty 2005).
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Table 2. Importance rating of, and actual and desired compliance with, the quality criteria.

Applied Natural
Sciences Teacher Training
Quality criterion I AP S¢ I A S
Fitness for purpose 7.71 79 83 11.50 50 86
Reproducibility of decisions 6.71 89 86 5.50 64 82
Transparency 8.43 77 82 7.33 67 83
Acceptability 6.0 86 82 6.00 77 82
Comparability 8.71 82 82 6.50 56 76
Fairness 7.29 84 86 6.17 73 85
Fitness for self-assessment 5.14 89 83 7.00 60 82
Meaningfulness 5.29 86 83 7.33 74 78
Cognitive complexity 5.57 84 72 7.83 67 59
Authenticity 7.71 93 87 5.83 82 86
Educational consequences 3.00 82 76 3.83 73 69
Costs and efficiency 6.43 65 76 3.17 37 65

Notes: *Importance assigned to quality criterion (1-12); Actual CAP rating (0-100); °Standard
specified in terms of a cut-off score (0—100).

Standards differences

Although the cut-off scores are very similar, the descriptive standards specified by
the two programmes contain various differences. The main differences lie in the
way in which the programmes operationalise a satisfactory level of attainment.
Firstly, the standards specified by ANS are more detailed than those specified by
TT. Secondly, the ANS standards specify unconditional levels of compliance with
the quality criteria, whereas many TT standards include conditions that have to be
met by the educational programme before the actual standard can be met. Lastly,
next to these general differences, there are also some instances in which the stan-
dards contained more fundamental differences. These differences are visible in
Table 3. The accompanying quotes from the group interview illustrate some of the
rationales that underlie these differences.

Quality standard rationales

To account for potential standard differences, the experience with competence-based
education and the professional orientation guided the selection of the cases as possi-
ble explanatory factors. A measurement of importance assigned to the quality crite-
ria was included for the same purpose. First of all, ANS’ greater experience with
competence-based education seemed to result in a more comprehensible vision of
CAP quality, which enabled them to specify detailed standards supported by a ratio-
nale. As the TT stakeholders lacked such experience, their standards did not show
the same amount of detail or contemplation. This difference in experience also
caused a different attitude towards the various stakeholders involved in the CAP.
As a result of their experience, ANS argues that all stakeholders involved should
adjust to their educational philosophy and therefore also the CAP. As TT is still
developing its CAP, it is very much aware of the aspects which should be improved
before it can meet its quality standards, which are mentioned in their standards as
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Table 3. Differences in reasoning about standards with examples from the group interview.

Criterion

Applied Natural Sciences

Teacher Training

Fitness for
purpose

Reproducibility
of decisions

Comparability

Fairness

Fitness for self-
assessment

Cognitive
complexity

Authenticity

A CAP is fit for purpose when it is
aligned with the curriculum.
‘We’ve chosen to turn everything
around, including the assessment. It
is adjusted to the curriculum (. . .)
so I'd say it is very much fit for

purpose.’

The responsibility for summative
decisions should lie with the
programme itself.

‘We [educational institution] are
still responsible.’

Human deviations from the
specified assessment procedures are
inevitable, but they do not
influence the final summative
decision.

‘That will even out in the
portfolio.’

A CAP is fair because deviations
from the ‘usual’ content of the
portfolio are possible.

[if not the case] ‘Then we would
be back to the old system.’

It is satisfactory when a CAP
contains some instruments to
practise self-assessment.

‘I give it 45, while I consider it
satisfactory. For the first year it is
satisfactory.’

The CAP content should require
thinking steps.

‘It is often the integrated
assessments that fit best

[with this criterion].’

Not all assessments have to be
authentic.

‘Let’s not direct our efforts at that.
Include a knowledge test. Use
those means for something else.’

A CAP is fit for purpose when there
are diverse assessment methods that
include formative assessment.
‘Diverse assessment methods, yes
... that comes with competence-
based education’, ‘... formative
assessment, which I think is
conditional for good competence
assessment’

Hires professionals for summative
assessments.

‘The professional field is very
happy to have more influence.’

The outcome of the specified
assessment procedure for the final
summative assessment should be
reliable.

‘We should use supervision ... to
increase reliability.’

A CAP is fair when students may
also prove their competence with
non-written proofs.

‘Show us [the summative assessors]
with other means that you are
competent!’

Students should shape their learning
by selecting proofs in their
portfolio.

‘The students decide when and how
to use formative assessments . . .
They need to develop their thinking
about that.’

The selection of proofs should also
invite thinking steps.

‘When all the contents of the
portfolio are fixed ... you do not
challenge students to think.’

All assessment should be authentic.
‘Then, should all assessments in the
CAP be authentic?’

‘I’d say so!’
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conditions or prerequisites. As the TT stakeholders put it: ‘if the formative assess-
ment were organized properly’ and ‘with more training that should be possible’.

Secondly, professional orientation did not prove to be an explanation for system-
atic differences in the programmes’ quality standards. References to the specific
profession did not end up in the descriptive standards. This could be due to the fact
that the programmes evaluated the CAPs of the first year of their educational pro-
gramme. In discussing Meaningfulness and Cognitive Complexity the ANS partici-
pants in particular often commented that the profession was still far away.
Therefore, it could be that professional orientation has an influence on quality stan-
dards for CAPs, but only in the final years of the educational programmes.

Thirdly, importance did not appear to have a consistent influence on the height of
the cut-off scores or the descriptive standards. In general, during the group interview
trade-offs between the different criteria were hardly discussed. However, there was
one criterion whose standard clearly had an effect on the other standards, namely Cos¢
and Efficiency. Although TT considered this criterion by far the least important of all
the 12 quality criteria, and ANS regarded other criteria as more important as well, the
criterion received priority in all the comparisons involving trade-offs. In that respect it
appeared to function more as a bottleneck (‘Can you ever consider Costs and Effi-
ciency foo much?’) than as something which can increase CAP quality.

Besides these predetermined explanations, unexpected reasons for standard dif-
ferences also emerged in the analysis, namely: (1) the quality of the actual CAP;
(2) the use of self-evaluation as a method to specify standards; (3) the actual CAP’s
exemplary function; and (4) the understanding of the quality criteria. Firstly, ANS
considered its actual CAP quality to be nearly satisfactory, whereas TT did not.
This can be deduced by comparing the ratings for the current CAP to the specified
numerical standards (see Table 2). This being the case, ANS could draw from con-
crete examples of CAP characteristics to specify its standards. TT only meets their
numerical standards for Authenticity and Educational Consequences. In the group
interview many aspects of their current CAP were deemed to be of unsatisfactory
quality. This lack of concrete examples of satisfactory quality made it more difficult
to specify a satisfactory CAP in a detailed way. This impression is supported by the
fact that ANS was unable to specify a specific standard for the main aspect of its
CAP that it considered unsatisfactory: its knowledge assessment. This issue came
up many times during the interview and was often accompanied by comments such
as: ‘How should that be organized? That is difficult to describe’, or ‘I don’t mean
knowledge tests, but in some other way ...’

Secondly, the self-evaluation procedure itself also had an influence on the result-
ing standards. Elements of the CAP that received considerable attention in the self-
evaluation, often because they were deemed to be of unsatisfactory quality, also
tended to appear in the standards. This was the case for ANS in the knowledge
assessment example just mentioned. Another example is the TT’s Comparability
standard, which included reliable summative assessments. This was a prevalent
topic of discussion among the TT staff and therefore had a large impact on the self-
evaluation and the resulting standards.

Thirdly, and related to the first explanation, the actual CAP appeared to function
as a powerful example for CAP standards. All four differences between the two
CAPs resulted in standard differences (see Table 3 for examples). The appropriate-
ness of two of these (i.e. the explicit exclusion of external assessors and of a
definite list of contents for the portfolio in the ANS standards) was explicitly con-
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templated by ANS in the group interview, but the participants ruled in favour of
their current CAP practices (‘We’ve never done it that way, so why start now?’).

Finally, the way in which the participants interpreted the criteria was also related
to the differences in the standards. For instance, ANS focused on ‘the ability to
reflect, the conscious experience with what will come after [completion of] the pro-
gramme’ as part of Authenticity. TT did not include such elements but mainly
appreciated Authenticity as the physical authenticity of its performance assessment,
resulting in a different standard specification. Similarly, TT’s standard specification
of Cognitive Complexity included the complexity of the CAP itself — in which stu-
dents had to select and shape their own proofs of competence — as a way to induce
and measure thinking steps. ANS only included content complexity in their stan-
dard, in line with how the criterion was intended (see also Table 3).

Conclusion and discussion

The first goal of this study was to explore what level of compliance with CAP qual-
ity criteria two purposefully selected educational programmes consider satisfactory.
This was done by explicating the standards implicitly applied in a CAP quality self-
evaluation. This explication is expected to benefit the self-evaluation, as the actual
situation can be compared to the standards, indicating possible improvements
(Sadler 1998). A second goal of this study was to examine possible similarities and
differences in the level and nature of the standards applied. The cross-case analysis
showed that the two educational programmes specified similar cut-off scores, requir-
ing a high level of compliance with all the quality criteria, but different descriptive
standards, denoting different ways of how satisfactory quality should be operationa-
lised. Our final aim was to establish possible influences on the level and nature of
the standards. Based on our analyses, the standard differences resulted from the
amount of experience with competence-based education and the quality and charac-
teristics of the actual CAP. Also, the use of self-evaluation in the procedure and the
understanding of the quality criteria were found to be of influence.

Some of these results warrant further discussion. These results indicate the exis-
tence of a general, to some extent inter-subjective understanding of what satisfac-
tory quality for competence assessment entails (i.e. a similar level of compliance
with the criteria), but a different perception of the manner in which such quality
should be achieved (i.e. a different operationalisation). Based on this we reason that
using numerical standards or cut-offs in standard setting gives an incomplete pic-
ture. These results also pinpoint the difficulties educational programmes are
expected to experience in developing and subsequently evaluating their new assess-
ments without available descriptive standards. This inability may have far-reaching
consequences as assessment is a powerful determinant of student learning (Biggs
1996; Prodromou 1995). Hence, we would argue that introducing new types of
assessment without available standards or examples, not uncommon in education,
should be accompanied by some form of stakeholder self-evaluation.

Interestingly, the level of compliance with the criteria in the numerical standards
contained little variation, as most scores were about .80. In contrast, the pro-
grammes did differentiate between the criteria in their descriptive standards. In these
descriptive standards the level of compliance differed per criterion (i.e., not all ANS
assessments have to be authentic, but all assessments should be comparable), but
also between criteria. For instance, Costs and Efficiency received priority over the
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other criteria. Yet, although some of the specified standards conflict, consequential
trade-offs were hardly discussed during the group interview. In the current study it
remains unclear which standards would receive priority in considering trade-offs, as
the measurement of importance assigned to the criteria did not capture that. As such
trade-offs need to be considered when developing and implementing assessments
(Haladyna and Hess 1999), this issue deserves more attention in further research.

There are limitations to our results. First of all, as these results are based on two
cases, we believe the conclusions drawn can only be seen as a starting point for fur-
ther research. Another point of critique may be that our procedure included both
self-evaluation and standard explication. This triggered discussion about CAP ele-
ments of unsatisfactory quality. In turn, remnants of these discussions ended up in
the standards, making them contingent on time and place and impeding their gener-
alisation to other CAPs. This can be seen as an artefact of our study. Nevertheless,
this effect has been described in the literature (Berk 1996; Hambleton et al. 2000;
Price 2005; Sadler 1987) using different methods to specify standards.

The influence of the participant selection was also visible in our results. Their
low agreement demonstrated the ANS stakeholders’ diverging perspectives on satis-
factory CAP quality, resulting from the different roles the participants have in the
actual CAP. This effect is also described in the literature (McGinty 2005), but chal-
lenges conventional notions of appropriate agreement for standard setting, namely
inter-rater reliability. On the other hand, as the stakeholders were selected for diver-
sity, and assessment is currently seen to serve more than one purpose (Gielen,
Dochy, and Dierick 2003; Linn, Baker, and Dunbar 1991) this result could also be
appreciated. The reason why the TT stakeholders did not show these different per-
spectives in their cut-off scores may be that the ANS stakeholder group was more
diverse. As a result of this and their more comprehensive perspective, the different
perspectives on quality — resulting from different assessment purposes — were
explicitly discussed in the ANS group interview. These results are an indication that
an even more diverse stakeholder group, including, for instance, students and the
professional field, will yield different results (Norcini and Shea 1997; Berk 1996).
As these stakeholders are essential in quality assurance (Sadler 1987; Wolf et al.
1991; Vanhoof and Van Petegem 2007), especially in competence-based education,
it may be wise to include them in future procedures to specify standards.

The understanding of the criteria also influenced the resulting standards. This
effect has also been described before (Skorupski and Hambleton 2005; O’Donovan,
Price, and Rust 2000). We incorporated the training session to impede it, but the cur-
rent findings indicate that despite the training the understanding of the criteria differed.
Hence, the multiple choice test measuring participants’ understanding did not appear
to be predictive of the way in which the participants applied the quality criteria further
along the procedure. This could be the result of the overall complexity of the proce-
dure — introducing stakeholders to a new level of analysis (i.e. that of a CAP instead
of a single test) as well as 12 new quality criteria — but could also point to a more gen-
eral issue. As Berk (1996) advocated in his review of standard-setting methods, in
standard setting some frame of reference will always be used, which in turn may influ-
ence the resulting standards. As operationalisations of standards to fit the local situa-
tion are what make them meaningful for educational institutes, we postulate that the
real challenge may not lie in reducing these purportedly erroneous effects. Yet, for
quality assurance it is important to consider and subsequently account for local charac-
teristics and understanding in the outcomes of standard-setting procedures.
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This last issue runs through this study, and centres around the question of who
determines the standards used in quality assurance. Our results indicate that when
stakeholders are asked to set the standard, the level of the standards is similar
across programmes. Yet, the descriptive standards appear to be grounded in local
practices and therefore differentially operationalise how this assessment quality
should be achieved. This adaptation to the local context makes the standards mean-
ingful for the stakeholders, which in turn is likely to increase their ability to moni-
tor and increase the assessment quality (Maslowski and Visscher 1999; Vanhoof
and Van Petegem 2007). On the other hand, the same contextual nature of the stan-
dards might induce problems for the comparability between programmes, which is
often the goal of external evaluations (Nevo 2001).

Paradoxically, in the current educational landscape there appear to be trends
towards self-evaluation, including using internal quality expectations and account-
ability with external standards at the same time (McNamara and O’Hara 2008). As
the advantages of both, ownership and comparability, are appealing, it may be
worthwhile to combine them (Nevo 1994). Based on our results, we argue that the
shared reflection by stakeholders on what constitutes satisfactory quality should be
seen as a powerful tool in development of innovative assessments and, perhaps, as
part of quality assurance in itself. However, to guarantee that different operationali-
sations of the level of compliance with the quality criteria in fact constitute the
same quality, we agree with Vanhoof and Van Petegem (2007) that some degree of
external support and monitoring should be in place. On the one hand, this support
should focus on awareness of what constitutes quality and how it can be achieved,
for instance by providing powerful exemplars, as argued by McNamara and O’Hara
(2008). On the other hand, we feel the real challenge may lie in establishing a sys-
tem of monitoring that explores new ways of assuring the quality of internal evalua-
tions and standard-setting procedures. This monitoring system could focus on the
strength of the evidence and arguments for the assessment quality provided by
stakeholders, as an alternative to inspecting concrete assessment practices.
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