
 

In-vehicle communication networks : a literature survey

Citation for published version (APA):
Keskin, U. (2009). In-vehicle communication networks : a literature survey. (Computer science reports; Vol.
0910). Technische Universiteit Eindhoven.

Document status and date:
Published: 01/01/2009

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can be
important differences between the submitted version and the official published version of record. People
interested in the research are advised to contact the author for the final version of the publication, or visit the
DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please
follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 04. Oct. 2023

https://research.tue.nl/en/publications/f48e93e2-57a1-413b-8d55-4ced1215a252


IN-VEHICLE COMMUNICATION NETWORKS: 

A LITERATURE SURVEY 

 

Uğur Keskin 

Technische Universiteit Eindhoven (TU/e) 

Den Dolech 2, 5600 AZ Eindhoven, The Netherlands 

ukeskin@tue.nl 

 

JULY 28, 2009 

 

ABSTRACT 

 

The increasing use of electronic systems in automobiles instead of mechanical and 

hydraulic parts brings about advantages by decreasing their weight and cost and 

providing more safety and comfort. There are many electronic systems in modern 

automobiles like antilock braking system (ABS) and electronic brakeforce distribution 

(EBD), electronic stability program (ESP) and adaptive cruise control (ACC). Such 

systems assist the driver by providing better control, more comfort and safety. In 

addition, future x-by-wire applications aim to replace existing braking, steering and 

driving systems. The developments in automotive electronics reveal the need for 

dependable, efficient, high-speed and low cost in-vehicle communication. This report 

presents the summary of a literature survey on in-vehicle communication networks. 

Different in-vehicle system domains and their requirements are described and main in-

vehicle communication networks that have been used in automobiles or are likely to be 

used in the near future are discussed and compared with key references. 
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1. INTRODUCTION 

 

The safety, comfort and performance requirements and thus the functions of in-vehicle 

systems have been increasing steadily. As a result, there has been an increase in the 

number of electronic control units (ECU) and communication signals with more 

complex interrelations between them to meet the requirements. This result reveals the 

need for more robust, dependable and efficient high-speed in-vehicle communication. 

Such systems contain hard real-time messages that have strict timing requirements. The 

exchange of these messages in the network is conducted by the in-vehicle 

communication protocols that can be classified as event-triggered, time-triggered and 

hybrid networks. These networks are expected to schedule real-time messages to 

provide timeliness in communication for a healthy run of the system.  

 

Today automotive electronic systems contain electronic control units, sensors and 

actuators that are distributed and embedded in vehicles. The use of such systems is 

increasing as mechanical and hydraulic parts are replaced or new functions are added to 

them. Most of these are real-time systems that possess strict timing requirements in 

terms of deadlines and response time jitter. For instance, in modern cars nearly 2500 

signals are exchanged by up to 70 electronic control units [1][2], both of which tend to 

increase with higher demands on safety, comfort, functions and cost. Electronic control 

units, referred to as the main processing units, of automotive systems form several 

networks that have different properties, regarding their architectures, services and 

functions depending on communication requirements. One of the most important 

requirement is the providing these networks with the integrity and interoperability. 

 

This report gives a literature survey of automotive domains and in-vehicle 

communication networks by reviewing past and recent studies on examining and 

comparing communication protocols, developing new approaches and improving real-
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time performance. Developments in the automotive area are discussed, and demands on 

new in-vehicle networks are revealed. The report will also mention studies on these 

networks designed for future embedded automotive electronic systems. 

 

The outline of the report is organized in the following manner: In Section 2, 

performance attributes for automotive systems are defined and main automotive 

domains and their requirements based on these attributes are explained. Section 3 

describes time and event-triggered approaches and compares them with giving related 

references. In Section 4, the properties of main wired in-vehicle networks are 

summarized with comparing each other. Finally, Section 5 gives some final remarks 

about in-vehicle communication. 

 

2. AUTOMOTIVE DOMAINS 

 

The introduction of electronic systems into automobiles, owing to the production of 

small electronic devices during 1960s, gave rise to the rapid development in automotive 

applications. Not only automotive electronic systems but also the size of software 

embedded in these systems have made considerable advances during the last two 

decades with bringing about the increase in memory size and performance as presented 

in [3][4]. In addition, these developments have provided the use of smaller automotive 

systems with less mechanical and hydraulic back-up that result in less weight and lower 

cost as well as performance benefits. This phenomenon is explained in [3] and [4] by 

illustrating the evolution of automotive electronics resulting in better performance in 

engine control and safety as well as lower cost and smaller size for system 

implementations. 

 

As stated earlier the increasing number of embedded automotive electronic systems and 

their functions reflects the increasing complexity for in-vehicle networks. At the same 
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time, the demands on performance, reliability, cost and time-to-market are getting 

tighter. Thus, designing such systems is becoming more important and difficult, 

demanding new design mechanisms for both hardware and software architectures of 

automotive systems. 

 

This section deals with performance attributes that are widely used in literature to 

define the real-time communication in vehicles. Moreover, main automotive domains 

and their requirements will be explained with regard to defined performance attributes. 

 

2.1. Performance Attributes 

Efficient, dependable and high-speed (especially for systems that require high data 

rates) communication in automotive systems is crucial to provide better real-time 

performance in terms of timeliness, bandwidth utilization and communication delay. To 

satisfy these diverse demands, different in-vehicle communication protocols are 

currently in use (e.g. Controller Area Network (CAN), Local Interconnect Network 

(LIN), Byteflight, Media Oriented System Transport (MOST)) or upcoming for future 

automobiles (e.g. Time-Triggered Controller Area Network (TT-CAN), Time Triggered 

Protocol (TTP) and FlexRay). To relate both communication requirements of in-vehicle 

systems and characteristics of communication protocols, particular performance 

attributes have been defined in the literature. In general these can be classified as 

flexibility, predictability, dependability, composability, extensibility and network 

bandwidth. These terms are so general that they should be defined more precisely to use 

properly in the context of performance interpretation of in-vehicle communication 

networks. 

 

In [6] flexibility is defined as “the ability to make decisions at runtime”. In addition to 

that, in [7] flexibility is explained based on several important attributes, such as design 

flexibility, configuration and reconfiguration flexibility, network traffic flexibility, 
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integration flexibility, test flexibility, functional flexibility and just-on-time flexibility. 

Among these attributes, network traffic flexibility can be explained as the ability of the 

communication architecture to adapt to network traffic changes. Similar to network 

traffic flexibility, just-on-time flexibility is defined as the ability of the communication 

architecture to support any change quickly to meet strict message deadlines 

(timeliness). In a similar way, in this report flexibility is considered as the ability to 

adapt to changing network conditions (network load and configuration, sporadic traffic 

and interrupts) in terms of timeliness (satisfying message deadlines), response time 

(communication delay) and bandwidth utilization [5][6][7]. Response time
1
 is defined 

as the time elapsed between the arrival of a message for transmission and the 

completion of the transmission, which is the successful read of the message by a 

receiver node. Moreover, bandwidth utilization relates the percentage of the use of the 

bandwidth with message transmissions. In this context, these are considered as 

measures treating the flexibility as a performance attribute. Timeliness, however, is an 

important real-time requirement of in-vehicle networks that must be satisfied. 

 

Predictability is another performance attribute that can be specified as the capability to 

predict temporal behavior of the communication performed in a network. Predictability 

can be expressed in terms of response times or the exact times at which the messages 

will be sent and received. There is a trade-off between flexibility and predictability. 

Performing the real-time communication based on a static time schedule (e.g. TTP) 

makes the system more predictable in temporal domain. However, it decreases 

flexibility by making the communication static and not capable of adapting to changing 

or unexpected traffic conditions in the network. 

 

Dependability is defined in [6] and [8] as the ability to provide service with verified 

reliability and is expressed as one of four characteristics (functionality, performance, 

                                                 
1
 In this definition response time is exclusively considered as the latency of a message transmitted 

between ECUs within a single network. 
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cost and dependability) of a computing system. Moreover, dependability is shown as a 

tree with three main elements: (i) attributes (availability, reliability, safety, 

confidentiality, integrity and maintainability), (ii) means (fault prevention, fault 

tolerance, fault removal and fault forecasting) and (iii) threats (faults, errors and 

failures). The attributes of dependability related in [8] can be described as followings: 

• Availability: The readiness of the service for usage, 

• Reliability: The continuity of the service, 

• Safety: The ability to avoid harmful consequences,  

• Confidentiality: The ability to prevent unauthorized access to information (it 

may also referred to as security of information), 

• Integrity: The consistency of system states and their transitions, 

• Maintainability: The ability to be repaired updated or modified.  

 

In the context of this report, dependability is considered as the result reliability (fault 

tolerance, error detection and recovery), safety and availability. The other attributes 

integrity and maintainability will not be considered in this report. In addition, 

confidentiality is considered for only wireless communication. 

 

Fourthly, composability is defined as the ability to integrate systems, while validating 

subsystems’ timeliness and testability properties [9]. In this context, the attribute of 

composability is considered and discussed as temporal composability. It relates to 

whether system integration would result in any modification and change of temporal 

properties (i.e. arrival and response time information) of the messages exchanged 

within the network. More precisely, a lower degree of dependency between the change 

of system configuration and temporal properties means higher temporal composability. 

 

The attribute extensibility refers to the ability to allow easy network extension from the 

communication point of view. In this context, network extension is used to relate 

adding new node components and introducing new messages to the network. 
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And finally, network bandwidth (data rate) of a network is the available speed that the 

transmission medium serves. Different in-vehicle protocols propose different 

bandwidths that play an important role on deciding to employ which in-vehicle 

networks for a particular application. 

 

2.2. Automotive Domains and Requirements 

In-vehicle embedded systems can be divided into five main functional domains [1][10] 

based on corresponding properties such as, architectures, services and constraints: 

powertrain, chassis, body and telematics/wireless and emerging domain passive safety. 

Figure 2.1 [10] gives the Volvo XC90 network architecture, illustrating four main 

automotive domains where powertrain and chassis nodes are interconnected with CAN, 

nodes of body domain with LIN and infotainment nodes (a sub-domain of telematics) 

with MOST networks. The letter M in the figure stands for the term, Module. 
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Figure 2.1 Volvo XC90 network architecture [10] 
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2.2.1. The Powertrain Domain 

The powertrain domain mainly includes the processes: generation of power in the 

engine (engine control) and transmission of it through the gear box to the driving axis 

and wheels (transmission and gear control). Powertrain domain possesses several 

complex control mechanisms including high computing complexity. The real-time 

subsystems forming this domain have frequent data exchanges between chassis and 

body domain with strict timing requirements. Thus, powertrain systems require a high 

network bandwidth, high dependability and predictability in communication. Since the 

systems and the network conditions of this domain are stable and well defined, a low 

degree of flexibility would be enough to cope with different message traffics and 

network loads. 

 

2.2.2. The Chassis Domain 

The chassis domain has functions of active safety, driving dynamics and assistance 

which include systems such as ABS (antilock braking system), ESP (electronic stability 

program), ASC (automatic stability control), ACC (adaptive cruise control), ASR (anti-

slip regulation), EPS (electronic power steering), 4WD (4 wheel drive), EDC 

(electronic damper control) and active suspensions. Similar to powertrain domain, 

chassis systems have closed loop and advanced real-time control systems that have 

safety critical applications with strict timing requirements. X-by-wire applications [11] 

can also be included in this domain because of the similar requirements and services 

they provide. In [12] the generic term x-by-wire is defined to show the replacement of 

mechanical and hydraulic automotive systems with electronic counterparts. Automotive 

terms such as brake, steer, shift, drive or throttle can be substituted for the letter “x”. 

Figure 2.2 [13][14] shows an example of a steer-by-wire system prototype without any 

mechanical backup. It consists of steering control units, actuators (steering-wheel 

actuator and steering actuator) and some sensors to provide angle and torque values as a 
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feedback to the system and driver. These components are connected via TTP/C bus as 

an in-vehicle network. 

 

 

 

Figure 2.2 A steer-by-wire system prototype [13][14] 

 

Similar to other chassis systems these applications are safety critical. In summary, 

chassis domain, including the future x-by-wire applications, requires high 

dependability, high bandwidth and flexibility to some extent. Especially dependability 

and bandwidth requirements make time-triggered and hybrid approaches likely 

solutions for in-vehicle networks in this domain. 

 

2.2.3. The Body Domain 

The body domain that contains the largest number of ECUs mainly implements 

body/comfort functions. Air conditioning and climate control, dashboard, wipers, 

lights, doors, seats, windows, mirrors, locks, cruise control (CC), park distance control 
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are the main elements that form the body domain. Body domain applications are not 

safety critical and not all nodes require high bandwidth where the communication 

mainly depends on sporadic driver/passengers’ interaction. The communication in this 

domain is generally implemented by low cost networks. 

 

2.2.4. The Telematics Domain 

The telematics domain consists of multimedia, infotainment and wireless sub-domains. 

GPS and in-vehicle navigation systems, CD/DVD players, rear seat entertainment, 

audio systems, monitors and displays are the functions of multimedia and infotainment 

domain. Moreover, services such as hands-free phones, connection with laptop 

computers and GPS units and car access systems rely on wireless communication. 

Moreover, wireless technology in vehicles presents additional functions and services 

like navigation and traffic information systems, advanced driver assistance, fleet 

management systems, safety and security systems, diagnostics and maintenance 

services, voice recognition and wireless internet connection. It is typical for this domain 

that a huge amount of data is exchanged between systems both in the vehicle and also 

with the external world. Unlike the embedded real-time networks employed in the 

previously explained automotive domains, QoS, security and a higher degree of 

composability and extensibility requirements are more important for the networks in the 

telematics domain. In addition, because of the need for the transmission of huge and 

diverse data, high network bandwidth and flexibility are other critical performance 

requirements. 

 

2.2.5. The Passive Safety Domain 

Finally, the passive safety domain employs the systems [17] such as impact and 

rollover sensors, airbags and belt pretensioners. As serving safety related functions, the 

networks in safety domain requires high dependability and predictability in addition to 

high-speed data transmission. 
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2.3. Classification of In-vehicle Networks 

It is apparent from the previous discussion that because of diverse properties and 

functions, in-vehicle domains have different communication requirements. In 1994, a 

classification of in-vehicle networks was published by the Society of Automotive 

Engineers (SAE). According to this, networks are classified exclusively based on 

bandwidth (data rate) and functions of networks [1][18][19]. In this classification, Class 

A denotes low speed/low cost networks with data rates of less than 10 kb/s and they are 

mostly dedicated to the body domain. Local Interconnect Network (LIN) [20] and 

Time-Triggered Light Weight Protocol (TTP/A) are examples of such networks. Class 

B networks, operating at data rates of between 10 and 125 kb/s, are used for general 

information exchange (i.e. vehicle speed, instrument cluster) and some body domain 

networks that require higher speed. J1850 [21] and low speed Controller Area Network 

(CAN-B) are the main examples of this class. Different from above, Class C (i.e. high 

speed CAN (CAN-C) [22]) and Class D networks require high speed communication. 

The data rates of Class C networks range from 125 kb/s to 1Mb/s and are used for a 

wide range of applications, especially in powertrain and chassis (excepting x-by-wire 

applications) domains. By contrast, data rates in Class D networks are up to or higher 

than 1 Mb/s, and they are mainly used for telematics (for multimedia and infotainment 

data) and x-by-wire applications. Media-Oriented System Transport (MOST) [23], 

Digital Data Bus (D2B) [24] and Bluetooth as wireless communication [25] are prime 

examples of Class D networks for telematics data transmission. In addition to 

previously mentioned, there are networks that can provide high data rates (more than 1 

Mb/s) like Time Triggered Protocol (TTP/C) [26], FlexRay [27][28] and byteflight 

[25][29][30] protocols that are mainly applied to in-vehicle safety (active and passive) 

and x-by-wire applications. The figure below relates the comparison of some of the pre-

stated communication networks used in automobiles with respect to network bandwidth 

and communication cost. They are placed in the chart based on their allowable data 

rates with respect to relative communication cost per ECU. In general, wiring, 
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microcontrollers and other hardware implementations as well as data overhead and 

resource consumption determine the cost value [20][23]. 

 

 

 

Figure 2.3 Comparison of several in-vehicle network protocols with respect to data rate and 

communication cost [20] 

 

2.4. In-Vehicle Network Examples 

In [10] in-vehicle networks of these functional domains are shown by different network 

architectures and protocols (i.e. Volvo XC90, BMW 7 series and VW Passat). Figures 

2.4 [15] and Figure 2.5 [16] illustrate the network infrastructures of the BMW 7 series 

and VW Passat. As shown in Figure 2.4, different types of CAN networks (with 

different data rates), K-CAN, F-CAN, PT-CAN and LoCAN, are used for systems 

respectively in chassis, powertrain, body and comfort domains. However for 

multimedia/infotainment systems and passive safety systems MOST and byteflight (SI-

BUS) networks are preferred. The interconnection between different networks is 

provided with a gateway. Similar interconnection is also maintained in VW Passat 

network infrastructure. As can be seen in Figure 2.5, only CAN and LIN networks are 
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used, but CAN with different data rates.  CAN Antrieb is used for powertrain and 

chassis systems, whereas CAN Komfort and CAN Infotainment are used for body and 

multimedia/infotainment systems respectively. In addition to CAN, LIN is also used for 

body and comfort functions. 

 

 

 

Figure 2.4 BMW 7 Series network infrastructure [10][15] 
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Figure 2.5 VW Passat network infrastructure [10][16] 

 

Additionally, in [10], networking technology details of the BMW 7 series for each 

functional domain are given in categories such as program size, number of ECUs, 

messages and cycle time, required bandwidth, safety requirements and bus topology, 

that are given by Table 2.1. And finally, Table 2.2 summarizes the in-vehicle domain 

requirements. 

 

Table 2.1 BMW 7 series domain properties in numbers [10] 

 

 Powertrain Chassis 

(Active safety) 

Body Telematics Passive 

safety 

Program size 2 MB 4.5 MB 2.5 MB 100 MB 1.5 MB 

Number of ECUs 3-6 6-10 14-30 4-12 11-12 

Bandwidth 500 Kb/s 500 Kb/s 100 Kb/s 22 Mb/s 10 Mb/s 

Number of messages 36 180 300 660 20 

Cycle time 10 ms-10 s 10 ms-10 s 50 ms- 2 s 20 ms-5 s 50 ms 

Safety requirements high high low low very high 

Bus topology bus bus bus ring star 
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Table 2.2 In-vehicle domains’ communication requirements’ matrix 

 

 Flexibility Predictability Dependability Bandwidth Confidentiality 

Powertrain low high high high N/A 

Chassis some high high high N/A 

Body/Comfort some  some some low N/A 

Telematics high some low high high 

Passive Safety low high high high N/A 

 

 

In Table 2.2, chassis domain includes both active safety and x-by-wire systems. Since 

the attributes of composability and extensibility are common requirements for 

networks, they are not mentioned in the table. Although they are common requirements 

for embedded networks, especially these attributes are highly important for the systems 

in telematics domain. In addition, confidentiality is considered for only wireless 

communication such as communication between different vehicles (inter-vehicle 

communication) or between the vehicle and outside world and as given in Table 2.2. 

 

3. TIME AND EVENT-TRIGGERED COMMUNICATION 

 

Bus network protocols can be evaluated under different communication classifications 

such as time-triggered versus event-triggered [5][31][2][32][33][34] that is the most 

commonly contrasted one in the literature. In this section, first a brief general model of 

in-vehicle networks will be given. Secondly, event and time-triggered communication 

paradigms will be discussed and compared based on defined performance attributes. In 

addition, the hybrid approach that is the combination of both paradigms will be 

presented. 
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3.1 A General Network Model 

Several network topologies (e.g. mesh, star, bus, ring and topologies with gateways) 

can be proposed to provide communication between networked nodes. Currently, 

because of being simple and versatile (easy system extension and evolution) and having 

low cost (installation cost and weight saving with less wiring) serial communication 

with bus networks appears to be an appropriate solution [35]. Figure 3.1 illustrates a 

fieldbus network architecture, which is an example of a distributed computer control 

system comprising a bus and nodes (ECUs), each of which consists of a central 

processing unit (CPU) as host processor, memory (RAM, ROM and EEPROM etc.), 

I/O interface and communication interface (communication adapter). Moreover, the 

communication interface compromises a communication controller and a transceiver. 

Also, nodes can be added to obtain application-specific integrated circuits (ASIC) for 

acceleration purpose [36]. 

 

 

 

Figure 3.1 Fieldbus network architecture 
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The example of a shared bus network architecture given above in Figure 3.1 represents 

a network model of an in-vehicle distributed control system. Such networks are 

designed and implemented to perform a (set of) specific application(s), examples of 

which were given in the discussion of automotive functional domains in subsection 2.2. 

In such domains, there are possibly more than one network which does not need to be 

homogeneous, i.e. consisting of identical hardware components (CPU, memory) and 

same task and communication scheduling mechanisms and protocols. And some of 

these networks may be needed to work together to perform a task in an application 

having interoperability and communication requirements.  

 

The applications contain a set of real-time software programs (application software 

components), each of which consists of a set of tasks. A task is a sequence of 

instructions and it starts after being triggered or getting necessary inputs. Tasks can be 

pre-emptible or non-pre-emptible. Those tasks, that have strict timing requirements due 

to the hard real-time nature, are embedded in the processing units in the ECUs. Tasks 

are scheduled and executed on nodes based on scheduling and resource management 

mechanisms because of limited processing time and memory. Functions performed by 

different organizational sequences (called process graphs in [36]) of the tasks, 

belonging to an application, form the application. Figure 3.2 [36] illustrates the 

application model explained above and it gives three task graphs comprising an 

application that involve tasks and messages. In the figure, the arrow relates the message 

exchange between tasks that are mapped on different nodes. The dashed arrow 

represents the communication between tasks in the same node. The terms iP  and jm  

are used for tasks and messages respectively. 
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Figure 3.2 Application model involving tasks and messages [36] 

 

As stated earlier, since the software components, or functions, of an application can be 

available distributed over one or more networks, a communication infrastructure is 

necessary to provide interaction between different nodes not only within the same 

network but also within different networks. Nodes generate several real-time signals, 

periodic or aperiodic, such as control, state, feedback and alarm signals etc. based on 

task executions or sensor/actuator outputs, and they are transmitted across the 

network(s), that may be necessary for the execution of tasks in other nodes, while also 

satisfying timing requirements. In modern cars, such systems may produce an excessive 

number of signals, and they are generally packed into message frames in order to gain 

communication medium bandwidth by transmitting less message frame overhead. After 

the release of the message frame, it is passed to the communication controller to be 

queued as being ready for transmission. It is transmitted through the transceiver based 

on the communication scheduling mechanism of the in-vehicle network. 

 

As seen from the above discussion, task and communication scheduling are highly 

related to each other, which is important for the timeliness behavior of the system. 

Since the design of such systems is complex, analysis and optimization techniques are 
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important and necessary. Tasks have to be scheduled on nodes and the communication 

has to be scheduled on the network so that time analysis of applications involves the 

schedulability of both tasks and messages. In [36][37] the holistic approaches for time 

and schedulability analysis are presented. In [37] the authors extend the existing static 

priority pre-emptive scheduling for distributed hard real-time systems with a TDMA 

protocol for communication applied to a shared broadcast bus. In [36], multi-network 

(called multi-cluster in [36]) architecture and an application model are given as a 

heterogeneous system containing both event and time-triggered clusters that are 

connected to each other via a gateway. In addition, the multi-cluster optimization 

problem is defined as having two domains: (i) partitioning (assigning a task to the event 

or time-triggered cluster) and mapping of tasks to the nodes, (ii) frame packing. 

Moreover, in [36] the authors propose a multi-cluster scheduling algorithm, and 

schedulability analysis method for the event-triggered network. Finally, an optimized 

frame packing algorithm (OFP), in addition to the other two: straightforward solution 

(SP) and simulated annealing (SA), is presented, and as an experiment they are applied 

on an automotive application, vehicle cruise controller, with the aim of comparing them 

based on execution time and schedulability degree of the algorithms. Thus, they 

showed that the optimized frame packing algorithm utilized by the proposed 

schedulability analysis performs better in execution time compared to SA and produce 

better schedulable solutions compared to SP. 

 

3.2 Communication Paradigms: Event & Time Triggered 

The communication scheduling mechanisms can be based on different paradigms such 

as event-triggered and time-triggered. These paradigms define the basic behaviors of 

communication protocols. In event-triggered communication, messages are transmitted 

based on significant events and asynchronous (event-triggered) message transmissions 

are performed as quickly as possible. Most event-triggered protocols are based on the 

CSMA/CR (carrier sense multiple access/collision resolution) media access method. 
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The transmission of messages is performed by bus arbitration based on message 

priorities to prevent collisions. Because of this property, such bus networks are also 

called priority buses [1]. Flexibility, extensibility and the ability of quick response to 

asynchronous events are important advantages of the event-triggered approach. Quick 

response and message transmission upon occurrences of events give this paradigm a 

higher degree of flexibility in terms of response time and bandwidth efficiency. 

Furthermore, because of communication scheduling mechanisms they use (CSMA/CR 

for CAN, based on message identifiers), this type of networks are easier to be extended. 

Redesigning a communication schedule for the new configuration is not necessary. 

Vehicle Area Network (VAN) [38], J1850 and CAN [22][39][40] are the main 

examples of this paradigm. VAN and J1850 protocols generally used to be employed in 

the body domain but have recently been replaced by CAN that has been a de-facto 

standard in vehicular communication [1]. 

 

In the time-triggered approach, communication between nodes is performed by the 

progress of time. In other words, message transmission is driven at predefined time 

instants based on the time division multiple access (TDMA) bandwidth allocation 

scheme. Since time intervals for message transmissions (access of nodes to bus) are 

predefined and deterministic, missing messages in the networked system or an 

error/fault in a node can easily be detected and removed that makes the approach 

predictable (bounded response times) and dependable. Also, depending on a static 

schedule served with progress of time results in no need for priority scheduling and 

arbitration mechanisms as well as bus monitoring (as in CAN), which gives them 

higher bus bandwidth rates. Yet, this property also makes system change somewhat 

difficult that adding new nodes and messages to the system requires changing the 

predefined communication schedule. Furthermore, clock synchronization with high 

precision is necessary for time-triggered networks. A high degree of predictability 

which is the result of a predefined and static communication schedule makes fault 

tolerance mechanisms easier to be implemented for time-triggered networks, which 
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brings about a higher degree of dependability. Thus, a time-triggered protocol can be 

proposed as a likely solution especially for real-time systems (i.e. for active safety 

systems and x-by-wire applications) that require high bandwidth and dependability.  

For instance, the TTP/C protocol implements the TDMA scheme in which each node 

access rights to the bus in sequential, predefined and static time instants during 

consecutive TDMA rounds. Consecutive TDMA rounds form the cluster cycle that 

repeats itself in a loop during the system run. 

 

To sum up the comparison between event- and time-triggered paradigms, dependency 

of the communication on a predefined and fixed schedule of a time-triggered network 

makes it more predictable compared to an event-triggered network. For composability, 

a change in system configuration in an event-triggered network can result in change of 

temporal properties of messages. However, in a time-triggered network, message 

transmission contents is specified and stored into the communication controllers of the 

nodes during design time (communication schedule construction). This makes the 

communication temporal properties not dependent on the application software. Thus, a 

change in system configuration does not affect temporal properties as much as an 

event-triggered network making time-triggered networks have a higher degree of 

composability. Moreover, communication schedules impose temporal isolation between 

the message transmissions of different nodes and temporal isolation together with 

predictability make the fault tolerance techniques easier to be implemented within the 

protocol. Furthermore, since there is no need for bus access contention and arbitration, 

and so bus monitoring in the time-triggered networks, they propose higher network 

bandwidth rates compared to event-triggered ones. However, this deterministic and 

predictable behavior makes time-triggered networks less flexible. And, since a change 

in a network configuration (adding nodes or messages to the network) may result in the 

need for the redesign of the communication schedule and all its entries, time-triggered 

networks propose a lower degree of extensibility. Owing to no use of static 
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communication schedule and the use arbitration mechanisms instead event-triggered 

networks have a higher degree of flexibility and extensibility. 

 

To respond to diverse requirements of automotive systems, hybrid networks are 

proposed as a combination of event and time-triggered approaches. In this way, it is 

aimed to provide some flexibility by also sheltering event-triggered traffic in addition 

to high dependability, predictability and temporal composability owing to time-

triggered communication schedule. However, the static and predefined schedule for 

time-triggered communication makes hybrid protocols flexible and extensible to some 

extent. In the hybrid approaches a temporal isolation is needed between these two 

different traffics. Time-Triggered Controller Area Network (TT-CAN) 

[22][41][42][43][44][45], FlexRay and byteflight are examples of this approach. In 

addition, there are some academic protocols, which can be classified as hybrid, such as 

Flexible Time-triggered Controller Area Network (FTT-CAN) [5][46][47] and Server-

CAN [10]. 

 

In the presentation [48], the communication protocols CAN and TTP/C as 

representatives of event and time-triggered approaches are compared with respect to 

defined criteria by giving also simple scenarios and related results. Section 4 involves 

the further discussion on the CAN and the TTP/C networks. Table 3.1 summarizes the 

positive and negative aspects of event and time-triggered communication. 

 

Table 3.1 Comparison of in-vehicle communication paradigms 

 

 Flexibility Predictability Dependability Composability Extensibility 

Event-

triggered 

high low medium low high 

Time-

triggered 

low high high high low 

Hybrid medium high high high medium 
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It should be noted that the evaluation given in the table above is intended as a general 

idea only considering the nature of event-triggered, time-triggered and hybrid 

paradigms. Thus, with additional mechanisms brought in during the design stage an in-

vehicle network protocol may show satisfactory performance in one of the attributes 

that are expected to be weak due to the paradigm it is developed on. For instance, 

additional error detection and recovery mechanisms make CAN dependable to some 

extent. Considering its flexibility, the performance of bandwidth utilization and 

response times depends on network load. For low and average load conditions event-

triggered networks perform better but for higher traffic loads performance difference 

between time and event-triggered networks decreases. Even under high loads, low 

priority messages suffer from long waiting times to be transmitted in event-triggered 

networks, whereas in time-triggered networks they are transmitted during reserved 

window based communication schedules. 

 

4. IN-VEHICLE COMMUNICATION PROTOCOLS 

 

Embedded automotive networks are designed considering a harsh in-vehicle 

environment mainly caused by noise and electromagnetic interference (EMI). In-

vehicle protocols are implemented to provide reliable and available communication 

under harsh conditions and disturbances. In general, these protocols define both 

physical and data link layer in the ISO/OSI reference model and they are developed 

based on some alternative medium access control mechanisms [10]: 

• CSMA/CD (carrier sense multiple access / collision detection), e.g. Ethernet, 

• CSMA/CR (CSMA / collision resolution), e.g. CAN, 

• CSMA/CA (CSMA / collision avoidance), 

• TDMA (time division multiple access), e.g. TTP/C, 

• FTDMA (flexible TDMA), e.g. Byteflight and FlexRay, 
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• Distributed solution relying on tokens, e.g. TTP (Timed Token Protocol), 

• Centralized solutions by the usage of masters, e.g. LIN and TTP/A. 

 

It is possible that an in-vehicle protocol can use more than one of these alternative 

mechanisms. For instance, the FTT-CAN protocol uses centralized solutions by 

employing a master node to schedule time-triggered messages and it additionally 

reserves bandwidth for event-triggered messages, which implies that FTT-CAN uses 

FTDMA at the same time. Moreover, during the respective reserved intervals, event-

triggered message frames are sent based on the CAN arbitration that uses the 

CSMA/CR mechanisms. 

 

Based on the network model described at the beginning of Section 3, an embedded real-

time in-vehicle network can be defined with three layers of ISO/OSI reference model: 

physical layer, data link layer and application layer. It is possible to have an additional 

layer between data link layer and application layer, called middleware layer 

(communication layer), with the aim of facilitating the integration of different software-

based components [1]. The functions of this layer will be explained later in this section. 

 

In Section 4, main wired in-vehicle communication protocols will be summarized 

considering different properties: bus topologies, bandwidth, communication scheduling 

and fault tolerance mechanisms etc. Finally, the section summarizes middleware layer 

for in-vehicle networks. 

 

4.1. In-Vehicle Networks 

In this subsection, main wired embedded in-vehicle communication networks will be 

described. In addition, a multimedia/infotainment protocol that is commonly used in 

vehicles will be explained briefly. And finally, all described in-vehicle networks will be 

summarized in a table considering the general network properties in addition to 
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communication scheduling and fault tolerance mechanisms, synchronization and some 

additional services they provide. 

 

4.1.1. Local Interconnect Network (LIN) 

LIN is a low cost and low speed (20 kb/s) serial bus in-vehicle communication network 

that is typically used for body/comfort functions. LIN is a time-triggered network and it 

uses master/slave mechanism, in which the master node manages the message 

transmissions according to a schedule table by broadcasting a header (frame identifier 

serving as transmission request) on the bus, and then the slave that possesses the 

message with this header sends the data. The data field of a LIN frame contains up to 8 

B of data. In a LIN network bandwidth reservation is provided by the polling list 

mechanism of the master node. LIN offers services of bandwidth saving (no response 

of a slave node to the request of the master node if there is no update for the related 

data to be sent, so another node can use the bandwidth) and energy saving (sleep modes 

for nodes). Today, LIN is widely used in the body domain of automobiles because of 

being simple and low-cost. Yet, in some body domain networks that require higher 

speed, low-speed CAN (CAN-B) with a bit rate up to 125 kb/s is preferred. 

 

4.1.2. Controller Area Network (CAN) 

CAN is a serial, broadcast bus that was developed by Robert Bosch GmbH in the mid-

1980s. Subsequently, it became an ISO standard in 1994 [1], and currently it is the    

de-facto standard for in-vehicle data transmission. CAN is the most widely used 

automotive communication network with the advantages of providing flexible and 

robust communication with bounded delay and having low cost and simplicity. It offers 

different bandwidth rates of up to 1 Mb/s, allowing a maximum of 40-m of bus length 

at this data rate. As given in Figure 4.1, a standard CAN 2.0A data frame consists of 

seven fields: start of frame (SOF) bit, 18 bits header, 0-8 byte data, 15 bits cyclic 

redundancy check (CRC) field, 3 bits acknowledgement slot (ACK), 7 bits end of frame 
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field (EOF) and last 3 bits intermission frame space. Moreover, header of a frame can 

be divided in to 3 minor fields that are 11 bits identifier field (29 bits for CAN 2.0B, 

extended format), remote transmission request (RTR) bit and 4 bits data length code 

(DLC). A CAN frame can contain up to 8 B of data. The identifier part (11 bit or 29 bit 

for extended CAN frame format) defines message priorities during arbitration for the 

bus access. CAN arbitration is based on CSMA/CR mechanism to prevent frame 

collisions during transmission on the bus. At this point, identifier field, belonging to 

header of a CAN frame and unique for each message, possess the message priority.  

 

 

 

Figure 4.1 CAN 2.0A message format 

 

Each CAN node monitors the bus and when the node detects that the bus is idle, it starts 

transmission beginning with the identifier field of the message. However, it is possible 

that other nodes in the network may start transmission at the same time and only one 

node would continue sending message. The winner node that will complete 

transmission without any pre-emption is decided based on the CAN arbitration 

procedure that lasts for the length of the identifier field.  Since the CAN bus operates as 

an AND operator (also OR operator is possible), “0” is the dominant bit on the bus so 

that the message with the identifier field that is the least in value is granted to be 

transmitted while other ready messages have to wait. When a node, monitoring the bus, 

detects a signal with the same polarity (0 or 1) as the one that the node has just sent, it 

continues to transmit the message; otherwise it immediately stops transmission and 

waits for another idle period of bus. The node that monitors bits on the bus with the 
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same as the identifier bits of the message, it is sending, wins the arbitration. Once a 

message wins arbitration, pre-emption of the ongoing transmission is not allowed. 

 

Since the bus arbitration is based on message priorities, priority scheduling plays an 

important role in communication performance. There are some scheduling policies to 

define the priorities of CAN message frames. The scheduling policies that can be 

applied over CAN network can be classified in two groups: fixed (static) and dynamic 

algorithms. In fixed priority scheduling, the identifiers of messages are designated 

according to periods (Rate Monotonic, RM) or deadlines (Deadline Monotonic, DM). 

Priority designation is performed offline (before system run) and the identifiers of 

messages do not change during the arbitration phases. References [49][50][51] discuss 

fixed priority scheduling of messages on the CAN bus and analyze worst case message 

response times to determine schedulability (response time of a message instance should 

be less than deadline). In [52], also schedulability analysis of the CAN messages with 

fixed priorities is discussed including error models and it is shown that existing worst 

case response time analysis is optimistic especially under high network loads.  

 

In [53][54][55][56] it is shown that dynamic scheduling algorithms perform better by 

achieving a greater percentage of schedulable message sets especially under high 

network loads. The Earliest Deadline First (EDF) algorithm is the main representation 

of dynamic scheduling policies. Because of the high computational overhead and the 

limited number of identifier bits, approximated EDF scheduling algorithms are applied 

over CAN in these studies with the aim of a higher degree of schedulability and lower 

priority inversion. Fixed priority scheduling has the advantage of possessing low 

computational overhead for host processors in nodes since it is simple and there is no 

need for a priority update during arbitration phases. However, dynamic scheduling 

algorithms perform better, providing a greater percentage of schedulable sets with 

different bus utilization factors. 
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Moreover CAN has a simple error detection and recovery mechanism, during which 

receiver nodes check the integrity of the sent message by looking at CRC part of the 

message. Upon detecting an error, the nodes in the network are informed by error flag 

messages. Then the message under scrutiny reenters the next arbitration phase to be 

retransmitted. Approximate error recovery time varies between 17 and 31 bit times. In 

addition, the CAN protocol provides a fault confinement mechanism by taking the node 

that exceeds its own error counter to the bus-off state until the counter is reset. 

 

As a result, CAN networks have significant advantages due to event-triggered behavior 

such as flexibility in efficient bandwidth utilization and response time in addition to 

easy system extensibility (since there is no static communication schedule). However, 

error detection/correction and fault confinement mechanisms (i.e. acknowledgment, 

CRC and automatic retransmission of an erroneous message) provide dependability to 

some extent since the protocol does not offer additional fault tolerant mechanisms such 

as bus guardian and membership services. Bus guardian is the component that prevents 

a node from transmitting outside the protocol specification or its assigned time. 

Membership service provides the nodes with the knowledge of the set of network nodes 

performing properly. Different from time-triggered networks, in CAN there is no 

communication schedule, not providing bandwidth reservation for message frames in 

the network. Because of this especially under heavy traffic conditions, it is highly 

possible that low priority messages can suffer from high transmission delays with the 

difficulty in verifying the delay bound under worst case requirements [5]. This causes 

lack of predictability and composability in temporal manner.  

 

The CAN protocol has some drawbacks considering fault detection and fault 

confinement mechanisms. Automatic retransmission of messages following the error 

flags in the case of corrupted frame detection engages the bus and so induces 

transmission delay for other messages within the network. In addition, CAN has the 

“babbling idiot” problem [1][25], in which a faulty node repeatedly sends high priority 
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messages, blocking the bus. In such cases, the node has to do a self-diagnosis, but this 

may result in non-detection of faults especially caused by logical errors. Thus, 

additional fault detection and confinement mechanisms are required to make CAN 

more dependable, which is necessary for safety-critical applications. 

 

4.1.3. Byteflight 

Byteflight has been developed by BMW. Byteflight, offering 10 Mb/s, has mainly been 

used in highly safety related networks (i.e. passive safety) both in automotive and 

avionic domain that require high bandwidth and dependability. Byteflight is based on 

the flexible time division multiple access (FTDMA) mechanism, typically using the star 

network topology. Similar to time-triggered networks, byteflight provides bandwidth 

reservation for nodes in the network while not using a static, predefined communication 

schedule. Instead, each node in a byteflight network contains a slot counter that is 

initiated from “0” upon each synchronization pulse (SYNC). This pulse is sent by a 

SYNC master node. Similar to CAN, each message exchanged in the network possesses 

a unique identifier (8 bit) to avoid collision on the bus. Nodes increase their slot 

counters by 1 upon detecting a mini slot that is seen on the bus after each message 

transmission. Then the message with the identifier equal to the slot counter value is 

transmitted by the respective node. If the transmission does not start during a 

predefined small time interval (after each mini-slot), a successive mini-slot is detected 

and slot counters are increased again. This procedure continues until the new SYNC 

pulse by which nodes reset their slot counters to 0. 

 

Providing temporal isolation between messages makes the protocol have a higher 

degree of dependability compared to event-triggered approaches. The babbling idiot 

problem can be masked using a star coupler [10]. And finally, since communication in 

byteflight does not depend on a schedule, it can be considered more extensible than 

time-triggered networks. From a communication point of view, extending a byteflight 
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network requires only updating message identifiers based on the message transmissions 

to be performed. 

 

4.1.4. Time-Triggered Protocol (TTP/C) 

The TTP/C protocol is based on the TDMA mechanism offering a bus speed of up to  

25 Mb/s. The communication is performed based on a static, predefined communication 

schedule that consists of cyclically repeated TDMA rounds. In TTP/C, TDMA rounds 

are partitioned to time slots that are not necessarily equal in duration. Bandwidth 

reservation is implemented by assigning the time slots to respective nodes. In a TTP/C 

network temporal isolation is provided by allowing a node to access to the bus only 

during the time slot that is reserved for that node. The duration of slots in the same 

TDMA round does not need to be equal, but the duration of a slot in a round is constant 

and does not change in other TDMA rounds. The communication schedule is stored in 

communication controllers of each node as a message descriptor list (MEDL). Time 

synchronization is provided such that the messages in the network are transmitted on a 

global time base. TTP frames contain 240 B of data and 4 B of overhead. 

 

The fact that the TTP/C protocol depends on a communication schedule makes it less 

flexible and less extensible. However, time-triggered behavior allows TTP/C to be 

predictable and composable in temporal manner [9]. In addition to replicated 

communication channels/nodes and CRC, fault/error confinement and error handling 

strategies make the protocol highly dependable and fault tolerant. Bus guardians, 

membership functions, clique avoidance algorithms and error containment mechanisms 

for control and data errors are the main strategies for a dependable TTP/C network. 

Although, these properties make TTP/C more complex and lead to higher costs, they 

make it suitable for x-by-wire and avionics safety systems. 
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4.1.5. Time-Triggered Controller Area Network (TTCAN) 

The TTCAN communication protocol was developed as a time-triggered version of 

CAN by Robert Bosch GmbH. TTCAN is implemented as an additional layer on CAN 

physical and data link layers. It uses the same standards and message formats as CAN. 

TTCAN is a TDMA based, time-synchronous and cyclic bus protocol, which has slots 

reserved for particular message transmissions. In contrast to CAN, a TTCAN network 

has a master node that provides time synchronization among nodes by sending a 

periodic reference message that establishes the cycle-based operation. Moreover, each 

node in a TTCAN network has its own local clock that works in network time unit 

(NTU). Time synchronization between the nodes in the network is crucial for time-

triggered scheduling operations. TTCAN time synchronization can be implemented on 

two levels: level 1 and level 2 which is the extension of level 1. Level 1 satisfies 

minimum necessary requirements for time-triggered communication scheduling for 

synchronization of nodes, whereas, for level 2 the reference message additionally 

involves global time information (from the clock of the master node) with high 

precision (in 2 bytes) in addition to the information provided by level 1. 

 

Similar to TTP, the communication in TTCAN is based on pre-computed and fixed 

schedule called TTCAN System Matrix (SM) that repeats itself cyclically during system 

run. The SM has a column oriented structure and it consists of rows and columns, 

which form time windows. The rows in the SM are called basic cycles that follow each 

other. In contrast to TTP, event-triggered traffic is also supported during arbitration 

windows in the TTCAN network. During these windows, bus access is performed based 

on standard CAN arbitration. Each node in a TTCAN network possesses the temporal 

information (basic cycle and column number and period) only about the time-triggered 

messages that it is expected to send or receive. 

 

Since the communication in the TTCAN network depends on SM, the structure of the 

SM plays an important role on real-time communication performance. There are 
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numerous studies [57][58][59][60][61][62][63] on SM design for better real-time 

performance while satisfying the protocol constraints. Depending on a static schedule 

for the time-triggered communication makes the TTCAN network predictable. 

Furthermore, in the TTCAN network retransmission of erroneous messages is not 

allowed as well as nodes are not allowed to transmit messages out of their reserved 

intervals defined by the SM. By this way, not only temporal isolation is achieved but 

also “babbling idiot” problem is avoided. Apart from retransmission, TTCAN uses fault 

tolerance mechanisms offered by CAN. Thus, additional functions, to be implemented 

on upper layers, are necessary to achieve a higher degree of dependability. Finally, co-

existence of both time and event-triggered traffic in the network increases the 

flexibility. 

 

4.1.6. FlexRay 

FlexRay has been developed by a consortium of big automobile companies with the 

aim of having a high-speed and both dependable and flexible in-vehicle communication 

protocol. The first protocol specification was published in 2004. FlexRay is based on 

the TDMA and FTDMA mechanisms with comprising both event-triggered and time-

triggered communication. FlexRay can offer bit rates up to 10 Mb/s as bus, star and 

multiple star network topologies. Messages exchanged in the network contain 254 B of 

data with 5 B of header. Similar to TTP the communication in a FlexRay network 

communication is performed based on a static predefined schedule called elementary 

cycle. This is a one-row cycle that repeats itself cyclically during system run. Other 

than in TTP, the elementary cycle consists of two main windows: static (time-triggered 

traffic, TDMA) and dynamic (event-triggered traffic, FTDMA). The static window 

consists of equal-length slots assigned to nodes. Another difference compared to TTP is 

that nodes in a FlexRay network may have more than one slot in the static segment of 

an elementary cycle, which increases flexibility. In the dynamic window that follows 

the static segment, minislots are assigned to nodes based on message identifiers. 
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Similar to byteflight, the bus access is performed based on message identifiers and slot 

counters during the dynamic window. The unused minislots are wasted. Similar to 

TTCAN, each node has its own local time information (elementary cycle and slot 

number) when to start transmission or reception about the messages it is expected to 

transmit/receive. Recent research [64][65] on FlexRay timing analysis and 

communication schedule construction (assigning slots to nodes and defining slot 

durations in the elementary cycle) aims to improve real-time performance (less 

response delay and jitter – bus access optimization) with guaranteed schedulability. 

 

FlexRay supports dual channels (both provides redundancy and higher bandwidth) and 

provides CRC, bus guardian and clock synchronization strategies. Since the protocol 

does not provide membership, acknowledgement and mode management services, they 

should be implemented in higher layers. Yet, existing mechanisms such as CRC, bus 

guardians, never-give-up (NGU) strategy (strategy of nodes to get into the safe mode 

after a transient fault) of nodes, trigger monitoring and dual channel redundancy make 

the protocol enough dependable for safety-critical applications. Moreover, depending 

on static schedule for the time-triggered communication makes the FlexRay network 

predictable. In spite of the static communication schedule, existence of event-triggered 

traffic makes the protocol have some flexibility. FlexRay is seen as a strong candidate 

for safety-related systems and it is expected to be a de-facto standard for future high-

speed automotive applications such as x-by-wire. 

4.1.7. Media Oriented Systems Transport (MOST) 

MOST [23] was developed to provide in-vehicle multimedia and infotainment systems 

with communication during the transmission of audio, video, data and control 

information. The MOST cooperation, a consortium of car makers, system architects and 

key component suppliers, started to develop a multimedia network in 1998, and now 

MOST is the de-facto standard for such applications [1].  MOST offers a cost-effective 

and data-efficient communication infrastructure to interconnect multimedia and 
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infotainment devices such as GPS navigation, video display, radio, active speakers etc. 

with a data rate of 25 Mbps. MOST is a synchronous network and it uses point-to-point 

data transfer, supporting both synchronous and asynchronous traffic. In addition, it uses 

a master/slave mechanism to synchronize nodes in time and to establish connection 

between a sender and receiver. MOST employs plastic optical fiber (POF) as the 

physical layer and it is superior to classical copper wires in providing better resilience 

to EMI and higher data rates. 

 

In summary, some in-vehicle real-time networks were explained briefly under this 

section. As being wired in-vehicle communication protocols, they were developed for 

embedded networks apart from the MOST protocol. The MOST protocol has been 

designed for multimedia and infotainment communication. Thus, to provide a clear 

overview Table 4.1 summarizes some properties of the in-vehicle protocols explained 

previously.
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Table 4.1 Summary of wired in-vehicle communication networks 

 

 
  General Class Network 

bandwidth 

Network 

topology 

Scheduling Fault-tolerance and additional services Synchronization Functional 

domains 

LIN - low-speed 

- low-cost 

- time-triggered 

Class A 20 kb/s - bus - master/slave  

- polling list based on  schedule table 

- collision resolution by master node 

- bandwidth and energy saving services 

Synchronization of 

nodes by the ‘Sync’ 

field in a LIN message 

frame sent by master 

node 

- Body/comfort 

CAN - low-cost, simple 

- twisted pair 

- event-triggered 

- de-facto standard 

- most widely used 

 

Class B 

Class C 

Up to 1Mb/s - bus 

- star 

- CSMA/CR 

- Bitwise arbitration based on message 

identifiers 

- CRC 

- automatic retransmission 

- error counter and bus-off state schemes 

- Additional fault tolerance services are 

necessary on upper layers 

Bit synchronization - Body/comfort 

- Powertrain 

- Chassis 

Byteflight - hybrid paradigm 

- POF 

 

Class D 10 Mb/s - star - FTDMA based on message identifiers 

- master/slave (for synchronization) 

- star coupler (to avoid ‘babbling idiot’)  

- CRC 

Synchronization of 

nodes by the ‘synch 

pulse’ sent by master 

node 

- Passive safety 

- Safety-critical 

applications 

 

TTP/C - twisted pair or POF 

- time-triggered 

Class D Up to 25 Mb/s 

(depends on 

network topology) 

- bus 

- star 

- TDMA 

- predefined and fixed communication 

schedule (MEDL) 

- replicated channels/nodes 

- star coupler (star topology) 

- CRC 

- bus guardian 

- membership function 

- clique avoidance algorithm 

- error containment mechanisms 

- never-give-up (NGU) strategy 

- mode change management (different 

schedules) 

Distributed clock 

synchronization 

- x-by-wire 

- Chassis (active 

safety) 

TTCAN - low-cost, simple 

- twisted pair 

- hybrid paradigm 

- time-triggered layer on CAN 

Class C Up to 1Mb/s 

 

- bus 

- star 

- TDMA in exclusive windows, 

CSMA/CR in arbitration windows 

- predefined and fixed communication 

schedule (system matrix) 

- master/slave (for 

synchronization) 

- CRC 

- mode change (CAN to TTCAN and vise 

versa) by master node 

- Additional fault tolerance services are 

necessary on upper layers 

Level 1 and Level 2 

time synchronization by 

reference message sent 

by master node 

- powertrain 

- chassis 

- x-by-wire 

- safety-critical 

applications 

FlexRay - hybrid paradigm 

- twisted pair (bus) or POF 

(star) 

- future de-facto standard 

- can be used in two modes 

(time or event-triggered) 

Class D 10 Mb/s - bus 

- star 

- multi-star 

- TDMA in the static segment, FTDMA 

in the dynamic segment 

- predefined and fixed communication 

schedule (elementary cycle) 

- master/slave (for synchronization) 

- scalable dependability [1] 

- dual channel redundancy (optional) 

- CRC 

- never-give-up (NGU) strategy 

- bus guardians for only time-triggered 

traffic (optional) 

- trigger monitoring 

Distributed clock 

synchronization 

- powertrain 

- chassis (active 

safety) 

- x-by-wire 

MOST - cost-effective 

- data-efficient 

- hybrid paradigm 

- de-facto standard for 

multimedia/infotainment 

- POF 

Class D 25 Mb/s - ring 

- star 

- master/slave 

- support for (a)synchronous 

- point-to-point video and audio data 

transfer 

- support for “plug and play” 

- support for multiple master nodes 

master node based 

synchronization by 

sending the preamble 

- multimedia 

- infotainment 
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4.2. Middleware Layer 

Developments of new applications in automotive embedded systems result in the need 

for tight cooperation between functions. This requires closer interaction between 

different networks and tight cooperation between functions. An MW layer is used to 

facilitate the integration of different software components. The following figure 

illustrates the layered architecture of an ECU consisting of application (application 

software components), OS/Middleware and physical layers. 

 

 

 

Figure 4.2 Layered software architecture of an ECU 

 

The functions of middleware can be summarized as follows [1]: 

• Providing the same communication services for in-node, in-network and inter-

network independent from the communication protocols and location of nodes, 

• Providing common OS services and an application programming interface with 

hiding the heterogeneity of communication protocols, and node architectures in 

the networks, 

• Increasing communication quality and reducing development time, providing 

high level validated services such as membership services, redundancy 

management, remote procedure call and working mode management etc., 

• Providing frame packing functions, 
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• Improving QoS provided by communication protocols with additional 

mechanisms and services such as additional CRC, reliable acknowledgement 

service and filtering mechanisms. 

 

The main middleware layer examples are OSEK/VDX [66], Volcano [67] and 

OSEK/VDX FTCom [68]. Moreover, recently AUTOSAR [69] (aims to develop a 

standard for an automotive software architecture) also proposes a communication layer, 

providing specifications of the basic software modules and the operating system. 

 

Middleware is designed to support specific in-vehicle network(s). For instance, 

Volcano was designed to support CAN but later it was extended with services to 

support also the FlexRay and MOST protocols. Similarly, OSEK/VDX FTCom is an 

extended version of OSEK/VDX to support the FlexRay and TTP/C protocols, and 

finally AUTOSAR supports the FlexRay, LIN and CAN protocols. 

 

4.3. Summary 

In summary, several wired in-vehicle communication protocols were summarized in 

this section and they were compared according to defined issues. Based on the 

following references [9][70][71][72], different in-vehicle protocols were discussed and 

compared in detail considering protocol specifications. Lastly, the middleware layer 

concept was discussed briefly. 

 

5. SUMMARY AND CONCLUSION 

 

In summary, this technical report gives a literature survey on in-vehicle communication 

networks. At first performance attributes that are widely used in the literature for in-

vehicle networks’ real-time communication are presented. They are used for comparing 
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different real-time communication paradigms and in-vehicle protocols. In addition, 

main automotive domains and their requirements are explained in relation to defined 

performance attributes, and a classification of automotive domains is given based on 

functions they serve and data rate requirements. Secondly, a common model for in-

vehicle network architecture and the structure of components are explained. Moreover, 

the two most well-known communication paradigms, time-triggered and event-

triggered, have been compared using designated attributes. Thirdly, in-vehicle 

communication protocols for embedded automotive real-time systems, especially used 

in powertrain, chassis and body domains, are described and compared considering basic 

properties and mechanisms of the protocols. 

 

The greater number of embedded automotive electronic systems and their functions 

reveals the increasingly higher complexity of in-vehicle networks. By the nature of in-

vehicle environment, automotive electronic systems consist of heterogeneous real-time 

embedded networks, performing communication between nodes using different in-

vehicle communication protocols. Heterogeneity between the node structures 

(processing unit, memory and I/O interface) may occur even within the same network. 

At the same time, the demands on performance, reliability, cost and time-to-market are 

getting tighter. Thus, the design of such systems is becoming more important and 

difficult resulting in the need for new analysis and design mechanisms for both 

hardware and software architectures of automotive systems. Analyzing the system 

requirements helps to define the communication protocol(s) to be used in the networks. 

Moreover, time analysis (schedulability analysis) becomes a crucial stage for the design 

and implementation of such systems that have strict timing requirements. Differing 

system properties and requirements reveal both the component and communication 

heterogeneity in a vehicle. Because of this, providing communication issue becomes 

more complex. Therefore providing integrity and interoperability between in-vehicle 

networks and their components is an important and necessary requirement for 

dependable and efficient real-time communication. 
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