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Summary

Polymers are often produced in pressurized fluidized beds. Large sur-

face area and good mixing properties are key advantages of a fluidized

bed. Despite decades of research, fluidization is still not completely

understood. Especially since most academic research on fluidized

beds is performed at atmospheric conditions. The objective of this

work is to gain knowledge on fluidization of polymeric particles at el-

evated operating pressure, employing a combined modelling and ex-

perimental approach.

The discrete particle model (DPM) and the two-fluid model (TFM)

are used to gain detailed information of porosity distribution, bub-

ble properties and solids mixing. Electrical capacitance tomography

(ECT) was used to measure porosity distributions in a 30 cm diam-

eter gas-fluidized bed. ECT is a relatively cheap and fast technique

based on the difference in permittivity of air and polymeric particles.

ECT requires a sophisticated reconstruction technique, for which the

Landweber [1951] iteration method was used in this work. Since the

permittivity and porosity are not linearly correlated, a concentration

model is needed. In this work, an inverted Maxwell model is used for

this purpose, since it represents the bubble emulsion structure best.

Since opening and emptying the pressure vessel requires about 2

days, an advanced calibration method was developed to prevent fre-

quent opening of the vessel. In this approach the permittivity of a

packed bed is measured at the beginning and at the end of each mea-

surement. If the calibration has changed during the measurement,

the measurement is not used.

Solids mixing is key in industrial reactors, since it prevents hot

spots, it prevents undesired clustering and it ensures mixed product

removal. Solids mixing is investigated using the DPM and TFM. A

new method to quantify the degree of mixing based on the distance

between particles and their initial neighbour was developed. The ini-

tial neighbour method performed better than existing methods since

it is independent of the computational grid and the particle colouring,

it can be used in all directions and it is highly reproducible.

With increasing pressure six observations were made, which are

explained below
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2 Summary

Emulsion phase becomes more porous.

The emulsion phase becomes more porous with increasing operating

pressure. At atmospheric operating pressure the porosity of the emul-

sion phase is similar to the porosity of a randomly packed bed (0.4),

while at 20 bar the porosity of the emulsion phase rises to 0.5.

Bubble-emulsion structure becomes less distinct.

In both simulations and experiments it is observed that the clear dis-

tinction between bubbles and the emulsion phase gradually disap-

pears with increasing pressure. At atmospheric pressure the emul-

sion phase is dense and the bubbles are clear voids containing little

particles. At high pressure it is no longer possible to observe separate

bubbles, although dense and porous regions in the bed still prevail,

intermediate porosities occur as frequent compared to low pressure.

Fluidization is more vigorous and bubbles behave more chaotic.

From animations of simulations results (pressure drop fluctuations

and bubble properties) it was observed that the fluidization is more

vigorous at elevated pressure. Bubbles move chaoticly through the

bed and bubbles coalescence and break-up takes place frequently,

although it is hard to distinct individual bubbles.

(Micro) mixing is improved via increased granular temperature only caused by
increased porosity.

From DPM and TFM simulations it is observed that solids mixing is

improved with increasing operating pressure. Based on DPM simula-

tion results is found that this effect is caused by increased granular

temperature. Granular temperature is not directly increased by the

elevated operated pressure, but rather via the increased porosity of

the emulsion phase, which creates more space for the neighbouring

particles to attain different velocities.

Bed expansion limits macro mixing.

Micro mixing is mixing at the scale of individual bubbles, while macro

mixing is at the scale of the entire bed. The micro mixing rate is in-
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creased with pressure because of the increased granular temperature.

For pressures below 8 bar, macro mixing is enhanced with increasing

operating pressure. At higher pressures, the bed expands, which de-

creases the mixing rate, since particles have to travel larger distances

before they can become fully mixed.
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Samenvatting

Polymeren worden op grote schaal geproduceerd in wervelbedden.

Wervelbedden zijn hiervoor zeer geschikt vanwege de grote opper-

vlakte volume verhouding en de goede mengeigenschappen. Alhoewel

er al decennia lang onderzoek wordt gedaan aan wervelbedden is er

nog altijd onvoldoende kennis over het stromingsgedrag in wervelbed-

den. Doordat academisch onderzoek zich vooral richt op experi-

menten bij atmosferische omstandigheden, ontbreekt er kennis over

het effect van druk op fluı̈disatie. Het doel van dit onderzoek is het

verkrijgen van kennis over het effect van druk op fluı̈disatie gedrag

van polymeerdeeltjes door middel van computersimulaties en experi-

menten.

Met behulp van het discrete deeltjes model (DPM) en het ”two-

fluid” model (TFM) zijn porositeitsverdelingen, bel-eigenschappen en

informatie over deeltjesmenging verkregen. Met behulp van elek-

trische capaciteits-tomografie (ECT) zijn in een 30 cm diameter

wervelbed porositeitsverdelingen gemeten. ECT is een goedkope,

snelle techniek die is gebaseerd op het verschil in diëlektrische

constante (permittiviteit) tussen lucht en polymeer. De Landwe-

ber iteratie methode is gebruikt om vanuit de ECT metingen een

porositeitsverdeling te reconstrueren. Omdat de permittiviteit niet lin-

eair schaalt met de volumefractie, is een concentratie-model noodza-

kelijk. In dit proefschrift is hiervoor gebruik gemaakt van een geı̈nver-

teerd Maxwell model, omdat het de bellen en emulsie structuur het

beste weergeeft.

Het openen, legen en sluiten van het drukvat kost ongeveer twee

dagen. Een uitgebreide kalibratie techniek maakt het mogelijk te

kaliberen, zonder dat regelmatig openen van het vat noodzakelijk is.

Bij deze techniek wordt aan het begin en aan het einde van een ex-

periment de permittiviteit van het met deeltjes gevulde bed gemeten.

Als de waarde verandert gedurende de meting, wordt deze meting niet

gebruikt.

Deeltjesmenging speelt een belangrijke rol in industriële reactoren.

Het gaat lokale oververhitting tegen, voorkomt clustering van deeltjes

en zorgt voor een goede deeltjesgrootteverdeling van het product. Met

behulp van het DPM en TFM is deeltjesmenging onderzocht. Er is een

5
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nieuwe methode ontwikkeld, waarmee de mate van menging wordt

gekwantificeerd. Deze methode is gebaseerd op de verandering van

de afstand tussen initiële buurdeeltjes. Deze methode geeft goede

resultaten en is onafhankelijk van de numerieke celgrootte en deelt-

jeskleuring. Demethode kan gebruikt worden in alle richtingen en

geeft reproduceerbare resultaten.

Hieronder worden zes effecten van het verhogen van de druk ge-

noemd.

De emulsiefase wordt poreuzer

Bij verhoogde druk wordt de emulsiefase poreuzer. Bij atmosferische

omstandigheden is de emulsiefase dicht gepakt (ǫ=0.4), terwijl bij 20

bar de porositeit van de emulsiefase stijgt tot 0.5.

Bellen en emulsiefase zijn moeilijker te onderscheiden

Simulaties en experimenten laten zien, dat het onderscheid tussen

bellen en de emulsiefase verdwijnt. Bij atmosferische omstandighe-

den zijn de bellen duidelijk herkenbaar, terwijl bij hogere druk af-

zonderlijke bellen niet meer herkenbaar zijn. Alhoewel bij hoge druk

dicht gepakte en ijle gebieden nog steeds voorkomen, komen gebieden

met een gemiddelde porositeit even vaak voor.

Flüıdisatie is heftiger en bellen bewegen chaotischer

Uit animaties van simulatie resultaten (drukfluctuaties en belgedrag)

blijkt dat fluı̈disatie heftiger wordt. Individuele bellen moeilijk te

herkennen en bewegen chaotisch door het bed.

Verbetering van (micro) menging wordt slechts veroorzaakt door een verhoogde
porositeit.

Uit DPM en TFM simulaties blijkt dat deeltjes beter mengen bij ver-

hoogde druk. Dit wordt veroorzaakt door een verhoogde granulaire

temperatuur. De granulaire temperatuur wordt niet rechtstreeks

beı̈nvloed door de druk, maar via de porositeit van de emulsiefase.

Door de hogere porositeit hebben deeltjes meer ruimte om een andere

snelheid aan te nemen dan de naastgelegen deeltjes.
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Bed-expansie beperkt macro menging

Micro menging is menging op het niveau van individuele bellen, terwijl

macro mening zich afspeelt op de schaal van het gehele bed. Micro

menging versnelt, doordat toenemende druk de granulaire temper-

atuur verhoogt. Tot ongeveer 8 bar neemt de mengsnelheid toe met

toenemende druk. Bij een nog hogere druk verslechtert de mengsnel-

heid, omdat het bed expandeert. Deeltjes moeten grotere afstanden

afleggen alvorens ze gemengd worden.
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1
Introduction

1.1 Fluidization

Fluidization refers to the suspension of granular material by a con-

tinuous fluid (gas or liquid). Fluidization is widely used in industry.

A fluidized bed is a container with solid particles fed by an upwards

gas stream from beneath. At a sufficiently high gas flow rate the grav-

ity force acting on the particles is balanced by the drag force exerted

by the gas. Particles in fluidized beds mimic boiling fluid behaviour

with gas bubbles flowing through fluid-like emulsion phase consist-

ing of particles. The fluid-like behaviour can be illustrated by the

occurrence of horizontal free surface and the fact that the principle of

communicating vessels apply. The main advantage of fluidized beds

compared to other gas-solid equipment is the large surface area and

good mixing properties. These properties lead to high mass transfer

rates between the gas and solid phase, and a uniform temperature

in the bed. Furthermore a fluidized bed can be operated continu-

ously. The major drawback of fluidized beds is the lack of funda-

mental knowledge on the flow behaviour, which leads to difficulties in

design, scale-up and troubleshooting.

It is known that there are different regimes of fluidization. At low

gas velocities, gas flows through a stationary bed particles. With in-

creasing flow rate the drag force becomes sufficient to support the
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weight of the particles and void bubbles are formed. The velocity at

which the drag force is equal to the gravitational force is called the

minimum fluidization velocity (umf ). At even higher flow rate differ-

ent regimes can be distinguished from a bubbling regime with boiling

fluid-like behaviour, through a slugging bed with layers of particles

and voids, through finally turbulent fluidization where particles move

chaotically and no bubbles can be discerned. At very high flow rates

particles are blown out of the bed, which is called pneumatic convey-

ing regime.

Fluidization behaviour of particles is strongly dependent on parti-

cle size and density. Geldart [1973] developed a method to classify all

particles into four categories dependent on size and density. In this

thesis only Geldart B particles are used. A bed containing this type of

particles starts to form bubbles at minimum fluidization velocity and

does not exhibit a state of homogeneous expansion.

Fluidized beds are widely used in industry for a multitude of ap-

plications. Fluidized beds are used to dry granular material and in

the production of for instance fertilizers and detergents. In oil re-

fineries fluidized beds are used in the fluid catalytic cracking (FCC)

process in which catalyst particles are fluidized. Polymers can be

synthesised in several ways, but one of the main methods is in a flu-

idized bed. Linear low density polyethylene (LLDPE) and polypropy-

lene (PP) are produced in fluidized beds at million tonnes per annum.

Two competing reactor designs are used: the UnipolTM process and

the SpheripolTM process. Both designs have a similar approach and

are operated continuously. As can bed seen in Figure 1.1, catalyst

particles are introduced into the bed, which gradually grow to form

polymeric particles. Part of the polymeric particles is withdrawn from

the bed and can be sold as a product. From beneath, a gas mixture

containing monomer (either ethylene or propylene) is used as fluidiz-

ing agent. Since the polymerization reaction is very exothermic and

the catalyst is very active, it is required to remove heat from the reac-

tor. Therefore only 5% of the gas is used for reaction, while the rest is

used for cooling and subsequently recycled (low conversion per pass).

To improve the cooling capacity of the fluidization agent, nitrogen and

suitable induced condensing agents (such as: iso-pentane or hexane)

are added. These components are introduced as a liquid into the bed,

so the evaporation of these agents effectively remove reaction heat.

Beside these measures, solids mixing is key in preventing hot spots,
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Figure 1.1: Schematic representation of the production of polymer in a flu-
idized bed.

which possibly leads to polymer degradation.

Industrial fluidized beds for the production of polymers operate

at 20 to 25 bar to increase the reaction rate. Nevertheless, most re-

search is performed at atmospheric conditions. Since the fluidization

behaviour is known to change with the operating pressure, it is of

paramount importance to study the effects of pressure based on first

principles.

1.2 Objective

The objective of this project is to get a fundamental understanding of

fluidization of polymeric particles at elevated operating pressures.

1.3 Modelling fluidized beds

In this thesis, computational models are used for the description of

pressurized fluidized beds. These models comprise of computational
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fluid dynamics (CFD) models, which are very powerful tools in addi-

tion to available experimental fluid dynamics (EFD) tools. With CFD

data can be obtained in circumstances that are not obtainable oth-

erwise. Furthermore, in CFD many fluid elements or particles can

be continuously tracked and monitored, which is virtually impossible

in EFD. In addition, it is rather simple to vary physical conditions in

CFD or simulate even unphysical conditions. For example, extremely

high pressures can be modeled by changing a single figure, whereas

experiments at elevated pressures require special equipment. CFD

has some drawbacks: thorough validation of CFD tools is time con-

suming. Furthermore, simulating large systems takes a lot of compu-

tational time and can only be done with confidence if proper modelling

assumptions are made.

1.3.1 Multi-scale modelling

The multi-scale modelling approach comprises of different models of

different levels of detail to describe relevant phenomena at differ-

ent scales. For fluidized beds the multi-scale approach consists of

a lattice Boltzmann model (LBM), a discrete particle model (DPM), a

two-fluid model (TFM) and a discrete bubble model (DBM) (see Fig-

ure 1.2). Detailed models need little assumptions and closures, but

can only simulate systems of limited size, while large scale models re-

quire many assumptions. With the LBM flow around individual parti-

cles is solved. From these simulations closures for the drag force are

obtained, which are required in the DPM. In the DPM emulsion phase

viscosity can be obtained which is used in the TFM. The DBM requires

several closures for bubble break-up, bubble coalescence and bubble

velocities. These can be obtained from DPM and TFM simulation.

In this thesis we used the discrete particle model (DPM) and the

two-fluid model (TFM). We chose the DPM since it takes particle inter-

action into account in a detailed manner. It is important to describe

the inter-particle interaction precisely as it competes with the gas-

particle interaction which becomes increasingly important at elevated

pressures. To study the fluidized bed behaviour in labscale systems

we used the TFM. Both models will be discussed in detail in chapter 2.
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Figure 1.2: Multi-scale modelling for gas solid systems. Schematic repre-
sentation of discrete bubble model (DBM), two-fluid model (TFM), discrete
Particle Model (DPM) and Lattice Boltzmann Model (LBM). From left to right
models have increased level of detail, require less closures and need more
computational time. (Based on Van der Hoef et al. [2008])

1.4 Experimental investigation of fluidization

Many multiphase flow systems are not optically accessible. For ex-

perimental investigation of these systems optical techniques can only

be used in a few special cases. More often however one needs to

resort to non-optical techniques, in which 2D slices are obtained of

phase fraction distributions in a multiphase system. There are sev-

eral of these techniques available, such as Computer Aided Tomogra-

phy (CAT-scan also known as X-ray tomography), Positron emission

tomography (PET), Magnetic resonance imaging (MRI), Ocean acous-

tic tomography (Sonar), electrical capacitance tomography (ECT) and

electrical resistance tomography (ERT). In this work we use ECT be-

cause it is a relatively cheap technique. Furthermore, ECT is a safe

technique, where no radiation is present or dedicated technicians are

required unlike CAT and MRI. Moreover, it is a fast technique that

is able to measure at 100 Hz. There are three main drawbacks of

ECT: contrary to the high temporal resolution, ECT has a low spatial

resolution. ECT requires a sophisticated reconstruction technique to

obtain the spatial distribution from individual capacitance measure-

ments. Thirdly, ECT is not able to handle conducting material inside

the bed, such as metals and water. The latter will pose restrictions

to the experimental set-up, which will be discussed in detail in chap-
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ter 3.

1.5 Organisation of the thesis

This thesis is organised as follows. In chapter 2 and 3 the applied

numerical and experimental techniques is discussed, respectively. In

chapter 4 and 5 simulation results are discussed, and in chapter 6

experimental results are discussed. The thesis is concluded with an

epilogue in which experimental and simulation results are compared.

In chapter 2, the discrete particles model (DPM) and the two-fluid

model (TFM) are introduced. Governing equations of both models are

presented along with numerical implementations. Finally, the used

computing hardware is discussed.

In chapter 3, the measuring principle of electrical capacitance to-

mography (ECT) is explained. This technique requires an advanced

calibration technique which is explained in detail.

In chapter 4, DPM results are presented. For simulations at seven

different operating pressures several properties are investigated, such

as: porosity distributions, bubble sizes, pressure drop fluctuations

and granular temperature.

In chapter 5, solids mixing in fluidized beds is discussed. Re-

sults from DPM and TFM are both presented and compared. Different

methods to calculate the mixing index are discussed and compared.

In chapter 6, experimental results are presented. Several analysis

methods are discussed. Results for polymeric particles, as well as for

glass particles are shown. Furthermore a measurement series with

a constant excess velocity is compared to results at three times the

minimum fluidization velocity.

In chapter 7, porosity distributions and dynamic behaviour of ex-

perimental results are compared to simulation results. Finally, some

overall conclusions are drawn.



2
Numerical methods

2.1 Introduction

In this chapter the numerical models used in this thesis for the de-

scription of pressurized fluidized beds will be presented. These mod-

els comprise computational fluid dynamics (CFD) models, which are

very powerful tools in addition to available experimental fluid dynam-

ics (EFD) tools. With CFD data can be obtained with relative ease

in circumstances that are otherwise pose severe experimental diffi-

culties. Furthermore, in CFD many fluid parcels or particles can be

tracked, which is virtually inpossible in EFD. In addition, it is rather

simple to vary physical conditions in CFD or simulate even unphysical

conditions. For example, extremely high pressures can be modeled by

changing a single figure, whereas experiments at elevated pressures

require special equipment. CFD has some drawbacks: thorough vali-

dation of CFD tools is time consuming. Furthermore, simulating large

systems requires a lot of computational time and can only be done if

careful modelling assumptions are made. These assumptions con-

cern for example the choice of the solids phase boundary conditions

near walls (i.e. free slip or no slip) and the description of particles

(i.e perfectly spherical particles). Even with modern computers it is

impossible to account for all microscopic phenomena such as fluid

flow around particles for systems with the size of industrial reactors.
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Industrial reactors for PE and PP have dimensions in the order of

10×20 meters. It remains impossible for the near future to simulate

those systems with a discrete particles model in which each individ-

ual particle is tracked. Simulating one hour of operational time for an

industrial reactor would take 100 million years with currently avail-

able computer hardware. Even if we would start the simulation today

and replace our computer every year, assuming Moore’s Law for in-

creased computational time applies the next decades, it would still

take a approximately 50 years to simulate one hour of real time for

an industrial reactor. Not mentioning the memory usages needed to

store data of a trillion (1012) particles. Since it will remain impossible

to model industrial scale reactors with detailed models for the next

decades, a multi-scale modelling approach as proposed by Van der

Hoef et al. [2008] is required.

The multi-scale modelling approach comprises of different models

of different levels of detail to describe relevant phenomena at differ-

ent scales. For fluidized beds the multi-scale approach consists of

a lattice Boltzmann model (LBM), a discrete particle model (DPM), a

two-fluid model (TFM) and a discrete bubble model (DBM). As shown

in Table 2.1 each of these models consider different scales. With the

LBM detailed flow around particles can be solved without making any

assumptions on the gas-particle interaction. With this type of simula-

tions the particles are much larger then the computational grid size,

so all flow details around the particles are captured. From LBM simu-

lation data drag closures are obtained, see for example Beetstra et al.

[2006], Van der Hoef et al. [2005] and Yin and Sundaresan [2009a,b].

In the DPM the particles are tracked individually, and the flow of the

continuous (gas) phase is described by the Navier-Stokes equations.

In the DPM the computational cells are much larger than the par-

ticles. Therefore, a closure for the drag is needed. In the TFM the

particle and fluid phase are described as continuous interpenetrating

fluids. In this description closures for interfacial drag, particle pres-

sure and granular temperature are needed. But even with the TFM

industrial scale simulations will take too long. Therefore the DBM

was developed by Bokkers et al. [2006]. This model considers voids

or bubbles as discrete elements, while the particulate phase is de-

scribed as a continuous fluid. This model needs closures for bubble

behaviour, such as: initial bubble size, bubble velocity, break-up and

coalescence.
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Table 2.1: Multi scale modeling for gas solids systems. Sets of equations
used for particles and fluids are shown.

Model Scale Particles Particles Fluid

LBM 0.01 m 103 Static Lattice Boltzmann

DPM 0.1 m 106 Newton’s Law Navier Stokes

TFM 1 m 109 Navier Stokes (KTGF) Navier Stokes

DBM 10 m 1012 Navier Stokes Newton’s Law

Figure 2.1: Multi scale modelling for gas solid systems. Schematic repre-
sentation of discrete bubble model(DBM), two-fluid model (TFM), discrete
Particle Model (DPM) and Lattice Boltzmann Model (LBM). From left to right
models have increased level of detail, require less closures and need more
computational time. (Based on Van der Hoef et al. [2008])
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In this work we used the discrete particle model (DPM) and the

two-fluid model (TFM). We chose the DPM since it takes particle in-

teraction into account in a detailed manner. Particle interaction plays

a key role in the effect of operation pressure on the fluidization be-

haviour. To study the fluidized bed behaviour in labscale systems

we will use the TFM. Both models will be discussed in detail in this

chapter.

2.2 Discrete particle model

The discrete particle model (DPM) is an Euler-Lagrange model, which

was originally developed by Hoomans et al. [1996]. In the DPM par-

ticles are individually tracked accounting for particle-particle and

particle-wall collisions. In this section the underlying equations and

computational methods of the DPM are discussed.

2.2.1 Governing equations

Gas phase

In the DPM the gas phase hydrodynamics is described by the Navier-

Stokes equations:

∂

∂t
(ǫfρf ) + ∇ · (ǫfρf ūf ) = 0 (2.1)

∂

∂t
(ǫfρf ūf ) + ∇ · (ǫfρf ūf ūf ) = −ǫf∇p −∇ · (ǫf ¯̄τf ) − S̄p + ǫfρf ḡ (2.2)

where ūf is the gas velocity and ¯̄τf represents the gas phase stress

tensor. The sink term S̄p, represents the drag force per unit of volume

exerted on the particles:

S̄p =
1

Vcell

Npart
∑

i=0

Viβ

1 − ǫf
(ūf − v̄i)

∫

Vcell

D(r̄ − r̄i)dV (2.3)

The distribution function D(r̄ − r̄i) is a discrete representation of

a Dirac delta function that distributes the reaction force acting on

the gas phase to the Eulerian grid via a volume-weighing technique,

which will be explained in detail in section 2.2.3.
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Particles

The motion of every individual particle i in the system is calculated

from Newton’s second law:

mi
dv̄i

dt
= −Vi∇p +

Viβ

ǫs
(ū − v̄i) + miḡ + F̄ pp

i + F̄ pw
i (2.4)

where the forces on the right hand side are, respectively due to pres-

sure, drag, gravity, particle-particle interaction and particle-wall in-

teraction.

For the rotational motion of the particles the following equations is

used.

Īi
dω̄i

dt
= T̄i (2.5)

where the moment of inertia is defined as:

Ii =
2

5
mr2

i (2.6)

Drag forces (β) and contact forces (F̄ pp
i + F̄ pw

i ) are described in the

following sections.

Drag models

The inter-phase momentum transfer coefficient, β describes the drag

of the gas-phase acting on the particles. The Ergun [1952] and Wen

and Yu [1966] equations are commonly used to obtain expressions

for β. However, we use the closure relation derived by Koch and Hill

[2001] based on lattice Boltzmann simulations, since it has no discon-

tinuities at high Reynolds numbers and gives good results as reported

by Bokkers et al. [2004] and Link et al. [2005].

βKoch&Hill =
18µf ǫ2f ǫp

d2
p

(F0(ǫp) +
1

2
F3(ǫp)Rep) if Rep > 40 (2.7)

where:

Rep =
ǫfρf |ūf − v̄p|dp

µf
(2.8)
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F0(ǫp) =











1+3
√

ǫp
2

+ 135
64

ǫp ln(ǫp)+16.14ǫp

1+0.681ǫp−8.48ǫ2p+8.16ǫ3p
if ǫp < 0.4

10ǫp

ǫ3
f

if ǫp ≥ 0.4
(2.9)

F3(ǫp) = 0.0673 + 0.212ǫp +
0.0232

ǫ5f
(2.10)

Contact model

The contact forces are caused by collisions with other particles (F̄ pp
i )

or confining walls (F̄ pw
i ). Two contact models are available to calcu-

late contact forces: a hard-sphere model and soft-sphere model. The

hard-sphere model takes an event-driven approach, which treats the

particle interaction as a consecutive series of instantaneous binary

collisions. The soft sphere approach on the other hand, treats the

particle interaction in a time step driven manner, allowing for multi-

ple, enduring contacts. At low gas velocities and for low restitution co-

efficients (for example polymeric particles) the hard-sphere approach

is not suitable. Therefore, in this work the soft-sphere approach is

used.

In the soft-sphere approach the trajectories are determined by in-

tegrating the Newtonian equations of motion. The soft-sphere method

originally developed by Cundall and Strack [1979] was the first gran-

ular dynamics simulation technique published in the open literature.

Soft-sphere models use a fixed time step and consequently the par-

ticles are allowed to overlap slightly. The contact forces are subse-

quently calculated from the deformation history of the contact using

a contact force scheme. The soft-sphere models allow for multiple

particle overlap although the net contact force is obtained from the

addition of all pair-wise interactions. The soft-sphere models are es-

sentially time step driven, where the time step should be selected

carefully for proper calculation of the contact forces.

In the soft-sphere model, the normal (n̄ab) and tangential unit vec-

tors (t̄ab) are respectively defined as:

n̄ab =
r̄a − r̄b

|r̄b − r̄a|
and t̄ab =

v̄ab,0 − n̄ab · v̄ab,0

|v̄ab,0 − n̄ab · v̄ab,0|
(2.11)

Three collision parameters are needed, which are defined as follows.

The normal restitution coefficient en:
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v̄ab · n̄ab = −en(v̄ab,0 · n̄ab) (2.12)

The tangential restitution coefficent et

n̄ab × v̄ab = −et(n̄ab,0 × v̄ab) (2.13)

The friction coefficient µ:

|n̄ab × J̄ | = µ|n̄ab · J̄ | (2.14)

and the reduced mass mab:

mab = (
1

ma
+

1

mb
)−1 (2.15)

where the impulse vector J̄ corresponds with ma(v̄a−v̄a,b). The contact

force on particle a is calculated as the sum of the contact forces of all

particles in the contact list of particle a, i.e. all particles b, including

walls, which are in contact with particle a:

F̄ pp
i + F̄ pw

i =
∑

∀bǫcontactlist

(F̄ab,n + F̄ab,t), (2.16)

where F̄ab,n and F̄ab,t represent, respectively, the normal and tangen-

tial component of the contact force between particle a and b.
The torque only depends on the tangential contact force and is

defined as follows:

T̄a =
∑

∀bǫcontactlist

(Ran̄ab × F̄ab,t), (2.17)

The calculation of the contact force between two particles is actually

quite involved. The simplest one is originally proposed by Cundall

and Strack [1979], where a linear-spring and dashpot model is em-

ployed to calculate the contact forces. In the latter model, the normal

component of the contact force between two particles a and b can be

calculated with:

F̄ab,n = −knδn̄ab − ηnv̄ab,n, (2.18)

where kn is the normal spring stiffness, nab the normal unit vector, ηn

the normal damping coefficient, and vab,n the normal relative velocity.

The overlap δn is given by:
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δn = Ra + Rb − |r̄b − r̄a|. (2.19)

Using equation 2.11 for the relative velocity between particle a and b,
the normal relative velocity is obtained as follows:

v̄ab,n = (v̄ab · n̄ab)n̄ab. (2.20)

The normal damping coefficient is given by:

ηn =
−2 ln en

√
mabkn

√

π2 + ln2 en

(2.21)

where in case of particle-wall collisions the mass of collision partner

b (i.e. the wall) is set infinitely large, resulting in mab = ma. For the

tangential component of the contact force a Coulomb-type friction law

is used:

F̄ab,t =

{

−ktδt − ηtv̄ab,t if |F̄ab,t| ≤ µ|F̄ab,n|
−µ|F̄ab,n|t̄ab if |F̄ab,t| > µ|F̄ab,n|

(2.22)

where kt, δt, ηt, and µ are the tangential spring stiffness, tangential

displacement, tangential damping coefficient, and friction coefficient,

respectively. The tangential relative velocity v̄ab,t is defined as:

v̄ab,t = v̄ab − v̄ab,n. (2.23)

The tangential damping coefficient is defined as:

ηt =
−2 ln et

√

2
7mabkt

√

π2 + ln2 et

(2.24)

The tangential displacement is given by:

δt =

{

δt,0H̄ +
∫ t

t0
vab,tdt if |F̄ab,t| ≤ µ|F̄ab,n|

µ
kt
|F̄ab,n|t̄ab if |F̄ab,t| > µ|F̄ab,n|

(2.25)

with:

H̄ =





qh2
x + c qhxhy − shz qhxhz + shy

qhxhy + shz qh2
y + c qhyhz + shx

qhxhx + shy qhyhz + shx qh2
z + c



 (2.26)



2.2 Discrete particle model 23

Table 2.2: Basic DPM algorithm

• Initialise variables

• for every dtflow

– Calculate new flow properties

– Map flow properties to particle positions

– Calculate new particle properties

– for every dtcoll

∗ Calculate new forces

∗ Move particles

– Map particle properties to flow positions

where h̄, c, s and q are defined as: h̄ =
n̄ab×n̄ab,0

|n̄ab×n̄ab,0|
, c = cos φ, s = sin φ,

q = 1 − c and φ = arcsin(|n̄ab × n̄ab,0|).
For a more detailed discussion of this model we refer to Van der Hoef

et al. [2006].

2.2.2 Numerical implementation

The main steps in the numerical implementation of the DPM are dis-

played in Table 2.2. After initialising the variables the main loop

starts. In the main loop the transport equations of both phases are

solved and coupling is accounted for. The overall time step (dtflow) is

about 10−4s. To limit the particle-particle overlap to about 1% of the

particle diameter it is required to use much smaller timesteps for the

evaluation of the particle-particle contact, i.e. dtcoll = 10−6s.

Gas phase equations

In the DPM the gas phase hydrodynamics are computed from the

volume-averaged Navier-Stokes equations, employing a staggered grid

to improve numerical stability. The equations are numerically solved

following the SIMPLE algorithm. The convective fluxes in the conser-

vation equations are calculated using the second order accurate Bar-

ton scheme [Centrella and Wilson, 1984, Goldschmidt et al., 2001] to

reduce numerical diffusion and a standard central difference scheme

is used for the diffusive terms.



24 Numerical methods

Particle equations

The motion of particles in the DPM are resolve in full 3D by integrat-

ing Newtons’s second law of motion, using a first order (Euler) time

integration [Hoomans et al., 1996]:

v̄n+1 = v̄n + dtcoll

∑

F̄n

mp

x̄n+1 = x̄n + dtcoll · v̄n+1

ω̄n+1 = ω̄n + dtcoll

∑

T̄n

I

(2.27)

2.2.3 Mapping

In this thesis the interfacial coupling between the gas phase and the

particles is done using appropriate mapping windows, which is based

on the work of Link et al. [2005] and Link [2006]. Contrary to other

mapping methods where only the cell in which the particle is located

is taken into account, the current mapping methods maps over a cu-

bic volume with an edge of 5 particle diameters irrespective of the ap-

plied numerical grid. Link et al. [2005] distribute the influence of the

particles over each cell within the cube homogeneously (Figure 2.2).

In this work we decrease the influence of the particle linearly, so cells

further away from the particles are less influenced by the coupling.

D(x − xi) =
n − |x − xi|

n2
(2.28)

D(r̄ − r̄i) = D(x − xi)D(y − yi)D(z − zi) (2.29)

where n is the semi-width of the window, xi is the position of particle

i and x is the position of a cell. More complex relations such as poly-

nomial function proposed by Deen et al. [2004] can be used, but are

computational more expensive. As seen in Figure 2.2 the polynomial

function of Deen et al. [2004] and the triangular description used in

this work differ only slightly.

If particles are close to a wall, a part of the mapping window might fall

outside the computational domain. To prevent this from happening,

that part of the window is mirrored back into the domain as suggested

by Link (see Figure 2.3).
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Figure 2.2: Mapping weight of Link [2006], this work and Deen et al. [2004]
as function of position



26 Numerical methods

(a) regular mapping window

2x 1x

(b) mirrored mapping window

(c) regular mapping window

2x 1x

2x4x

(d) mirrored mapping window

Figure 2.3: Illustration of mirroring of mapping windows around walls and
in corners.
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2.2.4 Initial and boundary conditions

A prescribed inflow boundary condition was chosen at the bottom

and a prescribed pressure boundary was chosen at the top of the

bed. At the confining walls the no-slip condition was applied. In case

of pseudo 2D simulations the boundary conditions for the front wall

and back wall were set to free-slip, thus mimicking a slice out of a

larger 3D bed. Initially the particles are packed cubically, with very

little space between the particles. If no additional measures would be

taken the bed would initially expand enormously. It takes several sec-

onds to exclude start-up effects. The associated computation would

require several days of calculation time for large simulations. There-

fore, the initial particle configuration was altered. Two half bubbles

were initialised near both walls (see Figure 2.4). After start of the sim-

ulation the bed immediately starts to fluidize and within half a second

no start-up effects are discernible. Other initial particle positions did

not work, such as: horizontal layers without particles, vertical layers

without particles and a more porous initial packing. For all simula-

tions an aspect ratio of 2 is chosen, i.e. the packed bed height is twice

the bed width. The domain is chosen twice the packed bed height for

low pressures. At high pressures or for more vigorous fluidization

higher columns were used.

In general the size of computational cells was set to be about 3

times the particle diameter. As a result bubbles are captured by typi-

cally 10 computational cells. Detailed flow around individual particles

is not solved in the DPM. Since we use mapping windows of 5 times

the particle diameter, smaller cells would not give more detailed in-

formation.

2.2.5 Parallel code

There are two main reasons one can make a CFD code parallel. In

most cases the user would like to improve the calculation speed of

a simulation, but in some cases it is necessary to improve memory

efficiency. In the latter case, the memory of all nodes is used for one

single simulation, but it is not optimized for calculation speed. Since

DPM simulations are time consuming, the DPM is made parallel in

order to reduce the computational time.

As a rule of thumb one can say that solving the equations of mo-

tion for a computational flow cell and for a single particle consume the
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Figure 2.4: Initial configuration of particles in the DPM with two half bub-
bles.
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same CPU time. In the case of DPM simulations the number of par-

ticles is much larger than the number of computational cells. There-

fore, parallelizing the particle calculations is essential to increase the

speed of the simulations.

The computational load of the particles can be distributed over the

nodes in several ways. Domain decomposition is commonly used for

Navier-Stokes and other flow solvers. This method divides the domain

into subdomains, and each node takes care of the fluid or particles in

one of the subdomains. Communication between the nodes is neces-

sary to exchange information at the boundaries between neighbouring

subdomains. For particles this method becomes rather complicated.

Particles influence each other within a region known as the neighbour

area. The size of this area is chosen such that all neighbouring par-

ticles that are within reach during one computational time step are

contained in it. The radius of this area is known as the neighbour

radius. Each node treats the particles within its own subdomain plus

a zone around it with the size of the neighbour radius. An additional

problem is that particles will move through the bed and continuously

move from one subdomain to another. Since domain decomposition is

not efficient for small systems, another more efficient parallelization

method, i.e. particle number decomposition is used in this work. In

particle number decomposition all particles are distributed over the

nodes and will not change node over time. Particles from all nodes

are fully mixed and therefore particles assigned to certain nodes are

always in the vicinity of particles assigned to other nodes. Therefore

all information of all particles must be known on all nodes.

Particles are distributed over the nodes according to the round

robin method as used by Darmana et al. [2006]. Since collisions are

calculated by the processor taking care of the lower numbered parti-

cle, partitioning based on memory location would only result in poor

parallel performance as the the processor with a higher index will

calculate particles with a higher index with less associated possible

particle neighbours, while processors with a lower index will calcu-

late particles with a lower index with more particles associated neigh-

bours. The round robin method assigns single particles subsequently

from the first node to the last node and again until all particles are

assigned to a node according to equation 2.30.

P = i mod n (2.30)
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Figure 2.5: Efficiency of the parallelization for different number of proces-
sors for developed fluidized bed in a DPM simulation.

where P is the index of the node, i is the index of the particle and n is

the number of nodes.

Similar to Darmana et al. [2006] we characterize the performance

of the parallelization by the speed-up and the efficiency respectively

defined by:

Sn =
Ts

Tn
(2.31)

En =
Ts

nTn
(2.32)

where Ts is the computational time for a single processor simulation,

Tn is the computational time of the parallelized code using n proces-

sors. The speed-up and efficiency for different parts of the code are

shown in Figure 2.5 and 2.6. The major fraction of calculation time

used in the flow solver concerns matrix operations. These can be par-

allelized very efficiently as illustrated in Figure 2.5 and 2.6. Particles

and collisions are much harder to parallelize due to the considerable

data communication that is required. As a result the simulations on

8 processors are hardly any faster compared to simulations on 4 pro-
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Figure 2.6: Speedup for the same simulation as in Figure 2.5.

cessors. Mapping used for the two-way coupling can be parallelized

quite efficiently, but still requires communication, for example for the

calculation of the local porosity. Further improvement of the paral-

lelization of the code, especially of the particles, is needed to improve

the efficiency.

2.3 Two-fluid model

In the two-fluid model (TFM) both the gas phase and the particulate

phase are modeled as continua. Contrary to the DPM individual par-

ticles are not tracked. Both phases are treated as interpenetrating

fluids. With the TFM, much larger systems can be simulated com-

pared to the DPM.

2.3.1 Governing equations

Similar to the DPM the Navier-Stokes equations are solved for the gas

phase:
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∂

∂t
(ǫfρf ) + ∇ · (ǫfρf ūf ) = 0 (2.33)

∂

∂t
(ǫfρf ūf ) + ∇ · (ǫfρf ūf ūf ) =

−ǫf∇pf −∇ · (ǫf ¯̄τf ) − β(ūf − ūs) + ǫfρf ḡ
(2.34)

As an equation of state the ideal gas law is used:

ρf =
Mf

RTf
pf (2.35)

Since the particulate phase is also considered as a fluid similar equa-

tions apply:

∂

∂t
(ǫsρs) + ∇ · (ǫsρsūs) = 0 (2.36)

∂

∂t
(ǫsρsūs) + ∇ · (ǫsρsūsūs) =

−ǫs∇pf −∇ps −∇ · (ǫs ¯̄τs) + β(ūf − ūs) + ǫsρsḡ
(2.37)

where β is the inter phase momentum transfer coefficient. For DPM

and TFM we use the same drag relation according to Koch and Hill

[2001] as described in equation 2.7. To describe the particle-particle

interaction, the kinetic theory of granular flow (KTGF) is used. This

theory was initially developed by Gidaspow [1994]. In addition to the

continuum equation and the Navier-Stokes equations a partial differ-

ential equation for the granular temperature is solved. The overall

granular temperature is defined as 1
3 of the mean of the velocity fluc-

tuation component squared:

Θ =
1

3
< C̄p · C̄p > (2.38)

where:

c̄p = ūs + C̄p (2.39)

The particle velocity (c̄p) is decomposed in the local mean velocity (ūs)
and the fluctuation velocity component (C̄p). The granular tempera-

ture equation is given by:
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3

2

[

∂

∂t
(ǫsρsΘ + ǫsρsΘūs)

]

=

−(Ps
¯̄I + ǫs ¯̄τs) : ∇ūs −∇ · (ǫsqs) − 3βΘ − γ

(2.40)

The consecutive equations were derived by Nieuwland et al. [1996]

and are presented in Table 2.3.

For a detailed description of all the used KTGF equations we refer

to the work of Goldschmidt et al. [2001].

2.3.2 Numerical implementation

In the TFM a similar solution strategy as in the DPM has been applied

to solve the equations. The main difference is that in the TFM an ex-

tra step is implemented to solve the particle volume fraction taking

the compressibility of the particulate phase into account. A brief de-

scription of the solution is given below. For more details the reader is

refered to Goldschmidt et al. [2001].

In Table 2.4 the overall algorithm is shown. Computational cycles

consist of the calculation of explicit terms and the calculation of im-

plicit terms. If the defect convergence criterion is met, the next time

step is computed.

In the TFM the hydrodynamics are computed from the volume-

averaged Navier-Stokes equations, employing a staggered grid to im-

prove numerical stability. The equations are numerically solved fol-

lowing the SIMPLE algorithm. The convective fluxes in the conserva-

tion equations are calculated using the second order accurate Barton

scheme [Centrella and Wilson, 1984, Goldschmidt et al., 2001] to re-

duce numerical diffusion and a standard central difference scheme is

used for the diffusive terms.

The Navier-Stokes equations for the gas phase are solved minimiz-

ing the defect in the mass balance by adjusting the pressure. For the

particle phase the volume fraction (ǫs) is adjusted minimizing the de-

fect in the solids phase mass balance. For both pressure and volume

fraction corrections, (sparse) matrix equations are solved using the

ICCG method. This method is called the pressure − ǫs algorithm (i.e

pressure correction scheme).
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Table 2.3: Two-fluid model, closure equations

Particle pressure:

ps = [1 + 2(1 + en)ǫsgo]ǫsρsθ

Newtonian stress-tensor:

¯̄τs = −[(λs −
2
3
µs)(∇ · ūs)

¯̄I + µs((∇ūs) + (∇ūs)
T )]

Bulk viscosity:

λs = 4
3
ǫsρsdpg0(1 + en)

√

θ
π

Shear viscosity:

µs = 1.01600 5
96

πρsdp

√

θ
π

(1+ 8
5

(1+en)
2

ǫsg0)(1+ 8
5

ǫsg0)

ǫsg0
+ 4

5
ǫsρsdpg0(1 + en)

√

θ
π

Pseudo-Fourier fluctuating kinetic energy flux:

q̄s = −κs∇θ

Pseudo-thermal conductivity:

κs = 1.02513 75
384

πρsdp

√

θ
π

(1+ 12
5

(1+en)
2

ǫsg0)(1+ 12
5

ǫsg0)

ǫsg0
+ 2ǫsρsdpg0(1 + en)

√

θ
π

Dissipation of granular energy due to inelastic particle-particle collisions:

γ = 3(1 − e2
n)ǫ2sρsg0θ[

4
dp

√

θ
π
− (∇ · ū)s)]

Radial distribution function:
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Table 2.4: TFM algorithm

Initialise variables

for every dtflow

Calculation of explicit terms: diffusion, force, flux and velocities

Computational cycles until defects are small

Solve Navier-Stokes gas phase using a pressure correction

Solve Navier-Stokes particle phase using a solids fraction correction

Update phase fractions

Solve granular temperature equation

Initial and boundary conditions

A prescribed inflow boundary condition was chosen at the bottom

and a prescribed pressure boundary was chosen at the top of the

bed. At the confining walls the no-slip condition was applied. In

case of pseudo 2D simulations the boundary conditions for the front

wall and back wall were set to free-slip, thus mimick ing a slice out

of a larger 3D bed. All boundary conditions are similar to the DPM,

except for the particle phase, for which the bottom and the top of the

bed were described by a no-slip condition. Initially two half bubbles

with no particle phase were set similar to the DPM to reduce start-up

effects (Figure 2.4). The particle fraction (ǫs) is set to 0.6 according to

a random packing. For all simulations an aspect ratio of 2 is chosen:

the packed bed height is twice the bed width.

Computational flow grid size and particles diameter should be

carefully chosen to prevent instability. In this work we use a 5 mm

grid and 1 mm particle diameter. The maximum packing is set to

0.644 and the minimum granular temperature is 10−12 m2

s2 . The compu-

tational time step is set to 5 · 10−5s, since larger time steps were found

to cause instability.

2.4 Computing hardware

The simulations described in this thesis typically take up to one

month of computational time. Therefore we use dedicated computer

clusters. In the FCRE group we have two special designed computer

clusters. The Citra (Cluster InfrasTructure for paRAllel research) con-
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sists of twelve 19” AMD Opteron DP 270 2.0 GHz quad core nodes all

interconnected with infiniband network interface. Citra is very suit-

able for parallel code. Processes with up to four threads are treated

very efficiently. For processes with more than four threads the in-

finiband cards are used, which makes the processes slightly less ef-

ficient. The Donald cluster consists of 48 standard dual-core PC’s

ranging from 2.6 to 3.0 GHz personal computers. This cluster is suit-

able for serial jobs or double threaded codes. We also did simulations

on the ASTER cluster at SARA in Amsterdam. The ASTER cluster is a

SGI Altix 3700 system, consisting of 416 CPU’s (Intel Itanium 2, 1.3

GHz, 3 MByte cache each).



3
Electrical capacitance tomography

3.1 Introduction

Many multiphase flow systems are not optically accessible. For ex-

perimental investigation of these systems optical techniques can only

be used in a few special cases. More often however one needs to resort

to non-optical techniques, in which 2D slices are obtained of phase

fraction distribution in a multiphase system.

Most tomography techniques originate from the medical field such

as Computer Aided Tomography (CAT-scan also known as X-ray to-

mography), Positron emission tomography (PET) and Magnetic reso-

nance imaging (MRI). All of these techniques are based on a specific

material property. CAT is based on the permeability of X-rays through

a human body: bones permeate poorly, while flesh permeates better.

For PET scans, a weak radioactive material emitting positrons is in-

troduced in the body and can be traced using the PET-scanner. MRI is

based on the magnetic spin of hydrogen atoms, which is used for mea-

suring water content. Other tomography techniques that do not orig-

inate from the medical field are: Ocean acoustic tomography (Sonar)

from marine research and electrical capacitance tomography (ECT)

and electrical resistance tomography (ERT), which were designed for

industrial purposes. Sonar is based on reflections of sound waves,

ECT is based on varying electrical permittivity and ERT is based on
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varying resistance.

In this work we use ECT because it is a relatively cheap technique

as it requires a simple static sensor made out of standard circuit

board and a dedicated data acquisition module (DAM). Furthermore,

ECT is a save technique where no radiation is present or dedicated

technicians are required unlike CAT and MRI. ECT is a fast technique

that is able to measure up to 300Hz for 6 electrodes and up to 100Hz

for 12 electrodes. There are three main drawbacks of ECT: contrary

to the high temporal resolution, ECT has a low spatial resolution. As

a rule of thumb the resolution is about one tenth of the diameter and

one twelfth of the circumference for a twelve electrode sensor. ECT re-

quires a sophisticated reconstruction technique to obtain the spatial

distribution from individual capacitance measurements. Reconstruc-

tion techniques are discussed in detail in section 3.4. Thirdly, ECT is

not able to handle conducting material, such as metals and water.

ECT was originally developed at the UMIST in Manchester by

Huang et al. [1988]. They were the first to use capacitance measure-

ments of an array of electrodes to obtain an image. In general, ECT

can be used to monitor any process where the fluid to be observed

has low electrical conductivity and a varying permittivity. Nowadays,

the technique is commercially available at a few suppliers, but still

mostly for research purposes. Although ECT initially was used for

gas-oil levels in pipelines, later ECT was applied for gas-solid sys-

tems, for example by Dyakowski et al. [1997]. A lot is known on the

reconstruction techniques, i.e. many new algorithms and improved

versions of known algorithms were reported by among others Isaksen

[1996], Y. and Yang [2008] and Yang and Peng [2003]. Advanced de-

velopments in ECT measuring techniques were reported by Reinecke

and Mewes [1996], who propose to temporally group electrodes into

new virtual electrodes to increase the number of independent mea-

surements. Three dimensional ECT was developed by Warsito and

Fan [2003], who measured inter electrode capacitances between elec-

trodes from different planes. This leads to real 3D images, instead

of multiple stacked 2D plane images. Though the latter technique

is promising, it should be mentioned that the resolution of 3D-ECT

is still poor. ECT can be used in industry since it can provide not

only porosity and bubble information, but also fluctuations in poros-

ity. Makkawi and Wright [2002a,b, 2004] developed simple statistical

methods to characterize fluidization regimes and bed behaviour from



3.2 Basic principle 39

Figure 3.1: Steps from 66 capacitance measurements to a 32×32 pixel
porosity image.

ECT measurements of fluidized beds.

In this work we present ECT for the measurement of porosity dis-

tributions, bubble sizes and bubble velocities at different operating

pressures. In chapter 6 the analysis tools and results will be dis-

cussed. In this chapter the measuring technique ECT is discussed.

First the basic principle of measuring capacitances and the electrode

design is discussed. Furthermore all three steps from measurement

to image are discussed: calibration and normalization, reconstruction

and the use of concentration models are discussed (see Figure 3.1).

Finally the chosen methods are summarized in terms of an overall

conclusion.

3.2 Basic principle

ECT is used to obtain information about the spatial distribution of

a mixture of dielectric materials inside a vessel, by measuring the

electrical capacitances between sets of electrodes placed around its

periphery and converting these measurements into an image showing

the distribution of permittivity as a pixel-based plot or image. The

images produced by ECT systems are approximate and of relatively

low resolution, but they can be generated at relatively high speeds.

Although it is possible to image vessels of any cross section, most of

the work to-date has been carried out on circular vessels up to 0.3

meter diameter.

ECT can be used with any arbitrary mixture of different non-

conducting dielectric materials such as polymers, hydrocarbons,

sand or glass. However, an important application of ECT is viewing

and measuring the spatial distribution of a mixture of two different

dielectric materials (a two-phase mixture), as in this case, the con-

centration distribution of the two components over the cross section
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Table 3.1: Relative electric constants for varying materials. (source: Verkerk
et al. [1986])

material ǫr comment

Vacuum 1 (by definition)
Air (1 bar) 1.00056
Water (vapor) 1.00060
Air (20 bar) 1.0112 20(ǫr,air,1bar − 1) + 1
Polypropylene 2.25
Polyethylene 2.25
Polystyrene 2.55
Mineral oil 2.5
PVC 4.5
Glass 6.0
Distilled water (liquid) 80

of the vessel can be obtained from the the permittivity distribution.

The achievable permittivity image resolution depends on the num-

ber of independent capacitance measurements, but is generally low.

However, images can be generated at high frame rates, typically at

100 Hz. A typical ECT permittivity image format uses a square grid of

32×32 pixels to display the distribution of the normalised composite

permittivity of each pixel. For a circular sensor, 812 of the available

1024 pixels are used to approximate the circular cross-section of the

sensor. The values of each pixel represent the normalised value of the

effective permittivity of that pixel. In the case of a mixture of two di-

electric materials, these permittivity values are related to the fraction

of the higher permittivity material present (the volume ratio) at that

pixel location.

In this work we will be referring to the relative permittivity ǫr (or

dielectric constant) of materials. The relative permittivity of a material

is its absolute permittivity (ǫ) divided by the permittivity of vacuum

(ǫ0 = 8.85 · 10−12F/m):

ǫr =
ǫ

ǫ0
(3.1)

Hence, the relative permittivity of air is about 1 and typical values for

other solids and liquids are polystyrene (2.5), glass (6.0) and mineral

oil (2.3) (see Table 3.1).
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Figure 3.2: Basic ECT System.

3.2.1 ECT system configuration

An ECT system consists of a capacitance sensor, measurement cir-

cuitry and a control computer. Screened cables connect the sensor

to the measurement circuitry, which must be able to measure very

small inter-electrode capacitances, of the order of 10−15F (1 fF), in the

presence of much larger capacitances to earth of the order of 2 ·105 fF.

A schematic illustration of a basic ECT system of this type is shown

in Figure 3.2.

The number of sensor electrodes that can be used, depends on

the range of values of inter-electrode capacitances and the upper and

lower measurement limits of the capacitance measurement circuit.

The capacitance values when the sensor contains air, are referred

to as standing capacitances and their relative values are shown in

Figure 3.3 for a 12-electrode circular sensor with internal electrodes.

Sequential electrodes are referred to as adjacent electrodes, and

have the largest standing capacitances, while opposite electrodes

have the smallest capacitances. As the number of electrodes in-
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Figure 3.3: Inter-electrode capacitances (a) and electrode configuration (b).

creases, the electrode surface area per unit axial length decreases

and the inter-electrode capacitances also decrease. When the small-

est of these capacitances (for opposite electrodes), reaches the lowest

value that can be measured reliably by the capacitance circuitry, the

number of electrodes, and hence the image resolution, can only be

increased further by increasing the axial lengths of the electrodes.

However, these lengths cannot be increased indefinitely because the

standing capacitances between pairs of adjacent electrodes will also

increase and the measurement circuitry will saturate or overload once

the highest capacitance measurement threshold is exceeded.

The measurement sequence involves applying an alternating volt-

age from a low-impedance supply to one (source) electrode. The re-

maining (detector) electrodes are all held at zero (virtual ground) po-

tential and the currents which flow into these detector electrodes (and

which are proportional to the inter-electrode capacitances) are mea-

sured. A second electrode is then selected as the source electrode and

the sequence is repeated until all possible electrode pair capacitances

have been measured. This generates M independent inter-electrode

capacitance measurements, where:
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Figure 3.4: Part of an example printed circuit board (PCB) of the ECT elec-
trodes with one plane of measurement electrodes and on both sides guard
electrodes.

M =
E(E − 1)

2
(3.2)

and E is the number of electrodes located around the circumference.

For example for E = 12, M = 66. As the measurements for a single

frame of data are made sequentially, the capacitance data within the

frame will be collected at different times and there will be some time

skewing of the data. Interpolation techniques can be used to de-

skew this data if this effect is likely to produce significant errors.

De-skewing is not used in this work.

Axial resolution and overall measurement sensitivity can be im-

proved by the use of driven axial guard electrodes, located either side

of the measurement electrodes, as shown in the flexible laminate de-

sign of Figure 3.4.

The driven axial guard electrodes are excited at the same electrical

potentials as the associated measurement electrode and prevent the

electric field from being diverted to earth at the ends of the measure-

ment electrodes. For large diameter vessels, axial guard electrodes

are normally an essential requirement to ensure that the capacitances

between opposing electrodes are measurable.

With the current state of capacitance measurement technology,

it is possible to measure capacitance changes between 2 unearthed
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Figure 3.5: Normalization of electrode combination 1-3, where CL is the
capacitance for an empty bed and CH is the capacitance for a bed filled with
particles.

electrodes of 0.1 fF in the presence of stray capacitance to earth of

200 pF at a rate of 2000 measurements per second. This sets a

practical lower design limit on the capacitance between any pair of

electrodes of around 5 fF, which equates to measurement electrodes

of minimum axial length of 5 cm for a 12 electrode sensor. These

dimensions assume that effective driven axial guards are used.

3.3 Calibration

ECT capacitance measurements are normalised since large differ-

ences occur between capacitance values between neighbouring elec-

trode pairs and opposite pair as seen in Figure 3.3.

Calibration of the ECT sensor is rather straightforward. The ab-

solute capacitances are measured for an empty column and for an

column filled with particles. The normalised capacitance can be eas-

ily calculated with equation 3.3:
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Figure 3.6: Plane averaged normalized capacitance for an empty column for
a measurement overnight.

Cn =
C − CL

CH − CL
(3.3)

where C is the measured capacitance, CL is the capacitance of an

empty bed, CH is the capacitance of a bed filled with particles and Cn

is the normalised capacitance.

Unfortunately the straightforward approach of calibrating, mea-

suring a full and empty vessel, is not suitable for the pressurized set-

up, which will be discussed in chapter 6. Three properties of the setup

cause the necessity of an alternative calibration method: occurrence

of signal jumps, signal drift and difficulty to open the vessel, each of

which will be explained below.

Figure 3.6 shows normalized capacitance values for an empty col-

umn calibrated for LLDPE particles which were measured over night

at 1 Hz. During this measurement, no experiments were performed

and no work was done to the column. After calibration ideally, the

electrodes should have measured a constant normalized capacitance

of zero. However, the signal shows sudden jumps in the signal. After a

few minutes the calibrations deteriorate. Moreover, the signals slowly

drift away from the initial values. Sidorenko and Rhodes [2004] re-
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ported signal drifts as well, but the cause for these drifts is not known.

Tests show that the technique is sensitive to external influences such

as: moved wires, presence of humans. Although these events did

not occur overnight we assume that the drifts and jumps are due to

external influences. Frequent calibration should overcome the cali-

bration problems. Unfortunately it is not possible to open the vessel

and remove the particles quickly. Opening the pressure vessel takes

about 4 hours. Therefore, frequent calibration of the empty vessel is

impossible. Frequently measuring a filled column is possible though.

It is anticipated that the absolute capacitance difference between

the empty and full column is constant, since it only depends on ma-

terial properties. Drifts and jumps are assumed to be caused by ex-

ternal factors, and have equal influence for filled and empty vessels.

Hence, the denominator of equation 3.3 is assumed to be constant:

CH,1 − CL,1 = CH,0 − CL,0 (3.4)

where subscript 0 corresponds with the initial calibration and sub-

script 1 corresponds with calibration after jumps and drift. Note that

the lower calibration after drifts (CL,1) is not known, but can be ob-

tained after simple rearranging:

CL,1 = CH,1 − (CH,0 − CL,0) (3.5)

Normalization equation 3.3 for the situation after drifts (subscript 1)

is:

Cn =
C − CL,1

CH,1 − CL,1
(3.6)

where the denominator can be replaced by CH,0 − CL,0 according to

equation 3.4 and CL,1 in the nominator can be replaced by CH,1 −
(CH,0 −CL,0) according to equation 3.5, slightly rearranged leading to:

Cn =
C − CL,0 + (CH,1 − CH,0)

CH,0 − CL,0
(3.7)

Only known terms are used in equation 3.7. Compared with equa-

tion 3.3 only the drift (CH,1 − CH,0) is added.
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3.4 Reconstruction

From 66 independent normalized capacitance measurements a

32×32 pixel image needs to be reconstructed. In this section four dif-

ferent reconstruction methods are discussed: Linear Back Projection

(LBP), Iterative LBP, Tikhonov reconstuction and Landweber recon-

stuction. Each of these methods require a sensitivity matrix which is

discussed first.

Sensitivity matrix

The sensitivity matrix describes how the measured capacitance be-

tween any combination of electrodes changes when a change is made

to the dielectric constant of a single pixel inside the sensor. This can

be better understood by considering the case where one electrode is

connected to a positive potential and all of the other electrodes are

connected to earth.

The electric field lines for this situation are shown in Figure 3.7

and are relatively uneven; the field being strongest near to the excited

electrode and weakening with increasing distance from this electrode.

The effect of this uneven field distribution is that the change in

capacitance measured between any two electrodes caused by an ob-

ject with a given permittivity will vary depending on the location of

the object. The ECT system is most sensitive when an object is placed

near the walls of the vessel and is least sensitive at the centre of the

vessel. This effect is accounted for using knowledge of the variation of

sensitivity with position for each pixel. This information is stored in a

sensitivity map. When the ECT system constructs images, it reads the

sensitivity map and compensates the image pixels accordingly. In the

next section the sensitivity map is used to reconstruct the porosity

distribution. Four different reconstruction techniques are discussed.

Linear back projection

The linear back projection (LBP) reconstruction technique is based on

the solution of a set of forward and reverse linear transformations.

The forward transform is a matrix equation which relates the set

of inter-electrode capacitance measurements C to the set of pixel

permittivity values K. This transform assumes that the measured

inter-electrode capacitances resulting from any arbitrary permittivity
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Figure 3.7: Electric flux lines showing the electric field distribution when
the electrode on the right (black) is exerted.

1-2 1-3 1-4 1-5 1-6 1-7

Figure 3.8: Six primary Sensitivity maps, where black pixels are influenc-
ing the inter electrode capacitance, grey pixels have no influence and white
pixels have negative influence.
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distribution K inside the sensor will be identical to those obtained

by summing the component capacitance increases which occur when

each pixel has its defined permittivity, with all other pixels values set

to zero.

C = S · K (3.8)

where C is an array containing 66 measured inter-electrode pair ca-

pacitances, K is an array containing 1024 pixels which describe the

permittivity distribution inside the sensor and S is the sensitivity ma-

trix. S had the dimensions 66×1024, where the coefficients represent

the relative change in capacitance of each capacitance pair when an

identical change is made to the permittivity of each of the pixels. Ex-

amples of the sensitivity maps are shown in Figure 3.8.

In principle, once the set of inter-electrode capacitances C have

been measured, the permittivity distribution K can be obtained from:

K = S−1 · C (3.9)

Unfortunately, the inverse of an non-square matrix is not known.

In other words, this is confirmation that it is not possible to obtain

the individual values of a large number of pixels (1024) from a smaller

number of capacitance measurements (66). As an exact inverse does

not exist, an approximate matrix must be used. The LBP algorithm

uses the transpose of the sensitivity matrix S, which has suitable

dimensions.

K = ST · C (3.10)

The LBP reconstruction technique produces approximate, but very

blurred permittivity images (see Figure 3.10. To improve the accu-

racy, an iterative LBP can be used, which is discussed in the next

section.

Iterative LBP

The idea of the iterative LBP is to use two equations alternating to

correct the sets of capacitance and pixel values in turn and hence

produce a more accurate image from the capacitance measurements.
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First, 66 inter-electrode capacitances are measured and the sen-

sitivity map is calculated. Then the permittivity image for the first

iteration K1 is calculated using:

K1 = ST · C1 (3.11)

Since individual pixel values (k) from K1 can be negative or exceed 1,

they are truncated to lie within the range of 0 < k < 1. The new values

of K1 are used to obtain a new set of inter-electrode capacitances for

the next iteration (Ci+1) using:

Ci+1 = S · Ki (3.12)

where i is the iteration number. The capacitance error is obtained via:

∆C = (Ci+1 − Ci) (3.13)

To improve stability the capacitance errors (∆C) are limited in the

range from -0.05 or 0.05. A new permittivity image is obtained using:

∆K = ST · ∆C (3.14)

Ki+1 = (Ki − ∆K) (3.15)

Again, individual pixel values are truncated within the range of

0 < k < 1. Starting from equation 3.12, these steps can be repeated

until an accurate image is obtained (see Figure 3.9).

Tikhonov regularization

It is possible to calculate enhanced transformation matrices which

give better quality images than those produced by LBP. A number

of different transformation matrices can be used, but two methods

which give useful improvements over back-projection are based on

methods originally described by Tikhonov and Landweber. In princi-

ple, the Landweber method should give similar results to the iterative

algorithm when pixel truncation is disabled. Both the Landweber

[1951] and Tikhonov and Arsenin [1977] transformation matrices can

be obtained from the sensitivity matrix for the sensor.
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True LBP 1 iteration 2 iterations

5 iterations 15 iterations 30 iterations 50 iterations

Figure 3.9: 32 × 32 pixel normalized permittivity results for the iterative LBP
reconstuction technique. All results are truncated between 0 (black) and 1
(white). More iterations show an improved result.

The LBP reconstruction technique uses the transpose sensitivity

matrix (ST ) as transformation matrix (see equation 3.10 and equa-

tions 3.16). It is known that the obtained back projected permittivity

(KBP ) is erroneous.

KBP = ST · C (3.16)

Replacing the capacitance measurements (C) using equation 3.8 re-

sults in:

KBP = ST · S · K (3.17)

where K is the true permittivity. Rewriting gives:

K = (ST · S)−1 · KBP (3.18)

Substituting the back projected permittivity (KBP ) using equa-

tions 3.16 gives:

K = (ST · S)−1 · ST · C (3.19)

Instead of using the transpose sensitivity matrix (ST ) as in the

LBP, ST

ST ·S
is used. Unfortunately the matrix ST ·S can have very small

numbers at the diagonal or even zero, which would lead to singularity

in the permittivity results. Therefore an additional term is introduced:
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K = (ST · S + t · I)−1 · ST · C (3.20)

where I is the identity matrix and scalar t is the Tikhonov constant.

High values of the Tikhonov constant give similar results as the LBP,

while low values gives noisy results. Typical values of t are in the

range 0.1 to 100.

Landweber iteration method

The Landweber iteration method is based on singular value decompo-

sition (SVD) of the sensitivity matrix S.

S = U · D · V (3.21)

where U and V are unitary matrices and D is a diagonal matrix. This

operation can be performed by Matlab. A detailed description of sin-

gular value decomposition can be found in several matrix mathemat-

ics books or websites. The matrices U and V are used to obtain a

Landweber sensitivity map (SL).

SL = V · F · UT (3.22)

where elements of the filter matrix F are defined as:

f =
(1 − L · d)N

d
(3.23)

where d is an element of the diagonal matrix D, L is the relaxation

parameter or the Landweber transformation parameter and N is the

number of iterations. Typical values of L are in the range of 10−2 to

10−4. Low numbers of L give similar results to the LBP algorithm. The

number of iterations N is typical in the range 10 to 100.

Finally the Landweber sensitivity matrix can be used to obtain the

32×32 pixel permittivity plot:

K = SL · C (3.24)
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True LBP Iterative LBP Tikhonov Landweber

Figure 3.10: 32 × 32 pixel normalized permittivity results of four reconstruc-
tion techniques of five generated permittivity distributions with. All results
are truncated between 0 (black) and 1 (white). 50 iterations were used for
the iterative LBP, the Tikhonov constant was set to 0.1 and the Landweber
constant set to 10−4 with 50 iterations.
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Comparison

For all four reconstruction techniques example results are shown in

Figure 3.10. Using equation 3.8 a fictitious permittivity distribution

(K) is used to calculate fictive capacitance data (C). The LBP algorithm

gives a very smooth result and gives normalised permittivity values

over 1 and below 0 (not visible in Figure 3.10). The iterative LBP

gives improved results, but has trouble to retrieve the right shape

and number of objects. The Tikhonov and Landweber technique gives

similar results, if the constants are chosen well.

3.5 Concentration models

As mentioned in the previous section permittivity is measured with

ECT. The volumetric phase fraction of both components is not linearly

correlated to the permittivity. For the correlations typically three dif-

ferent models can be used, depending on the spatial distribution of

the material: the parallel, series and Maxwell models. The correlation

between the measured permittivity and the actual volume fraction for

all three models is shown in Figure 3.12.

Each of the methods requires the relative permittivity of a bed filled

with packed particles (KH ) and of an empty bed (KL). The relative

permittivity of the empty bed filled with air is 1.0 (see Table 3.1). The

relative permittivity of a bed filled with packed particles depends on

the packing fraction:

KH = ǫpacked = ǫglass · α + ǫair · (1 − α) (3.25)

where α is the solids fraction of a randomly packed bed which is

around 0.6.

For example glass has a relative permittivity of 6.0, the permittivity

of a packed bed with glass particles is just 4.0 as shown in equation

3.25.

Parallel model

The parallel concentration model is based on parallel oriented sub

resolution structure of the high and low permittivity material as

shown in Figure 3.11. The derivation of the model is rather straight-

forward:
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Figure 3.11: Schematic illustration of four concentration models, where
black are electrodes, grey is high permittivity material (particles) and white is
air. Next to the series model a circular orientation of 12 electrodes is shown.
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Figure 3.12: Correlation between the measured permittivity and the actual
volume fraction for all four concentration models.
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KE = KH · X + KL · (1 − X) (3.26)

where KE is the measured permittivity of the mixture. X is the frac-

tion of the volume filled with the higher permittivity material. KH is

the absolute permittivity of the higher permittivity material. KL is the

absolute permittivity of the lower permittivity material.

Normalising equation 3.26 gives:

KEN =
KH · X + KL · (1 − X) − KL

KH − KL
(3.27)

where KEN is the normalised measured permittivity of the mixture.

Note that this simplifies to:

KEN =
KH · X + KL − KL · X − KL

KH − KL
= X (3.28)

In case of the parallel model the normalised capacitance is linearly

proportional to the volume fraction or porosity of the bed.

Series model

The series model assumes layers of material between the electrodes,

or in case of an circular sensor it assumes one large object or hole in

the bed (see Figure 3.11).

1

KE
=

X

KH
+

1 − X

KL
(3.29)

Inverting and normalising equation 3.29 gives:

KEN =

KLKH

KH
+ X(KL − KH) − KL

KH − KL
(3.30)

Rewriting equation 3.30 gives:

X =
KHKEN

KL + KEN (KH − KL)
(3.31)

Using the permittivity ratio K = KH

KL
this can be further simplified

to:

X =
KKEN

1 + KEN (K − 1)
(3.32)
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Maxwell model

Based on the work of Maxwell in the 19th century, Yang and Byars

[1999] developed a model assuming spheres of the higher permittivity

material in the lower permittivity material. The results of this model

are shown in equation 3.33 and 3.34

KEN =
3X

2 + K + X(1 − K)
(3.33)

X =
KEN (2 + K)

3 + KEN (K − 1)
(3.34)

Inverted Maxwell model

In the case of a fluidized bed bubbles of air (low permittivity) are

moving through a polymeric emulsion phase (high permittivity). The

Maxwell model described in the previous section is derived for the op-

posite situation, but can be applied by inverting the permittivity ratio

K. This model we will refer to as the inverted Maxwell model.

X =
2KENK + KEN

3K + KEN − KENK
(3.35)

In this work we use the inverted Maxwell model since this model rep-

resents the bubble emulsion structure best.

3.6 Conclusion

In this work we use an advanced calibration technique based on the

assumption that the capacitance difference between an empty vessel

and a filled vessel remains constant, while both values change over

time due to external disturbances.

For the reconstruction we used the Landweber reconstruction

technique with the Landweber constant set to 10−4 with 50 iterations.

This technique and constants were chosen based on two criteria: lit-

tle permittivity values were found over one and below zero and the

technique is able to correctly reconstruct bubble shapes. LBP and

iterative LBP give poor results compared to Landweber. Tikhonov reg-

ularization gives similar results and could be used as well.
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To obtain the concentration from the permittivity data the in-

verted Maxwell concentration model was used, since it represents the

bubble-emulsion structure best, i.e. we have low permittivity bubbles

inside a continuous high permittivity emulsion phase.



60 Electrical capacitance tomography



4
Particle and bubble behaviour in fluidized beds at

elevated pressure

4.1 Introduction

The discrete particle model is widely used for fluidized beds, but for

detailed simulation of gas-pressurized fluidized bed it has rarely been

applied. Li and Kuipers [2005] performed several DPM simulations

at different operating pressure with particular focus on the effect of

the particle-particle collision parameters on the flow structure. Op-

erating pressure plays an important role in the drag force through

the gas phase density. Collisional dissipation (particle-particle in-

teraction) causes particles to cluster and results in the formation of

bubbles, whereas strong particle-gas interaction reduces this effect.

Both these effects were investigated by Li and Kuipers [2005]. They

reported the existence of more pronounced homogeneous fluidization

at elevated pressure. With the Discrete Particle Model (DPM) one is

able represent in detail particle-particle interaction as well as particle-

fluid interaction. Therefore this model is very suited to investigate the

effect of pressure on fluidization behaviour. In this chapter the DPM is

used to investigate the effect of the operating pressure on fluidization

behaviour. To make the simulations comparable, a constant excess

velocity was applied, contrary to Li and Kuipers [2005] who chose

a gas velocity equal to three times the minimum fluidization veloc-
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ity. The data produced by the DPM can be analysed in several ways.

This chapter consists of three parts: the description of the model,

presentation of the simulations settings and analysis results. Results

obtained from several analysis methods are discussed: porosity distri-

butions, bubble behaviour, spectral analysis of pressure fluctuations

and the granular temperature. Finally the conclusions are presented.

4.2 Governing equations

In this section the governing equations of the DPM are briefly dis-

cussed. For more details the reader is referred to chapter 2. The

discrete particle model (DPM) or Euler-Lagrange model was originally

developed by Hoomans et al. [1996]. In the DPM every particle is indi-

vidually tracked, accounting for particle-particle and particle-wall col-

lisions. The dynamics of the gas phase are described by the volume-

averaged Navier Stokes equations:

∂

∂t
(ǫgρg) + ∇ · (ǫgρgūg) = 0 (4.1)

∂

∂t
(ǫgρgūg) + ∇ · (ǫgρgūgūg) = − ǫg∇p −∇ · (ǫg ¯̄τg) − S̄p + ǫgρg ḡ (4.2)

where ūg is the gas velocity and ¯̄τg represents the gas phase stress

tensor. The sink term S̄p, represents the drag force exerted on the

particles:

S̄p =
1

Vcell

∫

Vcell

Npart
∑

i=0

Viβ

1 − ǫg
(ūg − v̄i)D(r̄ − r̄i)dV (4.3)

where v̄i is the velocity of particle i.

The distribution function D(r̄ − r̄i) is a discrete representation of a

Dirac delta function that distributes the reaction force acting on the

gas phase to the Eulerian grid via a volume-weighing technique. The

inter-phase momentum transfer coefficient, β describes the drag of

the gas-phase acting on the particles.

The Ergun [1952] and Wen and Yu [1966] equations are commonly

used to obtain expressions for β. However, we use the closure relation
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derived by Koch and Hill [2001] based on lattice Boltzmann simula-

tions, since this drag closure does not exhibit discontinuities at high

Reynolds numbers and yields good results as reported by Bokkers

et al. [2004] and Link et al. [2005]. The particle motion is described

by Newton’s second law:

mi
dv̄i

dt
= −Vi∇p +

Viβ

ǫs
(ū − v̄i) + miḡ + F pp

i + F pw
i (4.4)

where the forces on the right hand side are, respectively due to pres-

sure, drag, gravity, particle-particle interaction and particle-wall in-

teraction.

The angular velocity the angular momentum equation is given by:

Īi
dω̄i

dt
= T̄i (4.5)

The contact forces are caused by collisions with other particles or

confining walls. These collisions are described with a soft-sphere ap-

proach. In our approach a linear spring/dash-pot model has been

adopted, wherein the velocities, positions and collision forces of the

particles are calculated using a fixed time step and first order time

integration [Hoomans et al., 1996]. The collision model takes into

account restitution and friction effects. The associated collision coef-

ficients were obtained experimentally via the method of Kharaz et al.

[1999]. They developed a sophisticated experimental method to obtain

collision parameters for different impact angles. For a more detailed

discussion of this model we refer to chapter 2 and the review paper

by Van der Hoef et al. [2006].

4.3 Simulation settings

To investigate the pressure effect on the fluidization behaviour seven

full three dimensional DPM simulations at 1, 2, 4, 8, 16, 32 and 64

bar were performed. The system properties and operating conditions

are specified in Tables 4.1 and 4.2 respectively.

The coefficients of restitution and the friction coefficients used in the

simulations were measured according to the method described by

Kharaz et al. [1999]. No-slip boundary conditions were used at the

confining walls.
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Table 4.1: Settings for all seven simulations.

Property Symbol Value Unit

System width X 0.025 m (20 cells)

System depth Y 0.025 m (20 cells)

System height Z 0.1 m (80 cells)

Time step dt 1.0 · 10−4 s
Total time t 10 s
Number of particles Npart 2.86 · 105

−

Particle diameter dp 0.5 mm
Particle density ρ 925 kg/m3

Normal spring stiffness kn 200 N/m
Coefficient of normal restitution en 0.8 −

Coefficient of tangential restitution et 0.6 −

Friction coefficient µ 0.1 −

Table 4.2: Superficial gas velocities for all seven simulations

P(bar) umf (m/s) usup(m/s)

1 0.088 0.265

2 0.084 0.261

4 0.077 0.253

8 0.067 0.244

16 0.056 0.233

32 0.044 0.221

64 0.033 0.210

In order to enable a fair comparison between the simulations, a

constant excess velocity (i.e. superficial gas velocity minus minimum

fluidization velocity) of 0.177 m/s was applied (see Table 4.2).

4.4 Results

From the DPM simulation data several results can be obtained. In this

section porosity distributions, bubble behaviour, spectral analysis of

pressure fluctuations and granular temperature are presented.

4.4.1 Porosity distribution

The applied operating pressure has a profound influence on the bub-

ble behaviour as can be seen in Figure 4.1. From these snapshots it

can be observed that bubbles become smaller with increasing pres-

sure. Moreover, at higher pressures it becomes harder to distinguish
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(a) 1 bar (b) 2 bar (c) 4 bar (d) 8 bar (e) 16 bar (f) 32 bar (g) 64 bar

Figure 4.1: Snapshots of particle positions in a slice in the centre of the bed
with a depth of one computational cell at different operating pressures. At
32 and 64 bar the top of the bed is not shown.
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Figure 4.2: PDF of time-averaged porosity distribution at different operating
pressures.
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bubbles from the emulsion phase. From animations, it was observed

that bubbles move more chaotically. To quantify the effect of the oper-

ating pressure on the bubble behaviour, a probability density function

(PDF) of the local porosity was obtained from 8 s of simulation data,

using the porosity from each cell and every time step. In Figure 4.2

a normalised PDF of the porosity distribution is shown. Pressure in-

fluences the PDF significantly. For pressures of 16 bar and lower, we

see a clear peak around a porosity of 0.40 - 0.45, representing the

emulsion phase. Notice that (dense) packed spheres possess a poros-

ity of 0.26 and randomly packed particles have a porosity of about

0.4. For porosities above 0.95 we see a small peak caused by bub-

bles. An intermediate area with porosities between 0.45 and 0.90 is

formed in areas located around bubbles or in developing or collapsing

bubbles. With increasing pressure the emulsion phase becomes less

dense, while the bubbles contain more particles. The simulation of 32

bar does not show any peak for the emulsion phase. Hence, in that

case there is no clear distinction anymore between the emulsion, in-

termediate and bubble phases. At 64 bar the hydrodynamics change

even more so that a new peak is formed around 0.83.

4.4.2 Bubble behaviour

The results from the previous section indicate that the formation and

dynamics of bubbles play an important role for the overall bed dy-

namics. The effect of bubbles on fluidized bed hydrodynamics and

performance has been studied extensively in literature. Since the

bubbles are responsible for the mixing in a fluidized bed, many im-

portant bubble properties, such as rise velocity, size, shape and wake

size have been determined experimentally. The formation of heteroge-

neous structures such as bubbles is a direct outcome of the discrete

particle simulation. In order to detect these structures, enabling sub-

sequent analysis and direct comparison with experimental data, a

bubble detection algorithm is required. In this study we report an al-

gorithm that can distinguish bubbles from the emulsion phase. The

algorithm essentially consists of three steps: calculation of the poros-

ity field, determination of a threshold value for the porosity and cor-

relation of detected bubbles. First we calculate the porosity for each

computational cell, by subtracting the volume of the particle phase

from the volume associated with that cell (Figure 4.3b). Small clus-
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ters of particles disturb the detection, causing small ’holes’ in the

bubbles and difficulties in detecting the bubble edge. Therefore we

smooth the porosity plot by applying a moving average filter with a

size of 3×3×3 cells (Figure 4.3c). In the second step a threshold value

for the porosity is determined. In order to identify bubbles of varying

porosity a variable threshold value was used. Areas with a poros-

ity above the threshold value are attributed to the bubbles, whereas

the remainder of the cells are attributed to the emulsion phase. We

use a local threshold value to be able to distinguish between very

porous bubbles surrounded by a porous emulsion phase and small,

less porous bubbles surrounded by a dense emulsion phase. To pre-

vent the threshold to become too large or too small the threshold value

is limited as follows.

ǫth = max(ǫmin, ǫloc) (4.6)

where ǫloc is the local porosity of the emulsion phase, which is

calculated as:

ǫloc = max
x∈Ω

(ǫx) + (ǫmax − 1.0) (4.7)

where ǫmin = 0.6 and ǫmax = 0.8 are the minimum and maximum

threshold values and the domain (Ω) is a 9×9×9 cells grid around the

local grid cell (Figure 4.3d). From equation 4.7 it can be obtained that

for a domain containing a cell without particles the threshold value

is 0.8. The numerical values used for determining the threshold were

found to give the best accordance between visual detection and the

detection results. To prevent grid size dependency, after ǫloc has been

obtained for each grid cell a moving average filter of 9×9×9 cells is

applied (Figure 4.3e).

After all cells have been identified all bubble cells which are con-

nected to each other are attributed to the same bubble (Figure 4.3f).

The bubble position, i.e. the centre of mass and equivalent bubble

radius can be easily calculated from the average cell position and

number of cells pertaining to the bubble, respectively (Figure 4.3g).

In the third and final step of the bubble detection algorithm two

subsequent detection results are correlated in order to calculate the

bubble rise velocity. Bubbles in two subsequent bubble maps that

are less than one bubble radius apart, are considered to constitute
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(a) (b) (c) (d) (e) (f) (g)

Figure 4.3: Snapshots showing intermediate results of the bubble detec-
tion algorithm: a) the particle positions; b) porosity of the bed; c) smoothed
porosity; d) threshold value (ǫth); e) smoothed threshold value; f) bubble de-
tection results; g) equivalent bubble diameter.

the same bubble. From the bubble displacement between two sub-

sequent detection results the bubble velocity can be calculated. If

coalescence or break-up occurs, the involved bubbles will move more

than one bubble radius, and the bubble positions are discarded in

the velocity calculation. For practical purposes the relative bubble

velocity, i.e. the slip velocity is much more relevant than the absolute

bubble velocity. To this end we also require the emulsion velocity,

which is calculated by averaging the velocity of all the particles in a

one grid cell thick layer surrounding the bubble. The slip velocity is

subsequently calculated as:

v∞ = vb − ve (4.8)

where vb and ve are the velocities of the bubble and the surrounding

emulsion phase, respectively.

In Figure 4.4 the average bubble size versus the bed height is

shown. At low pressure we see a continuously increasing bubble size

caused by bubble growth and coalescence. At higher pressures how-

ever a more flat profile of the average bubble size is observed. At 32

bar the average bubble size at the top of the bed is smaller than in
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Figure 4.4: Equivalent bubble radius, calculated by bubble detection algo-
rithm, as a function of bed height.

the bottom of the bed. Probably this effect is caused by more vigor-

ous fluidization and the inability of the algorithm to detect individual

bubbles. At 64 bar the bubble detection algorithm fails and cannot

detect bubbles anymore.

In Figure 4.5 snapshots of the particle positions at different op-

erating pressures are shown. A distinctly different bubble behaviour

can be discerned from this figure. At elevated pressures the bubbles

tend to be smaller. Furthermore the porosity distribution becomes

more homogeneous, as was observed before.

The bubble size distribution calculated on basis of the bubble de-

tection results is shown in Figure 4.6. Bubbles, smaller than 1 mm,

are not detectable and are therefore not taken into account. In all

cases the mean bubble radius is about 3 mm. At increasing pressure

more bubbles larger than 7 mm are observed. Bubbles exceeding a

size of 12 mm are hardly seen, since the bed width is 25 mm. From

visual inspection of porosity maps of the bed it was found that in gen-

eral the bubble size is decreases with increasing pressure. However

this trend is not seen in Figure 4.6 which has two reasons. Small

bubbles cannot be detected since they have similar sizes compared to

the computational cells. For this reason, a decrease in bubble size
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Figure 4.5: Bubble detection results. Top row: Snapshots of the instanta-
neous particle positions at different pressures. Middle row: Porosity plots
from the snapshots of the DPM results at 2, 4, 8 and 16 bar. Only a slice
of one cell deep in the middle of the bed is shown. Bottom row: Bubble
detection results of the snapshots shown in the middle row. The black cells
are attributed to bubbles.
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Figure 4.6: The PDF of the bubble radius distribution of six simulations.

is difficult to detect. In addition it is difficult to detect bubbles at

pressures exceeding 16 bar, because the bubble-emulsion structure

is less distinct in this case.

Based on experiments Davidson and Harrison [1963] derived the

following expression for the bubble rise velocity:

vb = 0.711
√

dbg (4.9)

Chan et al. [1987], Olowson and Almstedt [1990, 1991, 1992], Wiman

and Almstedt [1998] reported similar equations for the bubble rise

velocity with a slightly modified leading constant.

In Figure 4.7 the simulation results are shown along with the

Davidson and Harrison [1963] relation. In general, the shape of the

curves and the magnitude of the bubble velocity are in reasonable

accordance with the Davidson and Harrison expression. At low op-

erating pressures, the bubble rise velocities exceed the Davidson and

Harrison relation. Davidson and Harrison [1963] studied the steady

rise velocity of isolated bubbles in an otherwise undisturbed fluidized

medium at atmospheric conditions. The difference is probably caused

by the upward flow of the emulsion phase surrounding the bubbles.

The effect of the emulsion movement can be eliminated by subtract-
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Figure 4.7: The bubble velocity versus the bubble radius. For reference
purposes the Davidson and Harrison relation is included.

ing the emulsion velocity, as described earlier, yielding a better cor-

respondence with the Davidson and Harrison relation, as shown in

Figure 4.8. Especially the results for low operating pressures are very

well in accordance.

The results presented in the previous section are subject to some

analysis difficulties, leading to some uncertainties in the obtained

results. In this section we will discuss some of the aspects related

to the choices made in the bubble detection algorithm, the applied

bed dimensions and the interpretation of bubble sizes near the wall

and at elevated pressures. In this work, the dimensions of the simu-

lated fluidized bed are rather limited, i.e. 0.025×0.025×0.1 m3. The

reason that a relatively small bed was used is of a practical nature;

due to the high number of particles in the system (i.e. 2.86 · 105) the

computation time for one discrete particle simulation for a system

of this size is in the order of one month, which is just acceptable.

As a result of the computational an hence dimensional limitations,

the predicted bubble sizes are restricted by the size of the bed. Fur-

thermore, wall effects such as a strong particle down flow near the

wall will influence the bubble behaviour. Bubbles near the wall tend
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Figure 4.8: The bubble slip velocity versus the bubble radius. The simula-
tion results are compared with the Davidson and Harrison relation.

to slow down and become strongly asymmetrical as is shown in Fig-

ure 4.9. In large-scale industrial scale fluidized beds the walls are less

important, because these beds are typically metres wide. We partly

eliminate wall effects on the bubble rise velocity by subtracting the

emulsion phase velocity, yielding the bubble slip velocity, which can

directly be compared to the rise velocity of bubbles in an undisturbed

bed (in this case the emulsion phase velocity is zero). Furthermore,

bubble sizes are bound by the bed dimensions. As indicated before,

the bubble-emulsion structure becomes less distinct with increasing

pressure (see Figure 4.5). One should bear in mind that the ability to

distinguish individual bubbles diminishes with increasing pressure.

4.4.3 Spectral analysis of pressure fluctuations

Gas flow more easily through the bubbles compared to the emulsion;

leading to a lower pressure inside the bubbles. Due to the continu-

ous passage of bubbles through the fluidized bed, the pressure drop

measured over the bed height is continuously fluctuating. Link et al.

[2005] proposed a method to apply spectral analysis to DPM results.

By recording the pressure drop over the bed as a function of time and
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Figure 4.9: Snapshot of the bed porosity in the case where two bubbles
are present. The lower bubble slows down near the wall and is much more
asymmetric than the bubble in the core of the bed.
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Figure 4.10: Power spectra of the pressure drop fluctuations of five simula-
tions at operating pressures of 2, 4, 8, 16 and 32 bar.

applying a Fourier transformation to the pressure signal, they were

able to obtain the pressure fluctuation frequency spectrum. A similar

analysis was made to the current DPM simulation data. To this end,

the pressure is averaged over the top and the bottom planes of the

bed every 4 ms. Subsequently a Fourier transformation over 2048

data points was performed. Spectral analysis was applied to the bed

pressure drop signal, the results of which are shown in Figure 4.10.

We see that the power of the spectrum decreases with increasing pres-

sure. This implies that the pressure drop fluctuations decrease with

increasing pressure, which is a result of the smaller bubble size and

reduced heterogeneity of the system. At 32 bar the peak disappears

due to vigorous chaotic fluidization. Furthermore, it is observed that

the main peaks tend to shift to lower frequencies as the pressure

is increased. This suggests that the frequency of bubbles passing

through the bed is lower. In order to check this hypothesis, the mean

frequency resulting from the spectral analysis is compared with the

bubble passage frequency obtained from the bubble detection method

(see Table 4.3). In the bubble detection algorithm the bubble passage

frequency was determined by counting the number of bubbles pass-



76 Particle and bubble behaviour in fluidized beds at elevated pressure

Table 4.3: Comparison of the bubble passage frequency calculated from the
bubble detection algorithm results and the average frequency of the spectral
analysis.

Operating pressure Bubble passage frequency
Bubble detection algorithm Spectral analysis

2 bar 22.9 Hz 21.1 Hz

4 bar 20.0 Hz 19.3 Hz

8 bar 14.3 Hz 18.1 Hz

16 bar 12.3 Hz 16.8 Hz

32 bar 4.1 Hz 32.7 Hz

ing a virtual plane at a height of 0.03 m. This height was chosen

since it is in the middle of the bed. No new bubbles are formed at this

height and hardly any bubbles collapse.

While the shape of the spectrum is not changing that much, the

bubble passage frequency measured with the bubble detection algo-

rithm gradually decreases with pressure. This decrease is especially

important between 4 and 8 bar.

The trend seen in the bubble detection algorithm is similar to the

average frequency peak from the bubble passage spectrum, but the

values differ, especially for the case with operating pressure of 8 and

16 bar. Results for simulations at 32 bar should be ignored since

many bubbles passages are not detected. The spectral analysis did

not shown a clear peak for the simulation at 32 bar for the same

reason.

4.4.4 Granular Temperature

The DPM simulation data allows us to calculate the granular tem-

perature which is related to the particle velocity fluctuation due to

particle-particle interaction. The granular temperature is a very im-

portant quantity in the kinetic theory of granular flow (KTGF) which

which forms the basis of the two-fluid model (TFM). In the TFM, the

particulate phase is described as a continuous phase. Hence, an al-

ternative description of the particle-particle interaction is required.

The DPM can be used to verify the basic assumptions underlying the

KTGF. Only very few groups calculated the granular temperature from

more detailed models such as the discrete particle model (DPM). Gera

[2003] compared DPM results with TMF results, and concluded that

anisotropy plays a significant role in the bubble characteristics. Gold-
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schmidt et al. [2001] developed a method to obtain the granular tem-

perature from the DPM results and investigated the effect of collision

parameters. In this work we use the DPM to gain inside in the effect

of operating pressure on the granular temperature. To the best of our

knowledge these effects have not been investigated before. We used a

similar method as Goldschmidt et al. [2001] for calculating the gran-

ular temperature. Contrary to their work, we base our analysis on

full 3D simulations rather then pseudo 2D simulations. Therefore,

particles have one extra degree of freedom, which might influence the

results.

Goldschmidt et al. [2002] developed a sampling method to obtain

the granular temperature from DPM data. In this section we will use

a similar method for obtaining the granular temperature and subse-

quent analysis. For the determination of the granular temperature

the bed is divided in small sub-volumes or ’cells’. The grid size is cho-

sen in such a way that a sufficient number of particles is present in

each cell, while ensuring that the particles in the sampling cell have

a correlated mean velocity. The grid size is chosen as 15 × 15 × 60

cells (W × D × H), so that each cell contains on average around 20

particles. Note that the results are somewhat grid-dependent by na-

ture. That is, when the grid size is reduced, the particle dynamics

will become more homogeneous, leading to a lower granular tempera-

ture. On the other hand, when the grid size is increased, more spatial

variations of the particle dynamics will come into play, leading to a

higher granular temperature. The applied grid size is of the same

order of that used for continuum models, enabling a direct compar-

ison.In the kinetic theory of granular flow the actual particle velocity

v̄ is decomposed in a local ensemble mean solids velocity ūs and a

random fluctuation C̄ according to:

v̄ = ūs + C̄ (4.10)

The x component of the granular temperature of the ensemble in

each cell k is calculated according to:

θk,x =
1

Npart,k

Npart,k
∑

i

C2
i,x =

1

Npart,k

Npart,k
∑

i

(vi,x − us,i,x)2 (4.11)

where:
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us,i,x =
1

Npart,k

Npart,k
∑

i

vi,x (4.12)

Granular temperatures for the y and z directions are calculated

in a similar way. The overall granular temperature is obtained from

equation 4.12 with contributions from all spatial directions.

θk =
1

3

1

Npart,k

Npart,k
∑

i

C̄2
i =

1

3

1

Npart,k

Npart,k
∑

i

(v̄i − ūs,k)
2 ≡ 1

3
(θk,x + θk,y + θk,z)

(4.13)

where:

ūs,k =
1

Npart,k

Npart,k
∑

i

v̄i (4.14)

Cells that do not contain particles or just one particle are not taken

into account, because in those cases no granular temperature can be

determined.

The velocity distribution functions are determined with the aid of

a sampling procedure using 16×25 discrete classes, as shown in Fig-

ure 4.11. The granular temperatures that are obtained, range from

1 · 10−5 up to 1 · 10−1 m2

s2 . This range is split into 16 classes of size

∆ log10 θ = 0.25. So the first class ranges from θ = 1.0 · 10−5 m2

s2 to

1.78 · 10−5 m2

s2 , and the second class from 1.78 · 10−5 m2

s2 to 3.16 · 10−5 m2

s2 ,

etc. The velocity distribution within each granular temperature class

is also split into 25 discrete classes. For the x, y and z direction these

classes have a width of 0.25
√

θ. The first class contains all values

c < −2.875
√

θ and the last class contains all values c > 2.875
√

θ. For

the absolute velocity the classes are chosen differently, since the ab-

solute velocity is positive by definition. For the latter, the first class

starts at 0 and the last class contains values above 6.0
√

θ. We simu-

lated 10 seconds, but for the analysis we ignored the first 2 seconds,

to prevent start-up effects influencing the results. From the remain-

ing 8 seconds, we sample the data every 0.04 s, corresponding to

snapshots. This method ensures that for all velocity distributions at

least 5.7 · 107 individual particle velocities are used.
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Figure 4.11: Classes used for the distribution of the granular temperature.
The ranges of the granular temperature (θ) and velocity fluctuation (C) are
split into 16 and 25 classes, respectively.

As shown in Figure 4.12 we obtain a Gaussian distribution for the

velocity components in x, y and z direction and a Maxwellian dis-

tribution for the velocity vector, similar to the results of Goldschmidt

et al. [2002], who performed pseudo 2D simulations with 25 ·103 parti-

cles. In our work the simulations are fully three-dimensional and ten

times more particles are used. Compared to pseudo 2D simulation,

the particles in 3D simulations have an extra degree of freedom, influ-

encing the granular temperature. The distributions for all pressures

are similar, therefore only the distributions for 16 bar are shown in

Figure 4.12.

The granular temperature is significantly influenced by the operat-

ing pressure as is shown in Figure 4.13. The average value increases

from 3.0 · 10−3 to 4.2 · 10−3 m2

s2 with operating pressure, while the distri-

bution of θ remains unchanged.

The increase of granular temperature with increasing pressure is

anisotropic, as can be observed from Figure 4.14. In the x and y
direction the granular temperature increases very little with increas-

ing pressure, while for the z direction the granular temperature in-
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Figure 4.12: Normalised velocity distribution for x, y, z and absolute velocity
for simulation at an operating pressure of 16 bar, sampled in the range of

3.16 · 10−3 m2

s2 < θ < 5.62 · 10−3 m2

s2 . Note that the distributions in x and y
direction are completely overlapping.
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Figure 4.13: Granular temperature distribution at different operating pres-
sures.

Table 4.4: Anisotropy of the granular temperature for simulations at differ-
ent operating pressures.

1bar 2bar 4bar 8bar 16bar 32bar 64bar

θx/θ 0.77 0.77 0.74 0.72 0.70 0.66 0.55

θy/θ 0.77 0.75 0.75 0.70 0.70 0.65 0.56

θz/θ 1.45 1.48 1.51 1.58 1.60 1.70 1.89

creases significantly. At elevated pressure, the density of the gas

phase increases, leading to a higher form drag. Due to the fact that

the fluidizing gas predominantly flows in the vertical direction, the

particles will experience more drag in that direction than in the hor-

izontal direction, explaining the increased anisotropy in the granular

temperature.

The increase of the granular temperature with increasing pressure

is closely linked to the changes in the porosity distributions. At ele-

vated pressures and therefore high bed porosities, particles have more

space to move randomly, while in dense zones, all particles are forced

to have approximately the same velocity. If we eliminate the poros-

ity effects and merely consider the granular temperature at different
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Figure 4.14: Granular temperature at different operating pressures in x, y
and z direction and for the total velocity.

pressure for the same porosities, we find that the pressure hardly

affects the granular temperature, which will now be illustrated. We

sorted all sampling data into porosity classes of ∆ǫ = 0.1, i.e. from 0.3

- 0.4, 0.4 - 0.5 etc. In Figure 4.15 the average granular temperature

for each of the classes is shown. Up to porosities of 0.7 the effect of

pressure on the granular temperature is very small. Above 0.7 some

deviations appear. This implies that the operating pressure does not

directly influence the granular temperature, but rather via the poros-

ity, while for the bubble phase the granular temperature decreases

with pressure. Note that at high porosities the sampling cells contain

only few particles, which increases the uncertainties in the granular

temperature calculation.

4.5 Conclusions

From seven full 3D DPM simulations at pressures ranging form 1 to

64 bar, using the same excess velocity, we found that the operating

pressure influences the bed hydrodynamics significantly. The emul-
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Figure 4.15: Porosity dependency of the granular temperature as a function
of the operating pressure.

sion phase becomes less dense, and the distinction between bubbles

and emulsion phase disappears. The applicability of the often used K-

L model [Kunii and Levenspiel, 1991], which assumes separate bub-

ble and emulsion phases, becomes less apparent at elevated pres-

sures. Furthermore, it was found that the bubbles tend to become

smaller as the pressure is increased. Finally, at an operating pres-

sure of 2 bar the bubble rise velocity was found to be in very good

agreement with the relation of Davidson and Harrison [1963]. At ele-

vated pressures, the correspondence is less good. It was observed that

the bubble passage frequency is increasing with increasing pressure,

indicating that the bubbles are smaller as pressure is increased. This

observation is confirmed by the results of a spectral analysis of the

pressure drop fluctuations over the bed. From the DPM simulations

we also obtained the granular temperature. The granular temperature

increases with increasing operating pressure, which can be explained

by the increased bed porosity. That is, at elevated pressures the bed

is more porous and particles have more space to move randomly. The

increase of granular temperature is mainly caused by the increased
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porosity. If this effect is corrected for, we observed no pressure effect

of operating pressure on the emulsion phase and a decreased granu-

lar temperature with increasing pressure for the bubble phase.



5
Solids mixing in fluidized beds at elevated

pressure

5.1 Introduction

Gas fluidized beds are widely used in industry in various large-scale

processes involving physical and/or chemical operations. The large

specific surface area of the solids in fluidized beds is beneficial for

various operations, such as gas-solid reactions, cooling and drying.

In many cases it is important that all particles are well mixed so that

all particles cool, react or dry in a similar manner, to prevent hot spot

formation or agglomeration. Solids mixing of granular materials is

researched widely. Since solids mixing is difficult to characterize ex-

perimentally, have been employed discrete element models (DEM) or

discrete particle models (DPM) to investigate solids mixing behaviour.

McCarthy et al. [2000] succeeded to validate their simulations with

experiments, which indicate that modeling is a promising approach

to describe solids mixing in detail. In this work we investigate the

capabilities of four different methods, previously proposed by Godlieb

et al. [2007a,b], that can be used to calculate a mixing index from

two-fluid model (TFM) simulations of fluidized beds. A mixing index

(M) is used to quantify the state of mixedness of the system and is

zero or one for respectively fully demixed and fully mixed conditions.

The mixing index is also known as entropy of mixing [Schutyser et al.,
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2001], whereas Lu and Hsiau [2005] call it mixing degree, and Finnie

et al. [2005], Asmar et al. [2002], Van Puyvelde [2006] call it mixing

index. While most authors try to determine the mixing index from

DEM simulations, they use different methods: Schutyser et al. [2001]

calculated entropy based on entropy equations from molecular dy-

namics, whereas Mostoufi and Chaouki [2001] used the ”colour” of a

marked region (a spot) in the middle of the bed and measured the ra-

dius of the spot as a function of time. They were not able to calculate

a mixing index. Lu and Hsiau [2005] and Rhodes et al. [2001] use the

Lacey index as mixing index, which will be described later. Two-fluid

models or Euler-Euler models usually employ the kinetic theory of

granular flow (KTGF) to close the equations for the particulate phase.

Gidaspow [1994] performed ground breaking work to derive the KTGF

theory, which is the basis of this work. TFM models can be used

to determine mixing by employing stating two particulate phases, as

shown by Darelius et al. [2008]. In this work we use tracer parti-

cles that move with the interpolated velocity of the particulate phase.

By using tracer particles, the same methods used for analyzing DPM

results as done by Godlieb et al. [2007a,b] can be used to analyze

mixing from TFM simulation data. This has the great advantage that

the mixing is decoupled from the number of particle phases that are

solved in the TFM. We test two new methods to quantify mixing: one

based on the colouring of the twelve nearest neighbours and a method

based on the increasing distance of initially neighboring particles. In

this work we use the average height method and Lacey’s method, as

well as the two newly proposed methods to investigate solids mix-

ing in a fluidized bed containing mono-disperse polymeric particles

at different operating pressures. In the first part of this chapter the

governing equations of the DPM and the TFM are presented, followed

by the various methods to characterize solids mixing. Subsequently

the results of the different methods applied to the simulation data are

discussed and conclusions are presented.

5.2 Governing equations

The governing equations of the discrete particle model (DPM) and the

two-fluid model (TFM) haven been presented in chapter 2. In this

section an overview of the governing equations is presented.
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5.2.1 Discrete particle model

The discrete particle model (DPM) belongs to the class of Euler-

Lagrange models and was originally developed by Hoomans et al.

[1996]. In the DPM every particle is individually tracked account-

ing for particle-particle and particle-wall collisions. The fluid phase

is described by the volume-averaged conservation for mass and mo-

mentum respectively given by:

∂

∂t
(ǫfρf ) + ∇ · (ǫfρf ūf ) = 0 (5.1)

∂
∂t

(ǫfρf ūf ) + ∇ · (ǫfρf ūf ūf ) = −ǫf∇p −∇ · (ǫf ¯̄τf ) − S̄p + ǫfρf ḡ (5.2)

where ūf represents the fluid velocity and ¯̄τf the fluid phase stress

tensor. The sink term S̄p, represents the drag force exerted on the

particles:

S̄p =
1

Vcell

∫

Vcell

Npart
∑

i=0

Viβ

1 − ǫf
(ūf − v̄i)D(r̄ − r̄i)dV (5.3)

The distribution function D(r̄ − r̄i) is a discrete representation of

a Dirac delta function that distributes the reaction force acting on

the gas to the Eulerian grid via a volume-weighing technique. The

inter-phase momentum transfer coefficient, β describes the drag of

the gas-phase acting on the particles.

The Ergun [1952] and Wen and Yu [1966] equations are commonly

used to obtain expressions for β. However, we use the closure relation

proposed by Koch and Hill [2001] obtained from on lattice Boltzmann

simulations, since it has no discontinuities at high Reynolds numbers

and gives good results as reported by Bokkers et al. [2004] and Link

et al. [2005].

The particle dynamics are described by Newton’s second law:

mi
dv̄i

dt
= −Vi∇p +

Viβ

ǫs
(ū − v̄i) + miḡ + F pp

i + F pw
i (5.4)

where the forces on the right hand side are, respectively due to pres-

sure, drag, gravity, particle-particle interaction and particle-wall in-

teraction. For the rotational motion the angular momentum equation

is used:
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Īi
dω̄i

dt
= T̄i (5.5)

where the moment of inertia is defined as:

Ii =
2

5
mir

2
i (5.6)

The contact forces are caused by collisions with other particles or

confining walls. These collisions are described with a soft-sphere ap-

proach. This approach uses a linear spring/dash-pot model, wherein

the velocities, positions and collision forces of the particles are cal-

culated at every fixed time step via a first order time integration

[Hoomans et al., 1996]. The collision model takes restitution and

friction effects into account. The associated collision coefficients were

obtained experimentally via the method of Kharaz et al. [1999]. They

developed a sophisticated experimental method to obtain collision pa-

rameters for different impact angles. For a more detailed discussion

of this model we refer to Van der Hoef et al. [2006].

5.2.2 Two-fluid model

In the two-fluid model (TFM) both the fluid and solids phase are de-

scribed as continuous inter-penetrating fluids. The mass and mo-

mentum equations for the fluid are given by:

∂

∂t
(ǫfρf ) + ∇ · (ǫfρf ūf ) = 0 (5.7)

∂

∂t
(ǫfρf ūf )+∇·(ǫfρf ūf ūf ) = −ǫf∇pf −∇·(ǫf ¯̄τf )−β(ūf − ūs)+ǫfρf ḡ (5.8)

whereas the corresponding equations for the solids phase are given

by:

∂

∂t
(ǫsρs) + ∇ · (ǫsρsūs) = 0 (5.9)

∂

∂t
(ǫsρsūs) +∇ · (ǫsρsūsūs) = −ǫs∇pf −∇ps −∇ · (ǫs ¯̄τs) + β(ūf − ūs) + ǫsρsḡ

(5.10)
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The inter-phase momentum transfer is modeled by:

S̄p = β(ūf − ūs) (5.11)

where the β reprensent inter-phase momentum transfer coefficient,

which is modeled with the relation proposed by Van der Hoef et al.

[2005]:

β = 18
µf

d2

(

10
ǫ2s
ǫf

+ ǫ3f ǫs(1 + 1.5
√

ǫs)

)

(5.12)

For the description of the solids phase the kinetic theory of gran-

ular flow (KTGF) is used. This theory was initially developed by Gi-

daspow (1994) for multiphase systems involving particles. In addi-

tion to the continuity and the Navier-Stokes equations the granular

temperature equation is solved for the particulate phase. The overall

granular temperature is defined as:

Θ =
1

3
< C̄p · C̄p > (5.13)

where:

c̄p = ūs + C̄p (5.14)

Note that the particle velocity (c̄p) is decomposed in the local mean

velocity (v̄) and the fluctuation velocity component (C̄p ).

The granular temperature is governed by the following equation:

3

2

[

∂

∂t
(ǫsρsΘ + ǫsρsΘūs)

]

= −(Ps
¯̄I +ǫs ¯̄τs) : ∇ūs−∇·(ǫsqs)−3βΘ−γ (5.15)

The KTGF closure equations that were used in this work can be

found in chapter 2. For details on the numerical implementation we

refer to the work of Goldschmidt et al. [2001].

5.2.3 Tracer particles in TFM

To investigate mixing in the TFM one could define multiple solids

phases with the same properties, but with different colours. Draw-

backs of this approach are grid dependency, initial colouring depen-

dency and the inability to investigate sub grid mixing. An attractive
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alternative to the use of multiple solids phases is the use of tracer

particles. As the motion of the solids phase is visualized by tracer

particles, the same methods for characterizing mixing as used in dis-

crete particle models can be applied. By definition tracer particles

have no mass and follow the solids motion exactly. The velocity of

the tracer particles is interpolated from the solids phase velocity as

follows:

v̄p = D(x̄ − x̄p)v̄s (5.16)

In this work we use volume-weighing (i.e. tri-linear interpolation)

for the interpolation:

D(x̄ − x̄p) =
∏

i

D(x̄i − x̄p,i) (5.17)

where

D(x̄i − x̄p,i)

{

1 − δi if δi ≤ 1

0 if δi > 1
(5.18)

and

δi =
|xi − xp,i|

∆xi
(5.19)

where δi is the dimensionless distance between the Eulerian position

xi and the Lagrangian position of the tracer particle xp,i in the xi di-

rection.

5.3 Methods for characterizing mixing

In this work we use five different methods to obtain mixing indices

from simulation data for systems with mono disperse particles. In

this section each of these methods will be discussed in detail. These

methods were initially designed for DPM results, but are applicable to

TFM tracer particles as well.

5.3.1 Average height method

The average height method is the simplest of the investigated methods

and is based on the average height of a group of coloured particles.
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It is widely used for measuring segregation, for example by Hoomans

et al. [2000]. In the case of mono disperse systems, half of the parti-

cles are given a colour while all physical properties remain unchanged

and constant throughout the set of particles. In this method the aver-

age position of all particles is monitored. While the mixing behaviour

can in principle be investigated in all three directions, here we will

only focus on mixing in the vertical direction. In the first step of the

algorithm the vertical positions of all particles are sorted to determine

the median height. Subsequently the lower half of the particles is

coloured white, while the upper half is coloured black. For each time

step the average height of the white particles can be calculated and

normalised with the average height of all particles:

z̄white =

1
Nwhite

∑

iǫwhite

zi

1
Nall

∑

iǫall

zi

(5.20)

where z̄white is the normalised average vertical position of the white

particles. Notice that initially z̄white is 0.5 and when the system fully

mixed it becomes 1.0. We now define the mixing index as follows:

M = 2(z̄white − 0.5) (5.21)

which means that for M = 0 the system is fully demixed and for M =

1 the bed is fully mixed. This method can also be used in the x and

y direction. In those cases the left and right or bottom and top parts,

are respectively coloured white and black.

5.3.2 Lacey’s method

The Lacey index is based on statistical analysis and was developed

by Lacey [1954]. The variance S2 for the concentration of the black

particles in each cell is defined as follows:

S2 =
1

N − 1

N
∑

i=1

(φi − φm)2 (5.22)

where N is the number of cells in the bed containing particles and

φi the concentration of black particles in cell i and φm the average

concentration of black particles in the bed. S2
0 and S2

R are defined as:
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S2
0 = φm(1 − φm) (5.23)

S2
R =

φm(1 − φm)

n
(5.24)

and respectively represent the variance of the unmixed bed and fully

mixed bed. Where n is the average number of particles per cell. The

mixing index can be calculated as follows:

M =
S2 − S2

0

S2
R − S2

0

(5.25)

Due to the use of grid cells the Lacey index is grid dependent. A

coarse grid gives higher mixing indices, since in that case the micro

mixing effects are neglected. A fine grid gives lower mixing indices, if

only few particles are present per cell. If only one particle is present

per cell it is always fully unmixed.

5.3.3 Nearest neighbours method

Contrary to the average height method in which the overall average

height of the particles is monitored, in the nearest neighbours method

we evaluate the mixing in the vicinity of individual particles. Opposite

to the Lacey index, it is grid independent. Initially we colour half of the

particles black, similar to what is done in the average height method.

For each particle we determine the twelve nearest neighbouring par-

ticles. If these particles have the same colour as the particle under

investigation it is unmixed, while if half of the neasrest neighbours is

coloured differently, it is fully mixed. This is expressed as follows:

M =
1

Npart

∑

Npart

2ndiff

nnb
(5.26)

where ndiff is the number of nearest neighbours coloured differently.

In Figure 5.1 shows an example for one individual particle, for which

four neighbouring particles have a different colour (white). The mixing

index for that specific particle is 2·4
12 = 0.67. The overall mixing index

is the average over all particles.
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Figure 5.1: Illustration of the nearest neighbours method. For the high-
lighted particle (i) the twelve nearest neighbours are shown. Four of them
are white and eight are coloured black. Particles that are located further
away are coloured grey and are not taken into account for this particle.
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5.3.4 Neighbour distance method

The fourth method used in this work is based on the distance be-

tween initial neighbours. At a given time for each particle its nearest

neighbour is located. Each particle and its nearest neighbour form

a pair, and its centre to centre distance is monitored as time pro-

gresses. Initially the distance is the order of one particle diameter

and if the bed is fully mixed it can increase up to the bed dimen-

sions. Figure 5.2 shows the average distance between initial neigh-

bours normalised with the particle diameter. Initially it is just above

one particle diameter and after 1 second it is increased up to 60. It is

not a smooth curve, because bubbles let the bed expand and collapse,

causing the distance between particles to increase and decrease with

time. This effect introduces noise on the mixing measurement. There-

fore the distance is normalised with the distance of randomly selected

particle pairs, resulting in a smooth mixing curve, unaffected by bed

expansions as seen in Figure 5.3. Since initially the distance between

neighbours is one particle diameter this is set to a mixing index of 0.

The mixing index is expressed in the following equation:

M =

N
∑

i=0

rij − dp

N
∑

i=0

rik − dp

(5.27)

where rij is the distance between particle i and its initially nearest

neighbour j and rik is the distance between particle i and a randomly

selected particle k. The method just described can also be used to

calculate the mixing index for each direction. In that case, the same

initial partner is used. Initially the distance between the partners

in one direction can be less than a diameter, as can be seen in Fig-

ure 5.4. Some basic algebra shows that the average distance in one

direction for two touching particles is d0 =
4dp

π2 .

The mixing index in the vertical direction for the Neighbour dis-

tance method is thus defined by:
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Figure 5.3: Mixing index determined with the neighbour distance method,
calculated with the data from figure 5.2.
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Figure 5.4: Mixing index determined with the neighbour distance method for
the z-direction. Particle j is the closest partner for the highlighted particle
i. Particle m has the least distance in the z-direction, but is not used as
closest initial partner.

Figure 5.5: A slice in the middle of the fluidized bed is shown. Initially a
sphere of particles is coloured black (left). After 0.2 seconds the sphere is
spread over the bed (right)
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Mz =

N
∑

i=0

rij,z − d0

N
∑

i=0

rik,z − d0

(5.28)

The mixing index for the horizontal direction can be obtained by

replacing subscript z by x or y.

5.3.5 Sphere spreading method

In their DPM simulations of a fluidized bed, Mostoufi and Chaouki

[2001] coloured a box in the middle of the bed and monitored the

spreading of the coloured particles. In this work we used a simi-

lar method and calculated a mixing index from the spreading of the

coloured particles. Contrary to the work of Mostoufi and Chaouki

[2001], we coloured a sphere, with a radius of the width of the bed,

as shown in Figure 5.5.

The spreading of the black particles is characterised by:

R =
1

Nblack

∑

iǫblack

ri (5.29)

where ri is the distance of particle i to the centre of mass of the set

of black particles. Note that only the black particles are considered

in this summation. The mixing index can be calculated using the

initial distance of the black particles R0 and the average distance of

all particles RA.

M =
R − R0

RA − R0
(5.30)

where:

RA =
1

Npart

Npart
∑

i=1

ri (5.31)



98 Solids mixing in fluidized beds at elevated pressure

5.3.6 Calculation of the mixing time

The mixing index is a valuable tool to investigate the solids mixing

process in fluidized beds. To compare different simulations in a sim-

ple way, the mixing index curve is condensed in a single value. We

choose to use the 95% mixing time t95%. To prevent noise to influence

the results, we fit a dampened exponential function to fit the mixing

index curve as follows:

Mfit = 1 − Ae−γt (5.32)

where A and γ, are the amplitude and the damping coefficient respec-

tively. Each of these coefficients is obtained from the simulation data

using a least squares method.The fit as shown in Figure 5.8 accu-

rately follows the trend of the curve. From this fit we can calculate

the mixing time at which the bed is 95% mixed, by solving equation

5.32 for t:

t95% =
−1

γ
ln

(

1 − 0.95

A

)

(5.33)

Unfortunately the average height method and sphere spreading

method show periodic overshoots. This effect is caused by the circu-

lation patterns of the particles in the bed, as can be seen in Figure 5.6

and Figure 5.7, which shows the mixing index obtained for the aver-

age height method. Although M = 1 at 0.17 seconds the bed is not

fully mixed. At 0.31 seconds the colour pattern has been more or less

inverted due to the bed circulation patterns, leading to an overshoot

of M = 1.6. Eventually, after about 1.8 seconds the overshoots have

dampened out and the bed is almost entirely mixed.

Since the mixing index is oscillating around a value of 1, it is hard

to determine a mixing time; therefore the curve is fitted with a damped

harmonic oscillator:

Mfit = 1 − Ae−γt cos(ωt) (5.34)

where ω is the period of the oscillation. Now we can calculate the

95% mixing time using the fit without the oscillator. By removing the

periodic part from the fitted equation we obtain an expression similar

to equation 5.32 from which a 95% mixing time can straightforwardly

be obtained.
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Figure 5.6: Mixing index versus time, results from simulation(·), a fit of the
data using equation 5.34 (—) and equations 5.32 (- - -). Images correspond-
ing to the letters a trough f are shown in figure 5.7
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Figure 5.7: Images of a slice in the centre of the bed are shown, correspond-
ing to the letters a through f of Figure 5.6
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Figure 5.8: Lacey index fitted with a damped exponential function.

Especially for the neighbour distance method the exponential

function does not fit very well (see Figure 5.9). A function proposed

by Gompertz [1825] (equation 5.35), originally designed for modelling

mortality and the prediction of tumor growth, does fit much better,

since mixing is initially slow, increases further and reaches a maxi-

mum:

Mfit = aebe−ct

(5.35)

where a is set to 1 and b and c are two fit parameters.

From this fit we can calculate the mixing time at which the bed is

95% mixed, by solving equation 5.35 for t:

t95% =
ln ln 0.95

b

−c
(5.36)

In Table 5.1 an overview of the fit functions for all five mixing

characterization methods is shown.

To show the reproducibility for all methods and additionally to

obtain an error margin, for each simulation the mixing indices are

calculated for several parts of the simulation. For each simulation
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Figure 5.9: Vertical mixing index for neighbour distance method at 1 bar
(TFM). The exponential fit (equation 5.32) and the Gompertz fit (equation
5.35) are shown.
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Table 5.1: Used fit functions for all mixing characterizing methods

method fit function equation

Average Height Dampened harmonic oscillator Mfit = 1 − (Ae−γt cos(ωt))
Nearest Neighbours Dampened exponential function Mfit = 1 − Ae−γt

Lacey’s index Dampened exponential function Mfit = 1 − Ae−γt

Neighbour Distance Gompertz Mfit = ebe−ct

Sphere Spreading Dampened exponential function Mfit = 1 − Ae−γt

Table 5.2: Superficial gas velocities for all seven simulations.

P(bar) umf (m/s) usup(m/s)

1 0.088 0.265

2 0.084 0.261

4 0.077 0.253

8 0.067 0.244

16 0.056 0.233

32 0.044 0.221

64 0.033 0.210

the first second is not taken into account since startup effect are still

present. The rest of the simulation is cut into 8 periods of 2 seconds

starting each second: 1-3 seconds, 2-4 seconds, 3-5 seconds, etc.

The error margins shown in the figures in the next section are the

standard deviation of the mixing indices obtained for those periods.

5.4 Simulation settings

To investigate the pressure effect on the fluidization behaviour seven

full 3D DPM simulations and seven 2D TFM simulations at 1, 2, 4, 8,

16, 32 and 64 bar were performed.

In order to enable a fair comparison between the simulations, a

constant excess velocity (i.e. superficial gas velocity minus minimum

fluidization velocity) of 0.177 m/s was applied (see Table 5.2).

DPM Simulations

The system properties and operating conditions for the DPM simula-

tions are specified in Table 5.3.

No-slip boundary conditions were used at the walls. For high pres-

sures the height of the bed was extended to prevent particle carry

over.
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Table 5.3: Settings for all seven DPM simulations.

Property Symbol Value Unit

system width X 0.025 m (20 cells)

system depth Y 0.025 m (20 cells)

system height Z 0.1 m (80 cells)

time step dt 1.0 · 10−4 s
total time t 10 s
number of particles Npart 2.86 · 105 -

particle diameter dp 0.5 mm
normal spring stiffness kn 200 N/m
coefficient of normal restitution en 0.8 -

coefficient of tangential restitution et 0.6 -

particle density ρ 925 kg/m3

friction coefficient µ 0.1 -

Table 5.4: Settings for all seven TFM simulations.

Property Symbol Value Unit

system width X 0.025 m (20 cells)

system depth Y 0.003 m (1 cell)

system height Z 0.1 m (80 cells)

time step dt 2.0 · 10−5 s
total time t 12 s

particle diameter dp 0.5 mm
coefficient of restitution en 0.8 -

particle density ρ 925 kg/m3

TFM Simulations

In the TFM simulations, no-slip conditions are applied for the gas

phase at the walls and partial slip was used for the particles. For the

bottom a prescribed influx is set and at the top a prescribed pressure

is imposed. For high pressures the height of the bed was extended to

prevent particle carry over. 5 × 5 tracer particles were initially set in

each cell containing particles, which makes a total of 20,000 tracer

particles.

5.5 DPM results

In this section we will discuss five methods used to calculate the mix-

ing index, anisotropic behaviour and the influence of operating pres-

sure on the mixing process.
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Figure 5.10: The 95% mixing time for all five methods for the simulation at 1
bar operating pressure. (Initially the top half of the particles were coloured
black). The shown error margins are twice the standard deviation in the
eight individual calculations of the 95% mixing time.
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Figure 5.11: Snapshots of particle positions in a slice in the centre of the
bed with a depth of one numerical grid cell at different operating pressures.
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8 parts of the simulation at an operating pressure of 8 bar. The results are
not reproducible.
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The five different mixing methods give different results for the t95%,

due to differences in the definitions of a mixed system. We find that

the sphere spreading methods is less suited for the description of mix-

ing in fluidized beds. The main reason is that it presumes a diffusive

mixing behaviour, whereas the transport of particles in a fluidized

bed is predominantly of a convective nature. As a result, the mixing

index signal shows strong periodicity as the particles are circulated

through the bed, as can be seen in Figure 5.12. The resulting sig-

nal cannot be described by a simple fit, which makes it impossible

to determine an accurate mixing time. The average height method

is simple and effective, but due to the macroscopic flow pattern the

colour pattern inverts resulting in a mixing index larger than 1, as

shown in Figure 5.6. This disadvantage complicates the data analysis

of the method. Furthermore, the method cannot be used to analyse

the micro mixing effect at the scale of individual particles, as it only

takes macroscopic mixing into account. As a result the calculated

95% mixing time is lower compared to the other methods. The Lacey

index and the nearest neighbours method produce similar results for

all simulations. Both methods have a similar approach where the

colouring of the neighbouring particles is taken into account. For the

Lacey index we used 25 × 25 × 100 cells, so the average number of

particles per cell was about twelve, which is similar to the number

of neighbours taken into account in the nearest neighbours meth-

ods. The main advantage of the nearest neighbours method is its

grid independency, although the method is dependent on the num-

ber of neighbours taken into account. The initial neighbour method

gives slightly longer mixing times, but the same trend with pressure is

found as for the nearest neighbours and Lacey’s method, as is shown

in Figure 5.13. The main advantage of this method is that no grid

is used in the calculation. Moreover, the method is not dependent

on initial colouring. All other methods discussed are based on ini-

tial colouring of particles, which influences the results. Twice the

standard deviation of eight individual calculations is shown as error

margins in Figure 5.10 and Figure 5.13. The error margins for the

initial neighbour method are 12% on average which is much lower

compared to the Lacey index (20%), nearest neighbours (20%) and

the average height (40%) method.

Pressure influences the mixing behaviour significantly. This is

confirmed by the results shown in Figure 5.13. The increased num-
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Figure 5.13: Mixing times versus operating pressure for vertical mixing from
DPM simulation. For the initial neighbour distance method the error mar-
gins are shown.

ber of bubbles, with more chaotic movement at elevated pressure, im-

proves mixing. In Figure 5.11 it can be seen that at 64 bar the regime

has changed from a bubbling regime to a more homogeneous regime.

In that sense the case for 64 bar deviates from the trend in the mix-

ing time. Figure 5.14 shows the anisotropy of the mixing resulting

from the four methods. The average height methods and the initial

neighbour distance show a slightly larger mixing time in the vertical

(z) direction, since in these methods the size of the bed is taken into

account and the height of the bed is significant larger than the width

and depth. We would expect anisotropic mixing, because the bubbles

and gas moves in the vertical direction. However, our system appears

to be too small to exhibit pronounced anisotropic effects.

5.6 TFM results

The TFM can model larger systems than the DPM, so it is of impor-

tance to also investigate mixing in TFM simulations. In this work

we used a rather small 2D TFM simulation, but we were still able to
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Figure 5.14: Mixing time for four mixing methods in vertical (z) and horizon-
tal (x and y) directions for the simulation at 8 bar.

Table 5.5: (Dis)advantages of five methods for determining the mixing index.

Grid Colour In all
Reproducibility independency independency directions

Average height + + - +
Nearest neighbours + + - +
Lacey index + - - +
Initial neighbour distance ++ + + +
Sphere radius – + – -
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show the influence of pressure on the mixing behaviour of the system.

The width and height dimensions are chosen the same as in the DPM

simulations to make them mutually comparable.

The results of the vertical and horizontal mixing times are shown

in Figures 5.15 and 5.16. It is found that the obtained trends show

strong similarities with the DPM results discussed in the previous

section (see Figure 5.13). Mixing times reduce with increasing operat-

ing pressure. This phenomenon is due to the presence of an increased

number of bubbles, which yields more chaotic particle movement at

elevated pressure, hence improved solids mixing. A deviation from

this trend is noticed at higher pressures (especially 32 and 64 bar).

This can be explained by analyzing snapshots of the particle positions

(see Figures 5.17 and 5.18).

At a pressure of 64 bar, the bed tends to expand to almost twice

the height at 2 bar. This has a large influence on mixing times, since

the particles need to travel longer distances. The snapshots show that

it takes more time for the bottom tracer particles to reach the top of

the bed and hence, to fully mix. To assess the mixing irrespective of

the bed expansion, we also analyzed the results for horizontal mix-

ing. Since the horizontal pathway of the particles is bound by the

confining walls, bed expansion should have little effect on horizontal

mixing. The results in Figure 5.16 confirm this idea: the horizontal

mixing times decrease at high pressure.

For vertical mixing, increasing pressure has the effect that i) the

number of bubbles increases and chaotic movement in the bed en-

hances (micro) mixing, and ii) the bed expansion increases the par-

ticle traveling distances and hence decreases (macro) mixing. The

first effect is dominant in the range of 1-8 bars, whereas the second

effect is most important at high pressures. However, the results of

the horizontal mixing do not show a smooth trend of decreasing mix-

ing time at low pressures. After studying particle position snapshots,

it is concluded that bed expansion has an important effect on hor-

izontal mixing after all, especially at lower pressures. This can be

explained as follows. The average solids motion takes the form of two

counter-rotating vortices (see Figure 5.19). Horizontal motion is only

dominant in the top and the bottom zones of the bed. It is in these

zones that the mixing of coloured particles starts (see Figure 5.20).

Because mixing mostly happens at the top and bottom of the bed, the

(expanded) bed height can influence horizontal mixing as well. Extra
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Figure 5.15: Mixing times versus operating pressure for vertical mixing from
TFM simulation.
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Figure 5.16: Mixing times versus operating pressure for horizontal mixing
(bottom) from TFM simulation.
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Figure 5.17: Snapshots of vertical mixing at 2 bar.

simulations were performed to test the influence of bed height on the

mixing times for vertical and horizontal mixing. For 2 and 32 bar,

the initial bed height was reduced by 35%. Then again, mixing times

were calculated. An average mixing time was determined by averag-

ing the four mixing indices. The results from these simulations are

listed in Table 5.6 and show that reducing the bed height has similar

effects for 2 and 32 bar on the vertical mixing time. Both are reduced

with 11%. For horizontal mixing however, results are different, i.e.

the mixing time is less influenced compared to the vertical direction

(only 6% reduction) for 32 bar, but reduced significantly for 2 bar

(16%). This implies that i) horizontal mixing occurs partially via rota-

tional movement of particles in the bed decreasing the mixing when

a fluidized bed expands due to increasing pressure and ii) both direct

horizontal motion increases the mixing with increasing pressure, due

to more chaotic movement in the bed and increased expansion of the

emulsion phase. For high pressures, the second effect is dominant

and therefore, horizontal mixing times are not so much affected by

bed height as for lower pressures.

Pressure influences the hydrodynamics significantly as can be

seen in Figure 5.21, which shows the PDF of the porosity. For pres-
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Figure 5.18: Snapshots of vertical mixing at 64 bar.

Table 5.6: Average mixing times

p (bar) H0 (m) Vertical tmix (s) Normalised Horizontal tmix (s) Normalised
vertical tmix (-) horizontal tmix (-)

2 0.025 1.93 1.0 2.21 1.0
2 0.016 1.69 0.88 1.85 0.84
32 0.025 1.69 1.0 1.52 1.0
32 0.016 1.49 0.89 1.43 0.94
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Figure 5.19: Schematic representation of time-averaged solids motion in a
fluidized bed.

Figure 5.20: Snapshots of horizontal mixing at 1 bar.
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Figure 5.21: Time averaged porosity distribution functions at different op-
erating pressures from TFM simulations.

sures below 32 bar, we see a clear peak around a porosity of 40-45%,

representing the emulsion phase. Notice that at maximum packing

the porosity is about 26%. Above 95% we see some small peaks

caused by bubbles. An intermediate area with porosities between

45% and 90% is formed in areas located around bubbles or in de-

veloping or collapsing bubbles. With increasing pressure the poros-

ity of the emulsion phase increases, while the bubbles contain more

particles. The simulation of 64 bar does not show any peak for the

emulsion phase. Hence, in that case there is no clear distinction be-

tween the emulsion, intermediate and bubble phases, instead a new

peak is formed around 90%. These results are qualitatively in close

resemblance to the DPM results, which are shown for reference in

Figure 5.22.

5.7 Discussion and conclusions

In this chapter we investigated mixing on basis of detailed DPM and

TFM simulations using five different methods to calculate mixing in-
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Figure 5.22: Time averaged porosity distribution functions at different op-
erating pressures from DPM simulations.

dices. The nearest neighbours method and the initial neighbour dis-

tance method are proposed in this study. Most methods are depen-

dent on the initial colouring of the particles or the applied computa-

tional grid. Only the method based on the distance between initial

neighbours is grid and colouring independent. This method gives re-

producible results with on average errors of 12%.

Besides vertical mixing, also horizontal mixing is investigated. The

95% horizontal mixing times was determined and was found to be of

the same order in all directions, which is probably due to the lim-

ited size of the simulated system. In larger systems we would expect

anisotropic mixing.

The TFM simulations show expected trends and great similarity

with the DPM simulations. The effects of increasing pressure on

mixing behaviour are determined for vertical and horizontal mixing.

For vertical mixing the following observations were made: i) with in-

creasing pressure, the number of bubbles increases, leading to more

chaotic particle movement in the bed, which enhances vertical (mi-

cro) mixing; and ii) expansion of the bed increases particle traveling

distances and decreases vertical (macro) mixing.
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For significantly increased operating pressure, the second effect is

dominant.

For horizontal mixing it was found that: i) horizontal mixing oc-

curs partially via rotational movement of particles in the bed. Mixing

decreases when a fluidized bed expands due to increasing pressure;

and ii) direct horizontal motion and mixing of particles increase with

increasing pressure, due to more chaotic movement in the bed and

increasing space between the particles.

For increasing pressures, the latter is dominant and therefore hor-

izontal mixing times are not so much affected by bed height as for

lower pressures.

Operating pressure influences the hydrodynamics of the bed sig-

nificantly: bubbles become smaller and move in a more chaotic fash-

ion, the bubble-emulsion structures becomes less distinct. Further-

more the dense phase becomes less dense at elevated pressure. Since

particles have a larger degree of freedom at higher porosities it be-

comes easier for the particles to mix. In chapter 4 it was discussed

that the granular temperature increases with increasing pressure. At

high granular temperature the particle velocity has a larger fluctuat-

ing component, which enhances mixing.



6
Experimental study of large scale fluidized beds

at elevated pressure

6.1 Introduction

Industrial fluidized beds for the production of poly-olefines are op-

erated at pressures of typically 20 bars. Research on fluidized beds

however is generally performed at atmospheric conditions. Research

at elevated pressure is difficult since steel vessels make (visible) ac-

cess to the flow cumbersome. Although most fluidization research

is performed at atmospheric conditions the effects of pressure were

investigated by several groups. Most groups use pressure fluctua-

tion measurements to determine regime changes, such as Cai et al.

[1990]. Canada and McLaughlin [1978] made a regime map includ-

ing the pressure effect using pressure fluctuations in a 20 cm flu-

idized bed. Minimum fluidization velocity and minimum bubbling

velocity at elevated pressures has been studied for example by Hoff-

mann and Yates [1986], Chitester et al. [1984], Sobreiro and Monteiro

[1982] up to pressures of 81, 65 and 35 bar, respectively. Besides

regime changes Olowson and Almstedt [1990, 1991, 1992] intensively

researched bubble behavior at elevated pressure. Using pressure

probes Chan et al. [1987] obtained information on properties of in-

dividual bubbles. All these researchers used pressure fluctuations as

their main information source, since visual access is difficult. For an
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overview of research on the effect on operating pressure of fluidization

behavior the reader is referred to the review papers by Sidorenko and

Rhodes [2004] and Yates [1996].

Details about the flow structure cannot be found using pressure

fluctuations. Therefore CFD models were used by Li and Kuipers

[2005] and Godlieb et al. [2008]. From their CFD simulations it be-

came clear that the bubble emulsion structure becomes less distinct.

In addition small chaotic moving bubbles emerged at elevated oper-

ating pressures. More recently, tomography techniques were applied

on pressurized fluidized beds to study the evolution of the flow struc-

ture. One of the most useful measurement techniques in this respect

is electrical capacitance tomography (ECT), which enables the mea-

surement of the porosity distribution in fluidized beds. It is based

on the differences in permittivity of the fluidizing gas and the solids

material. ECT is a very powerful technique, non-invasive, fast and

relatively cheap. Porosity tomograms can be measured at a frequency

of up to 100 Hz. A drawback of ECT is the low spatial resolution

of about one tenth of the bed diameter. A 30 cm diameter bed was

chosen to reduce the wall effect on the fluidization behavior. ECT is

able to detect bubbles of 3 cm diameter. To our knowledge, only two

groups performed ECT measurements on a fluidized bed operating at

elevated pressure. Sidorenko and Rhodes [2004] were the first and

they succeeded to perform measurements in a 15 cm bed. Cao et al.

[2008] performed ECT measurement in a 20 cm diameter bed up to

11 bar.

It is difficult to define experimental conditions that enable a

straightforward comparison of results obtained at different operating

pressures. Three approaches were proposed in literature. A constant

superficial velocity is not advisable, since the minimum fluidization

velocity (umf ) decreases with increasing operating pressure. A con-

stant excess velocity is used more frequently and adds a constant

value to the minimum fluidization velocity. The third approach is to

keep the ratio of the superficial velocity and the minimum fluidiza-

tion velocity constant. For example Wiman and Almstedt [1998] use

a constant excess velocity, assuming that the total bubble volume re-

mains constant. In this work we will compare results obtained from

two approached using: i) a constant excess velocity equal to the min-

imum fluidization velocity at 1 bar and ii) a superficial velocity equal

to three times the minimum fluidization velocity.
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Although in industry often chemical reactions occur in the reac-

tor, this work focuses on the fluidization behavior without chemical

reactions. In all experiments nitrogen is used as a fluidization agent

at room temperature. Nitrogen mimics the behavior of ethylene which

is used in industry, since viscosity and density are similar. Nitrogen

is used instead of air to avoid dust explosions, which can occur in

polymeric dust.

6.2 Experimental set-up

In this section, two different concepts for a pressurized fluidized bed

are discussed. Moreover a detailed description of the experimental

set-up is given.

6.2.1 Overall concept

For a 30 cm diameter bed filled with 1.1 mm diameter polymeric parti-

cles about 200 m3

h
of nitrogen is required to reach three times the min-

imum fluidization velocity at atmospheric conditions. This gas flow

can be produced by an average blower. For measurements at 20 bar

however, about 1450 Nm3

h
of nitrogen is required, which can be pro-

duced by a large expensive compressor. The scheme belonging to this

concept is shown in Figure 6.1a. The alternative shown in Figure 6.1b

pressurizes the entire loop and recirculates the gas. We chose this

concept, because it requires much smaller and hence cheaper com-

pressors. The external compressor can be relatively small since the

time to pressurize the system is not critical. The internal compressor

is very small since it only has to overcome the internal pressure drop.

6.2.2 Process description

Pressurized blower

The internal blower to recycle nitrogen is designed for atmospheric

conditions. It is a roots blower (type DELTA GMa 10.0 DA KDV), sup-

plied by Aerzen B.V. Duiven, which is a positive displacement pump

which operates by pulling nitrogen through a pair of meshing lobes.

Nitrogen is trapped in pockets surrounding the lobes and carried from

the intake side to the exhaust (see Figure 6.3).
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(a) Large external blower. (b) Gas recycle with 2 small blowers.

Figure 6.1: Schematic representation of two experimental concepts for the
pressurized fluidization setup.

Figure 6.2: layout of the experimental set-up.
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Figure 6.3: Schematic representation of a roots blower with two rotating
lobs.

Because of the maximum rotational velocity and the leakage

around the lobs the maximum pressure drop of these types of blowers

is approximately 800 mbar. Since the pressure drop in the described

experimental set-up is below 800 mbar it is a suitable blower. Al-

though the roots blower is not designed to withstand high internal

pressures, the blower is entirely placed inside a pressure vessel en-

suring a similar pressure inside and outside the blower. The blower

operates best at elevated pressures since leakage decreases.

The gap between the lobes should be very narrow and is just a

fraction of a millimeter. If glass beads get trapped in this gap they

could damage the blower significantly. Fortunately the gas velocity

in the blower vessel (Figure 6.2b) is low and entrained glass particles

will accumulate in the vessel rather than in the blower. Besides that,

there are filters placed on top of the fluidized bed (Figure 6.2h).

The range of operation of the blower is shown in Figure 6.4. Note

that the lowest gas velocity is determined by the minimum frequency

of the blower. For elevated operating pressures the minimum fluidiza-

tion velocity drops below the minimum range of the blower. To enable

operation at these conditions, a bypass was added to the setup (Fig-

ure 6.2f), which enables lower flow rates through the fluidized bed.

The blower produces a fluctuating gas flow. To stabilize the flow a

damper is added (Figure 6.2c).
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Figure 6.4: Operation range of the blower and typical fluidization velocities
for 1.1 mm diameter LLDPE particles.

Humidifier

Because of friction between particles, particles get charged. The static

electricity causes undesired effects such as particles clustering and

the formation of sparks. In industry an antistatic agent is usually

added at low concentrations to reduce effects of static electricity.

Since many antistatic agents used in industry are carcinogenic we

prefer to humidify the nitrogen instead. The humidifier sprays wa-

ter just after the blower (Figure 6.2d). The water droplets vaporize

and humidify the gas stream. Water vapor prevents static build up

and the related phenomena of clustering and particles sticking to the

wall.

Static electricity as such does not affect the ECT measurement,

although electric discharges damage the ECT data acquisition mod-

ule (DAM). Removing the particles from the vessel with a dedicated

vacuum cleaner is critical because of rapid static build up.
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Cooler

The blower produces heat that can accumulate in the system, since

the system is closed. Therefore, a water cooler is placed just after the

blower and the humidifier (Figure 6.2e). Applying the correct cooling

rate is important, since too much cooling would result in conden-

sation witch would disturb the ECT measurement. In practice, the

setup is cooled sufficiently at the tubing and vessel surfaces and the

cooler is not required. During warm summer days or long operation at

high flow rates it was anticipated that the cooler would be necessary

though and therefore included in the design.

Fluidized bed

The fluidized bed consists of a 30 cm ID PVC tube positioned inside

the pressure vessel of 60 cm ID (Figure 6.2h). The bed is filled with

particles up to a static height of 60 cm, yielding a bed aspect ratio

of two. The ECT measurement technique requires that the setup is

made of materials with low conductivity. To this end, the bottom plate

is made out of porous PE. A filter is placed on top of the fluidized bed

to prevent particles and dust to exit the bed. The set-up is placed

in a high-pressure bunker and is fully automatically controlled from

outside the bunker.

Computer

The set-up is controlled by a PC that is placed outside the bunker.

At several locations in the set-up temperature, pressure, humidity,

flow rate and pressure drop are measured and sent to the PC. The

cooler, valves and blower are controlled from the same PC. The ECT

measuring technique is controlled separately using an additional PC

positioned outside the bunker (see Figure 6.5).

6.2.3 ECT Equipment

The ECT sensor consists of twelve electrodes that are placed around

the PVC tube. The capacitance measurements are normalized and re-

constructed to a 32×32 pixel porosity plot, using a Landweber recon-

struction algorithm with a relaxation parameter of 10−4, 50 iterations

and an inverted Maxwell concentration model. An example of an ECT
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Figure 6.5: Schematic representation of all ECT units. The plane selection
box and the ECT laptop are situated outside the bunker. The data acqui-
sition module (DAM) is located inside the bunker. Twelve plane selection
circuit boards are placed around the pressure vessel and are connected to
the ECT electrodes, which are contained inside the pressure vessel.

Figure 6.6: Example of a 32×32 pixels ECT snapshot of a large bubble mov-
ing through the bed. The black color and white color correspond to ǫg = 0.4
and ǫg = 1.0.
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Figure 6.7: Sketch of the ECT sensor placed around the fluidized bed with 6
measurement planes and a guard plane below and above. Each plane con-
sists of 12 electrodes (only 5 are shown here). Height of the inner tube is 150
cm. Height of the guard planes are 17 cm, and each of the 6 measurement
planes is 5 cm. The bottom plate of the fluidized bed is situated between the
lower guard plane and the lowest measurement plane
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measurement result is shown in Figure 6.6. Porosity distributions

can be measured for two horizontal planes simultaneously, which are

selected from six available planes at different heights. The height of

each of the electrodes is 5 cm and the bottom plate is placed directly

under the first electrode. Guard planes are placed below and above

the measurement planes, each having a height of 17 cm. A schematic

representation of the electrodes is shown in Figure 6.7.

Since the data acquisition module (DAM) is able to measure only

two planes simultaneously a plane selection system was designed.

The plane selection unit is located outside the bunker (see Figure 6.5)

and is connected to 12 selection circuit boards that set each of the

electrodes to measure or guard. For each electrode and guard elec-

trode, in total 12 × 8 = 96 wires are lead through the wall of the pres-

sure vessel using twelve pressure cable connectors (Conax, Buffalo,

US, type PL-16-A12-T-0.5m/1.0m).

Because of the long distance between the electrodes and the plane

selection circuit boards the system is very sensitive to external noise.

Extensive grounding using aluminum foil improves the signal to noise

ratio. Still the system is sensitive to movement of wires, presence of

people and poor electrical connections. The measured porosity for

a static bed changes significantly over time, i.e sudden jumps and

signal drifts are observed over time. Since frequent recalibration of

the system is impossible (because the bed cannot be emptied without

opening the pressure vessel), we developed a special calibration pro-

cedure (see Chapter 3). This procedure assumes that the difference

between the full bed capacitance and the empty bed capacitance re-

mains constant. Using this approach only the full bed capacitance

is required to recalibrate the ECT system. To make sure that no

jumps and signal drift occurs during a measurement the gas flow

was stopped at the beginning and end of each to determine the ca-

pacitance of the full bed. Figure 6.8 shows an example measurement.

Ten seconds after starting the ECT recording the gas supply was ac-

tivated. It takes about 20 seconds to reach the desired gas flowrate.

The next 60 seconds are used for analysis. 20 seconds after the gas

supply is stopped, 10 seconds of ECT measurement data is used to

check whether the calibration has changed. If the capacitance at the

beginning and the end differ more than 5%, the measurement was

discarded from further analysis. About one third of all measurements

had to be omitted.
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Figure 6.8: Example measurement where the first and last 10 seconds are
used to check the calibration. And only the middle minute is used for anal-
ysis. This measurement is used since the calibration is just 2% off.

The recorded signals have a noise level of about 5%. It is possible

to filter the noise, by taking the median of every 5 frames, whereby

the effective measurement frequency drops from 100 Hz to 20 Hz.

For porosity distributions this is vital, but for bubble detections this

is not preferable, because the reduced measurement frequency makes

it hard to track individual bubbles over time.

6.3 Results

In this work we present the results of two measurement series. First

we will show results for a fluidized bed operated at a constant excess

velocity. Subsequently these results are compared to a measurement

series for a fluidized bed operated at three times the minimum flu-

idization velocity. We selected an excess velocity equal to the umf at

1 bar (0.3 m/s). The applied gas velocities are listed in Table 6.1 for

polymeric particles and in Table 6.2 for glass particles.
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Table 6.1: Gas velocity for a constant excess velocity and three times umf for
1.1 mm diameter LLDPE particles.

P [bar] umf umf + umf,1bar 3umf

1 0.30 0.59 0.89
2 0.25 0.54 0.74
4 0.20 0.49 0.59
8 0.15 0.45 0.45
16 0.11 0.41 0.34
20 0.10 0.40 0.30

Table 6.2: Gas velocity for a constant excess velocity and three times umf for
0.5 mm diameter glass particles.

P [bar] umf umf + umf,1bar 3umf

1 0.21 0.42 0.63
2 0.19 0.40 0.57
4 0.17 0.38 0.50
8 0.14 0.35 0.41
16 0.11 0.32 0.33
20 0.10 0.31 0.30

6.3.1 Porosity distribution

A probability density function (PDF) of the porosity is a useful rep-

resentation of the measured porosity distribution. It clearly shows

the relative occurrence of the bubble phase and the emulsion phase.

The first step in obtaining a porosity PDF is converting the measured

normalized permittivity maps into porosity values, for which a 0.6

packing fraction for a randomly filled packed bed is assumed. The

final step involves the construction of a histogram of all pixels over all

time steps using a porosity bin size of 0.01. For each measurement

about 10 million pixels were typically used.

The probability density function (PDF) of the porosity is shown in

Figure 6.9. It can clearly be seen that with increasing operating pres-

sure the peak around a porosity of 0.42 moves to higher porosities,

in other words the emulsion become less dense with increasing pres-

sure. Although a peak near a porosity of 1.0 is expected representing

the presence of bubbles, this is not observed in the results. This is

probably due to the low resolution of ECT and smoothing effects of

the reconstruction techniques. Especially at high pressures it can be

seen that the PDF is not zero at the right side of the plot. In fact

about 8% of the PDF is higher than a porosity of 1.0. This unphysical

measurement reading has the same origin as the absence of a distinct
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Figure 6.9: Probability density function (PDF) of the porosity at 10 cm to 15
cm above the distributor. A constant excess velocity of 0.30 m/s above umf

was used.
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bubble peak. The occurnce of the intermediate zone increases with

increasing pressure. For glass particles the effects are less distinct,

yet similar to those obtained for LLDPE. Results obtained from CFD

simulations as presented in Chapter 4 show similar results as well.

In Figure 6.10 a PDF of the porosity is shown at different heights.

It is observed that in the bottom of the bed the intermediate zone

occurs more often. The ECT resolution is too low to capture small

separate bubbles. With increasing bed height the emulsion phase

becomes denser and the bubble sizes increase, because of bubble

coalescence. At 20 bar similar trends are observed but curves are

shifted to higher porosities. At the lowest plane, just above the bottom

plate, at 20 bar the porosity distribution is broad with a maximum at

a porosity of 0.68, implying that neither a distinct emulsion phase,

nor a distinct bubble phase is clearly observed.

From the time-averaged porosity data, radial profiles were con-

structed, by dividing the bed into 14 concentric rings, each with the

same area containing 58 pixels (see Figure 6.11). The resulting radial

porosity distributions are shown in Figure 6.12. A smooth fit is drawn

through the measured data points to guide the eye. In the middle of

the bed the porosity of the bed is increased with increasing pressure.

So the bed expansion takes place in the centre of the bed. At the

walls the porosity is slightly decreased. For glass particles similar re-

sults are observed, although at pressures exeeding 8 bar the profiles

become similar.

6.3.2 Porosity fluctuations

Porosity fluctuations are a measure for the bubble size and vigorous-

ness of fluidization. The porosity fluctuation is obtained by taking

the standard deviation of the average porosity of a plane. Large bub-

bles containing no particles cause large fluctuations, while smaller

bubbles containing particles cause minor fluctuations. The standard

deviations of the porosity obtained at four planes are shown in Fig-

ure 6.13. Two trends are observed: i) with increasing height the fluc-

tuations increase, due to bubble coalesce and the presence of large

bubbles, and ii) with increasing pressure the fluctuations decrease.

The latter is caused by the decrease of bubble size and the less dis-

tinct difference between bubbles and emulsion as apparent from in

Figure 6.9.
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Figure 6.10: Porosity PDF at several heights for LLDPE particles. A constant
excess velocity of 0.30 m/s above umf was used.
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Figure 6.11: For the radial porosity distribution the bed is divided into 14
concentric rings with the same area.

For glass particles the decrease of the fluctuations is rather

smooth, while for LLDPE particles the fluctuations decrease from 1

to 6 bar and remain constant for higher pressures. This effect is

probably related to the smooth decrease of the minimum fluidization

velocity for glass particles and the strong initial decrease in mini-

mum fluidization velocity from 1 to 6 bar for LLDPE particles (see

Figure 6.14).

6.3.3 Comparison of measurement series

In this section the flow behavior for two different superficial velocities

are compared: a constant excess velocity of 0.30 m/s on top of the

minimum fluidization velocity, and three times the minimum fluidiza-

tion velocity. The former is based on the assumption that the excess

velocity is responsible for the formation of bubbles. It implies a con-

stant bubble volume production rate at the bottom of the bed. When

a superficial velocity of three times the minimum fluidization veloc-

ity is used, it is assumed that this gives rise to similar fluidization

behaviour.

In Figure 6.15 it was observed that the 3umf series show a con-

stant PDF of the porosity, whereas the constant excess velocity series

shows an increase of the emulsion porosity with increasing operating

pressure. This result is confirmed by Figure 6.16, where the average
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Figure 6.12: Radial porosity distribution at 10 cm to 15 cm above the dis-
tributor. A constant excess velocity of 0.30 m/s above umf was used.
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Figure 6.13: Standard deviation of the normalized permittivity at different
heights and pressures. A constant excess velocity of 0.30 m/s above umf

was used.
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Figure 6.14: Minimum fluidization velocity for 1.1 mm diameter LLDPE par-
ticles and 0.5 mm glass particles. The used gas velocities with a constant
excess velocity are shown as well.

gas fraction is more or less constant for the 3umf series, whereas the

average gas fraction increases with increasing operating pressure for

the constant excess velocity series. For both series it is found that

the average gas fraction increases with increasing bed heights, due to

bubble coalescence.

Cross correlation

The used ECT system enables us to measure at two planes simultane-

ously. Figure 6.18 shows an example of average plane concentration

values for two successive planes. It can be seen that the signal of

the top plane has a phase shift compared to the bottom plane. This

is caused by the fact that bubbles rising in the bed will pass both

planes. The velocity of the bubbles determines the time it takes for

them to pass and results in a peak in the signal. The phase shift can

be determined with a cross correlation function (CCF ). This function

seeks the best overlapping fit of the two functions by shifting one in

time.
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Figure 6.15: Probability density function (PDF) of the porosity for LLDPE
particles at 10 cm to 15 cm above the distributor. A constant excess velocity
of 0.30 m/s above umf is compared to a measurement series using three
times the minimum fluidization velocity.
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Figure 6.16: Average gas fraction at different heights for LLDPE particles for
two measurement series.
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Figure 6.17: Bubble velocity at different heights for LLDPE particles ob-
tained using an overall cross correlation for two measurement series.
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Figure 6.18: Normalized permittivity at neighbouring planes. Bubbles move
first through the bottom plane (black) and than though the top plane (grey).

CCF =
1

n

t=n
∑

t=0

·f1(t) · f2(t + m) (6.1)

where n is the number of frames for which the function is applied and

m is the number of frames over which the function is shifted, f is

equal to 1−x, ensuring that the presence of bubbles (high values of f )

are being correlated rather than the absence of bubbles (high values

of x).

The cross correlation function shows a maximum for a certain

value of m (Figure 6.19). A fit can be applied on the cross correla-

tion function to find a better approximation of the maximum value.

The derived shift value (m) can then be related to a bubble rise veloc-

ity using the plane centre distance of 5 cm. As can be observed from

Figure 6.18, the phase shift is about 0.05 s. Figure 6.19 confirms this

result by showing a peak at m = 4, corresponding to a time shift of

0.04 s, given the measurement frequency of 100 Hz.

It is interesting to derive a parameter to determine the correlation

strength (CS) that shows the distinction with which the value for m
was calculated. This can be determined by considering the relative
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Figure 6.19: Cross correlation result for the data from Figure 6.18.

difference between the maximum and minimum value of the correla-

tion:

CS =
CCFmax − CCFmin

CCFmax
(6.2)

A very sharp, narrow peak in the cross correlation function indi-

cates that all bubbles rise with similar velocities, while a high varia-

tion in velocities will result in a very flat curve.

Surprisingly, the bubble velocity results show rather different

trends compared to the average gas fraction results. In Figure 6.17

it can be seen that the average bubble velocity is almost constant for

the constant excess velocity series, while it is gradually decreasing for

the 3umf series. It can be concluded that it is not possible to keep

the average gas fraction and the bubble velocity the same when the

operating pressure is changed. While 3umf shows a constant porosity

distribution and average gas fraction, bubble velocities decrease with

increasing operating pressure and the constant excess velocity has a

changing porosity distribution and rather constant bubble velocities.

Figure 6.20 shows the correlation strength (CS) related to the bub-

ble velocities shown in Figure 6.17. Both series have the same rapid
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Figure 6.20: Correlation strength for the cross correlation shown in Fig-
ure 6.17.
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decrease in correlation strength, which indicates that there is a large

variety of bubble velocities at elevated pressures.

It can be concluded that it is not possible to keep the average gas

fraction and the bubble velocity the same when the operating pres-

sure is changed. While 3umf shows a constant porosity distribution

and average gas fraction, bubble velocities decrease with increasing

operating pressure and the constant excess velocity has a changing

porosity distribution and rather constant bubble velocities.

6.4 Conclusion

In this work ECT was successfully used to investigate the fluidization

behavior in a pressurized bed. For experiments with a constant ex-

cess velocity it is found that the emulsion phase becomes less dense

and more bubbles and intermediate phase appear. Radial porosity

distributions show that with increasing pressure the bed expansion

occurs mainly in the central portion of the bed. The regions near

the walls become slightly denser. Fluctuations in the porosity de-

crease with increasing pressure, which means that the bubbles be-

come smaller or contain more particles. Finally, it is concluded that

using the superficial gas velocity to scale the flow behavior with op-

erating pressure gives ambivalent results. That is to say that exper-

iments with constant excess velocity show constant bubble velocity

and changing gas volume fraction, while experiments at three times

the minimum fluidization velocity show constant porosity distribu-

tions and changing bubble velocities.



7
Epilogue

This thesis contains the results of modelling work and experimen-

tal work on pressurized fluidized beds. In this chapter, results from

discrete particle model (DPM) simulations, two-fluid model (TFM) sim-

ulations and experimental measurements from electrical capacitance

tomography (ECT) are compared. Furthermore, overall conclusions

are drawn.

7.1 Comparison of models and experiments

DPM, TFM and ECT results should be compared with care, because

results are calculated differently, with different particles at different

velocities. In Figure 7.1, Figure 7.2 and Figure 7.3 probability density

functions (PDF) of the porosity are shown for measurement series with

a constant excess velocity. In the DPM and TFM, 0.5 mm diameter

LLDPE particles at an excess velocity of 0.177 m/s are used, while

for the experiments 1.1 mm diameter particles at an excess velocity

of 0.3 m/s are used. For the simulations the PDF is obtained from

porosities over the entire bed, while for the ECT measurements only

porosities are used at 15 to 20 cm above the distributor.

Although the conditions for each of these data sets are not com-

pletely the same, overall trends are observed. For DPM, TFM and

ECT the emulsion phase becomes less dense with increasing pres-
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Figure 7.1: Time averaged porosity distribution functions at different oper-
ating pressures from DPM simulations.
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Figure 7.2: Time averaged porosity distribution functions at different oper-
ating pressures from TFM simulations.
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Figure 7.3: Time averaged porosity distribution functions at different oper-
ating pressures from ECT measurments.

sure. Furthermore, the bubble and intermediate phase occurs more

often as the pressures increases. The main difference between these

three results is the absence of a bubble peak for the ECT measure-

ments. This is caused by the smoothing effect of the ECT measure-

ment. An additional difference is the porosity of the emulsion phase.

According to the DPM results the emulsion porosity is 0.40, while ac-

cording to the TFM results and the ECT results it is 0.47. Since the

porosity of a randomly packed bed is around 0.40, the results from

the DPM are assumed to be most accurate, while the TFM and ECT

simulations suffer from smoothing effects. That is to say that, the size

of the grid cells (TFM) and the reconstruction techniques (ECT) both

have the tendency to blur porosity values. Besides that, the maximum

packing fraction is an input parameter for the TFM (ǫs,max = 0.36) and

for the ECT the porosity of a packed bed is set to 0.40. Tuning and

investigation of these parameters could possibly improve the results.

The standard deviation in the pressure drop is a measure for the

vigorousness of fluidization behaviour. From DPM simulations it is

found that pressure drop fluctuations decrease with increasing pres-

sure (see Figure 7.4). Pressure drop was not measured in the experi-
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Figure 7.4: Standard deviation in the pressure drop fluctuations of DPM
simulations a constant excess velocity of 2 umf .

mental set-up, although from ECT measurements similar results can

be obtained. The fluctuations in the average plane porosity can be

measured with ECT. These fluctuations are directly coupled with the

pressure fluctuations. The standard deviation of the average plane

porosity is shown at different heights in Figure 7.5. Although both

figures cannot be compared quantitatively, the observed trends are

similar: the fluctuations show a sharp decrease at low operating pres-

sure and decrease slightly or become constant at higher pressure.

7.2 Effects of pressure

Although it is very hard to make a fair comparison of fluidization be-

haviour at varying operating pressures, a few observations and con-

clusions are presented in this section.

Particles in the same Geldart [1973] group show the same flu-

idization behaviour at the same multiple value of umf . Glass particles

(ρ = 2526 kg
m3 d = 0.5mm) show similar behaviour as polymeric particles

(ρ = 750 kg
m3 d = 1.1mm) at three times umf . Unfortunately the effect of
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Figure 7.5: Standard deviation of the normalized permittivity at different
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used.

pressure cannot be incorporated in a simple manner.

According to the Ergun [1952] equation pressure (gas density) in-

fluences the umf . Two approached were applied to compare results at

different operating pressure: three times umf and a constant excess

velocity (i.e. superficial velocity minus the minimum fluidization ve-

locity). Experiments with a constant excess velocity show a constant

bubble velocity, while experiments at 3umf show a constant porosity

distribution. In other words for porosity structures 3umf enables a

fair comparison, while for bubble behaviour a constant excess veloc-

ity does. In the following section only observations of simulations and

experiments at a constant excess velocity are presented.

With increasing pressure six observations were made, which are

mentioned below

Emulsion phase becomes more porous.

The emulsion phase becomes more porous with increasing operating

pressure. At atmospheric operating pressure the porosity of the emul-

sion phase is similar to the porosity of a randomly packed bed (0.4),
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while at 20 bar the porosity of the emulsion phase rises to 0.5.

Bubble-emulsion structure becomes less distinct.

In both simulations and experiments it is observed that the clear dis-

tinction between bubbles and the emulsion phase gradually disap-

pears with increasing pressure. At atmospheric pressure the emul-

sion phase is dense and the bubbles are clear voids containing little

particles. At high pressure it is no longer possible to observe separate

bubbles, although dense and porous regions in the bed still prevail,

intermediate porosities occur just as frequent.

Fluidization is more vigorous and bubbles behave more chaotic.

From animations of simulations results (pressure drop fluctuations

and bubble properties) it was observed that the fluidization is more

vigorous at elevated pressure. Bubbles move chaoticly through the

bed and bubbles coalescence and break-up takes place frequently,

although it is hard to distinct individual bubbles.

(Micro) mixing is improved via increased granular temperature only caused by
increased porosity.

From DPM and TFM simulations it is observed that solids mixing is

improved with increasing operating pressure. Based on DPM simula-

tion results is found that this effect is caused by increased granular

temperature. Granular temperature is not directly increased by the

elevated operated pressure, but rather via the increased porosity of

the emulsion phase, which creates more space for the neighbouring

particles to attain different velocities.

Bed expansion limits macro mixing.

Micro mixing is mixing at the scale of individual bubbles, while macro

mixing is at the scale of the entire bed. The micro mixing rate is in-

creased with pressure because of the increased granular temperature.

For pressures below 8 bar, macro mixing is enhanced with increasing

operating pressure. At higher pressures, the bed expands, which de-

creases the mixing rate, since particles have to travel larger distances

before they can become fully mixed.
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7.3 Outlook

In this work it has been demonstrated that numerical simulations

give detailed quantitative information on the fluidization behaviour

of fluidized beds. Since over the past four years computer power in-

creased significantly, this should be used for more and improved DPM

simulations. More simulations can be done at different pressures and

velocities to get an complete overview of the effect of operating pres-

sure at all regimes. Simulations can be improved by studying com-

putationally more expensive systems involving for example: broader

particle size distributions (including catalyst particles), non-spherical

particles, finer computational grid, cylindrical reactors in stead of cu-

bic reactors.

Since the TFM is suitable to model lab-scale fluidized beds, a 30

cm diameter fluid bed should be simulated to enable a direct compar-

ison to the experimental results obtained in this thesis.

Since pressure fluctuation analysis is commonly used in industry

and in academia to investigate fluidization behaviour, ECT results

should be directly compared to pressure fluctuations. To measure

capacitances and pressure fluctuations simultaneously is not trivial,

since the ECT measurement technique is disturbed by the presence of

conducting materials, i.e. pressure probes. A solution for this issue

needs to be found. Short polymer tubes from the bed to the pressure

sensor outside the bed could solve this problem, but will result in

some damping in the pressure fluctuation results (see van Ommen

et al. [1999]).

ECT is a very powerful technique, but X-ray tomography would

produce porosity profiles and distributions with higher resolution.

X-ray tomography would enable detailed information about bubble

shape, deformation and detailed porosity structures.
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Nomenclature

Symbols

C Velocity fluctuation m
s

C Capacitance F
d Diameter m
dt Time step s
e Restitution coefficient −
F̄ Force N
ḡ Gravitational constant m

s2

I Moment of inertia kgm2

J̄ Impulse vector kgm
s

K Permittivity distribution −
k Spring stiffness N

m

M Mixing index −
m Mass kg
n̄ Normal unit vector −
Npart Total number of particles −
p Pressure Pa
R Particle radius m
r̄ Particle position m
Re Reynolds number −
S Sensitivity map −
S̄p Source term kg

s2m2

T Torque Nm
t Time s
t̄ Tangential unit vector −
t95% 95% mixing time s
ū Gas phase velocity m

s

umf Minimum fluidization velocity m
s

uex Excess velocity m
s

V Volume m3

v Particle velocity m
s

v∞ Slip velocity m
s

X Volume fraction −
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Greek symbols

β Inter-phase momentum transfer coefficient kg
m3s

ǫ Porosity −
ǫr relative permittivity −
η Damping coefficient −
θ Granular temperature m2

s2

µ Dynamic viscosity Pas
µ Friction coefficient −
ρ Density kg

m3

¯̄τ Stress tensor kg
s2m

ω̄ Angular velocity rad
s

Operators

∆ Difference −
∇ Gradient −
∇· Divergence −

subscripts

f Fluid

p Particle

b Bubble

ab From particle a to b

n Normal direction

t Tangential direction

H High

L Low

n Normalized

BP Back projection

E Experimentally

EN Experimentally and normalized

sup Superficial

fit Fitted function

superscripts
pp Particle to particle
pw Particle to wall
T Transpose
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Abbreviations

2D Two dimensional

3D Three dimensional

CAT Computer aided tomography

CFD Computational fluid dynamics

DAM Data acquisition module

DBM Discrete bubble model

DPM Discrete particle model

EFD Experimental fluid dynamics

ERT Electrical resistance tomography

FCRE Fundamentals of chemical reaction engineering

KTGF Kinetic theory of granular flow

LBM Lattice Boltzmann model

LBP Linear back projection

LLDPE Linear low density polyethylene

MRI Magnetic resonance imaging

PC Personal computer

PDF Probability density function

PE Polyethylene

PET Positron emission tomography

PP Polypropylene

PVC Polyvinyl chloride

TFM Two-fluid model
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