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1 
INTRODUCTION 

1.1 Objective of this thesis. 

In engineering practice, an increasing necessity can be observed for taking into account 
the influence of nonlinearities in the description of the dynamic behaviour of complex 
mechanical systems for several reasons. Firstly, quite often characteristic dynamic be­
haviour can be observed in complex mechanical systems which cannot be explained 
from analysis of linear models of such systems (often containing many degrees of free­
dom). Secondly, it appears that in a number of cases nonlinearities in a design effectively 
can be used for vibration control or vibration minimization (see part IV of this thesis). 
Besides the fundamental need for a better understanding of the dynamic behaviour, also 
the wide availability of digital computers with rapidly increasing powerfulness is a very 
stimulating factor for nonlinear analyses of dynamical systems. 

Frequently, in mechanical systems from a spatial or geometrical point of view, non­
linearities have a local character. This means that from a spatial point of view, these local 
nonlinearities constitute only a restricted part of the mechanical system under consid­
eration. However, their presence in general has important consequences for the overall 
dynamic behaviour. Important examples of local nonlinearities in mechanical systems 
are: fluid-film bearings in rotating machinery, dry friction and backlash phenomena in 
certain connections of mechanical systems, nonlinear spring and damper supports in 
piping or vehicle systems, etc. 

A typical orbit of a dissipative linear or nonlinear mechanical system driven by a 
periodic excitation or by a constant force consists of a transient, whereafter the system 
will settle in a post-transient state, the long term or steady-state behaviour of the system. 
The long term behaviour of nonlinear systems is much more complex than the long term 
behaviour of linearized systems. Long term responses of linear systems will always 
have the same character as the excitation forces: if the excitation is sinusoidal, the 
long term behaviour will also be sinusoidal and will be unique. Also, the superposition 
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principle holds for linear systems. This is not the case for nonlinear systems, which 
makes the analysis of the long term behaviour of such systems much more complex and 
time consuming. 

Long term solutions of the equations of motion of a nonlinear mechanical system 
can be computed in a direct way by solving two-point boundary value problems obtained 
by supplementing the equations of motion with periodicity conditions for the solutions. 
Often the (multiple) shooting method, which will be discussed later, is used for solving 
the two-point boundary value problem. Because this method is very expensive from 
a computational point of view for systems with many degrees of freedom (DOF's), 
in literature usually only very much schematized systems with one or two DOF's are 
investigated. 

The research presented in this thesis is a continuation of the research carried out by 
Crooymans (1987) and Fey (1992). They investigated the periodic solutions of two­
point boundary value problems using the finite difference method with an equidistant 
time discretization mesh, which will be discussed later. The finite difference method with 
an equidistant discretization mesh is generally less accurate than a (mulitple) shooting 
method (see section 1.3) but it is much more efficient, in particular for systems with 
many DOF's. However, the finite difference method with an equidistant discretization 
mesh does fail for some kinds of nonlinearities (see section 1.3). 

Using finite differences, Crooymans (1987) investigated the long term behaviour 
of Laval-type rotor-bearing systems with rubbing. Fey (1992) analysed a class of 
Euler beam systems with local nonlinearities. As mentioned before, in mechanical 
systems frequently the nonlinearities have a local character but they can result in a 
dramatical change of the global dynamic behaviour. These localized nonlinearities can 
be advantageously taken into account by dividing the system into linear and nonlinear 
components, where the linear components generally have many DOF's. Then, the DOF's 
of the linear components can be reduced using a component mode synthesis method 
(Craig, 1985). The dynamic behaviour of a reduced linear component approximates that 
of the corresponding unreduced linear component and is valid in a certain frequency 
range. After reduction, the reduced linear parts are coupled with the local nonlinearities, 
creating a reduced nonlinear system with a limited number of DOF's. The dynamic 
behaviour of the reduced nonlinear system approximates that of the unreduced nonlinear 
system. Using the reduced system, periodic solutions can be calculated in a very efficient 
way. 

In this thesis, we will also focus on nonlinear (mechanical) systems with local 
nonlinearities using a component mode synthesis method for the system reduction. 
Besides the finite difference method, two additional methods, the multiple shooting 
method and the incremental harmonic balance method (see section 1.3), have been 
developed to solve the two-point boundary value problems for the calculation of periodic 
solutions. The reason for this is that the finite difference method with equidistant 
time mesh shows convergence problems for systems with "hard" discontinuities, i.e. 
discontinuities like dry friction and rigid stops, which cause a large change of the state of 
the system in a small time interval. For this kind of nonlinearities, the multiple shooting 
method can be used as long as a time integration method with a variable time step size is 
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used. The multiple shooting method consumes more computational time than the finite 
difference method. It should be noticed that also the multiple shooting method is not 
suitable for all kinds of discontinuities. In this thesis only systems with discontinuities 
in the stiffness are investigated and for this kind of systems the multiple shooting method 
seems to be very useful. It is not investigated if the multiple shooting method is also 
useful for nonlinearities with discontinuities in the viscous damping coefficients which, 
for instance, is the case of dry friction. In comparison to the finite difference method, the 
incremental harmonic balance method is more efficient for weakly nonlinear systems 
and can also be used to get a quick global view of the response of a nonlinear system. 
The reduction method and the periodic solution solvers are implemented in the finite 
element package DIANA ( 1995). This package was used for all calculations in this 
thesis. 

In contrast with linear dynamic systems, nonlinear dynamic systems can show differ­
ent long term responses (attractors) for one set of system parameters. Which attractors 
will be approached by the system depends on the initial state of the system and the global 
stability of the coexisting attractors. If the global stability of a specific attractor is low, 
small perturbations on the system will easily result in a jump to another attractor. From a 
practical point of view, it is important to determine which attractor will show up, because 
the maximum response of the different attractors can be very different and also response 
spectra can be very different. Large amplitude responses may lead to large strains and 
stresses which can cause damage to the structure. In this thesis a method is developed 
to determine the global stability of attractors. This is done by calculating the boundaries 
of the basins of attraction of the attractors. The basins of attraction of an attractor are 
the set of initial states of orbits which approach the attractor if time proceeds. If the 
boundaries of the basins of attraction lie close to the attractor, often the global stability 
of this attractor will be low. The presented method is developed for single-DOF systems. 
However, it is shown that in some cases it can be used for multi-DOF systems. This is 
also demonstrated by experimental results (see chapter 7 of this thesis). 

As an application, multi-DOF systems with discontinuities in the stiffness and rotor­
bearing systems are investigated and it is shown that generally models with much more 
than one DOF are necessary for a sufficiently accurate representation of the system 
behaviour. 

Discontinuous systems are an important class of nonlinear mechanical systems. In 
many practical engineering applications, discontinuities occur. An example of a discon­
tinuous system is a satellite with solar panels (Wijckmans, 1995). During the launching 
of a satellite, the solar panels are in a folded position. Because these solar panels are 
excited during the flight, vibrations can occur in the panels. In order to reduce the vibra­
tions of the panels so-called one-sided snubbers are used. However, using the one-sided 
snubbers, the system becomes a discontinuous system. Such a discontinuous system is 
a typical example of a system with local nonlinearities. Although the nonlinearity is 
local, the overall dynamic response of the system can change drastically. A system with 
discontinuities cannot be linearized, so its is very difficult to approximate the system 
response through a linear analysis. Very often, such discontinuities cause much higher 
response frequencies, even in case the excitation frequency is low. Generally, this means 
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that the higher eigenmodes of the linear parts of the system are excited. Then, these 
higher eigenmodes will strongly influence the low frequency response and multi-DOF 
systems will be necessary to calculate the system behaviour accurately. As mentioned 
earlier, only systems with discontinuities in the stiffness are investigated in this thesis. 
Experiments are carried out to support the validity of the numerical results. 

Journal bearings are an essential feature of all rotating machinery and provide the 
vital load-carrying capacity to support rotors against static and dynamic loads. The 
standard practice for dynamic imbalance response and stability analysis of rotor-bearing 
systems is to determine the linearized bearing stiffness and damping coefficients about 
a stationary equilibrium position. In this mathematical assumption, the synchronous 
motion about the stationary equilibrium position is described by ellipses in case of low 
values of the unbalance. However, when the unbalance level becomes moderate to large, 
the rotor orbits are not necessarily elliptical, due to the nonlinear characteristics of the 
bearings. Furthermore, in a linear system, operating above the threshold angular rotor 
speed, the amplitude of motion grows exponentially with time and the orbits become 
unbounded. In an actual system this is not necessarily the case, because the nonlinear 
effects can cause the motion to be bounded by limit cycles. Moreover, under some 
circumstances a lower total response can be obtained by having a moderate level of rotor 
unbalance in the system. 

Because rotor-bearing systems are typical examples of systems consisting of large 
linear parts (shaft and disks) and local nonlinearities (bearings), the models of these 
systems can be reduced considerably. Because of this, the long term dynamics of 
a rotor-bearing system can be analysed efficiently by calculating periodic solutions 
numerically by the methods outlined in this thesis. In this thesis some simple rotor­
bearing systems are investigated and it is shown that the eigenmodes of the shaft play an 
important role in the system response. Hence again multi-DOF models are necessary for 
a good prediction of the system behaviour. Furthermore, attention is paid to the bearing 
models which can be used to arrive at an adequate modelling of oil journal bearings in 
nonlinear dynamic analysis. 

As stated earlier, local nonlinearities can change the system behaviour drastically. 
This results in system responses with undesirable frequencies and enlargement of the 
maximum system response by subharmonic resonance peaks. Generically, a low ampli­
tude harmonic orbit coexists which may be unstable or may have a low global stability. 
In this thesis a control method is developed which provides that using one single control 
force in a certain position of the system, the system can be controlled to that low ampli­
tude harmonic orbit, unstable or stable. Because the harmonic orbit is a natural solution 
of the system, the control force will become very small, theoretically even zero, if the 
system settles in the harmonic orbit. 

Because only one control force is used to control the system, the difference between 
the number of inputs, which is one control force, and the number of outputs which 
must be controlled, which are all the degrees of freedom of the system, is very large. 
In standard control theory, the difference between the number of inputs and outputs of 
nonlinear controlled systems is much lower. Because of this, not a standard control 
method can be used to control the system to an unstable harmonic orbit. Furthermore, 
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not every arbitrary nonlinear system will be controllable using one control force and not 
every unstable harmonic orbit can be stabilized. Because of this, methods are developed 
to determine the controllability of a system and to determine the stability of the controlled 
system. 

In section 1.2, a short general introduction in nonlinear dynamics is given. Then 
in section 1.3 an overview is given of the numerical tools for analyzing the long term 
behaviour of nonlinear mechanical systems which are used in this thesis. In section 1.4 
the organization of this thesis is explained. 

1.2 General introduction in nonlinear dynamics. 

In this section some basic concepts and terminologies of nonlinear dynamics are given. 
For a more detailed introduction in nonlinear dynamics the reader is referred to Guck­
enheimer and Holmes (1983), Thompson and Stewart (1986), Parker and Chua (1989) 
and Thompson (1994). 

1.2.1 Equations of motion and Poincare section. 

The equations of motion of a nonlinear mechanical system can be written as 

(1.1) 

where Qu is the nq,. -column with the system DOF's, t is the time, a dot means a 
derivative with respect to time, Mu is the mass matrix, lin is the nq,. -column with 
internal forces and fea>u is the nq, -column with external loads. If equation (1.1) is not 
explicitlydependentoftime,i.e. Mu(Qu,t) = Mu(Qu), fin(ti.u,Qu,t) = fin(ti.u,Qu) 
and fea>u { t) = lea>,., then the system is called autonomous, otherwise it is called 
nonautonomous. In this thesis, it is assumed that equation ( 1.1) can be rewritten as 

(1.2) 

which means that the mass matrix is assumed to be independent of time and displace­
ments. Furthermore, in this thesis it is assumed that the system has damping, so the 
system dissipates energy. Also, it is assumed that either the system is autonomous or 
that the terms in the internal forces fin and external forces lea>,. { t) which are an explicit 
function of time are periodic with period time Te i.e. 

A typical orbit of this kind of systems consists of a transient, whereafter the system will 
settle asymptotically onto a stable long tenn response, called an attractor. Such a post­
transient orbit can be a point-attractor, a periodic attractor, a quasi-periodic attractor, or 
a chaotic attractor. Generically, each attractor is entirely surrounded in state space by its 
own basin of attraction. All transients starting in an infinitesimally small neighbourhood 
around the attractor return to it, making it asymptotically stable in the local sense of 



6 CHAPTER 1. INTRODUCTION 

Lyapunov. All the above types of recurrent motions can also appear as unstable long 
term responses giving saddles and repellors which will be discussed later. 

A useful tool for visualizing the long term behaviour is the Poincare section. For 
mechanical systems driven by a periodic excitation of period Te, Poincare sections can 
be defined by the state Qu, tiu at times t iTe where i = 1, 2, 3, .... This corresponds 
to a stroboscopic sampling of the state space with period time Te. 

1.2.2 Point, periodic and quasi-periodic attractors. 

A fixed point, qf, of (1.2) is characterized by 

(1.4) 

It can be stable or unstable. If it is asymptotically stable it is called a point attractor. 
A local stability analysis of any fixed point starts with the linearized equations 

describing small variations around the point. For a fixed point, the stability depends 
on the signs of the real parts of the eigenvalues of a lin/ oqtl. (i.e., the stiffness matrix). 
The necessary condition for stability is that all the real parts are negative; the necessary 
condition for instability is that at least one real part is positive. 

A periodic orbit is a closed orbit in the state space satisfying that every response 
starting at the orbit returns precisely to its starting point after its period time T. Such 
a motion (not normally sinusoidal) is called a hannonic orbit if it has the same period 
as the excitation period. A lin subhannonic orbit is a periodic orbit with a period of n 
times the period of the excitation (n E N). Besides the basis frequency, i.e. the lowest 
frequency occurring in the periodic orbit, in a harmonic orbit also frequencies occur 
which are a multiple of the basis frequency. In a (sub)harmonic orbit such a higher 
frequency may be dominant and may cause a resonance. This is called a superhannonic 
resonance. Notice that superharmonic solutions, i.e. a harmonic orbit with an basis 
frequency larger than the excitation frequency, normally cannot exist since an orbit of a 
system will normally contain its excitation frequency. 

If a periodic orbit is asymptotically stable, it is called a periodic attractor, or limit 
cycle. In a Poincare section a periodic orbit will appear as a finite number of fixed points 
(figure l.la-f). The local stability of a periodic orbit can be determined using Floquet 
theory. A short summary of the Floquet theory can be found in section ll.A. Application 
of the Floquet theory results in 2nq,. so-called Floquet multipliers. A periodic orbit is 
stable if all Floquet multipliers have a modulus less than unity. A periodic orbit is 
unstable if at least one of the moduli is larger than unity. 

Consider a motion which has one periodic component of period T1 and a second of 
period The first component repeats after time t = nT1 , while the second repeats 
after t = mT2 where n and m are positive integers. If a (lowest) time can be found for 
which t = T nT1 = mT2, then the motion is periodic with period T. If, however, 
T1/T2 is irrational (that is to say T1 and T2 are incommensurate), then no such time 
can be found: the motion never precisely repeats itself, and is called quasi-periodic. 
Over a long time scale there will however be arbitrary close repetition. If the motion is 
asymptotically stable we have a quasi-periodic attractor. Quasi-periodic motions with 
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just two incommensurate periods will appear in a Poincare section (with sampling period 
T1 or T2) as a closed curve (figure l.lg-i). 

1.2.8 Chaotic attractors and its identification. 

The last and most complex form of bounded post-transient behaviour is the chaotic 
attractor. The chaotic attractor exhibits an extremely sensitive dependence on initial 
conditions, and, despite the absence of any stochastic forcing of the deterministic system, 
a broad-band power spectrum. Two orbits in a chaotic attractor with almost the same 
initial states will diverge from each other and never cross each other although their 
maximum will be bounded. Because of this, the attractor has a bounded fractal structure 
and induces a complex mixing of orbits. The chaotic nature of an attractor can be 
established by examining the divergence of orbits, quantified by Lyapunov exponents. 
In a Poincare section, a chaotic attractor will appear as a set of an infinite number of 
points; no point does return precisely to any of the points of the set (figure l.lj-1). 

Under a continuous slow variation of a system parameter, for example the excita­
tion frequency, a common route to a chaotic attractor is a cascade of period-doubling 
bifurcations, each of which generates a stable oscillation with twice the period of its 
precursor. In this cascade the bifurcations become more and more closely spaced, the 
ratio of successive parameter intervals very often tending in the limit to the Feigenbaum 
number (Feigenbaum, 1983). This number is universal in the sense that it arises in a 
very wide class of problems. 

Another common route to chaos is the quasi-periodic mode-locking route (Newhouse 
et al., 1978). Under slow variation of a system parameter, a quasi-periodic motion locks 
to subharmonic behaviour, i.e. the dominant frequencies in the quasi-periodic behaviour 
become rational. This is called frequency locking or mode-locking. Further variation of 
the system parameter results in the long term behaviour to become quasi-periodic; the 
dominant frequencies become irrational again. This is repeated if the system parameter 
is further varied where the quasi-periodic behaviour becomes more and more irregular 
until it changes into a chaotic attractor. 

Intermittency is chaotic behaviour consisting of time intervals with almost periodic 
behaviour alternated by time intervals with highly irregular behaviour (Pomeau and 
Manneville, 1980). Under the variation of a system parameter the periodic intervals 
increase or decrease until the behaviour is entirely periodic or chaotic. 

The Lyapunov exponents, a;, of an orbit measure the average long term exponential 
rate of divergence of all adjacent motions based on 

a;= lim (1/t) In [(separation in direction i at t)/(separation in direction i at 0)] 
t-+oo (1.5) 

This limit has to be taken only amongst orbits whose final separation remains small. In a 
totally dissipative system, the sum ofLyapunov exponents of any orbit will be negative, 
with, however, no such restriction of any single exponent. If the maximum exponent, 
al> is positive, then some adjacent orbits will diverge from the fundamental, and there 
will be a sensitive dependence on initial conditions; the orbit is unstable. 



1.2. GENERAL INTRODUCTION IN NONLINEAR DYNAMICS. 9 

1.2.4 Saddles and repellors. 

A fixed point or motion is unstable if any single adjacent motion moves out of its 
immediate state space neighbourhood with exponential rate. The index of instability of a 
fixed point or periodic motion is based on the linear eigenvalues or Floquet multipliers. 
For a fixed point this index equals the number of eigenvalues with a positive real part. 
For a periodic orbit it is the number ofFloquet multipliers with modulus larger than one. 

If the index of instability is zero, the fixed point or motion is a stable attractor. If the 
index lies between zero and the phase dimension (2nq .. ), we have an unstable saddle orbit 
that repels in some directions but attracts in all the others. Saddles can be fixed, periodic, 
quasi-periodic or chaotic motions. Being unstable, they are not directly observable in a 
physical system, but they do play a key role in structuring the state space. In particular, 
saddles with index one, having a single unstable direction, frequently lie in and organize 
basin boundaries. 

If the index is equal to the phase dimension, we have a repellor, corresponding to 
fixed, periodic, quasi-periodic or chaotic motions. These repel all adjacent motions. 

1.2.5 Basins of attraction and their boundaries. 

For a nonlinear dynamic system simultaneously different attractors can coexist for one 
set of system parameters. In which attractor a orbit of a system will settle depends on 
the initial state of the system. The set of all initial states of orbits which approach a 
specific attractor is called the basin of attraction of the attractor. The basins of attraction 
in the R 2nq,. state space of a dissipative system are bordered and separated from each 
other by (2nq .. -1 )-dimensional basin boundaries. Orbits initialized within a basin tend 
asymptotically, as t -+ +oo, to the attractor lying within the basin. Orbits starting 
precisely on a basin boundary (separatrix) often approach a saddle orbit which attracts 
within the boundary but repels across it. 

The set of orbits that approach a saddle as t -+ +oo, approaching it tangentially 
along the stable incoming eigenvectors, are called stable manifolds. Similarly, the set 
of orbits asymptotic to a saddle as t -+ -oo are called unstable manifolds. The stable 
manifolds are particularly important in organizing a phase portrait. Generally, the stable 
form basin boundaries since the stable manifolds are the set of orbits which do not 
approach an attractor (they approach a saddle solution). 

1.2.6 Structural stability and bifurcations. 

System parameters, r, of a dynamic system are understood to remain constant during 
the dynamical motions of the system. If one system parameter, r, changes, the long 
term orbits of the system also change. Typically, a small change in r produces small 
quantitative changes in a long term orbit. However, there is also a possibility that a 
small change in r can cause a long term orbit to undergo a qualitative change. Such 
a qualitative change is called a bifurcation and the value of rc is called the bifurcation 
value. Examples of bifurcations are the disappearance or creation of a long term orbit 
and a change in the stability of a long term orbit. 
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Informally, a dynamical system is structurally stable if there exists no infinitesimal 
perturbation of the system that results in a qualitative change of its long term orbits. (For 
a more thorough definition of structurally stability the reader is referred to Guckenheimer 
and Holmes (1983).) This means that a qualitative change of the long term orbit can 
occur only when the system is structurally unstable. Hence, the set of bifurcation values 
is the set of system parameter values at which the system is structurally unstable. 

Local bifurcations, restricted to a small neighbourhood of the state space, involve the 
creation, destruction and splitting of attractors. Global bifurcations involve connections 
between the manifolds of saddles, often producing abrupt changes in the structure of the 
attractors and/or their basins. 

Bifurcations, observed under the variation of one system parameter are called co­
dimension one bifurcations. The co-dimension, c, is the number of real Floquet multipli­
ers with modulus equal to one plus the number of conjugate pairs of Floquet multipliers 
with modulus equal to one. Generically, c system parameters have to be varied simulta­
neously to meet a co-dimension c bifurcation. 

1.2. 7 Local bifurcations of fixed points and periodic orbits. 

A system under increasing values of system parameter r can lose its stability at a local 
bifurcation when a fundamental primary path (of fixed points or motions) becomes 
unstable at r = rc. When the path bifurcates and throws off a secondary path, the 
form and stability of the secondary path gives us the following three-fold classification. 
At a super-critical bifurcation the continuous fundamental path loses its stability as it 
intersects a stable secondary path that only exists for r > r c. At a sub-critical bifurcation 
the fundamental path loses stability as it intersects an unstable secondary path that only 
exists for r < r c· The third form, that arises in the paths of fixed points, is the trans­
critical bifurcation. Here the fundamental path destabilizes as it intersects a continuous 
secondary path of fixed points which exists at sub- and super-critical values of r, being 
unstable for r < r c and stable for r > r c: the fundamental and secondary paths exchange 
stability. Of course, under decreasing values of system parameter the same bifurcations 
can be met at r = rc. 

A local bifurcation involving tbe loss of stability of an attractor will have one or 
more critical eigenvalues or Floquet multipliers with a corresponding mode for which 
the response is neither attracting nor repelling within the linear approximation. 

A local bifurcation is observed on a path of fixed points as the real part of a linear 
eigenvalue passes through zero. If a real eigenvalue passes through zero, we have a fold 
or saddle-node bifurcation. As r is increased towards r c. a saddle and a node merge; 
there is locally no fixed point for r > rc, forcing the system to jump dynamically to 
a distant, unrelated attractor. The saddle-node can manifest itself as a sub-, super- or 
trans-critical bifurcation. 

If the real part of a complex conjugate pair of eigenvalues passes through zero, we 
have the primary Hopfbifurcation in which a secondary path of limit cycles bifurcates 
from the monotonic path of fixed points as it loses stability. This secondary path can be 
stable with r > rc, giving us the super-critical primary Hopfbifurcation: conversely, it 
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A local bifurcation can analogously be observed on a path of periodic orbits. A loss of 
stability will now correspond to a Floquet multiplier passing through the unit circle. If a 
single real Floquet multiplier passes through+ 1 we have a saddle-node, which typically 
manifests itself as a cyclic fold with c = 1 and features similarly to the fixed point 
saddle-node, generating in particular an inevitable dynamic jump to another attractor. 
If a real Floquet multiplier passes through -1 we have a c = 1 at which a secondary 
path of period-doubled periodic orbits bifurcates off the monotonic fundamental path 
as it loses its stability. This secondary path can be stable with r > rc, giving us the 
super-critical flip: conversely, it can be unstable with r < r c• giving the sub-critical 
form. A flip bifurcation generates a secondary path of periodic orbits with twice the 
period of the fundamental path. If a complex conjugate pair of eigenvalues crosses the 
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·unit circle we have the Neimark or secondary Hop/bifurcation. Quasi-periodic motions 
on a torus typically bifurcate off the fundamental path of periodic orbits, in either super­
or sub-critical form. In figure 1.2 the Poincare sections with periodic orbits are shown 
in the neighbourhood of the above described types of local bifurcations. 

1.2.8 Global Stability. 

The adjective global is used to describe bifurcations and other phenomena that are not 
essentially described in a local region of the state space. The global stability of an 
attractor is determined by the structure of its basin boundaries. If the basin boundaries 
lie close to the attractor, perturbations of moderate level (not infinitesimal so that they 
cannot be described by the linearized system), will easily result in a jump to another 
attractor. In that case, the global stability of the attractor will be low, although it is 
locally stable. Global bifurcations occur if basin boundaries touch each other or touch 
attractors or saddles. They will not be discussed here. 

1.2.9 Example. 

Figure 1.3 shows the maximum absolute displacements IYimax occurring in the periodic 
solutions for varying excitation frequency for a beam system supported by a one-sided 
spring. In part I of this thesis this system is described in more detail. The figure 
shows branches with harmonic solutions, 1/2 subharmonic solutions, 1/3 subharmonic 
solutions and 115 subharmonic solutions. 

On the branches, unstable parts occur (dotted lines}. A branch with periodic solutions 
becomes unstable via a bifurcation. For instance, near 22 Hz an unstable part exists on 
the harmonic branch marked by two secondary Hopf bifurcations. For these excitation 
frequencies the system response is quasi-periodic. The harmonic and 112 subharmonic 
branches are connected and at the excitation frequency where these branches touch each 
other, flip bifurcations occur. Near these bifurcations, the harmonic solutions and l/2 
subharmonic solutions will be almost the same. 

The branches with 113 subharmonic and 1/5 subharmonic solutions are closed and 
are not connected with other branches with periodic solutions. These branches consist of 
a stable part (upper part) and an unstable part (lower part). Two cyclic fold bifurcations 
connect the stable and unstable parts. Notice that these cyclic fold bifurcations occur at 
the lowest and highest excitation frequency for which the branches with 1/3 subharmonic 
and 115 subharmonic solutions exist. 

The insets in figure 1.3 shows periodic solutions at some frequencies. Notice that in 
the frequency-response only the maximum absolute values of these periodic solutions are 
plotted and that generally in a periodic solution also other frequencies than the excitation 
frequency fe are present. The insets with periodic solutions show that the shape of the 
harmonic and 112 subharmonic solutions change very much if the excitation frequency 
is varied. 

Notice the superharmonic resonance peaks on the branch with harmonic solutions 
near 32.5 Hz and 42.8 Hz. These superharmonic resonance peaks are related to the second 
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harmonic resonance peak at 128 Hz. Consequently, the harmonic solution at 42.8 Hz in 
figure 1.3 shows a high frequency which corresponds to the second eigenfrequency of 
the linear beam system. 

1.3 Numerical tools for analyzing long term dynamics. 

1.3.1 Reduction method. 

As mentioned in the introduction of this chapter, in many engineering applications of 
nonlinear systems the nonlinearities have a local character. The advantage of this kind 
of systems is that they can be divided into linear and nonlinear components where in 
general the linear components will have a large number of DOF's. The DOF's of the 
linear components can be reduced by applying a component mode synthesis method. 
The component mode synthesis method used in this thesis is based on residual flexibility 
modes and free interface eigenmodes. The residual flexibility modes provide unaffected 
(quasi-)static load behaviour of the linear components. For approximating the dynamic 
behaviour of the linear component, free-interface eigenmodes up to a certain cut-off 
frequency are used. After reduction the reduced linear and the nonlinear components 
are assembled, resulting in a reduced nonlinear system which is an approximation of 
the unreduced nonlinear system for dynamic problems; statically it is equivalent to the 
unreduced system. The behaviour of the reduced system will be accurate for frequencies 
lower than the cut-off frequency used in the reduction process. Because nonlinear 
systems generate higher frequencies than their excitation frequency, generically the 
cut-off frequency must be chosen considerably higher than the maximum excitation 
frequency (Aarts, 1993). In appendix A the component mode synthesis method used in 
this thesis is described from a computational point of view. 

The equations of motion of the reduced nonlinear system can be written as 

Mij + fn~{q,q,t) = fe:c(t) (1.6) 

where q is the nq-column with the reduced system DOF's, t is the time, a dot means a 
derivative with respect to time, M is the reduced mass matrix, f nl is the nq-column with 
reduced internal forces (containing the reduced stiffness and damping matrices) and fez 
is the nq-column with reduced external loads. Notice that equation (1.6) has the same 
structure as equation (1.2), the equations of motion of the unreduced system. 

1.3.2 Periodic solution solvers and path:following. 

For analyzing the long term behaviour of a nonlinear system, always numerical time 
integration of ( 1.6) can be carried out using for instance a Runge Kutta method or Adams 
method. As mentioned earlier, before a nonlinear dissipative system settles in a stable 
attractor, its orbit is transient. The time before settling in an attractor can be very long 
of duration, especially for weakly damped systems. 

The long term behaviour can be analysed much more efficiently by calculating fixed 
points directly by solving equation ( 1.4) or by calculating periodic solutions by solving 
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(1.7) 

where TP is the period time of the wanted periodic solution. In this way not only much 
computational time is saved but it is also possible to calculate unstable fixed points and 
unstable periodic solutions, like saddles and repellors. In the previous subsection it was 
already stated that saddles play an important role in structuring the phase portrait and 
the basin boundaries. 

In this thesis three numerical methods are used for solving the two-point boundary 
value problems to determine periodic solutions. In the finite difference method the time 
is discretized, approximating the accelerations and velocities using the displacements 
at different time points (figure 1.4). In this thesis we use equidistant time steps mak­
ing the method very efficient for systems with many degrees of freedom. However, 
because of the equidistant mesh, the method is not very useful for systems with "hard" 
discontinuities. 

The (multiple) shooting method uses a time-integration method for solving the two­
point boundary value problem. The initial state of the system is iteratively changed 
until the boundary conditions are satisfied. The accuracy of this method depends on 
the time-integration method used. In this thesis a variable step/order Adams method 
is used for time-integration, so very accurate results can be obtained by the shooting 
method, even for systems with "hard" discontinuities. However, this makes the method 
more time consuming than the finite difference method. Furthermore, the computational 
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time increases very much with the number of DOF's of the system and therefore at this 
moment the application of the method is only realistic for systems with approximately 
less than eight DOF's. It should be noticed that also the multiple shooting method in 
combination with a variable step/order Adams method for time-integration will not be 
suitable for all "hard" discontinuities. In this thesis, only systems with discontinuities 
in the stiffness are analysed and for this kind of systems, the multiple shooting method 
seems to work fine. 

Finally, the incremental harmonic balance method approximates the periodic so­
lution as a truncated Fourier series and applies a Galerkin method to calculate the 
coefficients in the Fourier series. The accuracy of this method depends on the number of 
Fourier terms and on the accuracy of the integrals in the Galer kin method. This makes 
the method less useful for systems with "hard" discontinuities, because for this kind of 
systems the number of Fourier terms should be large and the integrals in the Galerkin 
method should be accurate. The method is very useful for getting quickly a global view 
of the nonlinear behaviour of a system, especially for rotor-bearing systems. In the 
analysis of this type of systems the number of Fourier terms is low. 

By applying a path-following method in combination with one of the periodic solution 
solvers, periodic solutions can be calculated efficiently for varying values of a system 
parameter. In this way paths of periodic solutions (or fixed points) can be calculated and 
co-dimension 1 local bifurcations can be found. If two system parameters are varied, 
also co-dimension I local bifurcations can be followed; in this way co-dimension 2 local 
bifurcations can be found. 

In appendix B the above numerical solvers for periodic solutions are described in 
more detail. Path-following is described in appendix C. 

1.3.3 Local stability. 

Using the fixed point or periodic solution solvers, stable and unstable fixed points as 
well as stable and unstable periodic solutions can be found. The local stability of a 
fixed point can be determined by the eigenvalues of the linearized system about the fixed 
point, as mentioned in the previous section. 

The local stability of a periodic solution can be determined using Floquet theory. 
Floquet theory linearizes the system about the periodic solution and integrates small 
perturbations over the period time. If at least one perturbation grows the periodic 
solution is unstable. Applying Floquet theory results in 2nq Floquet multipliers. If the 
moduli of all Floquet multipliers are lower than one, the periodic solution is stable. If 
one of the moduli is larger than unity, then the periodic solution is unstable. Using the 
Floquet multipliers, also co-dimension 1 bifurcations can be determined (see previous 
section). 

A short summary of the Floquet theory is given in section ll.A. 
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1.4 Organization of this thesis. 

This thesis contains a collection of papers, published in various journals and books and 
is organized as follows. In part I of this thesis discontinuous systems are investigated 
numerically and experimentally. The system which is investigated is a simply supported 
beam system which is periodically excited in the middle. In one case the beam is 
supported at its middle by a one-sided linear spring. This beam system was earlier 
investigated by Fey (1992) and is discontinuous in the stiffness. In another case the 
beam system has at its middle an elastic stop which is modelled using the nonlinear 
contact law of Hertz. In this way an impact problem is created. For both systems 
experiments are carried out to verify the numerical results. 

In part II of this thesis a method for calculating manifolds is described and it is 
shown how the global stability of attractors can be determined using these manifolds. 
The method is developed for single-DOF systems but it is shown that in some cases it 
also can be used for multi-DOF systems. Experiments using the beam with at its middle 
a one-sided spring are carried out to verify the numerical results for the global stability 
of the attractors. 

Part III is focussed on flexible rotor-bearing systems. A simple rotor-bearing system 
is investigated consisting of a flexible shaft with disk, supported on one side by an oil 
journal bearing and pinned on the other side. This system is analysed for different 
bearing models and imbalances. Special attention is given to the modelling of the oil 
journal bearings in nonlinear dynamic analysis. 

In part IV of this thesis a control method is presented for stabilizing unstable harmonic 
orbits in order to reduce large system responses with low control effort. Applying this 
control method, the beam with one-sided spring of part I is controlled to unstable 
harmonic orbits using one single control force. Methods are presented to determine 
the stability of the controlled system and to determine the controllability of nonlinear 
systems. 

References 

- Aarts, J .W., 1993, "Component Mode Synthesis for Nonlinear Dynamical Systems," Mas­
ter's thesis, WFW-report 93.048, TNO-report 93-CMC-R0546, Department of Mechanical 
Engineering, Eindhoven University of Technology, Eindhoven, The Netherlands (in Dutch). 

- Craig Jr., R.R., 1985, "AReviewofTime-DomainandFrequency-DomainComponentMode 
Synthesis Methods," Combined Experimental/Analytical Modeling of Dynamic Structural 
Systems Using Substructure Synthesis, D.R. Martinez and A.K. Miller, ed., ASME Applied 
Mechanics AMD-67, New York, pp. 1-31. 

Crooijmans, M.T.M, 1987, "On the Computation of Stationary Deterministic Behaviour of 
Non-Linear Dynamic Systems with Applications to Rotor-Bearing Structures;' PhD thesis, 
Department of Mechanical Engineering, Eindhoven University of Technology, Eindhoven, 
The Netherlands, 1987. 



18 CHA~l. INTRODUCTION 

- DIANA, 1995, DIANA User's Manua/6.0 ed., TNO Building and Construction Research, 
Delft, The Netherlands. 

- Feigenbaum., M.J., 1983, "Universal Behaviorin Nonlinear Systems," Physica, Vo1.7D, pp. 
16-39. 

- Fey, R.H.B., 1992, "Steady-State Behaviour of Reduced Dynamic Systems with Local 
Nonlinearities," PhD thesis, Department of Mechanical Engineering, Eindhoven University 
of Technology, Eindhoven, The Netherlands. 

- Guckenheimer, J. and Holmes, P., 1983, "Nonlinear Oscillations, Dynamical Systems and 
Bifurcations of Vector Fields," Applied Mathematical Sciences 42, Springer-Verlag. 

- Newhouse, S., Ruelle, D., and Takens, F., 1978, "Occurrence of Strange Axiom-a Attractors 
near Quasi-Periodic Flow on Tm, m ::;; 3;' Commun. Math Phys., VoL 64, pp. 35-40. 

- Parker, T.S. and Chua, L.O., 1989, "Practical Numerical Algorithms for Chaotic Systems," 
SpringerVerlag. 

- Pomeau, Y. and Manneville, P., 1980, "Intermittent Transition to Turbulence in Dissipative 
Dynamical Systems," Commun. Math. Phys, Vol. 74, pp. 189-197. 

- Thompson, J .M.T., 1994, "Basic Concepts of Nonlinear Dynamics;• Nonlinearity and Chaos 
in Engineering Dynamics, Proceedings IUTAM Symposium, London, 19-23 July 1993, 
J.M.T. Thompson and S.R. Bishop, ed., John Wiley & Sons, pp. 1-21. 

- Thompson, J.M.T. and Stewart, H. B., 1986, "Nonlinear Dynamics and Chaos;' John Wiley 
&Sons Ltd. 

- Wijckmans, M.W.J.E., 1995, "Dynamic Analyses of Idealised Solar Panels with a Bilinear 
Snubber," Master's thesis, WFW-report 95.071, Department of Mechanical Engineering, 
Eindhoven University of Technology, Eindhoven, The Netherlands. 





20 



2 
CHAOS AND BIFURCATIONS 

IN A MULTI-DOF BEAM SYSTEM 

WITH NONLINEAR SUPPORT. t 

This paper deals with the long term behaviour of periodically excited mechanical systems 
consisting of linear components with many degrees of freedom and local nonlinearities. 
The system which is investigated is a 2D beam supported in the middle by a one-sided 
spring and excited by a periodic force. The linear part of this system is modelled using the 
finite element method and reduced using a component mode synthesis method. Models 
with 1 and 4 degrees of freedom are investigated. Branches of periodic solutions and 
branches of bifurcation points are calculated. Also stable and unstable manifolds are 
calculated. The system shows (sub)harmonic, quasi-periodic and chaotic behaviour. An 
intermittency route to chaos is investigated into detail. Experimental results of the beam 
system are compared with numerical results. 

2.1 Introduction. 

This paper deals with the long term behaviour of periodically excited mechanical sys­
tems, which consist of linear components with many degrees of freedom (DOF's) and 
local nonlinearities. As a practical example of such a system, one may think of a 
mooring-buoy which is connected by a cable to a ship and is excited by the waves of the 
sea, see Thompson & Stewart (1986). In this system the local nonlinearity is the cable 
(one-sided spring). 

The linear components, which are supposed to be slightly or proportionally damped, 
are reduced using a component mode synthesis method based on free-interface eigen­
modes and residual flexibility modes, Craig (1985). Only eigenmodes up to a cut-off 
frequency are kept in the reduced component. The residual flexibility modes guaran-

tFey, R.H.B., Van de Vorst, E.L.B., Van Campen, D.H., De Kraker, A., Meijer, G.J., and Assinck, 
F.H., 1994, "Chaos and Bifurcations in a Multi-DOF Beam System with Nonlinear Support;' Nonlinearity 
and Chaos in Engineering Dynamics, Proceedings /UTAM Symposium, London, /9-23 July 1993, J.M.T. 
Thompson and S.R. Bishop, ed., John Wiley & Sons, pp. 125-139 (updated, results published in Van 
Campen et al. (1995)). 
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Figure 2.1 Beam system. 

tee unaffected (quasi-)static load behaviour of the reduced components. The highest 
kept eigenfrequency gives an indication for the highest frequency for which the reduced 
model is valid. The nonlinear components and the reduced linear components are cou­
pled in order to approximate the unreduced system. The highest excitation frequency 
must be much lower than the cut-off frequency because the nonlinear system response 
contains higher frequencies than the excitation frequency. The choice of this cut-off 
frequency is not obvious. However, using this reduction method, it still remains possible 
to investigate efficiently the long term behaviour of systems with local nonlinearities, 
which are modelled using the finite element method, see Fey et al. (1992a). 

In section 2.2 a periodically excited beam system with nonlinear support is intro­
duced. The long term behaviour of two reduced models ( 1 and 4 DOF' s) of this system 
is analysed. These models are derived using the reduction method mentioned above. 
In section 2.3 the single-DOF model is investigated. Periodic solutions are calculated 
by solving a two-point boundary value problem with the finite difference method, Fey 
( 1992b ). Branches of periodic solutions are followed using a path following technique. 
The local stability of these periodic solutions is investigated using Floquet theory. Basins 
of attraction of the single-DOF model are calculated using a method for calculating man­
ifolds of unstable periodic solutions, Parker & Chua (1989). In section 2.4 the four-DOF 
model is investigated. Branches of bifurcation points are calculated using the shooting 
method in combination with path following, Meijaard (1991). Unstable manifolds are 
calculated for the four-DOF model. An experimental setup of the beam system has been 
constructed and experimental results are compared with numerical results in section 2.5. 
All calculations presented in this paper were carried out using a development release of 
the finite element package DIANA (1995). 

2.2 Beam system supported by one-sided spring. 

Figure 2.1 shows the beam system which is analysed both numerically and experimen­
tally. The beam is supported at both ends by leaf springs, and supported in the middle 
by an one-sided leaf spring. The periodic force is realized by a rotating mass. 

The beam and leaf springs are modelled using the finite element method and reduced 
using the component mode synthesis method mentioned above. The one-sided leaf 
spring is modelled by a linear one-sided massless spring. Because of symmetry only 
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Figure 2.2 Maximum displacements of periodic solutions of single-DOF model. 

half the beam is modelled. 

2.3 Single-DOF model. 

The equation of motion for the single-DOF model is: 

{ 
o:, y < 0 

Here o:p = 
0 

> 
0 

and o: = 6, w = 21r fe, b 
' y-

2~.;-:;;:;k. ~ = 0.03, 

(2.1) 

m= 

( ~.pf M i.pt) I 'Piy = 2.37 kg, k = ( ~.pf K ~.pi) I 'Piy = 18960 N/m, me = 10.75 g, r e = 0.014 
m. M and K are the mass and the stiffness matrix of the linear part of the system, i.e. 
the beam without the one-sided spring. i.pt is the first eigenmode of the linear system 
with an eigenfrequency of 14.2 Hz. i.pty is the element of ~.p 1 corresponding with the 
displacement of the middle of the beam y. Branches of periodic solutions of this system 
are calculated for varying excitation frequency fe. The maximum displacements of these 
periodic solutions are given in figure 2.2. Besides the harmonic peak near 20.8 Hz also 
1/2, 113, 114, 1/5 and 117 subharmonic resonances are found. 

The highest 1/2, 1/3 and 1/4 subharmonic resonance peaks are related to the first 
harmonic resonance peak near 20.8 Hz. The 113 subharmonic near 31 Hz, the two 115 
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Figure 2.3 Poincare section with stable and unstable manifolds ( w; and W3 ) 
of single-DOF system at J. =70Hz. 

subharmonics near 55 Hz and the 117 subharmonic near 75 Hz are related to the 2nd 
superharmonic resonance peak near 10Hz. The 112 subharmonic near 13.8 Hz and the 
117 subharmonic near 50 Hz are related to the 3rd superharmonic resonance peak near 7 
Hz. 

The stable and unstable manifolds ( w; and W3u ) of the unstable 1/3 subharmonic 
which exists at fe = 70Hz, are shown in figure 2.3. This figure shows that one half 
of w; goes to the stable 1/3 subharmonic attractor and the other half of w3u goes to 
the stable harmonic attractor. w; represent the boundaries of the basins of attraction of 
these attractors. 

Figure 2.4 shows the unstable and stable manifolds of the unstable harmonic and 
unstable 117 subharmonic saddle solution at fe = 50.5 Hz. Homoclinic and heteroclinic 
intersections of the stable and unstable manifolds exist. If a stable and an unstable 
manifold intersect, an infinitely number of other intersections of the two manifolds must 
exist. Because of this the manifolds get a chaotic structure. In this area of the Poincare 
section no chaotic attractor could be found, only one 112 subharmonic and one 117 
subharmonic attractor exist. Because of the homoclinic and heteroclinic intersections 
the boundaries of the basins of attraction of these attractors are fractal. The dimension of 
the boundaries of the basins of attraction is calculated to be 1.85, Grebogi et al. (1983). 

Note, that the distance between the stable manifolds and the 117 subharmonic attractor 
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Figure 2.4 Poincare section with stable and unstable manifolds of single-DOF 
system at fe = 50.5 Hz. 

25 

is very small; a little disturbance on the system vibrating in this attractor can easily result 
in a jump to the 112 subharmonic attractor, Soliman & Thompson (1990). 

2.4 Four-DOF model. 

If the linear system is reduced with the component mode synthesis method to 4 degrees 
of freedom (3 eigenmodes with eigenfrequencies ft = 14.2 Hz, h = 127.3 Hz, h = 352.8 
Hz and one residual flexibility mode), the linear model is valid up to a frequency of 350 
Hz. Earlier investigation of a similar system showed that the four-DOF model including 
the one-sided spring with a = 6 is a good approximation of the unreduced system for 
excitation frequencies fe lower than 80Hz, Fey (1992b). Again branches of periodic 
solutions are calculated for this four-DOF model for varying excitation frequency fe· 
The maximum displacements of the periodic solutions for the middle of the beam are 
given in figure 2.5. 

Figure 2.5 shows that the response of the four-DOF model is very similar to the 
response of the single-DOF model (figure 2.2). At the harmonic branch now extra 
superharmonic resonance peaks are found caused by the second eigenfrequency of the 
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Figure 2.5 Maximum displacements of periodic solutions of the four-DOF 
model. y is the displacement of the middle of the beam. 
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Poincare sections with steady-state behaviour of the four-DOF 
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Figure 2.7 Steady-state behaviour of the four-DOF model: intermittency. 
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Figure 2.8 (a) Unstable manifolds of unstable 1/2 subharmonic. (b) Transient 
of four-DOF model. 

model. Near 64Hz, 42Hz, 32 Hz, 25 Hz, the 2nd, 3rd, 4th and 5th superharmonic 
resonance peaks of the second harmonic resonance peak exist, respectively. 

At the right-hand side of the 1/3 subharmonic branch the harmonic branch is now 
unstable marked by two secondary Hopf bifurcations. In this frequency interval quasi­
periodic behaviour and mode-locking leading to chaos is found, Newhouse et al. (1978) 
(figures 2.6a-2.6d). The quasi-periodic and chaotic behaviour in this frequency range is 
dominated by a frequency of about 25 Hz. Near 25Hz the 5th superharmonic resonance 
peak exists which is related to the second harmonic resonance peak (near 127.3 Hz). 
Also an extra 1/3 subharmonic branch was found near 78 Hz. Both the quasi-periodic 
mode-locking route leading to chaos and the extra 1/3 subharmonic branch are related 
to the 5th superharmonic resonance peak near 25 Hz. 

This 5th superharmonic resonance peak is also responsible for the fact that the 1/2 
subharmonic branch is divided into two parts now in the frequency range near 50 Hz. 
Between the two 112 subharmonic branches only an unstable harmonic branch exists, 
which has two real Floquet multipliers lower than -1. The steady-state behaviour of the 
four-DOF model in the frequency range near 50 Hz is shown in figures 2.6e-2.6i and 
figure 2.7. Figure 2.7 shows that if the excitation frequency fe is near 51.34 Hz the 
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steady-state behaviour seems to be periodic over a long time but then suddenly shows 
a small burst, after which the almost periodic behaviour recovers again. This kind of 
chaotic behaviour is called intermittency, see Pomeau & Manneville (1980). If the 
excitation frequency is decreased the periodic behaviour intervals become smaller until 
the behaviour is entirely chaotic. Like in the frequency range 77-78Hz, the chaotic 
behaviour is again dominated by a frequency of about 25 Hz; the intermittency interval 
is related to the 5th superharmonic resonance peak of the second harmonic resonance 
peak. 

At fe = 51.3425 Hz besides the unstable harmonic with two Floquet multipliers 
lower than -1, also a stable and an unstable 112 subharmonic and a stable and an 
unstable 1/5 subharmonic exist (figure 2.5). The unstable manifolds w; of the unstable 
112 subharmonic saddle solutions are shown in figure 2.8a. In this figure, the cross­
sections of the manifolds are not homoclinic points because these are manifolds of a 
multi-DOF model (unstable manifolds do not intersect one another of course). The 
figure shows that one half of w; goes to the 1/2 subharmonic attractor. The other 
half of w; almost returns to the unstable 1/2 subharmonic saddle solution and almost 
creates a homoclinic connection. A homoclinic connection exists when the unstable 
manifold returns to its unstable periodic saddle solution: simultaneously it is the stable 
manifold of that unstable periodic saddle solution. This is not the case here, because 
W2" has a chaotic structure in the neighbourhood of the unstable 1/2 subharmonic saddle 
solution, which indicates that here an infinitely number of intersections exist of w; 
and the stable manifold W:;i of the unstable 112 subharmonic saddle solution. In figure 
2.8b a transient is shown, which has the same structure as w;. Because w; finally 
approaches the unstable l/2 subharmonic*, this transient finally ends in the stable 112 
subharmonic. The unstable manifolds of the harmonic W1" solutions are planes in the 
Poincare section, spanned by the two eigenmodes corresponding with the two Floquet 
multipliers which are lower than -1. These manifolds finally approach a curve which 
has the same structure as w;. One half of the unstable manifolds of the unstable 115 
subharmonic also approaches a curve with the same structure as w;, whereas the other 
half ends in the stable 1/5 subharmonic. If fe is decreased the stable 112 subharmonic 
and unstable 112 subharmonic saddle solution disappear via a cyclic fold bifurcation. 
Because of this the transient behaviour in figure 2.8b becomes stable resulting in the 
steady-state behaviour becoming chaotic with almost the same structure as w; at fe = 
54.3425 Hz; this behaviour is called intermittency (figure 2.6i). 

The bifurcation points (one real Floquet multiplier lower than -1, and one Floquet 
multiplier equal to -1), which mark out the intermittency interval are followed. Here, 
two system parameters must be varied which are chosen to be the excitation frequency 
fe and the relative stiffness of the one-sided spring a. The branches of bifurcation points 
are given in figure 2.9. In figure 2.10 the response is given in the frequency range near 
50 Hz for different values of the relative stiffness of the one-sided spring a. 

• Because in the neighbourhood of the 112 subharmonic saddle solution W2 intersects with W:f, an 
infinitely number of intersections must exist and because W:f goes to the 112 subhannonic saddle solution, 
W:.! must also approach the unstable 112 subhannonic saddle solution. 
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Figures 2.9 and 2.10a show that for a= 3.2 only one 112 subharmonic branch exists, 
next to the harmonic branch, which becomes unstable via a flip bifurcation. If a is 
increased a small part of the stable harmonic branch becomes unstable via two secondary 
Hopf bifurcations at the right-hand side of the 1/2 subharmonic branch. Quasi-periodic 
behaviour was found in this frequency interval (figure 2.6j). Further increa.<>ing a to 3.55 
(figure 2.10b) results in a second 112 subharmonic branch. If a is increased once again 
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Figure 2.11 Floquet multipliers p, of four-DOF model. 

the flip bifurcation, which marks the left 112 subharmonic branch, approaches the left 
secondary Hopf bifurcation. At the point where they merge, a = ab/, a co-dimension 2 
bifurcation exists. Here, three Floquet multipliers are equal to -1. If a is increased again 
to abro another co-dimension 2 bifurcation is created, when the right secondary Hopf 
bifurcation touches the left flip bifurcation of the right 1/2 subharmonic branch. The 
middle part of the harmonic branch is unstable with two Floquet multipliers lower than 
-1 (figure 2.10c). Chaotic behaviour was found in this frequency interval (figure 2.6k). 

Note, that the two co-dimension-2 bifurcations do not exist for the same value of a. 
If a is between abt and ab,. the middle unstable part of the harmonic branch is marked at 
the left -hand side by one Floquet multiplier equal to -1 and one real Floquet multiplier 
lower than -1, while at the right-hand side a secondary Hopf bifurcation exists. At 
the left-hand side of the middle unstable part of the harmonic branch two real Floquet 
multipliers are lower than -1 and at the right-hand side two complex Floquet multipliers 
have a modulus larger than 1. In figure 2.1la the Floquet multipliers are shown as a 
function of the excitation frequency fe. The two real Floquet multipliers lower than -1 
become equal at some point and subsequently they become conjugate complex; at the 
secondary Hopfbifurcation their modulus has been decreased to 1. Figure 2.llb shows 
that if a is larger than ab,. the Floquet multipliers still become complex in this frequency 
range but do not pass the unit circle any more. 

Figure 2.1 Od shows the response of the system in the frequency area around 50 Hz 
for a= 20. The left-hand and right-hand 112 subharmonic branches have been connected 
resulting in an upper and a lower 1/2 subharmonic branch. An unstable part exists at 
the upper 1/2 subharmonic branch marked by two secondary Hopf bifurcations. Here, 
stable quasi-periodic behaviour exists with a base frequency which is half the excitation 
frequency. In the Poincare section this is represented by two closed curves (figure 2.61). 

2.5 Experiments. 

An experimental setup of the beam system presented in figure 2.1 has been constructed 
with me= 46.86 g, a= 6.49 and e = 0.015. In figure 2.12 numerical and experimental 
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results are compared. The experimental results correspond very well with the numerical 
results (four-DOF model) represented by the solid lines; almost all subharrnonics are 
observed in the experiments. 

No periodic behaviour was found in the experiment in the frequency range near 50 
Hz (T symbols). The numerical results predict two unstable 1/5 subharrnonics and one 
stable 112 subharrnonic. In section 2.3 fractal boundaries of basins of attraction were 
found for the single-DOF system in this frequency range. Earlier investigation of a 
similar system showed that the 112 subharrnonic attractor has a low global stability in 
this frequency range, Van de Vorstet al.(1993). This explains why in the experiment no 
periodic behaviour is found in this frequency range because system parameters will not 
be time-invariant exactly, in particular the excitation frequency fe· 

2.6 Conclusions. 

In this paper a nonlinearly supported beam system was investigated. The beam was 
modelled using the finite element method. This model was reduced using a component 
mode synthesis method. In this system the first few eigenfrequencies cover a broad 
frequency range. This is the reason why the single-DOF model shows almost the 
same frequency response as the four-DOF model in the low frequency range. The 
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experimental results confirm this. Sometimes it is insufficient to investigate only local 
stability using Floquet theory. This theory does not detect fractal boundaries of basins 
of attraction which may cause attractors to have a low global stability. In the experiment 
no periodic behaviour could be found in frequency intervals where the numerical results 
predicted periodic attractors with a low global stability. The general conclusion is that it 
is possible to investigate complicated systems with local nonlinearities both efficiently 
and accurately by using the reduction method. 

The results show that by adding a relatively weak discontinuous support, the dy­
namics of the beam system become dramatically more complicated. As stated above, 
the first few eigenfrequencies cover a broad frequency range and for systems for which 
this does not hold, the dynamics will be more complicated. However, the investigated 
system has a very low damping level. Increasing of the damping suppresses the nonlin­
ear phenomena like the higher order subharmonics and fractal boundaries of basins of 
attraction. Furthermore, a higher damping level will decrease the influence of the higher 
eigenmodes of the system on lower excitation frequencies. Nevertheless, if the stiffness 
of the one-sided spring is increased and if the system has more eigenfrequencies in the 
investigated frequency domain, the damping level has to be very high for suppressing 
all nonlinear phenomena. 
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3 
EXPERIMENTAL VERIFICATION 

OF THE STEADY-STATE BEHAVIOUR 

OF A BEAM SYSTEM 

WITH DISCONTINUOUS SUPPORT. t 

This paper deals with the experimental verification of the long term behaviour of a 
periodically excited linear beam supported by a one-sided spring. Numerical analysis of 
the beam showed subharmonic, quasi-periodic and chaotic behaviour. Furthermore three 
different routes leading to chaos were found. Because of the relative simplicity of the 
beam system and the variety of calculated nonlinear phenomena, an experimental setup 
is made of this beam system to verify the numerical results. The experimental results 
correspond very well with the numerical results as far as the subharmonic behaviour is 
concerned. Measured chaotic behaviour is proved to be chaotic by calculating Lyapunov 
exponents of experimental data. 

3.1 Introduction. 

Mechanical systems consisting of linear components with many degrees of freedom 
(DOF's) and local nonlinearities are frequently met in engineering practice. Examples 
of such systems are: rotating mechanical systems with nonlinear bearings, mechanical 
systems with dry friction and backlash phenomena in certain connections, etc.. From a 
spatial point of view the local nonlinearities constitute only a small part of the mechanical 
system. However, their presence generally will have important consequences for the 
overall dynamic behaviour. 

Analyzing the long term behaviour of nonlinear systems is generally very expensive 
from a computational point of view and therefore it is important to keep the number of 
DOF's low. The long term behaviour of systems with local nonlinearities can be analysed 
efficiently if the number of DOF' s of the linear parts is reduced using a component mode 
synthesis method(Craig, 1985, Fey, 1992). The component mode synthesis method used 
in this research is based on residual flexibility modes and free-interface eigenmodes up 

+van de Vorst, E.L.B, Assinck, F.H., De Kraker, A., Fey, R.H.B, and Van Campen, D.H., 1995, 
"Experimental Verification of the Steady-State Behaviour of a Beam System with Discontinuous Support," 
Experimental Mechanics, accepted for publication. 
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to a cut-off frequency. The residual flexibility modes guarantee unaffected (quasi-)static 
behaviour. The reduced linear parts are coupled with the local nonlinearities and this 
results in a reduced nonlinear system which is an approximation of the unreduced system. 
The reduced nonlinear system can be used up to the cut-offfrequency. Because nonlinear 
systems can generate higher frequencies than the excitation frequency, in general the 
cut -off frequency has to be chosen much higher than the maximum excitation frequency. 

In recent years, nonlinear dynamical systems have been studied by many people. For 
a general introduction in nonlinear dynamics the reader is referred to Guckenheimer and 
Holmes (1983), Thompson and Stuart (1986), Parker and Chua (1989) and Thompson 
(1994). The long term behaviour of a nonlinear system, which is excited by a periodic 
external load, can be periodic, quasi-periodic, or chaotic. The period of a periodic 
attractor may be equal to the excitation period (harmonic), but may also be a multiple 
of the excitation period (subharmonic). As an example, a l/2 subharmonic attractor has 
a period, which is twice the excitation period. A quasi-periodic attractor is a function 
of two or more signals, which have incommensurate frequencies. A chaotic attractor 
is characterized by a broad band spectrum and by an extreme sensitivity for initial 
conditions. 

Different attractors can coexist for one set of system parameters, i.e. the parameters 
which describe the system. Which attractor a trajectory will approach asymptotically 
when time proceeds, depends on the initial conditions of the system. Every attractor 
has its own basin of attraction, i.e. the set of initial conditions of trajectories which 
asymptotically approach the attractor. If only one attractor exists, the basin of attraction 
may be formed by all possible initial conditions. 

Fey et al. (1992) investigated a 2-D pinned-pinned beam system with periodic 
excitation and supported by a one-sided spring and a linear damper in its point of 
symmetry. This system with a local nonlinearity was modelled using finite elements and 
reduced using the reduction method mentioned above. Subsequently periodic solutions 
of the reduced system were calculated for varying excitation frequency by solving a 
two-point boundary value problem using the finite difference method in combination 
with a path-following method (Fey, 1992). Figure 3.1 shows the maximum displacement 
y of the middle of the beam occurring in the periodic solutions for varying excitation 
frequency fe· The figure shows besides the first harmonic resonance peak also stable 
112, 113, 1/5, 117 and 119 subharmonic resonance peaks. A quasi-periodic, mode-locking 
route leading to chaos was found in the frequency region fe =47-49Hz (Newhouse et 
al., 1978). Furthermore a period doubling cascade leading to chaos was found in the 
frequency region f, = 8-9 Hz. The stable 1/2 subharmonic branch is divided into two 
branches near fe = 32Hz. In this frequency region except for a stable 117 subharmonic 
solution also stable intermitting behaviour was found (Pomeau & Manneville, 1980). 
This means that intervals with periodic behaviour are alternated with intervals with 
chaotic behaviour. 

This paper deals with the experimental verification of the calculated nonlinear phe­
nomena in the above beam system. Therefore an experimental setup is designed which 
corresponds as closely as possible to the numerical beam model. In section 3.2 the ex­
perimental setup is described and some remarks are made on the measuring equipment. 
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Figure 3.1 Maximum displacements of periodic solutions of a beam system 
supported in the middle by a one-sided spring. y is the displacement of the middle 
of the beam. 
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In section 3.3 the experimental results are compared with the numerical results, followed 
by some conclusions in section 3.4. All calculations presented in this paper were carried 
out using a development release of the finite element package DIANA ( 1995). 

3.2 Experimental setup and numerical model. 

Figure 3.2 shows the beam system which is analysed both numerically and experimen­
tally. In the following subsections the experimental setup will be described in more 
detail. 

3.2.1 Beam supported by leaf springs. 

The beam investigated by Fey ( 1992) was pinned at both ends. In the experiment the 
pinned-pinned beam is realized by a beam supported at both ends by leaf springs. The 
two leaf springs are dimensioned in such a way that the lowest three eigenfrequencies of 
the beam system do not differ too much compared to those of the pinned-pinned beam. 

No extra damping was added because the system is already damped by air and 
material damping and too much damping would suppress the nonlinear phenomena. 
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Figure 3.2 Experimental setup of beam system. 

3.2.2 Massless, one-sided spring. 

The most critical point in the experimental setup is the local nonlinearity, the massless 
one-sided spring. In the experiment two options were investigated for modeling the 
one-sided spring. 

In the first option the one-sided spring is realized using a thin long steel wire which 
is connected squared at the middle of the beam. Because of the very small buckling 
load of the wire, it will only generate tension loads behaving like a linear spring, so 
theoretically the wire acts as a one-sided spring. However, in the experiment the wire 
started vibrating in transversal direction which caused a disturbance on the beam. To 
suppress the transversal vibration of the wire, it was packed in foamed plastic. Because 
of this extra damping is added to the system. 

Another problem was that the wire in tension did not behave like a linear spring 
due to stretching of the connection. Because of this in the experiment the derivative 
of the force to the displacement generated by the wire was continuous. Theoretically a 
one-sided spring implies that this derivative is discontinuous if the displacement is zero. 
Because the displacement range for which the wire behaves like a nonlinear spring was 
relatively large compared to the maximum displacements of the beam, a second option 
was investigated. 

In the second option the one-sided spring is realized using a leaf spring which 
is placed parallel to the beam. Using a pin the beam and the one-sided spring can 
make contact (figure 3.2}. An advantage of this option is that now the derivative of 
the force to the displacement generated by the one-sided leaf spring is discontinuous. 
A disadvantage of this option is that the leaf spring is not massless. To suppress the 
influences of the mass of the leaf spring, its dimensions are chosen such that its first 
eigenfrequency is much higher than the maximum excitation frequency. Furthermore, 
in the experiment the one-sided linear leaf spring is damped using a one-sided damper to 
achieve an uniform collision between the beam and the one-sided leaf spring. Because 
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Figure 3.3 Experimental data for system without (left) and with (right) one­
sided damper Ue = 18 Hz). 

a one-sided damper is used no extra damping is added to the system. 
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By adding a voltage difference between the beam and the one-sided leaf spring, the 
existence of contact between the beam and the one-sided leaf spring can be determined. 
Figure 3.3 shows the contact voltage, the measured excitation force and the measured 
displacements of the beam and the one-sided spring if the excitation frequency is fe = 
18 Hz for the system with and without the one-sided damper. The figure shows that 
the one-sided leaf spring vibrates if the beam and the one-sided spring do not make 
contact (contact voltage high). If the one-sided damper is added to the leaf spring, it is 
damped out before the beam hits again the one-sided leaf spring. However, for higher 
excitation frequencies the available time for damping the leaf spring is reduced and for 
these excitation frequencies the leaf spring is not fully damped out before the beam hits it 
again. Notice that in figure 3.3 obviously the one-sided damper has a negative influence 
on the disturbances of the excitation force (see also section 3.2.4). Coincidentally for 
this frequency the undamped one-sided leaf spring and the beam move in the same 
direction as they make contact, which results in smaller disturbances on the measured 
excitation force. 

Because the one-sided leaf spring yielded the best comparison of experimental and 
numerical results, the results presented in the next sections are based on this set-up. 

3.2.3 Periodic excitation. 

It is important that during the experiment the periodic excitation is sinusoidal. In the 
first experiments an electric exciter was used for realizing the periodic excitation. This 
exciter worked very well for the linear beam but when the one-sided leaf spring was 
added, the generated excitation force was not sinusoidal any more. The excitation force 
lowered very much if the one-sided spring made contact with the beam. Because of this 
another exciter was used. 

Another way to generate a sinusoidally excitation force is an electric motor driven, 
rotating mass at the middle of the beam. To prevent a force in y-perpendicular direction, 

\ 
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firstly two gear wheels with the same mass unbalance rotating in opposite direction were 
used for the periodic excitation. However, measurements of the excitation force showed 
that a lot of high frequencies were generated, probably caused by the teeth frequency. 
Because of this only one gear wheel with an unbalance was used. Using one gear 
wheel the high frequencies disappeared but a disadvantage of this approach is that the 
rotating mass also causes a force in y-perpendicular direction. The rotating mass was 
placed on the beam so that this extra force acts transversally on the beam. Acceleration 
measurements at both sides at the middle of the beam showed that the torsion of the 
beam generated by this force is very small and can be neglected. 

The mass unbalance is driven by an electric motor. Because of the high weight of 
the motor, the motor is not connected to the beam and a flexible coupling is needed for 
coupling the mass unbalance with the rotor. For this flexible coupling two options were 
used: a rubber hose coupling and an aluminium coupling. 

The rubber hose coupling has a very low bending and tension stiffness. A disad­
vantage of this coupling is that it has also a very low torsion stiffness which can lead 
to a rotation frequency modulation. The system with the rubber' hose coupling showed 
in some frequency regions an extra 'strange' frequency in the response (see also section 
3.3). Because it was assumed that this might be caused by the low torsion stiffness of 
the rubber coupling another coupling was tested. This cardan-type coupling consists of 
an aluminium pipe with at both ends a small stainless steel bellows. A disadvantage of 
this coupling is its rather high tension stiffness which causes an extra bending moment 
on the beam if the displacement of the middle of the beam is high. 

The experimental results presented in the next section are done using both the rubber 
hose and aluminium coupling. 

3.2.4 Measurement set-up. 

The displacements of the middle of the beam and the one-sided leaf spring are mea<Jured 
using contactless LVDT's. A force transducer between the beam and the exciter gives an 
indication of the acting excitation force. Notice that this force transducer also measures 
the mass influences of the exciter so the measured excitation force does not exactly equal 
the generated excitation force. This is one of the reasons for the disturbances on the 
measured excitation force in figure 3.3. The excitation frequency, which can be varied 
by the power supplied to the electric motor, is measured with an optical device. 

3.2.5 Numerical model. 

In the numerical analysis the beam and leaf springs are modelled using finite elements 
and subsequently reduced with the component mode synthesis method (mentioned in 
section 3.1) to four DOF's (three eigenmodes with eigenfrequencies /1 = 13.1 Hz, h 
= 117.2 Hz, h = 352.9 Hz and one residual flexibility mode). The reduced model is 
assumed to be valid up to a frequency of 350Hz. Earlier investigation of a similar system 
showed that the 4-DOF model including the one-sided spring is a good approximation 
of the unreduced system for excitation frequencies fe lower than 80 Hz (Fey, 1992). 
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Figure 3.4 Numerical and experimental results (points) for beam system with 
rubber coupling. 

The one-sided leaf spring is modelled by a one-sided linear spring, so mass influences 
and the one-sided damper are neglected. The stiffness of the one-sided spring is ak with 
a = 6.41 and k = ( ~.pf K t.p1 ) J 'Piy = 33754 N/m. K is the stiffness matrix of the linear part 
of the system, i.e. the beam without the one-sided spring. t.p1 is the first eigenmode of the 
linear system with an eigenfrequency of 13.1 Hz. t.p111 is the element of t.p1 corresponding 
with the displacement y of the middle of the beam. So a is approximately the scale 
factor of the one-sided spring stiffness with respect to the beam stiffness. 

The damping in the system is estimated experimentally using logarithmic decrement 
evaluation and added to the model. In the model the beam is damped by a linear damper 
at the middle of the beam with damping constant b 820~ Ns/m, where~ = 0.0142. 
Because of symmetry only half the beam is modelled. 

3.3 Experimental results. 

In figure 3.4 the calculated and the measured maximum displacements occurring in 
the steady-state behaviour are shown for the system with the rubber hose coupling. 
The experimental points above 70 Hz were measured using another electric motor 
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Figure 3.5 Numerical and experimen­
tal transients (1/2 subhannonic). 
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Figure 3.7 Numerical and experimen­
tal transients (1/3 subhannonic). 
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Figure 3.6 Numerical and experimen­
tal transients (112 subhannonic). 
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Figure 3.8 Numerical and experimen­
tal transients (1/3 subhannonic). 

with less power but with a higher maximum angular speed. The experimental results 
correspond surprisingly well with the numerical results. Almost all subharmonics are 
observed in the experiments and they match very well both in frequency and maximum 
displacements. In figures 3.5-3.10 some experimental and numerical transients of 
subharmonics are compared. The results in these figures indicate that also in the 
time domain the subharmonics resemble. The 1/3-subharmonic around 28 Hz and the 
114 subharmonics around 74 Hz were even observed experimentally first and found 
numerically afterwards. 

The results depicted in figure 3.4 indicate that extra peaks occur right behind the 
harmonic, 1/2 subharmonic and 113 subharmonic resonance peaks. In these peaks the 
behaviour of the system is not periodic but a small extra ('strange') frequency occurs in 
the response. Assumed was that this frequency is caused by the low torsional stiffness 
of the rubber hose coupling resulting in a nonuniform rotational excitation frequency. 
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New experiments showed that the extra peaks disappear for these frequency intervals if 
the aluminium coupling mentioned in section 3.2.3 is used. However, the small extra 
'strange' frequency still occurred in the 1/2 subharmonic and 113 subharmonic solutions 
without influencing the maximum displacement. Probably the reason for the extra 
frequency is the interaction between the vibrating beam and the rotating mass which 
makes it difficult to control the rotational frequency without adding a large flywheel 
effect to the exciter. 

In the frequency regions around 28Hz, 47Hz, 52-63Hz, and 70-75Hz coexistence 
of stable solutions is met. The 1/3 and 115 sub harmonics in the frequency regions around 
28 Hz and 47 Hz can be initiated experimentally by hitting the harmonically vibrating 
beam. In the frequency region 52-63Hz it was very difficult to find the (stable) harmonic 
and l/2 subharmonic solution due to the dominant 113 subharmonic attractor. A normal 
excitation frequency change and allowing only little disturbances on the system when 
vibrating in the harmonic or 112 subharmonic solution directly resulted in a jump to the 
stable 113 subharmonic attractor. Only by very slowly varying the excitation frequency 
starting with an excitation frequency for which the stable 113 subharmonic attractor 
does not exist and some patience, the harmonic and 112 subharmonic solutions could be 
found. This is caused by the fact that the stable harmonic and 1/2 subharmonic attractors 
under the 1/3 subharmonic branch have a low global stability, i.e. the boundaries of the 
basins of attraction lie very close to the stable and 112 subharmonic solutions (Van de 
Vorst et al., 1993, Fey et al., 1994, Soliman & Thompson, 1990). Because of this the 
harmonic solution underneath the 1/3 subharmonics in the frequency region 63-68 Hz 
could not be found experimentally. 

Notice that in figure 3.4 the measured 112 subharmonics and harmonics underneath 
the l/3 subharmonics have higher maximum displacements than the numerically cal­
culated 112 subharmonic and harmonic solutions. Because of this these displacements 
were measured again now using the aluminium coupling. In the new experiments how­
ever it was much more difficult to find the 112 subharmonics and harmonics but the few 
measured solutions have maximum displacements which are now very similar to the 
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numerical solutions. This is probably caused by the higher axial and bending stiffness 
of the aluminium coupling which increases both the stiffness in horizontal and verti­
cal direction of the system. Using the rubber hose coupling the stiffness in horizontal 
direction of the system is very low because of the two leaf springs at both ends of the 
beam. This easily results in vibrations in the horizontal direction, increasing apparently 
the maximum displacements of the beam for high excitation frequencies. 

Numerically, quasi-periodic and chaotic behaviour was found in small frequency 
ranges (0.1 Hz) around 12 Hz and 47 Hz and in the frequency range 69-71 Hz. Experi­
mentally no chaotic behaviour was found around 12 Hz, probably because the frequency 
range for which chaotic behaviour exists numerically is very small. Although the fre­
quency range for which chaotic behaviour exists around 47 Hz is also very small, still 
aperiodic signals could be measured in this frequency interval. 

Numerically in the frequency region 69-71 Hz a quasi-periodic mode-locking leading 
to chaos route was found. Experimentally some aperiodic signals were found in this 
frequency interval. However, the measured behaviour showed to be very similar to the 
coexisting numerical 117 subharmonic solutions. So obviously the aperiodic behaviour 
is caused by system disturbances. 

Also in the frequency range around 53.5 Hz besides the 113 subharmonics, aperiodic 
behaviour was measured if the aluminium coupling was used (not visible in figure 3.4). 
In the numerical investigation of this frequency region stable 1/2 and l/3 sub harmonics, 
an unstable 113 subharmonic, an unstable harmonic and two unstable 1/5 subharmonics 
were found but no chaotic behaviour. Earlier numerical investigation by Van de Vorst et 
al. ( 1993) showed that in this frequency region fractal boundaries of basins of attraction 
are present. The fractal basin boundaries and the mass influences of the one-sided leaf 
spring probably are the reason for the measured aperiodic signals. 

The aperiodic signals measured in the frequency range around 53.5 Hz using the 
aluminium coupling are additionally investigated using time-delay coordinates and by 
calculation of the highest Lyapunov exponents. Figure 3.11 shows the reconstructed 
phase space using time-delay coordinates (Packard et al., 1980) for the measured ape­
riodic behaviour at fe = 53.5 Hz and the measured 1/3 subharmonic behaviour at fe = 
54.2 Hz. For the reconstruction 8192 measured displacement points are used with time 
increment 0.005 s. The embedding dimension m = 3 and delay timeT= 0.01 s. The 
figure clearly shows the difference between the aperiodic behaviour and the 1/3 subhar­
monic behaviour. Figure 3.12 shows the highest Lyapunov exponents of these signals 
calculated using the method of Wolf et al. ( 1985). The highest Lyapunov exponent of 
the 113 subharmonic behaviour approaches zero and the highest Lyapunov exponent of 
the aperiodic behaviour converges to 17. This supports the opinion that the behaviour at 
fe = 53.5 Hz is chaotic. 

3.4 Conclusions. 

In this paper an experimental verification of the steady-state behaviour of a periodically 
driven linear beam supported by a one-sided spring has been presented. The numerical 
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and experimental results match very well as far as the subharmonic behaviour is con­
cerned. Also the existence of attractors with a low global stability and the coexistence 
of attractors is met in the experiments. 

Measured aperiodic behaviour is proved to be chaotic by calculating the highest 
Lyapunov exponent of experimental data. The frequency regions for which chaotic 
behaviour was found are very small and also chaotic behaviour was found in frequency 
ranges for which numerically the existence of attractors with a low global stability is 
predicted. Because in the beam system which is investigated, the frequency regions 
for which numerically chaotic behaviour is found are very small, the system is not 
very suitable for investigating chaotic behaviour. However, in future experiments these 
frequency regions can be enlarged by increasing the stiffness of the one-sided spring. 

Quasi-periodic behaviour was not found in the experiments probably because again 
this behaviour is found numerically in very small frequency intervals in the investigated 
system. Numerical calculations showed that for higher excitation frequencies the fre­
quency intervals for which quasi-periodic behaviour exists are larger. For investigation 
of these intervals another electric motor will be needed with a higher maximum angular 
speed. It is also important in the near future to create a set-up for a more uniform 
rotational speed of the exciter device. 

This paper shows that despite of the fact that it is very difficult to realize a pe­
riodic sinusoidal excitation force and a one-sided spring in an experiment, the most 
important nonlinear phenomena could be measured experimentally. Apparently, the 
mass-influences of the one-sided leaf spring and the disturbances on the sinusoidal 
excitation force do not affect the nonlinear phenomena. 

The general conclusion is that it is possible to model and to investigate complicated 
dynamic systems with local nonlinearities both efficiently and accurately by using finite 
elements in combination with a reduction method and a nonlinear dynamics toolbox. 
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4 
PERIODIC SOLUTIONS OF A MULTI-DOF 

BEAM SYSTEM WITH IMPACTt 

In this paper the steady-state behaviour is analysed of a periodically driven multi-DOF 
beam system which has an elastic stop at its middle. The elastic stop is modelled in 
a continuous way using the contact law of Hertz. The beam is modelled using finite 
elements and subsequently reduced using a component mode synthesis method. The 
steady-state behaviour of the system reduced to one, two, and four DOF's is investigated 
by calculating periodic solutions at varying excitation frequency. Periodic solutions are 
calculated by solving two-point boundary value problems using the multiple shooting 
method in combination with a path-following technique. It is shown that models with 
more than one DOF are required for a good assessment of the long term behaviour of the 
system. 

4.1 Introduction. 

In many practical engineering applications of mechanical systems, impacts at stops 
occur. It is important to carry out a dynamical analysis of such systems, to identify 
and subsequently reduce the noise and wear caused by repeated unacceptably large 
impacts. Examples of systems with impacts are gear rattle, heat exchanger tube wear 
in nuclear power stations and ships colliding against fenders. Systems with stops are 
typical examples of systems with strong local nonlinearities. Although the nonlinearity 
is local, the overall dynamic response of the system may change drastically. A system 
with stops cannot be linearized, so it is very difficult to predict the system response 
without a nonlinear analysis. 

In general, two different approaches are possible for analysis of the impact in the 
systems outlined above. One approach is to assume that the impact occurs instanta­
neously. The analysis is thus divided into two intervals: before and after the impact. 
The interconnection between the two intervals is made by a momentum balance and a 

tvan de Vorst, E.L.B., Van Campen, D.H., Fey, R.H.B., and De Kraker, A., 1995, "Periodic Solutions 
of a Multi-DOF Beam System with Impact;' Journal of Sound and Vibration, accepted for publication. 
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parameter representing the amount of energy dissipation in the impact, called the coef­
ficient of restitution. This approach is used in many analyses of impact oscillators and 
has led to the identification of bifurcational behaviour which is not found in smooth dy­
namical systems. Impact rules which assume instantaneous reversal of velocity induce 
discontinuities in the derivatives of maps defined by taking a section through the full 
phase space. In fact, these discontinuities yield the 'new' bifurcational behaviour, called 
grazing or border-collision bifurcations (Nordmark, 1991, Nusse et al. 1994, Chin et 
al., 1994). 

The other approach is to let the collision forces act in a continuous matter. The impact 
analysis of a system of colliding bodies is hence performed simply by including the 
collision of the contact forces in the system equations of motion during the contact period. 
A suitable model for the contact forces during the contact period is the nonlinear Hertzian 
force-displacement law (Hertz, 1895). This model itself does not represent the energy 
dissipation process. Although the theory of Hertz is based on elasticity, some studies 
have been performed to extend the theory to include energy dissipation (Goldsmith, 1960, 
Lankarani and Nikravesh, 1994). In Foale and Bishop (1994) bifurcations occurring in 
single-DOF impact oscillators in which the impact is modelled using the Hertzian contact 
law are compared with 'grazing' bifurcations which occur in impact oscillators where 
the impact is modelled in a discontinuous way. 

The main focus of research into impact oscillators in recent years has been into 
single-degree-of-freedom systems. In this paper we will focus on the influence on 
the system response of adding more degrees of freedom (DOF's). A beam system is 
investigated which has an elastic stop at its middle and is periodically excited in the 
middle. A less complicated version of this beam system, supported in the middle by 
a massless one-sided linear spring, was investigated earlier by Fey (1992), Fey et al. 
(1994) and Van de Vorst et al. (1995). The beam system can be divided into a linear 
and a nonlinear component. The linear component (the beam) is modelled by means of 
the finite element method and consequently has much more DOF's than the nonlinear 
one. Because the numerical analysis of the resulting nonlinear system is very expensive 
from a computational point of view, in particular for increasing number of DOF's, it 
is worthwhile to keep the number of DOF's as low as possible. This can be achieved 
by applying a reduction method to the finite element model of the linear component 
(the beam). The particular reduction method applied is the component mode synthesis 
method (Craig, 1985, Fey, 1992) and offers the possibility for a considerable reduction 
of the DOF's and for a systematic investigation of the influence of adding or deleting 
DOF's. Moreover, the component mode synthesis method can easily be used for more 
complex systems. The component mode synthesis method utilized in this paper uses 
free interface eigenmodes up to a cut-off frequency and residual flexibility modes to 
approximate the dynamic and static behaviour of the linear component. After reduction 
of the linear component, the nonlinearity is added, resulting in a reduced nonlinear system 
which will be valid for frequencies up to the cut-off frequency used in the reduction 
procedure. Because generically nonlinear systems generate higher frequencies than 
their excitation frequency, the cut-off frequency has to be chosen must higher than the 
maximum excitation frequency. 
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The elastic stop is modelled using the contact law of Hertz without energy dissipation 
mentioned earlier. Hence, the collision forces act in a continuous way. Periodic solutions 
of the reduced system are calculated for varying excitation frequency by solving two­
point boundary value problems using the multiple shooting method (Ascher et al., 1988) 
in combination with a path-following method (Fey, 1992). The response of the system 
is investigated using models with 1, 2 and 4 DOF's. Also, different modal damping 
levels are applied. All calculations presented in this paper were carried out using a 
development release of the finite element package DIANA ( 1995). 

4.2 Beam system with an elastic stop at its middle. 

Figure 4.1 shows the beam system which is analysed numerically. The beam is supported 
at both ends by leaf springs. If the displacement y of the middle of the beam is positive, 
the beam hits a spherical elastic contact with radius r = 0.005 m, which is connected 
rigidly to the world. In the middle of the beam also a rotating mass is present generating 
a periodic force. Energy dissipation is established by a linear damper (not shown in 
figure 4.1) at the middle of the beam (see also section 4.3). 

The beam and leaf springs are modelled using the finite element method and reduced 
using the component mode synthesis method mentioned in section 4.1. Because of 
symmetry only half the beam is modelled. (The elastic stop and the excitation force are 
positioned exactly at the middle of the beam. Hence the asymmetric model is linear, 
which means that symmetry breaking bifurcations cannot occur.) As mentioned in 
section 4.1, the contact force Fs between the beam and the spherical elastic contact is 
modelled using the Hertz's law (Hertz, 1895, Goldsmith 1960) that is 

F() = { ksy3f2, Y;?:;: 0 (4.1) 
s y 0, y < 0 

In (4.1) the parameter k. is taken 1.034 1010 Nm213 for a contact radius of r = 5 mm and 
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E = 2.1 1011 N/m2 of the spherical contact. 

4.3 Single-DOF model. 

After reduction of the finite element model, the equation of motion for the single-DOF 
model may be obtained as 

(4.2) 

Herekp = { ~:· ~ ~ ~ andk8 =5.171<fNm213,w = 21rfe,b 26/mk,e=0.0142, 

m = (cptTMr.pt)/VJiy = 2.48 kg, k = (r.ptTKcpt)/VJiy = 16877 N/m, me= 1.0 g, re 
= 4.92 mm. M and K are the mass and the stiffness matrix of the linear part of the 
system, i.e. the beam without the one-sided spring. cp1 is the first eigenmode of the 
linear system with an eigenfrequency of 13.1 Hz. <p1y is the element of r.p 1 corresponding 
to the displacement of the middle of the beam y. 

Branches of periodic solutions of this system are calculated for varying excitation 
frequency fe· The maximum absolute displacements IYimax occurring in these periodic 
solutions are shown in figure 4.2. The figure shows besides the harmonic resonance 
peak near 25.3 Hz also subharmonic resonance peaks. In figure 4.3 the periodic solution 
at fe = 25.3 Hz is shown. 

Notice that compared to the linear system the first harmonic resonance peak has 
increased from 13.1 Hz to 25.3 Hz. In Shaw and Holmes (1983) an expression is given 
for the bilinear eigenfrequency fb of an undamped bilinear single-DOF system: 

(4.3) 

where a = kb/k with kb the stiffness of the bilinear spring. In our system the contact 
forces are nonlinear. If, however, a is calculated from equation ( 4.3) using fb = 25.3 Hz 
and ft = 13.1 Hz, this results in a ~ 790 and using this a the contact forces resulting 
from Hertz's law and from the bilinear system can be compared. In the bilinear case 
the contact force is F.b(y) = aky = 790 x 16877y 1.33 107y N. In the Hertz's law 
the contact force is F.H(y) = k.y312 5.17 109y312 N. This means that Fsb > FsH 
for 0 < y < 6.6 10-6 and F.b < F.H for y > 6.6 10-6

• In our case (figure 4.2) the 
penetration of the contact in the beam is y < 4.5 10-6

• 

Figure 4.2 shows that the influence of the stiffening character of Hertz's contact law 
is small because the high resonance peaks do not bend off much. Only in the top of the 
113 subharmonic resonance peak near 76 Hz a little part of the 113 subharmonic branch 
is unstable caused by the stiffening effect. The influence of the stiffening character of 
the contact law is low because the maximum penetration of the elastic contact in the 
beam does not vary very much compared to the maximum amplitude of the system, and 
the contact time of the beam and the elastic contact is low compared to the period time 
of the periodic solutions. 
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The highest 112 and l/3 subharmonic resonance peaks in figure 4.2 are related to 
the harmonic resonance peak. The lower 1/3 (near 37.1 Hz) and 115 (near 62.2 Hz) 
subharmonic solutions are related to the second superharmonic resonance peak near 
12.4 Hz. The 1/2 (near 16.1 Hz), 114 (near 33Hz), In (near 58 Hz), and 1/10 (near 83 
Hz) subharmonic solutions are related to the third superharmonic resonance peak near 
8.1 Hz. The 113 (near 18.4 Hz), 1/5 (near 31Hz}, 119 (near 56 Hz), and 1113 (near 81 
Hz) subharmonic solutions are related to the fourth superharmonic resonance peak near 
6.0 Hz (not visible in figure 4.2). 

On the harmonic branch and every sub harmonic branch one or more periodic doubling 
routes leading to chaos exist. (These are not shown in figure 4.2, the periodic doubling 
routes exist at the unstable parts of the branches marked by two flip bifurcations.) On the 
l/2 subharmonic branch the qualitative dynamics change very much for small frequency 
variations near 40 Hz. This is caused by the fact that near 40 Hz grazing impact 
occurs: the beam just touches the elastic contact. For frequencies lower than 40 Hz in 
the 112 subharmonic solutions the beam hits the contact twice per period, whereas for 
frequencies larger than 40 Hz in the 1/2 subharmonic solutions the beam hits the contact 
once per period. Because the contact law is continuous, the system response does not 
change dramatically at grazing impact; no grazing bifurcations can be found in this 
system. However, similar to discontinuous impacts, one would expect that the system 
response changes very much in the neighbourhood of grazing impact, i.e. at increasing 
penetration. Because of the grazing impact near 40 Hz, the maximum displacements of 
the system increase and two periodic doubling routes leading to chaos where found in 
that frequency area. Only the 1/4 subharmonic solutions of these period doubling routes 
are shown in figure 4.2. Grazing impact also occurs at the 113 subharmonic resonance 
peak near 66 Hz. 

4.4 Two-DOF model. · 

Using the component mode synthesis method, the system can be reduced to two DOF's. 
Then, in the model one residual flexibility mode and one free-interface eigenmode (ft 
= 13.1 Hz) are included. The two-DOF model has two eigenfrequencies: /I= 13.1 Hz 
and h = 125.1 Hz. Notice that because only one free-interfaceeigenmode is included, 
the second eigenfrequency is inaccurate. Because the second eigenfrequency of the 
beam, h = 117.2 Hz, lies close to the second eigenfrequency of the two-DOF model, 
still this model is suitable to show the effect of adding one DOF to the system on the 
system response. In the two-DOF model, besides the linear damper in the middle, 
extra damping is added by means of modal damping of the two eigenmodes with modal 
damping coefficient em = 0.01. Extra modal damping is added because it is impossible 
to calculate periodic solutions without modal damping due to the low damping level of 
the system (without modal damping all periodic solutions are numerically unstable) and 
in practice also modal damping is present. 

Figure 4.4 shows the maximum absolute displacements IY I max of the middle of 
the beam, occurring in the periodic solutions for varying excitation frequency of the 



4.4. Two-DOF MODEL. 

1 
/ \... / ... 

: 1 •• ·. 
:' 1/4 , (a) /112 \ 

(a) ,.{.b) ~·~ • \ / 116 

:>'V;Jc;··········.--.. 
/ :' /L, ·;. ·. 114 .: 1t4 .-· . 

,-y' (/'' •. , .. • :(b) / ..... \ 
112 .• · ./ ./::·· ·. 

/ :0 

10 .. 

10-5 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 

Figure 4.4 Maximum displacements of periodic solutions of 2-DOF model (~m 
= 0.01). 

55 

two-DOF modeL The figure shows again the harmonic, 1/2 subharmonic and 1/3 
sub harmonic solutions, now with extra resonance peaks. The extra resonance peaks on 
the harmonic branch are superharmonic resonance peaks of the second eigenfrequency 
of the model: a 5th superharmonic resonance peak (near 26 Hz), a 4th superharmonic 
resonance peak (near 32Hz), a 3rd superharmonic resonance peak (near 44Hz) and 
a 2nd superharmonic resonance peak (near 64 Hz). These superharmonic resonance 
peaks cause an additional resonance peak on the 1/2 subharmonic and 113 subharmonic 
branches. These subharmonic branches have three peaks, where the third peak is related 
to the 5th superharmonic resonance peak (near 26 Hz) of the second eigenfrequency of 
the model. 

The vertical dashed lines in figure 4.4 show the frequency where the superharmonic 
resonance peaks of the second eigenmode are expected (using fz = 125.1 Hz). These 
dashed lines show that the 5th, 4th, 3rd and 2nd superharmonic resonances occur at a 
higher frequency than expected. The second harmonic resonance peak (not visible in 
figure 4.4) occurs near 126.5 Hz, so the second 'eigenfrequency'* increases from 125.1 

*Because the model is nonlinear, one cannot speak of the eigenfrequencies of the model. Here, 
'eigenfrequency' is used for the frequency at which the model resonates. 
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Hz to 126.5 Hz. This does not explain the higher frequencies for which superharmonic 
resonances occur; the 5th superharmonic resonance peak occurs near 26.5 Hz and 26.5 
x 5 = 132.5 Hz > 126.5 Hz. In a bilinear system with o: = 790, which shows a 
similar shift of the harmonic resonance peaks as in our system (see section 4.3), the 
superharmonic resonances occur at the same higher frequencies. This means that the 
higher superharmonic resonance frequencies are not caused by the stiffening character 
of the contact law of Hertz. Investigation of the periodic solutions in the superharmonic 
resonance peaks shows that the closer the superharmonic resonance peak lies to the first 
harmonic resonance peak, the larger the penetration of the elastic contact in the beam 
and the lower the relative time per period for which the elastic contact is 'connected' 
to the beam. Furthermore, the superharmonic resonance peaks which lie close to the 
first harmonic resonance peak are not only dominated by the second 'eigenfrequency' 
but also by the first 'eigenfrequency'. This means that the closer a nth superharmonic 
resonance peak lies to the first harmonic resonance peak, the more the nth superharmonic 
resonance frequency will be increased from fz/n to (it+ fz)fn. 

Near the first harmonic resonance peak (23Hz) two separated harmonic branches 
coexist ((a) and (b)). Both branches have a harmonic resonance peak. One branch (b) 
is unstable at the top. The unstable part on this branch is marked by two cyclic fold 
bifurcations and underneath the unstable part a stable branch (c) exists with a period 
doubling route to chaos. Investigation of the periodic solutions shows that in the upper 
(unstable) part of the branch (b) the beam hits the contact twice per period and in the 
lower (stable) part of the branch (c) the beam hits the contact once per period (see also 
figure 4.6). Near the two cyclic fold bifurcations grazing impact occurs. At the top 
of the other (stable) harmonic branch (a) the beam hits the contact twice per period. 
Furthermore, the periodic solutions of the upper unstable part (b) are dominated by 
only the first 'eigenfrequency' of the system, where the periodic solutions of the other 
branches (a) and (c) are dominated by both the first and the second 'eigenfrequency'. 
Apparently, because of the larger velocity of the beam at impact, the higher modes 
of the system are excited. As mentioned before, the superharmonic resonances near 
the first harmonic resonance peak occur at a higher frequency than expected. Because 
of this, also the 6th superharmonic resonance peak occurs at a higher frequency than 
expected. Since branch (b) is dominated by the first 'eigenfrequency' only and branch 
(a) is dominated by both the first and the second 'eigenfrequency', it can be concluded 
that the resonance peak on the stable branch (a) near 23 Hz is the 6th superharmonic 
resonance peak ((j1 + fz)/n = (13.1 + 125.1)/6 =23Hz) and the resonance peak on the 
unstable branch (b) is the first harmonic resonance peak. 

In the 112 and 1/3 subharmonic resonance peaks the beam hits the contact also 
twice per period, whereas in the single-DOF model the beam hits the contact once 
per period near the harmonic, 1/2 subharmonic and 1/3 subharmonic resonance peaks. 
Figure 4.4 shows that near the 112 subharmonic and 1/3 subharmonic resonance peaks 
no separated branches coexist like near the harmonic resonance peak. However, near 
these subharmonic peaks similar behaviour is found as near the harmonic resonance 
peak. Increasing the frequency from 45Hz to 47Hz on the 1/2 subharmonic branch 
(a), the maximum displacement increases until the top whereafter it decreases until 
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the branch becomes unstable via a cyclic fold bifurcation. The branch (b) turns back 
and simultaneously the maximum displacement increases again. Near the cyclic fold 
bifurcation grazing impact occurs, however again in both the stable (a) and the unstable 
(b) branch the beam hits the contact twice per period. Further decreasing of the frequency 
results in a decrease of amplitude of the unstable branch which then becomes stable via 
a cyclic fold bifurcation at 44.5 Hz and turns back again to increasing frequencies. In 
this stable branch (c) the beam hits the contact once per period (near 44.5 Hz grazing 
impact occurs). Further increasing the frequency leads to a resonance peak where the 
branch is unstable marked by two flip bifurcations. Here a period doubling route leading 
to chaos exists. Only the 114 subharmonic solutions of this period doubling route are 
shown in figure 4.4. At the top of the 112 harmonic branch (c) at 47Hz again grazing 
impact occurs, although for decreasing and increasing frequency in the 112 sub harmonic 
solutions the beams hits the contact once per period. 

The 112 subharmonic resonance peak near 47Hz on branch (c) cannot be related 
directly to a superharmonic resonance peak. Investigation of the periodic solutions 
shows that again the stable 112 subharmonic branches (a) and (c) are dominated by both 
the first and the second 'eigenfrequencies' while the unstable branch (b) (marked by two 
cyclic fold bifurcations) is dominated by the first 'eigenfrequency' only. Near the 113 
sub harmonic resonance peak similar behaviour was found. 

The sub harmonic solutions related to the superharmonic resonance peaks of the first 
resonance peak, which dominated the response of the single-DOF model between the 
highest harmonic, 112 and 113 subharmonic peaks, could not be found in the two-DOF 
model. Only the 113 subharmonic solution related to the 2nd superharmonic resonance 
peak of the first eigenmode could be found near 33 Hz and this branch is fully unstable 
now. Furthermore, now more period doubling routes leading to chaos are found on 
the harmonic and subharmonic branches, and in the frequency ranges 30-37 Hz and 
59-66 Hz chaotic behaviour was found. 

Notice that in contrast to the frequency response of the single-DOF model now the 
112 subharmonic and 1/3 subharmonic resonance peaks are lower than the harmonic 
resonance peak. This is caused by the anti-resonance near 85 Hz. Furthermore, the 
frequency where the harmonic and subharmonic resonance peaks occur are decreased 
with 2Hz. The reason for this is that now the beam hits the contact twice per period in the 
peaks, whereas the response at the peaks is dominated by the first two 'eigenfrequencies'. 
In comparison with the linear system, the first eigenfrequency is moved from 13.1 Hz 
to 23.1 Hz. The second eigenfrequency has not changed very much (125.1 Hz-+ 126.5 
Hz). 

Figure 4.5 shows the maximum displacements occurring in the periodic solutions 
if the modal damping coefficient is decreased to ~m = 0.001. The response of the 
system is similar to the response for ~m = 0.01. However, now the resonance peaks 
are higher. Nevertheless, still in the highest resonance peaks the beam hits the contact 
twice per period. Furthermore, the unstable parts on the branches (most of them with 
period doubling routes) have become larger. Again, the subharmonic solutions caused 
by superharmonic resonance peaks of the first harmonic resonance peak could not be 
found. One additional1114 unstable subharmonic branch was found near 57 Hz. 
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Figure 4.6 Periodic solutions of 2-DOF model at J. = 23.0 Hz (~m = 0.001). 
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Figure 4.6 shows the periodic solutions of the two-DOF model at fe = 23.0 Hz. The 
figure shows that the periodic solutions of branches (a) and (b) hit the contact twice, 
whereas in comparison to the periodic solution of the single-DOF model (Figure 4.3), 
in the periodic solutions of the two-DOF model higher frequencies are present. 

4.5 Four-DOF model 

In this section the system is reduced to four DOF's. Simulations with the system reduced 
to five DOF's showed no major differences, so it may be concluded that the four-DOF 
model is a good approximation for the unreduced system in the frequency range under 
investigation. In the four-DOF model three free-interface eigenmodes are included (ft 
= 13.1 Hz, fz = 117.5 Hz, h = 326.5 Hz) and one residual flexibility mode. The model 
is approximately valid up to 500 Hz. The eigenfrequencies of the four-DOF model are 
h = 13.1 Hz, h = 117.5 Hz, / 3 = 326.5 Hz, / 4 = 749.5 Hz, where the last frequency 
is caused by the residual flexibility mode and is not accurate. Again in the four-DOF 
model, besides the linear damper in the middle, extra damping is added by means of 
modal damping of the four eigenmodes with modal damping coefficient em. 

Figure 4.7 shows the maximum absolute displacements IYimax of the middle of 
the beam occurring in the periodic solutions for varying excitation frequency of the 
four-DOF model with ~rn = 0.01. Again the response is dominated by the harmonic 
resonance peak and 1/2 and 1/3 subharmonic resonance peaks which are related to 
the first harmonic resonance peak. Also again superharmonic resonances exist at the 
harmonic branch which are related to the 2nd and 3rd 'eigenfrequency' of the system and 
again these superharmonic resonance peaks occur at a higher frequency than expected 
just as in the two-DOF model. These superharmonic resonance peaks result in additional 
resonance peaks on the 112 and 1/3 subharmonic solutions. The first (highest) peak on 
the branches with subharmonics is related to the first harmonic resonance peak. The 
other two peaks on the 112 and l/3 subharmonic branches are dominated by both the 
2nd and 3rd 'eigenfrequency'. In the previous section we saw that every resonance 
peak near the first harmonic resonance peak is projected on the 112 and 1/3 subharmonic 
branches. If the extra two peaks on the 1/2 and 1/3 sub harmonic branches are projected 
back near the first harmonic resonance peak, these two peaks have to be caused by the 
5th superharmonic resonance peak near 27Hz of the 2nd 'eigenfrequency' (see inset 
figure 4. 7). Because of superharmonic resonances of the 3rd 'eigenfrequency', the 5th 
superharmonic resonance peak is divided into two peaks: one peak is high and one peak 
is much lower (with two peaks on it). Because the 5th superharmonic resonance peak 
is divided into two peaks, also two extra peaks occur on the 112 and 113 subharmonic 
branches. 

In contrast to the two-DOF model, in the four-DOF model no second harmonic 
branch was found near the first harmonic resonance peak. Still, there might be a second 
harmonic branch but the 112 and 113 subharmonic resonance peaks do not indicate that 
there exists one. Also, because in the four-DOF model the second eigenfrequency is 
moved from 125.1 Hz to 117.5 Hz in comparison with the two-DOF model, now the 
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Figure 4.7 Maximum displacements of periodic solutions of 4-DOF model (~m 
=0.01). 

frequency for which the 6th superharmonic resonance peak occurs has also decreased. 
In the two-DOF model the 6th superharmonic resonance peak was responsible for the 
existence of the second harmonic branch. The harmonic, 112 and 1/3 subharmonic 
resonance peaks are stable and the beam hits the contact twice per period. In the two 
extra peaks on the 1/2 and 1/3 subharmonic solutions the beam hits the contact once per 
period. 

Figure 4.7 shows that less period doubling routes on the harmonic, 1/2 and 1/3 
subharmonic branches exist than in the two-DOF model with ~m = 0.01. This is 
caused by the fact that because now four eigenmodes are damped with modal damping 
coefficient ~m = 0.01, the amount of damping in the system is increased which results 
in less nonlinear phenomena. Nevertheless, in the frequency areas 30-38 Hz and 58-63 
Hz chaotic behaviour was found. 

Figure 4.8 shows the response of the system if the modal damping coefficient is 
decreased to ~m = 0.001. Compared to figure 4.7, now all sub- and super-harmonic 
resonance peaks increase and in the frequency domain where the harmonic resonance 
peak exists many superharmonic resonance peaks can be seen. These superharmonic 
resonance peaks are not related to one 'eigenfrequency' of the model. The superharmonic 



4.5. FOUR-DOF MODEL 

10 ... 

10-5 

10-& 

unstabl 
stable 

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 

Figure 4.8 Maximum displacements of periodic solutions of 4-DOF model 
(€m=0.001). 

y[m] f.= 22.5 Hz 

·0.00000 

·0.00005 

..().00010 

0.0000 0.0050 0.0100 0.0150 0.0200 0.0250 0.0300 0.0350 0.0400 Ume [s] 

Figure 4.9 Periodic solution of 4-DOF model at f. = 22.5 Hz (€m = 0.001 ). 
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resonance peaks in the frequency domain 24-26Hz are dominated again by the 2nd and 
3rd 'eigenfrequency' of the model and they are responsible for the two extra resonance 
peaks on the 1/2 and 1/3 subharmonic branches. Again in these peaks the beam hits 
the contact once per period. The higher peaks in the frequency domain 22-23Hz are 
dominated by the 1st and 2nd 'eigenfrequency' ofthe model. Some peaks are unstable 
and here period doubling routes leading to chaos exist. In the stable peaks the beam hits 
the contact once per period, in the unstable peaks the beam hits the contact three times 
per period (figure 4.9). Also on other parts of the branches additional period doubling 
routes leading to chaos exist compared to ~m = 0.01. 

4.6 Conclusions. 

In this paper periodic solutions are calculated for a multi-DOF beam system with an 
elastic stop at its middle for varying excitation frequency. The linear beam is modelled 
using finite elements and reduced using component mode synthesis. The elastic contact 
is modelled using the contact law of Hertz and the periodic solutions are calculated by 
solving two-point boundary value problems using the multiple shooting method. Using 
this method it is possible to calculate stable and (very) unstable periodic solutions and in 
combination with a path-following method very complex branches of periodic solutions 
can be calculated. 

The results show that the mean resonance peaks of the single-DOF system can 
be globally predicted in advance if the frequency for which the harmonic resonance 
peak occurs is known. All the superharmonic and subharmonic resonance peaks can be 
predicted using the harmonic resonance frequency. However, because on every harmonic 
and subharmonic branch period doubling routes leading to chaos exist, the behaviour of 
the single-DOF system is dominated by chaotic behaviour between the highest harmonic, 
112 and 113 subharmonic resonance peaks. 

The two-DOF model shows globally the same maximum amplitudes as the single­
DOF system. However, because of the second eigenmode an additional peak is found 
on the 112 and 1/3 subharmonic branches. In contrast to the single-DOF model, where 
the beam hits the elastic contact once per period in the highest resonance peaks, now 
the beam hits the elastic contact twice per period in these peaks. This means that 
the periodic solutions near the resonance peaks are very different compared to those 
of the single-DOF model. Between the highest harmonic, 112 and 113 subharmonic 
resonance peaks the behaviour is again dominated by chaotic behaviour, which is now 
caused by additional period doubling routes on the harmonic, 1/2 and 113 subharmonic 
resonance branches. The subharmonics caused by superharmonic resonances of the 
first 'eigenfrequency', which dominated the response of the single-DOF system, have 
disappeared. 

The response of the four-DOF model shows that although the third linear eigenfre­
quency of the beam is four times the highest excitation frequency under investigation, 
this 'eigenfrequency' still has a large influence on the system behaviour. The results 
show that the amount of damping in the model has a large influence on the frequency re-
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sponses. Increasing the modal damping leads to less period doubling routes and smaller 
frequency intervals with chaotic behaviour. However, also at higher damping levels 112 
and 113 subharmonics dominate the frequency response and the influence of the third 
linear eigenfrequency is still large. 

Because in this paper the impact contact is modelled using a continuous contact 
law, no grazing bifurcations can be found. In the neighbourhood of grazing impact, 
i.e. the beam just touches the elastic contact, in many cases period doubling routes 
occur. However, this is not always the case and not every period doubling route is in the 
neighbourhood of a frequency for which grazing impact occurs. 
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5 
EXPERIMENTAL AND NUMERICAL 

ANALYSIS OF THE STEADY-STATE 

BEHAVIOUR OF A BEAM SYSTEM WITH 

IMPACTt 

In this paper the steady-state behaviour of a beam system with a periodically moving 
support and an elastic stop is analysed both numerically and experimentally. In the 
numerical analysis a continuous model for the elastic stop is used based on the contact 
force law of Hertz. The beam is modelled using finite elements and subsequently reduced 
using a component mode synthesis method leading to a nonlinear six degree of freedom 
model. The steady-state behaviour of this model is investigated by calculating periodic 
solutions at varying excitation frequency. This is done by solving two-point boundary 
value problems using the multiple shooting method in combination with a path-following 
method. Experimental research concerning periodic solutions is carried out to verify the 
numerical results. The experimental results correspond very well with the numerical 
results. It appears that the high eigenfrequencies of the linear beam system strongly 
influence the low frequency nonlinear steady-state response. This means that multi­
degree-of-freedom systems are essential for an accurate representation of the actual 
system behaviour. 

5.1 Introduction. 

In many practical engineering applications of mechanical systems, impacts at stops 
occur. It is important to carry out a dynamical analysis of such systems, to identify and 
subsequently reduce the noise and wear caused by repeated unacceptably large impacts. 
Examples of such systems are gear rattle, heat exchanger tube wear in nuclear power 
stations and ships colliding against fenders. Systems with stops are typical examples 
of systems with local nonlinearities. Although the nonlinearity is local, the overall 
dynamic response of the system in general changes drastically. A system with stops 
cannot be linearized, so it is very difficult to predict the system response without a 

~Van de Vorst, E.L.B., Heertjes, M.F., De Kraker, A., Fey, R.H.B., and Van Campen, D.H., 1995, 
"Experimental and Numerical Analysis of the Steady-State Behaviour of a Beam System with Impact;' 
Experimental Mechanics, submitted. 
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nonlinear analysis. 
In recent years, nonlinear dynamical systems have been studied by many researchers. 

For a general introduction in nonlinear dynamics the reader is referred to Guckenheimer 
and Holmes (1983), Thompson and Stuart (1986), Parker and Chua (1989) and Thompson 
(1994). The long term behaviour of a nonlinear system, which is excited by a periodic 
external load, can be periodic, quasi-periodic, or chaotic. The period of a periodic 
attractor may be equal to the excitation period (harmonic), but may also be a multiple 
of the excitation period (subharmonic). As an example, a l/2 subharmonic attractor 
has a period, which is twice the excitation period. If in a (sub)harmonic solution 
another frequency than the ground frequency (the lowest frequency occuring in the 
solution) or the excitation frequency is dominant, the (sub )harmonic solution occurs near 
a superharmonic resonance peak. A quasi-periodic attractor is a function of two or more 
signals, which have incommensurate frequencies. A chaotic attractor is characterized 
by a broad band spectrum and by an extreme sensitivity for initial conditions. 

Most of the recent research concerning impact oscillators is based on single-degree­
of-freedom (DOF) systems. In Van de Vorst et al. (1995) the need of adding more 
DOF's (higher eigenmodes) for an accurate low frequency response is investigated by 
analyzing a periodically driven beam system with an elastic stop at its middle. They 
concluded that the eigenmodes corresponding to high eigenfrequencies have a large 
influence on the low frequency steady-state response. In comparison to the response 
of a single-DOF system, the higher eigenmodes cause extra (superharmonic) resonance 
peaks and disappearance of subharmonic solutions. 

The objective of this paper is to investigate experimentally the influence of higher 
eigenmodes on the low frequency system response of a system with an elastic stop. 
Furthermore it is investigated whether an elastic stop can be modelled using the contact 
force law of Hertz (Hertz, 1895, Goldsmith, 1960). The verification is mainly focussed 
on comparing periodic responses. Experiments are done using a clamped steel beam 
with a spherical aluminum contact hitting a second aluminum contact if the relative 
displacement at the contact point is negative. The whole system is base excited by a 
moving support. 

As mentioned earlier, in the numerical analysis the elastic stop is modelled using 
Hertz's contact force law. Hence, the collision forces act in a continuous way. The beam 
system can be divided into a linear and a nonlinear component. The linear component 
(the beam) is modelled by means of the finite element method and consequently has much 
more DOF's than the nonlinear one. Because the numerical analysis of the resulting 
nonlinear system is very expensive from a computational point of view, in particular 
for increasing number of DOF's, it is worthwhile to keep the number of DOF's as 
low as possible. This can be achieved by applying a reduction method to the finite 
element model of the linear component. The particular reduction method applied is the 
component mode synthesis method (Craig, 1985, Fey, 1992) and offers the possibility for 
a considerable reduction of the DOF's. Moreover, the component mode synthesis method 
can easily be used for geometrically more complex linear components. The component 
mode synthesis method used in this paper is based upon free-interface eigenmodes up to 
a cut -off frequency and residual flexibility modes to approximate the dynamic behaviour 
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of the linear component. After reduction of the linear component the nonlinear elements 
are added, resulting in a redueed nonlinear system which will be valid for frequencies 
up to the cut-off frequency used in the reduction procedure. Because generically in 
nonlinear responses higher frequencies are present than the excitation frequency, the 
cut-off frequency has to be chosen much higher than the maximum excitation frequency. 
Periodic solutions of the reduced system are calculated for varying excitation frequency 
by solving two-point boundary value problems using the multiple shooting method 
(Ascher et al., 19&8) in combination with a path-following method (Fey, 1992). 

In section 5.2 the experimental setup of the beam system is given. In section 5.3 
the steady-state behaviour of the beam system is investigated numerically by calculating 
periodic solutions. In section 5.4 the experimental results for the beam system are 
compared with the numerical results. Finally in section 5.5 some conclusions are drawn. 

5.2 Beam system with an elastic stop. 

Figure 5.1 shows the beam system which is analysed both numerically and experimen­
tally. The beam is clamped on one side to a vibrating table and has a spherical elastic 
contact on the other side. If the relative displacement (!I u) of the right-hand side of 
the beam is negative, it hits another spherical elastic contact which is also connected to 
the vibrating table. Using the vibrating table, which is driven by an electric motor, this 
spherical contact and the left-hand side of the beam are base excited with a prescribed 
vertical displacement u(t.) = 0 .. 5015 cos(2r. j,l.) mm. 

As mentioned in section 5.1, in the numerical analysis the system is divided into two 
components: a linear component (the linear beam with periodically driven frictionless 
sliding support in y-direction on the left-hand side) and a nonlinear component (the elastic 
contact). The linear component is modelled using finite elements and subsequently 
reduced. In the reduction two residual flexibility modes (one for the left end base 
excitation and one for the elastic stop), one rigid body mode and four free-interface 
eigenmodes (]I = 30.51 Hz, h = 192.68 Hz, ]J = 507.26 Hz and ]4 = 973.45 Hz) 
are included. This results in a six DOF-model for the reduced clamped beam with 
eigenfrequencies: ]I= ]7.495 Hz, j, = 137.28 Hz, ] 3 = 414.33 Hz, ]4 = 843.26 Hz, j, = 
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1538.8 Hz and / 6 = 3940.9 Hz. The first six eigenfrequencies of the unreduced clamped 
linear heam are / 1 = 17.495 Hz. h = 137.28 Hz, h = 414.33 Hz, / 4 = 842.91 Hz, j, = 
1419.7 Hz and f 6 = 2136.1 Hz, so the last three eigenfrequencies of the reduced system 
are 0.04 %, 8 % and 84 % inaccurate, respectively, and the reduced model is accurate 
up to approximately I 000 Hz. 

As mentioned in section 5.1, the contact force F, between two equal spherical elastic 
contacts is modelled using Hertz's law (Hertz, 1895, Goldsmith, 1960), that is 

F ( u) .... { k,(y- u)'i?, (y u);;;, 0 
' y, - 0, (y- u) < 0 (5. I) 

In (5.1) the parameter k, is taken 4.5 109 Nm213 for contact radii r 1 = r, = 15 mm and 
Young's moduli E1 = E, = 7.0 1010 Nlm2 of the aluminum spherical contacts. The mass 
of the spherical contact (including the accelerometer) ism, = 37.56 g. 

The damping in the system without elastic contact is estimated experimentally using 
logarithmic decrement evaluation. According to this estimation, the damping in the 
model can he taken into account by adding modal damping with a modal damping 
coefficient of fm 0.003 for each eigenmode. Calculations using this damping level 
showed in some frequency ranges such a complex path with periodic solutions that a very 
large numher of periodic solutions has to be calculated to follow the path. Furthermore 
almost all calculated periodic solutions appeared to be unstable. In the real system, 
also damping is present during the impact time. This is not modelled in the numerical 
analysis. Because of this, branches of periodic solutions have also been calculated using 
a modal damping coefficient of em O.o15. Using this modal damping coefficient, all 
the branches can he followed with a limited numher of periodic solutions. 

In the experiments two accelerometers are used. One is placed at the position of the 
elastic contact on the beam measuring ii. The other one is placed at the vibrating table 
measuring ·U. , 

Because of the limited power of the electric motor. the maximum excitation frequency 
which can be used in the experiment is 70Hz. Acceleration measurements showed that 
the prescrihed displacement is practically sinusoidal hetween 20 Hz and 70 Hz. For 
frequencies lower than 20 Hz, high frequencies occur on top of the sinusoidal signal 
due to the eigenfrequencies of the driving mechanism. As mentioned in section 5.2 the 
amplitude of the prescrihcd displacement of the vibrating table is 0.5015 mm. Figure 
5.2 shows the amplitudes of the measured and numerical accelerations (0.50 15(211' /,)2) 
of the vibrating table for varying excitation frequency. The results in the figure indicate 
that the difference between calculated and measured amplitudes increases for increasing 
excitation frequency to about 23 % for j, 70 Hz. This is due to the mass of the 
vibrating table and the flexibility of the drive, 

In the acceleration measurements of ii many high frequencies are present due to the 
low damping in the system. In order to he able to assess the measured accelerations, the 
measurement data is filtered by a low pass filter with a bandwidth of 850Hz. 

The elastic contacts did not show any plastic deformation after the experiments. This 
is important because plastic deformation will result in a change of the contact radius 
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of the spherical contacts and hence also in a change of the Hertzian constant. It was 
observed that the surface at the area of elastic contacts became black after carrying out 
some experiments probably due to oxidation of the aluminum. The measurements in 
the frequency range 20-70 Hz were carried out twice. In both measurements, the same 
results were obtained and this also indicates the absence of plastic deformation in the 
contact area and also that the oxidation of the aluminum does not affect the experimental 
results. 

5.3 Numerical analysis. 

Figure 5.3 shows the maximum absolute displacements y (the position of the elastic 
contact on the beam) occurring in the calculated periodic solutions for varying excitation 
frequency fe for em = 0.015. For calculating figure 5.3 42000 periodic solutions were 
calculated. 

Figure 5.3 shows a harmonic branch with periodic solutions and also a 1/2 and a 
1/3 subharmonic branch with periodic solutions. Near 34 Hz two harmonic resonance 
peaks occur on the harmonic branch. These two harmonic resonance peaks are related 
to the first eigenmode of the linear system (f1 = 17.495 Hz) and the second eigenmode 
of the linear system (h = 137.28 Hz). Due to the very stiff elastic contact the first 
'eigenfrequency'* increases to approximately 34Hz. The fourth superharmonic reso­
nance peak of the second 'eigenfrequency' of the system exists in the same frequency 
range. Apparently, the fourth superharmonic resonance peak causes an anti-resonance 
splitting the first harmonic resonance peak into two peaks. 

Furthermore, on the harmonic branch superharmonic resonance peaks occur. Figure 
5.3 shows a 2nd (near 70 Hz), a 3rd (near 47 Hz), a 5th (near 29 Hz), a 6th (near 
24 Hz) and a 7th (near 20Hz) superharmonic resonance peak related to the second 
'eigenfrequency' of the system. The superharmonic resonance peaks related to the third 

*Because the model is nonlinear, one cannot speak of the eigenfrequencies of the modeL Here, 
'eigenfrequency' is used for the frequency at which the model resonates harmonically. 
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Figure 5.3 Maximum displacements of periodic solutions of 6--DOF model with 
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'eigenfrequency' of the system are much smaller but can still be seen on the harmonic 
branch in figure 5.3 (for instance the lOth superharmonic resonance peak occurs near 41 
Hz). 

The 112 subharmonic and 113 subharmonic branches shown in figure 5.3 are related to 
the first 'eigenfrequency' of the system. Just like the first resonance peak on the harmonic 
branch, the resonance peaks on the l/2 subharmonic branch and 1/3 subharmonic branch 
are split into two peaks. It seems that the harmonic branch is projected on the 1/2 
subharmonic and l/3 subharmonic branches. Near 93 Hz on the l/2 subharmonic 
branch a superharmonic resonance peak occurs which is related to the 3th superharmonic 
resonance peak related to the second 'eigenfrequency' of the system on the harmonic 
branch. 

In the frequency ranges 41-65 Hz and 78-95 Hz only few stable periodic solutions 
were found. In these frequency ranges mainly chaotic behaviour was found. Also 
between the highest resonance peaks on the harmonic and 1/2 subharmonic branches 
chaotic behaviour was found. 

Figures 5.4 and 5.5 show the maximum absolute accelerations liilmax of the beam at 
the elastic contact occurring in the periodic solutions for varying excitation frequency 
for the model with em = 0.015 and em = 0.003. A part of the 1/2 subharmonic branch 
of the model with em == 0.003 was not calculated near 53 Hz due to the complexity of 
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the branch (see also earlier discussion in section 5.2). For the same reason a part of the 
(unstable) 1/3 subharmonic branch was not calculated in the frequency range 85-104 
Hz. For calculating the response of the system with em = 0.003, 71000 periodic solutions 
were calculated. 

Figure 5.5 indicates that the model with em 0.003 shows much more superharmonic 
resonance peaks related to high 'eigenfrequencies' on the harmonic branch. Due to the 
low modal damping of these 'eigenfrequencies', the corresponding eigenmodes are 
more strongly excited. Furthermore, the model with em = 0.003 shows higher harmonic, 
1/2 subharmonic and l/3 subharmonic resonance peaks in comparison to the model 
with em = 0.015. Also more superharmonic resonance peaks occur on top of these 
resonance peaks in case em = 0.003. Calculations using a model reduced to eight 
DOF's instead of six and em = 0.003 showed that adding more DOF's results in more 
(small) superharmonic resonance peaks on top of the harmonic, 1/2 subharmonic and 
1/3 subharmonic resonance peaks. Apparently numerous eigenmodes are excited near 
these resonance peaks. Apart from the resonance peaks, the branches of the models with 
em = 0.003 and em = 0.015 have the same level. Notice that near 53 Hz the maximum 
acceleration of the model with em = 0.015 is very low. This is described in more detail 
in the next section. 
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5.4 Experimental analysis. 

Measurements using the linear beam system without elastic contact showed that the first 
three eigenfrequencies of the linear beam are 17.2 Hz, 128.9 Hz and 378.9 Hz which are 
approximately 2%,6% and 9% lower than the calculated eigenfrequencies !I= 17.495 
Hz, h = 137.28 Hz, fs = 414.33 Hz. Apparently, the system parameter values in the 
experimental setup (E, p, mass of elastic contact, etc.) differ from the system parameter 
values in the numerical model. Because of this the experimental results of the nonlinear 
system are shifted to a lower frequency. 

As mentioned in section 5.2 the measured accelerations are filtered by a low pass 
filter with a bandwidth of 850 Hz. Some experiments were carried out without a low 
pass filter. The maximum accelerations obtained without a low pass filter showed a shift 
compared to the experimental results obtained using the filter. Without a low pass filter, 
the experimental maximum accelerations and the numerical maximum accelerations 
resemble. Hence, the low pass filter causes a maximum acceleration shift. The highest 
accelerations occur at the moment when the beam hits the elastic contact. At that moment 
in a very small time interval the accelerations are much larger than the accelerations of 
the beam if it does not make contact with the elastic stop. Because of this, the low pass 
filter reduces the maximum accelerations. 

Figure 5.6 shows the measured maximum absolute acceleration occurring in the 
signals for varying excitation frequency (symbols) together with the calculated branches 
for ~m = 0.015 (lines). In order to compare the experimental and numerical results, 
the experimental maximum accelerations are shifted in the positive frequency direction 
a 6 % and are shifted in the positive maximum acceleration direction a 600 %. Apart 
from a frequency shift and a maximum acceleration reduction, the experimental and 
numerical results for the beam system with elastic contact correspond very well. 

The measured accelerations are divided into two categories, namely periodic signals 
and aperiodic signals. As far as the aperiodic signals are concerned, in figure 5.6 the 
maximum absolute accelerations are plotted. Notice that because of this the experimental 
and numerical results cannot be compared entirely, since in the calculated response only 
periodic signals (stable and unstable) are used. Most of the aperiodic signals are chaotic 
signals. This can be checked by calculating Lyapunov exponents of these signals (Wolf 
et al., 1985, Van de Vorst et al., 1995). This paper is focused on the measured periodic 
signals since these can be easier compared to numerically obtained periodic signals. 

In figure 5.6 the experimental results correspond very well with the numerical results. 
Just like in the numerical results, near 34Hz two harmonic resonance peaks occur in the 
experiments. However, in the experiment the right harmonic resonance peak has a dip 
and this was not found in the numerical results. Due to the limited power of the electric 
motor, it could not be investigated whether the right 112 subharmonic resonance peak 
on the 112 subharmonic branch has also a dip. As mentioned in the previous section, 
all peaks on top of the harmonic resonance peaks are projected to the 1/2 subharmonic 
resonance peaks. In the numerical response a dip exists for fe = 37.65 Hz. However, this 
dip does not exist on top of the right harmonic resonance peak like in the experimental 
results. 
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Figure 5.7 Numerical (f. = 32.34 Hz) and experimental (f.= 31.0 Hz) hannonic 
signals. 

In figures 5.7-5.10 some experimental and numerical periodic signals are shown 
which occur near the first harmonic resonance peak. In the figures the measured and 
numerical contact point acceleration, the numerical contact displacement and the pre­
scribed foundation displacement are shown. Because of the earlier mentioned frequency 
shift between the numerical and experimental results, the periodic signals are compared 
for different frequencies for which the signals show the best correspondence. The mea­
sured accelerations which are shown in the figures, are filtered by the earlier mentioned 
low pass filter with a bandwidth of 850 Hz. In figures 5.7-5.9 the experimental and 
numerical results correspond well. Notice that in the figures the maximum acceleration 
in the numerical signals is lower than can be expected from figure 5.6 (figure 5.6 gives 
the maximum absolute accelerations occurring in the signals). This is caused by the 
fact that the maximum acceleration occurs in a very small time interval and because of 
time discretization in figures 5.7-5.9, the maximum acceleration occurring in the plotted 
calculated signals is lower. 
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In figure 5.10 the experimental and numerical acceleration signals are compared for 
fe = 34.5 Hz and fe = 37.64 Hz, respectively. At fe = 34.5 Hz the experimental results 
show a dip (figure 5.6) in the right first harmonic resonance peak. As mentioned earlier, 
in the numerical results a dip exists for fe = 37.64 Hz, which value is 2 Hz higher than 
expected if the experimental results have a 6 % frequency shift. Figure 5.10 shows that 
apart from the largest acceleration, the experimental and numerical signals correspond 
well. The acceleration dip in the numerical results is related to the 11th superharmonic 
resonance peak of the third 'eigenfrequency' of the nonlinear system (11 x 37.64 = 
414Hz~ !3). Apparently, the third eigenfrequency in the experiment is about 11 x 
34.5 = 379.5 Hz. As mentioned earlier the third eigenfrequency of the linear beam 
was experimentally determined to be 378.9 Hz, so this confirms that the acceleration 
dip is caused by the 11th superharmonic of the third eigenfrequency. Because the 
third eigenfrequency of the numerical linear model differs approximately 9 % from the 
eigenfrequency of the experimental linear beam, in the numerical analysis the dip related 
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to the third eigenfrequency does not occur on top of the right harmonic resonance peak 
but at fe = 37.64 Hz. 

Near fe = 53.0 Hz the maximum acceleration in both the numerical and experimental 
results is very low. Figure 5.11 shows the experimental and numerical periodic signals 
for fe = 50.8 Hz and fe = 53 Hz, respectively. Both signals correspond very well 
and the numerical time-displacement plot shows why the acceleration is so small in 
this frequency range: if the elastic stop hits the beam, both the elastic stop and beam 
have approximately the same velocity and this holds for the entire contact time. In the 
experiment, for this frequency range the noise produced by the experimental setup was 
surprisingly low. 

In figures 5.12-5.14 some experimental and numerical periodic signals are shown 
which occur near the l/2 subharmonic resonance peak. Again the experimental and 
numerical results correspond very welL Notice that for fe = 67.8 Hz also a considerable 
high frequency component is present in the time-displacement plot. This high frequency 
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component fh has four periods per two excitation periods: fh = (67.8/2) x4 = 135.6 Hz 
~ fz = 137.28 Hz. This confirms that the dip between the two harmonic and 112 subhar­
monic resonance peaks is related to the 4th superharmonic resonance peak of the second 
'eigenfrequency' of the system. Notice also the similarity of the periodic solutions near 
the first harmonic resonance peak (figures 5.7-5.9) and the 1/2 subharmonic resonance 
peak (figures 5.12-5.14). 

5.5 Conclusions. 

In this paper, a periodically driven beam system with an elastic contact was investigated 
both experimentally and numerically. Apart from a frequency shift and a maximum 
acceleration reduction, the experimental and numerical results correspond very well. 
The results indicate that higher eigenmodes of the beam play an important role in the 
low frequency response of the system. Especially near the harmonic and 112 subharmonic 
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resonance peaks, many high frequency eigenmodes are excited. The experimental results 
indicate that the elastic contact can be modelled using the contact force law of Hertz. 

The damping in the linear system was experimentally determined to be approximately 
em = 0.003. However, section 5.4 shows that the results obtained using a modal damping 
coefficient of em = 0.015 correspond much better. Apparently, the dissipation in the 
nonlinear system is much higher due to the elastic contact. This energy dissipation was 
not modelled in the numerical model. One has to take into account that by increasing 
the modal damping coefficient, the damping of all eigenmodes is increased. In the 
actual system, the energy dissipation caused by the elastic contact is concentrated on 
one position of the beam (at the contact area). At this point the numerical model can be 
improved by using a hysterestic damping model in Hertz's law, for instance the model 
ofLankarani and Nikravesh (1994). 

In the experiments a low pass filter was used in order to get a better comparison 
between experimental and numerical results. A disadvantage of this filter is that the 
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maximum accelerations which occur in the measured signals are reduced considerably. 
As mentioned before, near the resonance peaks, the numerical model which is valid 
up to 1000 Hz is not accurate enough for approximating the actual system. For these 
frequency ranges, also a filter bandwidth of above the 1000 Hz should be used instead of 
the filter bandwidth of 850Hz used in this paper. Also it would be preferable to measure 
displacements instead of accelerations in future experiments, since displacement signals 
do not show as many high frequencies as acceleration measurements. Because of this, the 
experimental and numerical displacement signals can be compared easier and probably 
even without using a low pass filter. 
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paper were carried out using a development release of the finite element package DIANA 
(1995). 
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6 
MANIFOLDS OF NONLINEAR DYNAMIC 

SINGLE-DOF SYSTEMS. t 

This paper deals with the long term behaviour (attractors) of nonlinear dynamic single 
degree of freedom (DOF) systems, excited by a periodic external load. In nonlinear 
systems, different attractors can coexist for one set of system parameters. The set 
of initial conditions of trajectories which approach one attractor is called the basin of 
attraction of the attractor. The boundaries of the basins of attraction are formed by the 
stable manifolds of unstable periodic solutions. These stable manifolds are the set of 
initial conditions of trajectories which approach an unstable periodic solution (saddle). 
Because these are the only trajectories which do not approach an attractor, in general the 
stable manifolds are the boundaries of the basins of attraction. When stable and unstable 
manifolds intersect, a chaotic attractor or fractal boundaries of basins of attraction are 
created. These phenomena are demonstrated by calculating the manifolds of two single­
DOF systems, one with a cubic stiffening spring and one with an one-sided spring. 

6.1 Introduction. 

The long term behaviour of a nonlinear system, which is excited by a periodic external 
load, can yield a periodic, quasi-periodic, or chaotic attractor. The period of a periodic 
attractor may be equal to the excitation period (harmonic attractor), but may also be 
a multiple of the excitation period (subharmonic attractors). As an example, a 112 
subharmonic attractor has a period, which is twice the excitation period. A quasi­
periodic attractor is a function of two or more signals, which have incommensurate 
frequencies. A chaotic attractor is characterized by a broad band spectrum and by an 
extreme sensitivity for initial conditions. 

In a nonlinear system, different attractors can coexist for one set of system parameters, 

tvan de Vorst, E.L.B., Fey, R.H.B., Van Campen, D.H., and De Kraker, A., 1993, "Manifolds of 
Nonlinear Dynamic Single-DOF Systems:' Topics in Applied Mechanics, Integration of Theory & Appli­
cations in Applied Mechanics, J.F. Dijksman and F.T.M. Nieuwstadt, ed., Kluwer Academic Publishers, 
pp. 293-303 (updated). 
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i.e. the parameters which describe the system. Which attractor a trajectory will approach 
asymptotically when time proceeds depends on the initial conditions of the system. Every 
attractor has its own basin of attraction, i.e. the set of initial conditions of trajectories 
which asymptotically approach the attractor. If only one attractor exists, the basin of 
attraction may be formed by all possible initial conditions. 

There are several ways to calculate the basins of attraction of a system. We mention 
for instance the cell-mapping method (Hsu, 1980, Hsu, 1987, Vander Speket al., 1993). 
In this paper we determine these basins by calculating the so-called stable and unstable 
manifolds of unstable periodic solutions of the saddle type. The stable (unstable) 
manifolds of a saddle is the set of initial conditions of trajectories which approach 
asymptotically the saddle when time is increased (decreased). Because the points on 
the stable manifolds are the only initial conditions for which the trajectories do not 
approach an attractor, in general the stable manifolds are the boundaries or separatrices 
of the basins of attraction. 

In section 6.2 a method for calculating stable and unstable manifolds is shortly 
described. This method is only useful for single degree of freedom (DOF) systems. 
In section 6.3 homoclinic and heteroclinic points, which are intersections of stable 
and unstable manifolds, are described. In section 6.4 homoclinic chaos is illustrated 
by means of a numerical example of a system with a cubic stiffening spring (Duffing 
spring). In section 6.5 fractal boundaries of basins of attraction are illustrated by a 
system with an one-sided spring. In section 6.6 it is explained how heteroclinic points 
can be created. 

The basins of attraction will be presented in a so-called Poincare section. The 
Poincare section is defined as the 2nq dimensional state space, stroboscopically enlight­
ened attimes t ( ~Pj21r fe) + i J fe, where i is an arbitrary integer, ~Pis the phase angle, 
nq the number of degrees of freedom and fe the excitation-frequency. In this paper ~P is 
chosen zero. The Poincare section of a subharmonic solution of order (1/n) (n integer) 
will contain n points. In case of a single-DOF system the manifolds will appear as lines 
in the Poincare section. 

6.2 Calculation of manifolds of single-DOF systems. 

The method used for the calculation of manifolds was developed in Parker and Chua 
(1989). We will describe this method shortly. Periodic solutions of a nonlinear sys­
tem can be calculated by solving a two-point boundary value problem with the finite 
difference method (Fey, 1992) or with the shooting method (Meijaard, 1991). Tbe 
stability of these periodic solutions can be investigated using Floquet theory (Parker 
and Chua, 1989). Application of Floquet theory results in eigenvalues, the so-called 
Floquet multipliers, and corresponding eigenvectors: The Floquet multipliers quantify 
the extent of (in)stability of a periodic solution. When the calculated solution is stable 
the modulus of all the Floquet multipliers will be smaller than one. The solution is un­
stable if the modulus of one or more Floquet multipliers is larger than one. The solution 
is marginally stable if the largest modulus of the Floquet multipliers equals one. The 
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number of Floquet multipliers is twice the number of degrees of freedom of the system. 
In case of a single-DOF system two Floquet multipliers are found. A so-called saddle 

of a single-DOF system is an unstable periodic solution with one real Floquet multiplier 
with a modulus larger than one, and one real Floquet multiplier with a modulus smaller 
than one. The two eigenvectors give the stable and unstable directions of the saddle 
in the Poincare section. In the stable direction the saddle attracts trajectories; in the 
unstable direction it repels trajectories. Using these directions the initial conditions on 
the stable and unstable manifolds in the immediate neighbourhood of the saddle in the 
Poincare section are determined and are used to calculate the manifolds. 

The stable (unstable) manifolds of a saddle are all the initial conditions of trajectories, 
which approach asymptotically the saddle when time is increased (decreased). As stated 
before, the manifolds of a saddle of a single-DOF system are lines in a Poincare section. 
If one integrates over the period of a saddle, every point on its manifold is mapped to a 
point on the same manifold. 

For the calculation of the stable manifold a start point P0 is chosen in the Poincare 
section on the line through the saddle point in the direction of the stable eigenvector, 
resulting from the stability analysis which, after integration backwards in time over the 
period of the saddle, has a return point P1 , which lies within a small relative distance t: of 
the eigenvector (figure 6.1). Po can be found by choosing optional start points closer to 
the saddle until the return point P1 lies within the relative distance t: of the eigenvector. 
The next point on the stable manifold is the return point P2 of a start point which lies 
on the line between the points Po and P1 and is chosen so that the return point P2 lies 
within the relative distance t: of point P1 on the stable manifold. In practice this start 
point is found by calculating return points of several start points. Firstly the return point 
of P1 is calculated. If this return point does not lie within the relative distance t: of P1 , 

the return point is calculated of a start point which lies halfway Po and P1 • If this return 
point still lies not close enough to P1 , a new start point is chosen halfway P0 and the last 
start point. This process is continued until the return point lies within the distance t: of 
PI. 

All the return points which are calculated to achieve this are stored because they are 
all points of the stable manifold; every return point of a start point on a manifold lies 
also on the manifold. The other points on the stable manifold P3 , P4 , etc. are calculated 
in the same way; a start point is chosen between the already calculated points of the 
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manifold so that the return point lies within the distance f of the last calculated point 
of the manifold. However, sometimes this calculation can be avoided because the point 
was already calculated and stored in an earlier stadium but did not lie within the relative 
distance f of the last calculated point then. 

The unstable manifold can be calculated using the same procedure, although now 
a start point is chosen on the unstable eigenvector resulting from the stability analysis 
and return points are calculated by integrating forward in time. The accuracy of the 
calculated manifolds depends on the relative distance f. Unfortunately, the accuracy of 
a calculation can only be checked by recalculating the manifold with a smaller relative 
distance f. 

6.3 Homoclinic and heteroclinic points. 

If an intersection of a stable and unstable manifold exists, there has to be an infinite 
number of other intersections of these two manifolds, because every return point of a 
start point on a manifold must lie also on this manifold. If an intersection of the stable 
and unstable manifolds occurs, its return point must lie also on both manifolds and is 
also an intersection-point. 

The intersections of a stable and an unstable manifold of the same saddle are called 
homoclinic points. Intersections of stable and unstable manifolds of different saddles 
are called heteroclinic points. Because of these homoclinic and heteroclinic points, the 
stable and/or unstable manifolds get a 'chaotic' structure when they cross each other. 

Stable manifolds can never intersect other stable manifolds. Trajectories of initial­
points, which lie on a stable manifold, approach asymptotically the saddle. If two stable 
manifolds of different saddles would intersect, this would imply an infinite number of 
intersections, so the saddles would also be intersection points, which they are not. For 
unstable manifolds this is also the case. 

6.4 Homoclinic chaos. 

It is well known that homoclinic points of manifolds can result in a chaotic attractor, 
which will appear on the unstable manifolds (Parker and Chua, 1989). These unstable 
manifolds get a chaotic structure because of the homoclinic points. In figure 6.2a the 
manifolds of the following system are shown: 

x + 0.25x + 0.02x + x 3 = 8.5cos(t) (6.1) 

Figure 6.2a shows the existence of a harmonic saddle, a 113 sub harmonic saddle, and 
a 113 sub harmonic attractor. The stable manifolds Wf of the harmonic saddle intersect 
with the unstable manifolds Wf and one half of the unstable manifolds w; of the 113 
subharmonic saddle. Because of the fact that most homoclinic points lie close to the 
harmonic saddle, Wi' gets a chaotic structure. Wi' is leaded back to the saddle because 
of the homoclinic points, and this saddle is unstable so trajectories in this area will stay 
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on Wf. Here a chaotic attractor exists, plotted in figure 6.2b, which will appear on 
Wf. W} is not a boundary of basins of attraction because the harmonic saddle lies in a 
chaotic attractor. This is one way how chaos is created and it is called homoclinic chaos, 
because it is created by the homoclinic points. 

One half of W3 is also attracted by this chaotic attractor, but does not intersect 
with Wf. Because of this heteroclinic points are created of Wj and Wi, and Wj gets 
the same 'chaotic' structure as Wf. Because of the infinite number of heteroclinic 
intersections in the neighbourhood of the harmonic saddle, trajectories started on W3 
will finally approach the saddle and go further on Wf. 

The stable manifolds w; of the 1/3 subharmonic saddle are the boundaries of basins 
of attraction of the 1/3 subharmonic attractor and the chaotic attractor. Notice that the 
basin of attraction of the 1/3 subharmonic attractor is separated into three parts. There 
exist three 113 subharmonic attractors, which are the same, except for a phase-difference 
of one excitation period. The other half of Wj ends in these 113 subharmonic attractors. 

6.5 Fractal boundaries of basins of attraction. 

Homoclinic points and heteroclinic points can also result in fractal boundaries of basins 
of attraction. Grebogi et al. (1986) proved that fractal boundaries of basins of attraction 
are caused by homoclinic and heteroclinic points, and they showed that this is a common 
phenomenon in nonlinear dynamics. To investigate fractal boundaries of attraction the 
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Figure 6.3 Frequency response of single-DOF system with one-sided spring. 

following system is considered: 

mx + bx + k(l + a)x F cos(2n"fet) (6.2) 

with m = 1.0358 kg, b = 1.166 Ns/m, k = 3282.2 N/m, F = 19.69 Nand a= 6 if x < 0 
and a= 0 if x ?;: 0. This system was investigated earlier by Fey (1992) and by Thompson 
and Stewart (1986). 

In figure 6.3 the maximum displacements x occurring in the periodic solutions are 
shown for varying excitation frequency. Besides a harmonic resonance peak near 13 
Hz a lot of subharmonic resonance peaks exist. The highest 112 and 113 subharmonic 
solutions are related to the harmonic resonance peak. The 113 subharmonic near 20Hz, 
the 115 subharmonics near 32.5 Hz and the In subharmonic near 46Hz are related to the 
2nd superharmonic resonance peak. The other subharmonic solutions are also related to 
higher order superharmonic resonance peaks of the first harmonic resonance peak. 

In figure 6.4-6.6 the manifolds of this system are shown of this system for fe = 20.5, 
21.5 and 21.85 Hz, respectively. At 20.5 Hz two attractors exist; a harmonic and a 
1/5 subharmonic. Also a 1/5 subharmonic saddle exists and W5 is the boundary of the 
basins of attraction. 

At 21.5 Hz the harmonic attractor has been replaced by two 112 subharmonic at­
tractors and a harmonic saddle via a flip bifurcation (Fey, 1992). Heteroclinic points of 
Wf and W5 exist and because most heteroclinic points lie close to the 1/5 subharmonic 
saddle, Wf gets a chaotic structure in that area. The boundaries of the basins of attraction 
are not smooth any more but fractal. At 21.85 Hz the 1/5 subharmonic attractors and 
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Figure 6.6 Manifolds at/. = 21.85 Hz. Numbers 1-2 represent the 112 subhar­
monic attractor. 

saddles have disappeared and the boundaries of the basins of attraction are smooth again. 
Sudden changes of basins of attraction are called metamorphoses (Grebogi et al., 1986). 

Fractal boundaries of basins of attraction were investigated earlier by Grebogi et 
al. (1983) and they presented a method for calculating the dimension of the basins of 
attraction. They calculate the trajectories of initial conditions ( x, x ), ( x + E, x) and ( x - c, 
x). If one or two of these trajectories approach a different attractor they call ( x, x ) 
uncertain. Iff is the fraction of uncertain points of a subspace of a Poincare section, then 
f = ED-d. D is the dimension of the Poincare section (D = 2 in case of a single-DOF 
system), and d is the dimension of the basin of attraction. If the basin boundaries are 
smooth, d is equal to one; if the basin boundaries are fractal, d is a non-integer. 

This dimension was calculated for the basins of attraction of the above mentioned 
system for fe = 37 Hz. Figure 6.7 shows the manifolds for this case. 1/2 and 1/3 
subharmonic attractors exist and harmonic and 113 and 115 subharmonic saddles. Het­
eroclinic and homoclinic points cause fractal boundaries of basins of attraction in the 
neighbourhood of the 112 subharmonic attractors. The dimension d was calculated 1.92 
for the subsection of the Poincare section with boundaries -0.0004 ~ x ~ 0.0004 [m] 
and -'0.015 ~ x ~ 0.015 [rnls]. 

The distance between the 1/2 subharmonic attractors and the stable manifolds is 
very small. This means that a little disturbance on one 112 subharmonic attractor can 
result in a phase-jump or a jump to one of the three 1/3 subharmonic attractors. The 
1/3 subharmonic attractors (which are not shown in figure 6.7) are much more stable 
than the 1/2 subharmonic attractors. In Soliman and Thompson (1990) the influence 
of adding noise to the excitation force was investigated. They showed that especially 
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in case of fractal basin boundaries, the sensitivity for noise on the excitation force of 
attractors can be very high, and these attractors become unstable. 

A periodic attractor can turn into a virtual chaotic attractor because of noise (Soliman 
and Thompson, 1990, Iansiti et al., 1985). In figure 6.5 the unstable manifolds have 
a chaotic structure around the 1/2 subharmonic attractors. Because of this, noise on 
the excitation force may change the l/2 subharmonic attractors into a virtual chaotic 
attractor, and this virtual chaotic attractor will have the same structure as the unstable 
manifolds. Notice that the unstable manifolds get a chaotic structure because of the fact 
that W5 does not cross W1 and because of the infinite intersections of W5 and Wf. 
This explains why attractors with a low global stability are especially found in systems 
with fractal basin boundaries. 

6.6 The creation of homoclinic and heteroclinic points. 

The question why stable and unstable manifolds intersect was investigated by several 
researchers. In Yamaguchi and Tanikawa (1992) the manifolds of saddles of a period­
doubling-cascade which results in chaos are investigated. They proved that w;n always 
intersects with W:im, with n, m integers and n < m and Win and W:im do not intersect. 
In Grebogi et al. (1987) another criterion was found for Henon's map. They proved that 
in Henon's map w: always intersects with W~, with n < m. 

Looking at figure 6.5, a harmonic saddle and a 115 subharmonic saddle exist. One 
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half of W; leads to the 115 sub harmonic attractor. The other half of W;, which are 
five manifolds, must approach two attractors, the 1/2 subharmonic attractors. If one 112 
subharmonic attractor point is integrated over one excitation period, it will lie in the other 
point of 112 subharmonic attractor. This means that every point in the neighbourhood 
of one point of the 1/2 subharmonic attractor must have a return point, after integration 
over one excitation period, which lies in the neighbourhood of the other point of the 112 
subharmonic attractor. Points on an unstable manifold, which approach one point of the 
1/2 subharmonic attractor must have return points, which lie on an unstable manifold 
which approaches the other point of the 112 subharmonic attractor. Because of this the 
number of unstable manifolds which approach the 112 subharmonic attractors must be 
a multiple of two: each point of the 1/2 subharmonic attractors in the Poincare section 
must be approached by an equal number of manifolds. 

The five unstable manifolds of W; are not a multiple of two. Because of this the 
manifolds circle around the 1/2 subharmonic attractors and must cross Wf; heteroclinic 
points are created. 

In figure 6.7 the same happens with the unstable manifolds of the 113 and 1/5 
subharmonic saddles which approach the 1/2 subharmonic attractors. Three and five are 
also not multiples of two and W~ and w; cross Wt. Here, also homoclinic points of 
Wf and Wt, W~ and w;, w; and Wt exist. 

The conclusion is that heteroclinic points are created when a 11n subharmonic 
saddle, a 1Im subharmonic attractor and a 1Im (or 2Im) subharmonic saddle coexist, 
with n > m, and n is not equal to 2km with k integer. Notice that this is only valid if the 
unstable manifolds of the 1 In subharmonic saddle are attracted by the 1 I m sub harmonic 
attract or. 

6. 7 Conclusions. 

A method for calculating manifolds of single-DOF systems has been presented. The 
stable manifolds of an unstable periodic solution may determine the domains of attrac­
tion of the attractors. The unstable manifolds of an unstable periodic solution give 
information about the existing attractors and their stability. A chaotic attractor will in 
most cases appear on unstable manifolds. Using manifolds, the existence ofhomoclinic 
chaos and fractal boundaries of basins of attraction has been shown. An explanation has 
been given for how heteroclinic points can be created. 

The method is not practical for systems with more than one degree of freedom. The 
basins of attraction of multi-DOF systems cannot be represented by one 2D-Poincare 
section. The basins of attraction are (hyper) planes, and calculating them using stable 
manifolds is very expensive. Unstable manifolds can be calculated for multi-DOF 
systems in case the Floquet multipliers are real. 
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Note 

All calculations in this paper were done using a development-release of the finite element 
package DIANA (1995) (module STRDYNfor nonlinear dynamic analysis). For numer­
ical integration, the Adams method (NAG, 1991) was used (accuracy of 9 significant 
digits). 
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7 
DETERMINATION OF GLOBAL 

STABILITY OF STEADY-STATE 

SOLUTIONS OF A BEAM SYSTEM 

WITH DISCONTINUOUS SUPPORT 

USING MANIFOLDS. t 

This paper deals with the global stability of the long term dynamics of nonlinear 
mechanical systems under periodic excitation. Generally, the boundaries of the basins of 
attraction are formed by the stable manifolds of unstable periodic solutions. These stable 
manifolds are the set of initial conditions of trajectories which approach an unstable 
periodic saddle solution. Because these are the only trajectories which do not approach 
an attractor, in general the stable manifolds are the boundaries of the basins of attraction. 
In this paper manifolds are calculated of a beam system supported by a one-sided spring 
in order to identify the global stability of the coexisting attractors. The numerical results 
are compared with experimental results. 

7.1 Introduction. 

Generally, the long term behaviour of periodically excited nonlinear mechanical systems 
is much more complex than the steady-state behaviour of linear systems. The long 
term behaviour can be periodic, quasi-periodic or chaotic. Furthermore, the long term 
behaviour may depend on the initial state of the system. The system behaviour can also 
be very sensitive to its system parameters and/or to disturbances on the system in some 
frequency ranges. 

The long term behaviour of a nonlinear system can be determined by calculating pe­
riodic solutions by solving a two-point boundary value problem with the finite difference 
method (Fey, 1992), alternatively by using the shooting method (Ascher et al., 1988) 
or the incremental harmonic balance method (Lau and Yuen, 1991). The first method 
is most efficient from a computational point of view for systems with many degrees of 
freedom (DOF's). If one periodic solution has been calculated, branches of periodic 
solutions can be followed using a path following technique. The local stability of these 

tvan de Vorst, E.L.B., Van Campen, D.H., Fey, R.H.B., and De Kraker, A., 1995, "Determination 
of Global Stability of Steady-State Solutions of a Beam System with Discontinuous Support using 
Manifolds," Chaos, Solitons, & Fractals, accepted invited paper. 
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periodic solutions is investigated using Floquet theory. A periodic solution is locally 
stable if any infinitesimal disturbance on the system vibrating in that solution yields the 
system to return to that periodic solution. 

If two or more attractors coexist, the basins of attraction, i.e. the set of initial states 
for which the corresponding trajectories approach the attractor, determine the global 
stability of the attractors. If, for instance, a locally stable attractor is lying close to the 
boundary of its basin of attraction, a little disturbance on the system vibrating in that 
attractor can result in a jump to another attractor. So a locally stable attractor may have 
a low global stability. 

For determining the global stability of attractors, the boundaries of the basins of 
attraction should be known. Generally, the boundaries of the basins of attraction are the 
stable manifolds of unstable periodic saddle solutions. The stable (unstable) manifolds 
of an unstable periodic solution are the set of initial states for which the corresponding 
trajectories approach the unstable periodic solution if the time is increased (decreased). 
So by calculating the stable manifolds of unstable periodic solutions, the global stability 
of stable attractors can be determined. Parker and Chua (1989) developed a method 
for calculating stable and unstable manifolds of single-DOF systems. Generally, for 
multi-DOF systems, stable manifolds become planes in the Poincare section. Therefore, 
it becomes very expensive to calculate these manifolds. However, often the unstable 
manifolds are still one-dimensional and can be calculated using the Parker and Chua 
method. Nevertheless, it generally is not possible to determine efficiently the global 
stability of multi-DOF systems using manifolds. 

In this paper the stable and unstable manifolds of a 20-beam system supported by a 
one-sided spring are calculated in order to determine the global stability of the attractors 
of the system. This system was earlier investigated by Fey et al. (1994) and showed 
complex nonlinear behaviour. Fey et al. (1994) showed that the single-DOF model is 
to some extend already a good approximation for the beam system in the low frequency 
range. 

In section 7.2 the Parker and Chua method for calculating manifolds of unstable 
periodic solutions is described shortly. In section 7.3 the periodically excited beam 
system with nonlinear support, which will be analysed, is described. In section 7.4 
the long term behaviour and global stability of the single-DOF model is analysed by 
calculating the manifolds for different excitation frequencies. In order to check the 
numerical results obtained in section 7.4, in section 7.5 the global stability of the 
attractors in an experimental set-up of the beam system is determined. All calculations 
presented in this paper were carried out using a development release of the finite element 
package DIANA (1995). 

7.2 Calculation of manifolds. 

The method used for the calculation of manifolds was developed by Parker and Chua 
(1989). In this section we will describe this method shortly. As mentioned in section 
7.1 the local stability of a periodic solution can be investigated using Floquet theory. 
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Application of Floquet theory results in eigenvalues, the so-called Floquet multipliers, 
and corresponding eigenvectors. The Floquet multipliers quantify the extent of local 
(in)stability of a periodic solution. If the calculated solution is stable, the modulus of all 
the Floquet multipliers will be smaller than one. The solution is unstable if the modulus 
of one or more Floquet multipliers is larger than one. The solution is marginally stable 
if the largest modulus of the Floquet multipliers equals one. 

In case of a so-called unstable periodic saddle solution, one or more Floquet multipli­
ers exist with a modulus larger than one, and one or more Floquet multipliers exist with 
a modulus smaller than one. The eigenvectors corresponding to the Floquet multipliers 
are the stable and unstable directions of the saddle in the Poincare section. In the stable 
directions the saddle attracts trajectories; in the unstable directions it repels trajectories. 
In this way, the initial directions of the stable and unstable manifolds in the immediate 
neighbourhood of the saddle in the Poincare section are determined. 

The stable (unstable) manifolds of an unstable periodic saddle solution is the set of 
all initial conditions corresponding to trajectories, which approach asymptotically the 
saddle when time is increased (decreased). This implies that if one integrates over the 
period of a saddle, every point on its manifold is mapped to a point on the same manifold. 

Using the Parker and Chua method, only manifolds which are one-dimensional 
in the Poincare section can be calculated. This implies that the corresponding Floquet 
multiplier and eigenvector of the saddle solution is real. For the calculation of a manifold 
a start point P0 is chosen in the Poincare section on the line through the saddle point in 
the direction of the stable eigenvector, resulting from the local stability analysis which, 
after integration backwards (in case of a stable manifold) or forwards (in case of an 
unstable manifold) in time over the period of the saddle, has a return point P1 , which 
lies within a small relative distance E of the eigenvector (figure 7.1). P0 can be found 
by choosing optional start points closer to the saddle until the return point P1 lies within 
the relative distance E of the eigenvector. 

The next point on the stable manifold is the return point P2 of a start point P8 which 
lies on the line between the points Po and P1 and is chosen in such way that the return 
point P2 lies within the relative distance E of point P1 on the stable manifold. In practice 
this start point is found by calculating return points of several start points. Firstly the 
return point of is calculated. If this return point does not lie within the relative 
distance t of P1, the return point is calculated of a start point which lies halfway Po 
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Figure 7.2 Experimental setup of beam system. 

and H. If this return point still lies not close enough to P1 , a new start point is chosen 
halfway P0 and the last start point. This process is continued until the return point lies 
within the distance e of P1 • 

All the return points which are calculated to achieve this are stored because they are 
all points of the stable manifold; every return point of a start point on a manifold lies 
also on the manifold. The other points on the stable manifold P3 , P4 , etc. are calculated 
in the same way; a start point is chosen between the already calculated points of the 
manifold in such way that the return point lies within the relative distance E of the last 
calculated point of the manifold. However, sometimes this calculation can be avoided 
because the point was already calculated and stored in an earlier stadium, but did not lie 
within the relative distance E of the last calculated point then. 

The accuracy of the calculated manifolds depends on the relative distance e. Unfor­
tunately, the accuracy of a calculation can only be checked by recalculating the manifold 
with a smaller distance t. 

7.3 Beam system supported by one-sided spring. 

Figure 7.2 shows the beam system which is analysed both numerically and experimen­
tally. The beam is supported at both ends by leaf springs, and supported in the middle 
by a one-sided leaf spring. The one-sided leaf spring is damped one-sided for reducing 
its vibrations if it does not make contact with the beam. The periodic forcing is realized 
by a rotating mass which is driven by an electric motor. For coupling the rotating mass 
with the electric motor a rubber hose is used. For a more detailed description of the 
experiment the reader is referred to (Van de Vorst et al., 1995). 

The beam and leaf springs are modelled using the finite element method. The one­
sided leaf spring is modelled by a one-sided spring, so mass influences are neglected. 
Because of symmetry only half the beam is modelled. 
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Figure 7.3 Maximum displacements of periodic solutions of single DOF model. 

7.4 Single-DOF model. 

As mentioned in section 7.1, Fey et al. (1994) showed that the system reduced to one 
DOF is to some extend already a good approximation for the beam system (see also 
section 7 .5). After reduction of the finite element model, the equation of motion for the 
single-DOF model can be obtained as 

(7.1) 

{
a:, y < 0 ~ 

Here o:P = O > O and a:= 6.41, w = 2n'fe, b 2evmk, e = 0.009, m = 
' y-

(c.pf M c.pi)fc.piY = 2.48 kg, k = ( ;pf /{c.pt)fr.piy = 16877 N/m, me= 35.15 g, re = 0.014 m. 
M and f{ are the mass and the stiffness matrix of the linear part of the system, i.e. the 
beam without the one-sided spring. cp1 is the first eigenmode of the linear system with an 
eigenfrequency of 13.1 Hz. cp1y is the element of cp1 corresponding to the displacement 
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of the middle of the beam y. Branches of periodic solutions of this system are calculated 
for varying excitation frequency fe· The maximum absolute displacements of these 
periodic solutions are given in figure 7.3. Besides the harmonic peak near 19.2 Hz also 
1/2, 113, 114, l/5, 1/6, In, 1/8, 119, 1/10, and 1/16 subharmonic resonances are found. 

The highest 1/2, 1/3, 114 subharmonic resonance peaks are related to the harmonic 
resonance peak. The lower 1/3 (near 28 Hz), l/5 (near 48 Hz) and In (near 70 Hz) 
subharmonic solutions are related to the second superharmonic resonance peak near 
9.6 Hz. The 1/2 (near l3 Hz), 114 (near 25 Hz), 1n (near 46 Hz), 118 (near 48 Hz), 
and 1/10 (near 65 Hz) subharmonic solutions are related to the third superharmonic 
resonance peak near 6.4 Hz (not visible in figure 7.3). Near 12Hz, 48 Hz and 55 
Hz, periodic doubling cascades exist, which start with a 112, 118 and 115 subharmonic 
solution respectively. In the frequency ranges where the high amplitude subharmonic 
solutions exist, also a stable harmonic or stable 112 sub harmonic solution coexists. It is 
important to determine the global stability of the stable harmonic and 1/2 sub harmonic 
solutions because if this stability is low, the maximum response of the system will 
increase considerably due to the high resonance peaks of the sub harmonic solutions. 

Figure 7.4 shows Poincare sections with the stable and unstable manifolds W5, W~ 
of the unstable 115 subharmonic saddle solution for the single-DOF system for fe = 24 
Hz. This figure also shows the stable and unstable manifolds w:, w: of the unstable 
114 subharmonic saddle solution for fe = 25.4 Hz and the stable and unstable manifolds 
W3, W3 of the unstable 1/3 sub harmonic saddle solution for fe = 28 Hz. The l/5, 1/4 
and 1/3 sub harmonic solutions are related to the fourth, third and second superharmonic 
resonance peaks respectively. In the figure the cross points of the stable and unstable 
manifolds are the unstable subharmonic saddle solutions and thus the start points of the 
manifolds. One half of the unstable manifolds approaches the harmonic solution and the 
other half approaches the stable subharmonic solutions. The stable manifolds are the 
boundaries of the basins of attraction. Notice that if a lin subharmonic solution exists, n 
equal lin subharmonic attractors exist with a phase difference of one excitation period. 
All these n lin subharmonic attractors have their own basin of attraction. 

Figure 7.4 shows that the harmonic solution has the lowest global stability in the 
frequency range where the 1/3 subharmonic solutions exist (27-30Hz) compared to 
the frequency ranges where the 1/5 and 1/4 subharmonic solutions exist. For fe = 
28 Hz the boundaries of the basins of attraction are closest to the harmonic solution. 
Furthermore, the total basin of attraction of the harmonic solution is small for fe = 28 Hz 
in comparison to the attraction basin for fe =24Hz and fe = 25.4 Hz. The local stability 
of the harmonic solutions for fe = 24 Hz, 25.4 Hz and 28 Hz are almost equal; the 
modulus of the corresponding Floquet multipliers are 0.952, 0.954, 0.958 respectively. 
It can be concluded from this figure that subharmonic solutions related to lower order 
superharmonic resonances have the largest influence on the global stability of coexisting 
attractors. 

Figure 7.6 shows the Poincare sections with manifolds for fe =32Hz and 33Hz. For 
fe = 32 Hz only a stable ll2 subharmonic solution and an unstable harmonic solution 
exist. The stable manifolds Wi of the unstable harmonic solution are the boundaries 
of the basins of attraction of two 112 subharmonic solutions with a phase difference of 
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Figure 7.5 Manifolds for single DOF 
system for/. =46Hz,/. = 47.5 Hz and 
/.=50 Hz. 
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Figure 7.6 Manifolds for single DOF system for f e =32Hz and f e =33Hz. 
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one excitation period. The third superharmonic resonance peak near 6.4 Hz indicates 
that there might be a 115 subharmonic solution for this frequency (5 x 6.4 = 32Hz}. 
However, the 115 subharmonic solution does not exist but the structure of the stable 
manifolds Wf indicates that for other system parameters (a lower damping level) the 
115 subharmonic solution does exist; Wf has 5 V~forms (the numbers 1~5 in figure 7.6) 
where the 115 subharmonic solution is created if, for instance, the damping level is 
decreased. 

For fe = 33 Hz also stable and unstable l/6 subharmonic solutions exist. Figure 7.6 
shows that the stable manifolds WJ of the unstable 116 subharmonic solution intersect 
with the unstable manifolds Wf of the unstable harmonic solution. If a stable and 
unstable manifold intersect, simultaneously another infinite number of intersections of 
the two manifolds has to exist because every start point on a manifold is mapped on 
the same manifold if one integrates over one excitation period. This means that an 
intersection point is mapped on both the stable and unstable manifold, so an intersection 
point is mapped on an intersection point. Intersections of stable manifolds and unstable 
manifolds of the same unstable saddle solution are called homoclinic points. Intersec~ 
tions of stable and unstable manifolds of different unstable saddle solutions are called 
heteroclinic points. Hence, figure 7.6 shows an infinite number ofheteroclinic points of 
Wf and W6. Because of this W6 gets a fractal structure; the boundaries of the basins of 
attraction of the stable 116 subharmonic solutions become fractal. Notice that Wf also 
gets a fractal structure due to the infinite heteroclinic intersections and because it can 
not intersect with the unstable manifolds W6 ((un)stable manifolds do not intersect one 
another). Actually, the 1/6 subharmonic solution was identified by looking at the special 
structure of Wf. The global stability of the 1/2 subharmonic attractor is decreased 
considerably by the creation of the 1/6 subharmonic solution. 

Figure 7.7 shows the stable and unstable manifolds Wi, Wf of the unstable harmonic 
solution for fe = 43.0 Hz. Again, only a 112 subharmonic solution coexists with an 
unstable harmonic solution. In figure 7.8 the frequency is increased to fe =44Hz. Now 
in addition a stable and an unstable 119 subharmonic solution coexist (which are related 
to the fourth superharmonic resonance peak). Besides Wi, Wf now also the stable 
and unstable manifolds W~, W~ of the unstable 1/9 suhharmonic saddle solution are 
shown in figure 7 .8. The figure shows that one half of W9 approaches the stable 1/9 
subharmonic solution and that W~ are the boundaries of the basins of attraction of the 119 
sub harmonic solutions. The other half of W~ approaches the unstable harmonic solution 
and the stable l/2 subharmonic solutions. An infinite number ofheteroclinic points exist 
near the unstable 119 subharmonic saddle solution because here W~ intersects with Wi. 
Due to the infinite number of heteroclinic intersections the boundaries of the basins of 
attraction of the two 1/2 subharmonic solutions get a fractal structure and approach W9 
and therefore it is difficult to see W9 in figure 7 .8. The basins of attraction of the 1/9 
subharmonic attractors are small and also the global stability is low for these attractors, 
because W~ lies close to the stable 1/9 subharmonic attractors. Notice that compared to 
figure 7.6 now the global stability of the 1/2 subharmonic solution is less reduced by the 
creation of extra subharmonic solutions. 

In figure 7.5 the stable and unstable manifolds are shown of the 1/7 and 115 subhar-
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Figure 7.7 Manifolds for single DOF system for j . = 43.0 Hz. 

Figure 7.8 Manifolds for single DOF system for f . = 44.0 Hz. 
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Figure 7.9 Manifolds for single DOF system for J. = 62.0 Hz. 

monic solutions at fe =46Hz, fe = 47.5 Hz and fe = 50 Hz. The manifolds Wf, W; 
of the unstable harmonic solutions are not shown but w; has a fractal structure due to 
the infinite heteroclinic intersections with W7 and W~. The 1n subharmonic solutions 
at fe = 46 Hz are related to the third superharmonic, whereas the 1/5 subharmonic 
solutions at fe = 47.5 Hz and fe =50 Hz are related to the second superharmonic reso­
nance peak. One half of the unstable manifolds of the unstable subharmonic solutions 
approaches the stable sub harmonic attractors, whereas the other half intersects with W} 
and approaches the unstable harmonic and stable 1/2 sub harmonic solutions. The stable 
manifolds of the unstable subharmonic saddle solutions are the boundaries of the basins 
of attraction of the stable subharmonic attractors. Figure 7.5 shows that only the 1/5 
subharmonic solutions at fe = 47.5 Hz which are related to the second superharmonic 
resonance peak have a large global stability and have a large basin of attraction. Only 
the 1/5 subharmonic solutions at fe = 50 Hz reduce the global stability of the stable 
1/2 subharmonic attractors considerably, although the global stability of the stable 115 
subharmonic solutions itself is not very large. From this it can be concluded that the 
subharmonic solutions related to the lower order superharmonic resonance peaks have a 
larger global stability, but these sub harmonic solutions will not always reduce the global 
stability of coexisting attractors. Furthermore, other subharmonic attractors with a low 
global stability can reduce the global stability of coexisting attractors considerably. 

Figure 7.9 shows the stable and unstable manifolds W~ and W3' of the unstable l/3 
subharmonic saddle solution at fe = 62.0 Hz. For this frequency a stable harmonic and 
113 subharmonic solution coexist. The figure shows that the basin of attraction of the 
harmonic solution is very small. In practice, the harmonic solution will be difficult to 
find. The global stability of the stable 1/3 subharmonic solutions is large. Figure 7.10 has 
the same scalings as figure 7.9 and shows again W~ and W3 for an increased excitation 
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Figure 7.10 Manifolds for single DOF system for J. = 65.0 Hz. 

Figure 7.11 Manifolds for single DOF system for J. = 69.0 Hz. 
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frequency of fe = 65.0 Hz. Now also stable and unstable 1/10 sub harmonic solutions exist 
which are related to the third superharmonic resonance peale Heteroclinic intersections 
exist of Wj and Wi'0 and because of this Wj gets a fractal structure near Wf0 and Wi'0 

gets a fractal structure near W:f. The basin of attraction of the harmonic solution is again 
very small and the global stability of the stable 1/3 sub harmonic solutions is still large. 
The global stability of the stable 1/10 subharmonic solutions is low and their basins of 
attraction are small. 

Figure 7.11 shows the stable and unstable manifolds, Wj, W;;', W7 and W~ of 
the unstable 1/3 subharmonic saddle solution and the unstable 117 subharmonic saddle 
solution respectively at fe = 69.0 Hz. The 117 subharmonic solutions are related to the 
second superharmonic resonance peak, and their basins of attraction are larger than the 
basins of attraction of the 1110 subharmonic solutions in figure 7.10. This confirms 
that the basin of attraction of subharmonic solutions is larger for sub harmonic solutions 
related to lower order superharmonic resonance peaks. Notice that now the global 
stability of the 1/3 sub harmonic solution is also reduced. In figure 7.11 only a part 
of Wj is shown, otherwise Wj would cover the whole figure, excluded the basins of 
attraction of the 117 sub harmonic solutions. 

7.5 Experimental results. 

In order to check the numerical results of section 7 .4, an experimental set -up of the beam 
system is used to determine the global stability of the attractors in the experiment. 

Figure 7.12 shows the maximum displacements occurring in the periodic solutions 
as function of the excitation frequency for the four-DOF model and the experimental 
results (symbols). The four-DOF model is established by modelling the beam and leaf 
springs using finite elements and subsequently reducing the model with a component 
mode synthesis method (Craig, 1985, Fey et al. 1996) to four DOF's (three eigenmodes 
with eigenfrequencies fi = 13.1 Hz, h = 117.5 Hz, h = 326.5 Hz and one residual 
flexibility mode). 

Figure 7.12 shows that the four-DOF model, which is proven to be a good approx­
imation for the unreduced model in the investigated frequency range (Fey et al., 1996), 
has almost a similar response as the single-DOF model in figure 7.3. All subharmonic 
solutions of the single-DOF model are found in the four-DOF model also. Extra su­
perharmonics resonance peaks are visible in figure 7.12. The superharmonic resonance 
peaks at fe = 30 Hz, fe = 40 Hz and fe = 59 Hz are related to the second eigenfrequency 
of the beam. Another difference is that the 112 subharmonic, the 1/3 sub harmonic and 
1/4 subharmonic solutions which are related to the second superharmonic resonance 
peak ofthe first harmonic resonance peak are divided into two branches near fe = 47.5 
Hz, fe =70Hz and fe =79Hz respectively. Near fe = 47.5 Hz, intermittency behaviour 
was found and this frequency range was further investigated in (Fey et al., 1994). In 
the frequency range fe = 69-73 Hz the harmonic solution is unstable marked by two 
secondary Hopf bifurcations. Here, a stable 117 sub harmonic attractor exists and in the 
frequency range fe = 71-73 Hz also a stable 1/3 subharmonic attractor exists. 
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Figure 7.12 Maximum displacements of periodic solutions of four DOF model 
and experimental results. 

In the experiments all subharmonic solutions which are related to the harmonic res­
onance peak and second superharmonic resonance peak are found. In the experiments 
extra peaks are found right behind the first harmonic resonance peak and the 1/2 sub­
harmonic and 113 subharmonic peaks which are related to the first harmonic resonance 
peak. In these frequency intervals, in the experiments a small extra frequency in the 
response occurred, which caused the enlargement of the maximum displacements (the 
signals are not periodic). This frequency is caused by the flexible rubber hose coupling, 
which couples the electric motor with the rotating mass (Van de Vorst et al., 1995). 

The l/3 subharmonic solutions near 28 Hz were found by fastly varying the exci­
tation frequency or by hitting the beam if it was vibrating in the coexisting harmonic 
solution. Only one 1/4 subharmonic solution near 24 Hz was found, again by hitting the 
beam. Slowly varying the excitation frequency while the beam is vibrating in the 1/4 
subharmonic solution directly resulted in a jump to the harmonic solution. This means 
that the global stability of the 114 sub harmonic solution is very low. The l/5 subharmonic 
solution near 24 Hz was not found in the experiment. In section 7.4 it was shown that 
the 113 subharmonic solution has the largest basin of attraction in comparison to the 1/5 
and 1/4 sub harmonic solutions near 24 and 25 Hz. Furthermore, the harmonic solution 
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has the lowest global stability in the frequency range underneath the 1/3 subharmonic 
solutions. The experimental results confirm this but one has to take into account that 
the frequency ranges for which the 114 and 115 subharmonic attractors exist are much 
smaller than the frequency range for which the 113 subharmonic solutions exist. This 
implies that in the experiment it is more difficult to find the 114 and 115 subharmonic 
solutions. 

The 116 sub harmonic solutions near 33 Hz were not found in the experiment although 
in section 7.4 it was concluded that the 116 sub harmonic solution decreases the global 
stability of the 112 subharmonic solution considerably. The reason for this may be 
that the 116 subharmonic solutions exist in a small frequency range and their maximum 
displacements are almost equal to the maximum displacements for the 112 sub harmonic 
solution. Furthermore, the 116 subharmonic solutions are very similar to the coexisting 
112 subharmonic solutions. 

In the frequency range near 47.5 Hz, the 115 subharmonic solution was measured in 
the experiment, again by hitting the beam if it vibrates in the 112 sub harmonic solution. 
Here, the 119 and 117 subharmonic solutions could not be found. In section 7.4 it was 
concluded that the 119 and 117 subharmonic attractors have a small basin of attraction 
compared to the 115 sub harmonic solution. In this frequency range also chaotic behaviour 
was found experimentally. The 1/5 sub harmonic solution near 50 Hz was also not found. 

In the frequency range fe = 54-68 Hz where the 113 subharmonic solutions exist, in 
the experiment it was very difficult to find the coexisting harmonic solutions. Only by 
starting outside this frequency range and subsequently slowly varying the frequency, it 
was possible to measure the harmonic solution. Little disturbances on the beam directly 
resulted in a jump to the 113 subharmonic solution. Notice that these harmonic solutions 
have a larger maximum amplitude than the numerically calculated solutions. This is due 
to the low tension stiffness of the rubber hose coupling, see (Van de Vorst et al., 1995). 
In section 7.4 it was shown that the harmonic solutions underneath the 113 subharmonic 
solutions have a much lower global stability than the stable 113 subharmonic solutions. 
Furthermore the basin of attraction of the harmonic solution is much smaller. This was 
observed in the experiments. 

The 1110 subharmonic solutions above the 113 sub harmonic solutions were not found 
in the experiments. In section 7.4 it was shown that this 1110 subharmonic attractor 
has a small basin of attraction and that its global stability is low. Furthermore, the 
frequency range for which the 1110 subharmonic solution exists is small. Near 72 Hz 
an aperiodic signal was measured in the experiment. Comparison of the signal with 
the 117 subharmonic solutions showed that these two signals are very similar. The 114 
subharmonic solutions near 75Hz were again found by hitting the beam if it is vibrating 
in the harmonic solution. 

7.6 Conclusions. 

In this paper, the manifolds of a single-DOF model of a beam system, supported in the 
middle by a one-sided spring, were calculated in order to determine the global stability 
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of coexisting attractors. Because the beam system has eigenfrequencies which lie in 
a large frequency range, the single-DOF model is a good approximation of the beam 
system in the frequency range under investigation. The experimental results show that 
it is possible to determine the global stability of attractors using the manifolds of the 
single-DOF model. 

An advantage of calculating basins of attraction using manifolds is that it is very easy 
to detect if fractal boundaries of basins of attraction exist, because in that case the stable 
and unstable manifolds intersect. A disadvantage is that this method can not be used for 
multi-DOF systems since the stable manifolds become planes in the Poincare section. 
However, for multi-DOF systems it is possible to calculate the unstable manifolds and 
often the structure of these manifolds will inform if homoclinic or heteroclinic points 
exist. Hence it still can be determined whether the boundaries of the basins of attraction 
are fractal. Nevertheless, manifolds can not be used to determine the global stability of 
steady-state attractors of multi-DOF systems. 

The results show that subharmonic solutions related to higher order superharmonic 
resonance peaks often have a low global stability and a small basin of attraction. How­
ever, these subharmonic solutions can have a large influence on the basins of attraction 
of other attractors (their boundaries may become fractal) and thus on the global stability 
of these attractors. 
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8 
STEADY-STATE BEHAVIOUR OF FLEXIBLE 

ROTOR DYNAMIC SYSTEMS WITH OIL 

JOURNAL BEARINGS. t 

This paper deals with the long term behaviour of flexible rotor systems, which are 
supported by nonlinear bearings. A system consisting of a rotor and a shaft which is 
supported by one oil journal bearing is investigated numerically. The shaft is modelled 
using finite elements and reduced using a component mode synthesis method. The 
bearings are modelled using the finite-length bearing theory. Branches of periodic 
solutions are calculated for three models of the system with an unbalance at the rotor. 
Also self-excited oscillations are calculated for the three models if no mass unbalance is 
present. The results show that a mass unbalance can stabilize rotor systems and that the 
first eigenfrequency has a large influence on the self-excited oscillations. 

8.1 Introduction. 

It is a well-known phenomenon that the periodic solutions of periodically excited rotor 
systems can become unstable in certain intervals of the angular rotor speed. This 
instability is caused by the nonlinear characteristics of the bearings. For practical 
applications it is important to determine the unstable intervals and to calculate which kind 
of behaviour results in these intervals: periodic, quasi-periodic or chaotic. Generally 
in the unstable intervals the maximum response of the system will increase and also 
extra frequencies can occur in the response. This may lead to shaft rubbing which is 
undesirable in practice. For the same reason it is important to detect for which angular 
rotor speeds resonances may occur. 

The standard practice for dynamic imbalance response and stability analysis of 
rotor-bearing systems is to determine the linearized bearing stiffness and damping co-

tvan de Vorst, E.L.B., Fey, R.H.B., De Kraker, A., and Van Campen, D.H., 1994, "Steady-State 
Behaviour of Flexible Rotor Dynamic Systems with Oil Journal Bearings," Proceedings of the WAM of 
the ASME, Symposium on Nonlinear and Stochastic Dynamics, A.K. Bajaj, N.S. Namachchivaya, R.A. 
Ibrahim, ed., AMD-Vol. 192, DE-Vol 78, New York, pp. 107-114. Updated version accepted for 
publication in Nonlinear Dynamics, 1996. 
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efficients about a stationary equilibrium position. In this mathematical assumption, the 
synchronous motion about the stationary equilibrium position is described by ellipses 
in case of low values of the unbalance. However, when the unbalance level becomes 
moderate to large, the rotor orbits are not necessarily elliptical, due to the nonlinear 
characteristics of the bearings. Furthermore, in a linear system, operating above the 
threshold angular rotor speed, the amplitude of motion grows exponentially with time 
and the orbits become unbounded. In an actual system this is not necessarily the case 
because the nonlinear effects can cause the motion to be bounded by limit cycles. More­
over, under some circumstances a lower total response can be obtained by having a 
moderate level of rotor unbalance in the system. 

The analysis of the nonlinear effects in rotor-bearing systems is extremely difficult. 
The most commonly accepted method for nonlinear dynamic analysis is to perform a 
time-transient integration method for the complete set of equations of motion. Therefore, 
even for relatively simple systems this becomes a formidable task since the Reynolds' 
equation for the bearings has to be evaluated at each time step (Gunter et al., 1983). 

In this paper the finite-length impedance bearing theory (Childs et al., 1977) is used 
for modelling the bearings. In this way rotor-bearing systems can be analysed efficiently 
because the current bearing forces in the equations of motion for the complete rotor 
system are calculated using analytical expressions. The finite-length bearing theory is 
accurate but only useful for plain cylindrical journal bearings. 

An additional reduction of computational time can be achieved because rotor systems 
are typical examples of nonlinear dynamic systems consisting of large linear parts 
(shaft, disks) and local nonlinearities (bearings). This kind of systems can be analysed 
efficiently if the number of degrees of freedom of the linear parts are reduced using a 
component mode synthesis method (Craig, 1985, Fey, 1992, Fey et al., 1996). The use 
of component mode synthesis methods for reducing rotor systems is common practice, 
see for example Li and Gunter (1981), Nelson and Meacham (1981) and Nelson et al. 
(1982). The component mode synthesis method used in this research is based on residual 
flexibility modes and free-interface eigenmodes up to a cut-off frequency The residual 
flexibility modes guarantee unaffected (quasi-)static behaviour. The reduced linear parts 
are coupled with the local nonlinearities and this results in a reduced nonlinear system 
which is an approximation of the unreduced system. The reduced nonlinear system can 
be used up to the cut-off frequency. Because nonlinear systems can generate higher 
frequencies than the excitation frequency, in general the cut-off frequency has to be 
chosen much higher than the maximum excitation frequency. 

In section 8.2 the rotor system which is investigated is introduced. The long term 
behaviour for three models of this system is investigated. In section 8.3 a model with 
the rotor close to the oil journal bearing is evaluated. Periodic solutions of this model 
are calculated for different mass eccentricities by solving two-point boundary value 
problems using the finite difference method (Fey, 1992, Fey et al., 1996, Fey et al., 
1994) or the incremental harmonic balance method (Lau and Yuen, 1991). By means 
of a path-following technique (Fey, 1992, Fey et al., 1996) changes of these periodic 
solutions are calculated efficiently if a system parameter (for example the angular rotor 
speed) is varied. The local stability of the periodic solutions is determined using 
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Figure 8.1 Rotordynamic system. 

Floquet multipliers. These Floquet multipliers are also used to detect co-dimension one 
bifurcation points on the branches with periodic solutions. In sections 8.4 and 8.5 the 
distance between the rotor and oil journal bearing is increased. All calculations in this 
paper were carried out using a development release of the finite element package DIANA 
(1995). 

8.2 Rotordynamic system supported by one oil journal 
bearing. 

Figure 8.1 shows the rotor system which is analysed numerically. The system consists 
of a rotor and a flexible shaft supported on one side by an oil journal bearing and pinned 
on the other side. As mentioned in section 8.1, the oil journal bearing is modelled using 
the finite-length bearing theory. This theory is based on the impedance method (Childs 
et al., 1977). In the long bearing theory and short bearing theory used for instance by 
Myers (1984) and Khonsari and Chang (1993), it is assumed that the half of the bearing 
for which cavitation exists depends only on the minimum oil film thickness. However, 
this assumption is only valid for low shaft velocities. The impedance method uses the 
shaft velocity also for calculating the cavitation region in the bearing which implies that 
this method is also valid for high shaft velocities. In Van de Vorst et al. ( 1995) it has 
been shown that the influence of the velocity on the cavitation region cannot be neglected 
in nonlinear analysis of rotor-bearing systems. In appendix 8.A the formulae are given 
for the finite-length bearing theory. 
The Sommerfeld number a of the bearing is defined as 

LbR3 fl w 
a=--­

c2 F 
with Lb the bearing length, R the bearing radius, J..l the lubricant viscosity, c the bearing 
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unreduced reduced 
202DOF 14DOF diff 

[radls] [radls] [%] 

484.71 484.71 0.00 
484.71 484.71 0.00 
1230.6 1230.6 0.00 
1230.6 1230.6 0.00 
2892.8 2940.7 1.66 
2892.8 2940.7 1.66 

Thble 8.1 Etgenfrequenctes hnear un­
damped shaft without the bearing, L = 
0.133 m. 

unreduced reduced 
202DOF 14DOF diff 

[radls] [radls] [%] 
232.12 232.12 0.00 
232.12 232.12 0.00 
948.38 948.38 0.00 
948.38 948.38 0.00 

2808.58 2848.04 1.40 
2808.58 2848.04 1.40 

Thble 8.2 Etgenfrequenctes pmned­
pinned linear undamped shaft, L = 0.133 
m. 

clearance, w the angular rotor speed and F the static external load force acting on the 
bearing. The system is investigated in the frequency range w = 0-1050 radls and if the 
static force is taken as F = 8 N (which is approximately the weight of the rotor), the 
Sommerfeld number of the bearing varies from 0-6.4. 

Only the gyroscopic effects of the rotor are taken into account; the gyroscopic effects 
of the shaft are neglected. The distance between the oil journal bearing and the rotor 
is L. The system is analysed for three values of L: 0.038 m, 0.133 m, 0.275 m. The 
system is externally loaded by gravity and a mass unbalance of the rotor, so the dynamic 
loads can be written as 

with r e = 0.0305 m and me is the mass unbalance. 
The shaft is assumed to be modally damped with modal damping coefficients ( 

0.01 for all eigenmodes. The shaft is modelled using the finite element method and 
subsequently reduced using the component mode synthesis method mentioned in section 
8.1. In the reduction two rigid body modes, eight residual flexibility modes (two for the 
bearing, two for the outputs Ym and Zm and four for the rotor) and four free-interface 
eigenmodes are used, so the model has 14 degrees of freedom (DOF's). Notice that the 
system could be further reduced to 12 DOF's if the output points are chosen at the rotor 
or at the bearing. However, this reduction is not carried through because in the future the 
system will be investigated experimentally. In the experiments, the displacements at the 
positions Ym and Zm will be measured. In appendix 8.B the component mode synthesis 
method is described and the equations of motion are given for the investigated system. 

Table 8.1 shows the eigenfrequencies of the free undamped shaft without the oil 
journal bearing for L = 0.133 m. The results for the reduced model are compared to 
those for the unreduced model. In table 8.2 the eigenfrequencies of the undamped shaft 
pinned (simply supported) at the bearing position are shown for L = 0.133 m. The tables 
show that the reduced model yields accurate eigenfrequencies up to about 2000 radls. 
For other values of the rotor distance L similar results for the eigenfrequencies can be 
obtained. 
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8.3 Rotor distance L = 0.038 m. 

In this section the distance between the rotor and the oil journal bearing L = 0.038 m. 
The rotor is very close to the oil journal bearing so the bearing is heavily loaded. The 
model is analysed for different values of the mass unbalance me. 

8.3.1 Static loads, me = o.o g. 

In this subsection no mass unbalance is present (me= 0 g). Figures 8.2 and 8.3 show 
the maximum absolute displacements of the measurement point Zm and bearing position 
Zb respectively as function of the angular rotor speed w. For low angular rotor speeds 
w < 590 radls only stationary ('static') solutions are found (branch (a)). At w RJ 610 
rad/s these stationary solutions become unstable via a primary Hopfbifurcation. Further 
increasing the angular rotor speed leads to the occurrence of self -excited oscillations, 
normally referred to as 112 w whirl or oil whirl in rotordynarnics (Myers, 1984). These 
self-excited oscillations are calculated for varying angular rotor speed by solving two­
point boundary problems using the finite difference method in combination with a 
path-following method (Fey, 1992, Fey et al. 1995, Fey et al., 1994). 

In figures 8.2 and 8.3 also the maximum absolute displacements of the measurement 
point Zm and bearing position Zb occurring in the self-excited oscillations are shown. 
An unstable 1/2 w whirl branch (b) starts at the primary Hopf bifurcation and exists 
for somewhat lower angular rotor speeds than the threshold angular rotor speed for 
which the primary Hopf bifurcation exists. The branch becomes stable by a cyclic fold 
bifurcation and bends off to higher angular rotor speeds (branch (c)). Notice that stable 
and unstable periodic solutions exist for angular rotor speeds lower than the threshold 
speed. Figure 8.5a shows the shaft positions in the bearing for the stable and unstable 
1/2 w whirl at w = 600 rad/s. 

The solid line in figure 8.4 shows the frequencies n of the periodic solutions. At the 
dotted line the frequency n is half the angular rotor speed w. As expected, the stable and 
unstable branches (b) and (c), have frequencies which are almost half the angular rotor 
speed. However, for high angular rotor speeds w > 750 rad/s, the frequencies n of the 
self-excited oscillations of branch (c) are much lower than half the angular rotor speed. 
The frequency goes ton Rl 400 rad/s. It is known that the frequency n of self-excited 
oscillations can move to the first eigenfrequency of the model (Gunter et al., 1983). The 
three branches of symbols in figure 8.4 represent the three lowest eigenfrequencies of 
the model linearized around the stationary solutions for varying angular rotor speed. 
The eigenfrequencies corresponding to the two lowest flexible eigenmodes of the shaft 
vary between 300-350 rad/s and are much lower than the frequencies of the self-excited 
oscillations. However, the eigenfrequencies plotted in figure 8.4 belong to the stationary 
solutions and the amplitude of the shaft motion in the bearing has large influence on 
the eigenfrequencies of the model, because the rotor is close to the bearing. In the 
self-excited oscillations the shaft curve is far away from the stationary points (figure 
8.5a). Because of this the amplitude of the shaft motion in the bearing is high which will 
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L= 0.038 m, m, = 0 g 

lzml_,[m] -stable 
-ounstable 

Figure 8.2 Response of Zm for L = 0.038 m, 111e = 0 g. 
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Figure 8.3 Response of zb for L = 0.038 m, 111e = 0 g. 
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Figure 8.4 Frequencies of self-excited oscillations and eigenfrequencies of lin­
earized system for L = 0.038 m, 111e = 0 g. 
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Figure 8.5 Shaft positions in bearing, L = 0.038 m 
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result in an increase of the 'eigenfrequencies'* of the shaft. So in the periodic solutions 
the increased first flexible 'eigenfrequency' of the shaft can be expected to be very close 
to the frequencies of the self-excited oscillations. 

Notice that the primary Hopf bifurcation occurs if the angular rotor speed is nearly 
two times the first eigenfrequency of the linearized model (this eigenfrequency will be 
equal to the 'eigenfrequency' of the nonlinear model because the shaft motion is zero). 
Furthermore, the unstable branch of periodic solutions (b) starts with a free frequency 
n which is almost equal to the first eigenfrequency of the linearized model which could 
be expected (figure 8.4}. 

In the periodic solutions the shaft motion in the bearing is large. As mentioned above, 
the shaft motion strongly influences the 'eigenfrequencies' of the nonlinear model and 
the growth of the shaft motion increases the 'eigenfrequencies'. If the angular rotor 
speed is increased to two times the increased first 'eigenfrequency' of the shaft, the free 
frequencies n of the periodic solutions are close to the increased first 'eigenfrequency'. 
Because of this the maximum response at the measurement point increases (figure 
8.2) and because the free frequency is not near half the angular rotor speed the shaft 
eccentricities in the bearing decrease (figure 8.3). 

8.3.2 Static and dynamic loads, 171e = 1.0 g. 

In this subsection a mass unbalance is added of me = 1.0 g. Periodic solutions of the 
model are calculated for varying angular rotor speed. Figures 8.6 and 8.7 show the 
maximum absolute displacements of Zm and Zb occurring in the periodic solutions as 
function of the angular rotor speed. 

The dotted lines in figures 8.6 and 8.7 represent the dynamic response of the model 
linearized around the stationary solutions. Taking into account that the stability of the 
linearized model equals the stability of the stationary solutions in figures 8.6 and 8.7, it 
can be concluded that the linearized model is only valid for low angular rotor speeds. 
This is because for low angular rotor speeds the dynamic loads are small, which results 

*Because the model is nonlinear, one cannot speak of the eigenfrequencies of the model. Here, 
'eigenfrequency' is used for the frequency at which the model resonates. 
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L = 0.038 m, m. = 1 g 
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Figure 8.6 Imbalance response of Zm for L = 0.038 m, m., = 1.0 g. 
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Figure 8.7 Imbalance response of zbfor L = 0.038 m, m., = 1.0 g. 

in dynamic solutions close to the stationary solutions. 
The dynamic response shows that at almost the same angular rotor speed for which 

in figure 8.2 the primary Hopfbifurcation occurred, now the harmonic solution becomes 
unstable via a secondary Hopfbifurcation. If the angular rotor speed is further increased 
the harmonic solution becomes again stable via a second secondary Hopf bifurcation. 
In this small unstable frequency range quasi-periodic behaviour was found. Further 
increasing the angular rotor speed leads to a flip bifurcation. Here again quasi-periodic 
behaviour was found which locks to 112 subharmonic behaviour if the angular rotor 
speed is further increased to 675 rad/s (see insets of figures 8.2 and 8.3). If the angular 
rotor speed is increased to w > 690 rad/s the 112 subharmonic behaviour changes again 
into quasi-periodic behaviour. In the frequency range w ~ 950-1020 rad/s the harmonic 
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Figure 8.8 (a) Shaft positions in bearing, (b) Shaft positions at measurement 
point, L = 0.038 m. 

solution is stable again, and for w > 1020 rad/s quasi-periodic behaviour was found. 
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Figure 8.5b shows the positions of the shaft in the bearing of the 1/2 subharmonic 
and harmonic solutions for w = 685 rad/s. Notice the large difference of amplitude size 
between the 1/2 subharmonic solutions and the unstable harmonic solution. 

8.3.3 Static and dynamic loads, me = 2.0 g. 

In this subsection the mass unbalance is increased to me= 2.0 g. Figures 8.9 and 8.10 
show the maximum displacements of Zm and Zb occurring in the periodic solutions for 
varying angular rotor speed. Now the whole branch of harmonic solutions is stable so 
by adding mass unbalance the model can be stabilized (Gunter et al., 1983}, although 
the harmonic resonance peaks increase compared to figures 8.9 and 8.1 0. 

Furthermore, in the frequency range w :=:::: 710-900 rad/s besides the stable harmonic 
solution another (quasi-periodic) attractor coexists with large shaft eccentricities in the 
bearing. The quasi-periodic attractor locks to 112 sub harmonic behaviour near 725 radls. 
Only the 112 subharmonic attractor is shown in figures 8.9 and 8.1 0. So by adding mass 
unbalance rotor systems can be stabilized but other attracors may coexist and the initial 
conditions of the model determine which attractor will be approached by the model if 
time proceeds. 

Figure 8.8 shows the shaft positions in the bearing and at the measurement point for 
different mass unbalances at w = 800 rad/s. This figure shows that the shaft eccentricities 
occurring in the periodic solution for me = 0 g (with free frequency 0 = 385 rad/s) and in 
the quasi-periodic solution for me= 1 g (with free frequency n:::::: 383 rad/s) and me= 2 
g (with free frequency n i=::i 377 rad/s) are much higher than the eccentricities occurring 
in the unstable and stable periodic solutions for me = 1 g and me = 2 g, respectively. Also 
the maximum response at the measurement point is much higher for these attractors. 
This is due to the free frequencies, which are near the first flexible 'eigenfrequency' 
of the shaft. This is in contrast with the unstable periodic solution for me = 1 g and 
the stable periodic solution for me = 2 g, which have much lower maximum responses 
because these solutions do not have free frequencies since all the frequencies occurring 
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Figure 8.9 Imbalance response of Zm for L == 0.038 m, llle == 2.0 g. 
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Figure 8.10 Imbalance response of Zt, for L = 0.038 m, llle == 2.0 g. 

in these periodic solutions are related to the excitation frequency. 

8.4 Rotor distance L = 0.133 m. 

In this section the distance between the rotor and the oil journal bearing L is 0.133 
m. This means that the oil journal bearing is less loaded than in section 8.3. Again the 
model is analysed for different values of the mass unbalance me. 
8.4.1 Static loads, IRe = 0.0 g. 

Figures 8.11 and 8.12 show the response of the model for varying angular rotor speed 
if no dynamic loads are present. The figures show a similar response as figures 8.2 
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Figure 8.11 Response of Zm for L = 0.133 m, ffie = 0 g. 
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Figure 8.12 Response of zb for L = 0.133 m, ffie = 0 g. 
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Figure 8.13 Frequencies of self-excited oscillations and eigenfrequencies of 
linearized system for L = 0.133 m, IIle = 0 g. 
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Figure 8.14 Imbalance response of Zm for L = 0.133 m. 

and 8.3. Because the bearing is less loaded, the threshold angular rotor speed for 
which the primary Hopf bifurcation occurs is decreased. Now for lower angular rotor 
speeds the shaft comes close to the centre point of the bearing (the central equilibrium 
position implies implicitly unstable for oil journal bearings). Furthermore, the first 
eigenfrequency of the system is decreased. 

Again the unstable branch (b) with periodic solutions, which occurs near the threshold 
angular rotor speed, bends off and becomes stable (branch (c)). Also the unstable branch 
(b) starts with a free frequency equal to the first eigenfrequency of the linearized model 
(figure 8.13). 

Notice that again the free frequency of branch (c) approaches the increased first 
flexible 'eigenfrequency' of the nonlinear model if the angular rotor speed is higher 
than two times this 'eigenfrequency'. Because the shaft motion in the bearing has less 
influence on the 'eigenfrequencies' of the nonlinear model (the distance between the rotor 
and bearing is increased), this 'eigenfrequency' will be closer to the first eigenfrequency 
of the linearized model (compared to the system with L = 0.038 m} and this results in a 
smaller angular rotor speed range for which the free frequency is near half the angular 
rotor speed. 

8.4.2 Static and dynamic loads. 

Figure 8.14 shows the maximum absolute displacement of Zm occurring in the periodic 
solutions for varying angular rotor speed for mass unbalances me = 2 g and 10 g. For me 
= 2 g a stable and unstable 112 subharmonic solution coexist but only for a very small 
angular rotor speed range. For high angular rotor speeds the harmonic solution is only 
stable near the second harmonic resonance peale Because now the oil journal bearing 
is less loaded (static and dynamic) than in section 8.3, the mass unbalance needed for 
stabilizing the model has to be much higher than me = 2.0 g. The figure shows that the 
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1/2 subharmonic still exist even if the mass unbalance is increased to me = 10 g and 
a part of the harmonic branch is unstable marked by two secondary Hopf bifurcations. 
This implies that if the mass unbalance is not close to the bearing which causes the 
instability, the mass unbalance for stabilizing the model has to be very high. 

8.5 Rotor distance L = 0.275 m. 

In this section the distance between the rotor and the oil journal bearing is increased to 
L = 0.275 m. Now the rotor is at the middle of the shaft. 

8.5.1 Static loads, me = o.o g. 

Figures 8.15 and 8.16 show the response of the model if only static loads are included 
in the model. The figures show again similar responses as the models with L = 0.038m 
and L = 0.133 m. The threshold speed is further decreased because the bearing is less 
loaded and the first eigenfrequency is lower. Again the threshold speed is close to two 
times the first eigenfrequency of the linearized model and the unstable branch (b) starts 
with a free frequency equal to this first eigenfrequency. Because the shaft motion in the 
bearing has now very little influence on the 'eigenfrequencies' of the nonlinear model, 
the free frequency of branch (c) goes almost directly to the first 'eigenfrequency' of the 
nonlinear model. 

8.5.2 Static and dynamic loads, me = 2.0 g. 

Figure 8.18 shows the maximum absolute displacement of Zm occurring in the periodic 
solutions for varying angular rotor speed with mass unbalance me = 2 g. Now the 
response calculated using the linearized model is almost the same as the response 
calculated using periodic solutions of the nonlinear model. Because the rotor is far 
away from the nonlinear bearing, this bearing is not heavily dynamically loaded so the 
linearized model is valid for high angular rotor speeds. The harmonic branch becomes 
unstable via a flip bifurcation at the same frequency where in figure 8.15 the primary 
Hopf bifurcation occurred. Via a second flip bifurcation this branch is stabilized again 
and after a small stable part it becomes unstable again via a secondary Hopfbifurcation. 
Quasi-periodic behaviour was found in the unstable frequency ranges. 

8.6 Conclusions. 

In this paper several flexible rotor systems with one oil journal bearing were investigated 
numerically. The linear part of the system, the shaft and rotor, was reduced using a 
component mode synthesis method. Using this method systems with local nonlinearities 
can be analysed very efficiently. 

The results show that calculating the response of the systems linearized around the 
stationary solutions is only accurate for small bearing loads. Even in case of static 
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loads only, the stability of the systems cannot be determined using the linearized system 
because the results show that even for angular rotor speeds lower than the threshold 
angular rotor speed for which the primary Hopf bifurcation occurs, periodic solutions 
(stable or unstable) can coexist with the stable stationary solutions and the initial state of 
the system will determine which attractor will be approached if time proceeds. Because 
of the existence of the unstable branch the system response will immediately show a 
large increase if the angular rotor speed is increased beyond the threshold rotor speed. 

Furthermore the results show that the eigenfrequencies of the system have a large 
influence on the self-excited oscillations. In all cases the threshold angular rotor speed 
is almost two times the first eigenfrequency of the linearized system. For angular 
rotor speeds lower than the threshold speed an unstable 112w whirl branch of periodic 
solutions exists, which starts at the primary Hopf bifurcation and becomes stable via 
a cyclic fold bifurcation and bends off to higher angular rotor speeds. Meanwhile the 
shaft eccentricities in the bearing show a large increase. 

The 'eigenfrequencies' of the nonlinear model depend on the amplitude of the shaft 
motion in the bearing. For high shaft eccentricities the 'eigenfrequencies' will be 
larger. If the angular rotor speed is increased beyond the threshold rotor speed the shaft 
eccentricities grow and the 'eigenfrequencies' of the nonlinear model increase. If the 
angular rotor speed is increased to almost two times the increased first 'eigenfrequency' 
of the nonlinear model, the free frequency of the periodic solutions approaches the 
increased first 'eigenfrequency'. Because of this, the maximum response of the system 
increases very much. The frequency range for which solutions exist with free frequencies 
near 112w will be larger for systems for which the amplitude of the shaft motion in 
the bearing has a large influence on the 'eigenfrequencies' of the system, since the 
difference between the first 'eigenfrequency' of the linearized model and the increased 
first 'eigenfrequency' will be larger. Generally, in this frequency range the maximum 
response will be smaller. 
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Adding mass unbalance can stabilize the system but the results show that other 
attractors with large shaft eccentricities in the bearing may coexist, so the steady-state 
behaviour of the system depends on the initial conditions of the system. Furthermore 
adding mass unbalance has only a large influence if the mass unbalance is added close 
to the bearing which causes the instability. Stabilization of the system results in much 
lower imbalance response of the system because generally in the unstable frequency 
ranges quasi-periodic behaviour exists with a free frequency which is near the first 
'eigenfrequency' of the system. However, the resonance peaks increase. 

Notice that, in contrast with recent investigations, no chaotic behaviour has been 
identified for the system under investigation. In Brown et al. ( 1994) chaotic behaviour 
was found in a simple model of a rigid rotor, supported hydrodynamically using a short 
bearing theory. They concluded that if the dynamic loads exceed the gravitational load 
chaotic behaviour occurs. However, because they use a rigid shaft, the system does not 
have eigenfrequencies which dominate in our results. Apparently, the eigenfrequencies 
of the shaft transform the chaotic behaviour to quasi-periodic behaviour. Another 
possible explanation is that the Sommerfeld number which they use is much lower than 
in our analysis, meaning that the eccentricity ratio for static loads only is much higher 
in their case. 

Of course the accuracy of the results presented in this paper will depend on the 
accuracy of the bearing model which has been constructed. As mentioned in section 
8.2, in future work the system which is investigated in this paper will be investigated 
experimentally and using the experimental results, the accuracy of the bearing model 
can be determined. 
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S.A Finite-Length Bearing Theory. 

The pure-squeeze-velocity vector is defined by 

VII= V- W X C€ (8.1) 

where E is the eccentricity ratio vector, v the velocity vector of the shaft in the bearing and 
the zero-load whirl w represents the angular velocity of the convecting system relative 
to the system of reference. Thus w is defined by 

(8.2) 

where Wj and w0 represent the observed mean angular velocity of the journal and the 
sleeve, respectively. 
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Using the pure-squeeze-velocity vector and an impedance vector w, the equations 
for the bearing load force can be written as 

f = ( ~) 
3 

2/LLbVsW (8.3) 

with V 8 the modulus of V 8 • 

In case of 1r finite-length bearings the modulus of the impedance vector w can be 
expressed as (Childs et al., 1977) 

with 

E 1 + 2.12Q, 
a = 3q(t + 3.6oQ)/4(1 e) 
Q = (1 - ()(Lb/2Rt 2 

In (8.4) and (8.5) e and rJ are defined as 

e = €Cos(!'), 'fJ = tCos(/) 

(8.4) 

(8.5) 

(8.6) 

where t is the modulus of the eccentricity ratio vector ( t < 1). 1 is the attitude angle of 
€ relative to f (figure 8.19) and can be calculated by means of 

I= { 1 f(l- "1'2)-1/2} 

[ t { 4(H2.t2B)(t-11t<pt2} 1r '/I 'I . ( ')] arc an 3(1+3.60B)rl' - "2"1 17 + arcsm 17 (8.7) 

+a - arcsin( 17') 

with 

(8.8) 
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and 

( = ccos(a), r/ = ccos(a) 

where a is the attitude angle of € relative to V 8 (figure 8.19). 

8.B Component mode synthesis and equations of 
motion. 

(8.9) 

We consider the rotor system in figure 8.1. Firstly, the system is divided into linear 
components and nonlinear components. The linear components are supposed to be 
slightly damped or proportionally damped. This implies that the rotor with gyroscopy 
has to be added to the reduced linear component (the shaft without rotor and oil journal 
bearing) after the reduction. The nx-column of degrees of freedom (DOF's) z = 
f zb T zl J T of the linear component is divided into a nb-column reb with interface 
DOF's (i.e. externally loaded DOF's and DOF's loaded by adjacent linear components 
or local nonlinearities), and a n;-column :Ci (n; = nx- nb) with unloaded internal DOF's. 
The eight interface DOF's of the linear component are two displacements and two 
rotations for coupling the disk to the shaft (DOF's Yr. Zr, rf>Yr, rf>zr), the displacements for 
coupling the oil journal bearing (DOF's Yb. zb) and the displacements at the measurement 
point (DOF's Ym• Zm). 

The equations of motions of the linear component are 

(8.10) 

where Me. Cc and Kc are the mass matrix, the damping matrix and the stiffness matrix, 
respectively, all of size (nx, nx)· For reducing the OOF's of the linear component a: is 
written as a linear combination of nc columns: 

(8.11) 

where 

(8.12) 

U .. = [ u1 u2 ] arethetworigidbodymodesofthecomponent. Ue = [ u 3 . . . u 6 ] 

are the eigenvectors corresponding to the lowest four eigenvalues of the linear compo­
nent. ~b are the eight so-called residual flexibility modes and are calculated as follows 

~b = (ae _ t Uk~kT) [ ~~b] 
k=3 (wk) O,, (8.13) 

where Ge is the elastic flexibility matrix: 

(8.14) 
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In (8.14) the matrix Pis defined by: 

P = 1 McUrUrT (8.15) 

while the matrix G is defined by: 

(8.16) 

where K* is the (nx - 2, nx - 2)-stiffness matrix of the reduced component if two 
DOF's are supported in such way that K*-1 exists (thus the two rigid body modes are 
supported). For the proof of the correctness of this algorithm the reader is referred to 
Craig (1985). 

Using the nk = 2 + 4 columns of U~c = [ Ur Ue ] and the nb = 8 columns of 

CJ}b in the reduction matrix T1 = [ CJ}b U~c ] , the following Ritz approximation of the 
component displacement field can now be applied: 

(8.17) 

Starting from (8.17), the DOF's Pb are replaced by the interface DOF :vb using a 
coordinate transformation matrix T2 to permit simple coupling of the reduced component 
equations: 

...,.. p' = T2p 

This results in the following total transformation: 

(8.18) 

(8.19) 

Applying the transformation (8.19) to the unreduced equations of motion (8.10), the 
(nc=nk+nb=14) reduced component equations become: 

(8.20) 

After reduction the local nonlinearities (the bearing) and the rotor are added to 
the reduced linear component. This can be done easily since the interface DOF's are 
available in the reduced component. 

The equations of motion of the reduced system can now be written as 

M q + f nJ(q, q, t) = fe:c(t) (8.21) 

where 

(8.22) 
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where M r is the mass matrix of the rotor, 

q = [ (Vb T Pie T r (8.23) 

(8.24) 

(8.25) 

(8.26) 

where Cr is the gyroscopic matrix of the rotor, 

(8.27) 

J n:x = [ 0 0 0 0 jy fz 0 0 ] T (8.28) 

where f 11 = f cos(j3 - 'Y ), fz = f sin(/3 'Y) with f is the modulus of the bearing force 
f (equation 8.3), and !3 as defined in figure 8.19, 

fez = TT/c+ 

[ Fy Fz 0 0 0 0 0 0 O,. T ] T 
(8.29) 

where Fy and Fz are the mass unbalance forces. 
The eigenfrequencies w ~ Wnk ( nk=6) of (8.21) for the case f n:x = /ere 0 are very 

accurate, with wnk the highest kept eigenfrequency in the reduction. In general, higher 
eigenfrequencies will be inaccurate. Because nonlinear systems can generate higher 
frequencies than their excitation frequency, in general wnk has to be chosen higher than 
the maximum excitation frequency. 
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9 
STEADY-STATE BEHAVIOUR OF 

NONLINEAR FLEXIBLE 

ROTOR-BEARING SYSTEMS: 

PART II -APPLICATION: 

INFLUENCE OF CAVITATION MODELLING. t 

In this paper the long term behaviour is investigated of a rotor-bearing system, consisting 
of a disk and flexible shaft supported on one side by an oil journal bearing and pinned 
on the other side. Periodic solutions of this system with and without mass unbalance 
are calculated. In rotordynamic analysis, it is often assumed that the cavitation region 
in the bearings is only marginally influenced by the shaft velocity in the bearing, so the 
cavitation region is chosen to depend on the shaft eccentricity alone. In this paper the 
influence of this assumption on the responses of the rotor-bearing system is investigated 
for the short bearing theory. The results show that the type of cavitation model has a large 
influence on the response of the rotor-bearing model and that the assumption mentioned 
above is not valid for the system investigated. 

9.1 Introduction. 

Journal bearings are an essential feature of all rotating machinery and provide the 
vital load-carrying capacity to support rotors against static and dynamic loads. The 
analysis of the nonlinear effects in rotor-bearing systems is extremely difficult. The 
most commonly accepted method for nonlinear analysis is to perform a time-transient 
numerical integration method for the complete equations of motion. Therefore, even for 
relatively simple systems this becomes a formidable task since the Reynolds' equation 
has to be evaluated at each time step (Gunter et al., 1983). 

In the companion paper (part I, Van de Vorst, et al. 1995) a method is presented for an 
efficient analysis of the long term behaviour of rotor-bearing systems. In general these 
systems consist of large linear parts (shaft, disks) and local nonlinearities (bearings). 
The linear parts can be reduced using a component mode synthesis method (Craig, 
1985, Fey, 1992, Fey et al., 1996). The reduced linear parts are coupled with the local 

de Vorst, EL.B., Fey, R.H.B., De Kraker, A., and Van Campen, D.H., 1995, "Steady-State 
Behaviour of Nonlinear Flexible Rotor-Bearing Systems: Part II Application: Influence of Cavitation 
Modelling;• Machine Vibration, Vo13 pp. 146-155. 
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nonlinearities. This results in a reduced nonlinear system which is an approximation of 
the unreduced rotor-bearing system and is valid in a certain frequency domain. Using the 
reduced rotor-bearing system now branches of periodic solutions (and their stability) can 
be calculated efficiently as function of some system parameter (for instance the angular 
rotor speed) by solving two-point boundary value problems using finite differences in 
combination with a path-following method (Fey, 1992, Fey et al., 1996). 

To avoid that the Reynolds' equation has to be evaluated at each time step, for some 
types of bearings closed-form solutions can be generated to approximate the bearing 
forces. In these solutions the current bearing forces are given as algebraic expressions 
of the position and velocity of the shaft in the bearing. The most well-known theories 
which use this approach are the short (Ocvirk) bearing theory (Holmes and Sykes, 1989, 
Khonsari and Chang, 1993, Brown et al., 1994) and the long (Sommmerfeld) bearing 
theory (Myers, 1984). In the short bearing theory, the Reynolds' equation is solved 
assuming that the length of the bearing Lb is small compared to the radius of the bearing 
R (typically Lb/ R < 1 /2). In the long bearing theory it is assumed that the length of the 
bearing is large compared to the radius of the bearing (typically Lb/R > 1). Because 
in general these assumptions are not valid in practice, Childs et al. ( 1977) developed a 
finite length bearing theory using a combination of the short and long bearing theory. 

A disadvantage of the bearing theories is that they are only valid for plain cylin­
drical bearings and not for say partial bearings. Another method which avoids that the 
Reynolds' equation has to be evaluated at each time step solves the Reynolds' equation 
on forehand for a grid of shaft eccentricities in the bearing. During the analysis the 
current bearing forces can be calculated using interpolation of the bearing forces at the 
grid points. In this way a lot of computation time is saved and also bearings which are 
not plain cylindrical can be analysed efficiently. 

In general cavitation will occur in oil journal bearings. Usually, cavitation effects 
are taken into account by calculating the current bearing forces using the positive fluid 
pressures only. For the above mentioned bearing theories this means that only half the 
oil film in the bearing contributes to the bearing forces. Generally, this cavitation region 
will depend on both the shaft eccentricity and the shaft velocity in the bearing. However, 
in theories used for instance by Holmes and Sykes ( 1989), Khonsari and Chang ( 1993) 
and Myers (1984) it is assumed that the influence of the shaft velocity on this region is 
very small. In the short, long and finite-length theory used by Childs et al. (1977) and 
Brown et al. (1994) this assumption is not made. In Brown et al. (1994) in addition it is 
attempted to include inertial effects by reducing the influence of the shaft velocity on the 
cavitation region. The reason for assuming the cavitation region to be constant is that the 
resulting algebraic equations for the bearing forces will be much less complex. Because 
of this, these theories are attractive for making analytical calculations for rotor-bearing 
systems. 

In this paper the influence of the cavitation modelling on the nonlinear response of 
a flexible rotor-bearing system is investigated. The rotor-bearing system consists of a 
disk and a flexible shaft supported on one side by an oil journal bearing and pinned 
(simply supported) on the other side (section 9.2). For modelling of the bearing the 
above mentioned short bearing theory is used. Two short bearing models are considered, 
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Figure 9.1 Rotordynamic system. 

viz. one which has a cavitation region depending on the shaft eccentricity only and one 
for which the cavitation region depends on both the shaft eccentricity and shaft velocity. 
In section 9.3 the bearing forces generated by these two bearing models are compared 
for different values of the shaft velocity and angular shaft speed. In section 9.4 the 
influence of the cavitation modelling on the system without and with mass unbalance is 
analysed. All calculations in this paper were carried out using a development release of 
the finite element package DIANA (1995). 

9.2 Rotordynamic system supported by one oil journal 
bearing. 

Figure 9.1 shows the rotordynamic system which is analysed numerically. The Som­
merfeld number u of the bearing is defined as 

0'= 

with Lb the bearing length, R the bearing radius, p. the lubricant viscosity, c the bearing 
clearance, w the angular rotor speed and Is the static external load force acting on the 
bearing. The system is investigated in the frequency range w = 0-1050 rad/s and if 
the static force is taken Is = 8 N (which is approximately the weight of the rotor), the 
Sommerfeld number of the bearing varies from 0-6.4. 

Only the gyroscopic effects of the rotor are taken into account; the gyroscopic effects 
of the shaft are neglected. The system is statically loaded by gravity and dynamically 
by a mass unbalance at the rotor. The unbalance loads can be written as 
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Figure 9.2 Kinematic variables. 

with eccentricity radius r e = 0.0305 m while me is the unbalance mass. 
The shaft is assumed to be modally damped with modal damping coefficients e = 

0.01 for all eigenmodes. The shaft is modelled using the finite element method and 
subsequently reduced using the component mode synthesis method mentioned in section 
9.1. In the reduction process two rigid body modes, six residual flexibility modes (two 
for the bearing and four for the rotor) and four free-interface eigenmodes are used, so 
the model has 12 degrees of freedom (DOF's) (see also the companion paper (part I, Van 
de Vorst et al., 1995)). 

9.3 The short bearing theory. 

As mentioned in section 9.1, two different short bearing models are compared in this 
paper. The Reynolds' equation for a constant-viscosity incompressible fluid can be 
stated in polar coordinates as 

[ci:cos(O) + c<'-(/3- w) sin(O)] (9.1) 

where h = 1 +<'-cos( 0) is the normalized film thickness, (}is the bearing polar cylindrical 
coordinate with respect to the eccentricity ratio e, Xb is the axial position variable, E is the 
modulus of e, and pis the fluid pressure. Further, (:J is the attitude angle of e relative to the 
stationary coordinate system :xb, Yb, Zb (figure 9.2), and the zero-load whirl w represents 
the angular velocity of the convecting system relative to the system of reference. Thus 
w is defined by 

(9.2) 

where Wj and Wb represent the observed mean angular velocity of the journal and the 
sleeve, respectively. 

In Childs et al. (1977) the pure-squeeze-velocity vector is defined by 

V8 = V W X CE = j(yb + WZb) + k(zb- WYb) (9.3) 
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where vis the velocity vector of the shaft in the bearing and i,j, k are the unit vectors 
in the stationary xb, Yb, zb system (figure 9.2). Using the pure-squeeze-velocity vector 
yields the following restatement of the Reynolds' equation (9 .1) 

(9.4) 

with Vs the modulus of v .. and a the attitude angle of£ relative to v .. (figure 9.2). 
In the short bearing solution the first term on the left-hand side of equation (9.4) is 

neglected. Using the boundary conditions p(O, Lb/2) = p(O, -Lb/2) 0, the following 
average pressure definition can be obtained 

(9.5) 

The pressure is seen to be positive between the angles 01 , 82 defined by 

() - 311" 
2-

2 
a (9.6) 

In words, the pressure is positive over a region of 1r radians centered about v ... 
From equation (9.3} the attitude angle a relative to £ is defined by 

a = /3 - arctan . _ 
(

Zb- WYb) 

Yb + WZb 
(9.7) 

Since f3 = arctan(zb/Yb). it is easy to see that if the shaft velocity vis zero then a ~ 
and this yields lh = 0 and 82 = 1r. In words, the pressure is positive over a region of 
1r radians starting at the maximal film thickness f3 - 1r and ending at the minimal film 
thickness f3. 

In this paper two short bearing models are used for calculating the bearing forces. 
One model calculates the bearing forces by integration of equation (9.5) using only the 
positive pressures (equation (9.6)}. The other model assumes the cavitation region to be 
independent of the shaft velocity so equation (9.5) is integrated over 01 0, 02 = 1r. In 
appendix A the algebraic formulas for the bearing forces are given. 

Figure 9.3 shows the bearing forces as function of the shaft eccentricity if the shaft­
velocity in the bearing is zero and the angular shaft speed w = 1050 radls for both short 
bearing models. The lines with arrows give the directions of the bearing forces and the 
gray shades indicate the magnitude of the bearing forces. In figure 9.3a the cavitation 
region depends on the shaft velocity, whereas in figure 9.3b the cavitation region is 
independent of the shaft velocity. As could be expected, since the shaft velocity is zero, 
both bearing models give exactly the same results. 

Figure 9.4 shows the bearing forces as function of the shaft eccentricity if the shaft 
velocity is not zero; the shaft moves in the negative z-direction. The angular shaft 
speed is very small: w = 0.1 radls. Because of this the velocity has a large influence 
on the cavitation region in the bearing and the two bearing theories give very different 
results. The bearing forces calculated using the velocity dependent cavitation region is 



144CHAPTER 9. STEADY-STATEBEHAVIOUROFNONLINEARFLEXIBLEROTOR-BEARING ... 

w = 1050 rad/s y; = 0 m/s 
[m] z; = 0 m/s 

w = 1050 rad/s yb' = 0 m/s 
[m] zb' = 0 m/s 

Figure 9.3 Bearing forces as function of shaft eccentricities, Yb = i b = 0 mls, w 

= 1050 rad/s, Short bearing theory with cavitation region which (a) depends on 
velocity (b) is independent of velocity. 

w=0.1 rad/s 
zb [m] 

(a) 
Figure 9.4 Bearing forces as function of shaft eccentricities, Yb = 0 mls, ib = 
-1 o- 2 m/s, w = 0.1 rad/s, Short bearing theory with cavitation region which (a) 
depends on velocity (b) is independent of velocity. 

cavitation region 

Figure 9.5 Cavitation region for velocity independent bearing model. 
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ro = 1 050 radls yb• = 0 m/s 
[m] ~·=-1.e-2m/s 

Figure 9.6 Bearing as function of shaft eccentncities, Yb = 0 mls, ib = 
-10- 2 mls, w = 1050 rad/s, Short bearing theory with cavitation region which (a) 
depends on velocity (b) is independent of velocity. 
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almost symmetrical around the z-axis (figure 9.4a) (if the angular shaft speed is zero 
the bearing forces are symmetrical around the z-axis because the cavitation region is the 
upper half of the bearing). The velocity independent model gives bearing forces which 
are not symmetrical around z-axis because the cavitation region depends on the shaft 
eccentricity only. This means that if the angular shaft speed is counterclockwise and the 
minimal film thickness is in the lower right quadrant, the cavitation region is above the 
shaft. If the minimal film thickness is in the lower left quadrant, the cavitation region is 
beneath the shaft (figure 9.5). Because of this the bearing forces are not symmetrical. 

Figure 9.6 shows the bearing forces as function of the shaft eccentricity if the angular 
rotor speed is increased to 1050 rad/s and the shaft velocity is again in the negative z­
direction. The shaft velocity is w-2 mls which corresponds with a situation where 
the shaft makes a circular orbit around the centre of the bearing with an angular speed 
of 1050 rad/s and an eccentricity ratio c. R:i 0.08. The directions of the bearing forces 
calculated using velocity independent cavitation model differ for high shaft eccentricities 
(figure 9.6b). Notice that this occurs only in the upper half of the bearing where the 
shaft moves away from the bearing side and that in this area the directions of the bearing 
forces are opposite to the bearing forces in figure 9.6a. In figure 9.4 in this area also 
the largest differences occurred. Furthermore, differences occur near the centre of the 
bearing where the total bearing forces are minimal. 

9.4 Influence cavitation modelling on system 
responses. 

9.4.1 Static loads, n1e = 0.0 g. 

In this subsection the rotor-bearing model mentioned in section 9.2 without mass un­
balance is investigated. Figure 9.7 shows the maximum absolute displacements at the 
bearing position zb as function of the angular rotor speed w if the bearing is modelled 
using the short bearing theory with a velocity independent cavitation region. The figure 



146CHAPI'ER 9. S1EADY-STATE BEHAVIOUR OF NONLINEAR FLExiBLE ROTOR-BEARING ... 

m.::Og 
lz,l,.. [m] -stable 

1.2SOE·4 ··-···-·-·-·-·-···-·-L-~~r!~~-~-~-~~---·-·-----·-~~~ 

Figure 9.7 Response of zb for 111e = 0 g and cavitation depends on velocity. 
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Figure 9.8 Frequencies of self-excited oscillations and eigenfrequencies of lin­
earized system for 111e = 0 g and cavitation depends on velocity. 

shows a similar result as the response calculated using the finite length bearing theory 
(Van de Vorst et al., 1995), which means that the short bearing theory can be used in 
this case to a good approximation. For low angular rotor speeds w < 600 rad/s only 
stationary ('static') solutions are found (branch (a)). At w Ri 630 radls the stationary 
solutions become unstable via a primary Hopf bifurcation. Further increasing of the 
angular rotor speed leads to the occurrence of self-excited oscillations (1/2 w whirl). 
These self-excited oscillations are calculated for varying angular rotor speed by solving 
two-point boundary problems using the finite difference method in combination with a 
path-following method. 

In figure 9.7 also the maximum absolute displacements at the bearing position zb 
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ro = 620 radls 
zb[m] 
0.0001 

-o-unstable ro = 739 radls 
zb[m] 
0.0001 

-o- unstable 

a}t'"' 
n = 312.3 radls 

Yb [m] 0.0001 

(a) (b) 
Figure 9.9 Shaft positions in bearing, m., = 0 g, cavitation (a) depends on 
velocity, (b) is independent of velocity. 
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occurring in the self-excited oscillations are shown. An unstable 1/2 w whirl branch (b) 
occurs which starts at the primary Hopf bifurcation and exists for lower angular rotor 
speeds than the threshold angular rotor speed for which the primary Hopf bifurcation 
exists. The branch becomes stable via a cyclic fold bifurcation and bends off to higher 
angular rotor speeds (branch (c)). Notice that stable and unstable periodic solutions exist 
for angular rotor speeds lower than the threshold speed. Figure 9.9a shows the shaft 
positions in the bearing for the stable and unstable 1/2 w whirl at w = 620 radls. 

Figure 9.8 shows the frequencies 0 of the periodic solutions. At the dotted line the 
frequency n is half the angular rotor speed w. As expected, the stable and unstable 
branches (b) and (c) have frequencies which are almost half the angular rotor speed. For 
high angular rotor speeds w > 750 radls, the frequencies n of the self-excited oscillations 
of branch (c) are much lower than half the angular rotor speed. The frequency goes 
ton :::::i 400 rad/s which is near the first 'eigenfrequency'* of the system (see also the 
companion paper (Van de Vorst et al., 1995)). 

Figure 9.10 shows the maximum absolute displacement at the bearing position Zb 

as function of the angular rotor speed w if the short bearing theory with a velocity 
independent cavitation region is used. The stationary solutions are exactly the same 
solutions as in figure 9. 7, but for this cavitation model the threshold speed is increased to 
w :::::i 735 rad/s. The damping constants of the two cavitation models, which are used for 
calculating the stability of the solutions, are the derivatives of the mentioned algebraic 
equations in Appendix 9.A with respect to the velocity. The difference in the threshold 
speed indicates that apparently these damping constants are different even if the shaft 
velocity is zero. This means that already for very low velocities the cavitation region in 
the bearing differs very much for the two models. 

In figure 9.10 after the primary Hopf bifurcation a stable 112 w whirl occurs (b), 

*Because the model is nonlinear, one cannot speak of the eigenfrequencies of the model. Here, 
'eigenfrequency' is used for the frequency for which the model resonates. The three branches of symbols 
in figure 9.8 represent the lowest three eigenfrequencies of the model linearized around the stationary 
solutions for varying angular rotor speed. These frequencies differ from the 'eigenfrequencies' if the shaft 
motion in the bearing is high (Van de Vorst et al., 1995). 
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Figure 9.10 Response of zb for 1t1e = 0 g and cavitation is independent of velocity. 
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Figure 9.11 Frequencies of self-excited oscillations and eigenfrequencies of 
linearized system for 1t1e = 0 g and cavitation independent of velocity. 

which becomes unstable by a cyclic fold bifurcation. Then the branch bends off to lower 
angular rotor speeds until very high shaft eccentricities occur in the bearing (c)( the shaft 
runs against the bearing side). Figure 9.9b shows the shaft positions in the bearing for 
the stable and unstable 1/2 w whirl at w = 739 rad/s. The existence of the unstable 
branch {c) of self-excited oscillations indicates that here two stable attractors coexist. 
One solution is the stable stationary solution or stable 1/2 w whirL Numerical simulation 
showed that the other solution has very large shaft eccentricities in the bearing. This 
solution could not be calculated by means of the numerical periodic solvers mentioned 
earlier due to the fact that the equations of motion become very stiff for high shaft 
eccentricities. Notice that this solution also exists for angular rotor speeds much lower 
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than the threshold angular rotor speed for which the primary Hopf bifurcation occurs. 
The behaviour with very large shaft eccentricities exists in the angular rotor speed 

range w = 25-700 radls. Further increasing of the angular rotor speed leads to a decrease 
of the shaft eccentricities and for w ~ 700 radls the self-excited oscillations could be 
calculated again (d). 

Figure 9.11 shows the frequencies n of the periodic solutions. At the dotted line 
the frequency n is half the angular rotor speed w. For low angular rotor speeds branch 
(c) has a free frequency which is almost half the angular rotor speed. However, for 
angular rotor speeds w > 500 radls, the frequencies n of the branches (b) and (c) are 
much lower than 1/2w. The free frequencies go to the first 'eigenfrequency' of the 
system and because the dampings constants are different for this cavitation model also 
the 'eigenfrequencies' will be different. The frequency n ofthe self-excited oscillations 
for w > 750 radls (d) again is much lower than half the angular rotor speed, again due to 
the fact that the free frequency goes to the first 'eigenfrequency' of the model. 

For angular rotor speeds w > 1040 radls a second self-excited oscillation was found 
using this bearing model. This self-excited oscillation (e) is unstable and has one real 
Floquet multiplier larger than 1 and two complex Floquet multipliers with modulus 
larger than 1. This self-excited oscillation has a frequency which is very close to the 
n = l/2w-line. 

Comparison of the responses of the two bearing models shows that the cavitation 
modelling has a large influence on the self-excited oscillations. In section 9.3 it was 
concluded that the velocity independent short bearing model is only valid for low shaft 
velocities and high angular rotor speeds. The results show that already the threshold 
speed differs. Only branch (d) in figure 9 .lO is similar to a part of branch (c) in figure 
9.7. Because the free frequency at these branches is lower than half the angular rotor 
speed, lower shaft velocities occur and because also the angular rotor speed is high, the 
velocity independent cavitation model is valid. 

9.4.2 Static and dynamic loads, me = 1.0 g. 

In this subsection a mass unbalance is added of me = 1.0 g. Periodic solutions of the 
model are calculated for varying angular rotor speed. Figure 9.12 shows the maximum 
absolute displacement of zb occurring in the periodic solutions as function of the angular 
rotor speed for the velocity dependent cavitation region. 

The dotted line in figure 9.12 represents the dynamic response of the model linearized 
around the stationary solutions. Taking into account that the stability of the linearized 
model equals the stability of the stationary solutions in figure 9.7, it can be concluded 
that the linearized model is only valid for low angular rotor speeds. This is because for 
low angular rotor speeds the dynamic loads are small which results in dynamic solutions 
close to the stationary solutions. 

The dynamic response shows that at almost the same angular rotor speed for which 
in figure 9.7 the primary Hopfbifurcation occurred, now the harmonic solution becomes 
unstable via a secondary Hopfbifurcation. If the angular rotor speed is increased further, 
the harmonic solution again becomes stable via a second secondary Hopf bifurcation. 
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Figure 9.12 Imbalance response of Zt. for m., = 1.0 g and cavitation region de­
pends on velocity. 
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Figure 9.13 Imbalance response of zb for m., = 1.0 g, and cavitation region is 
independent of velocity. 

In this small unstable frequency range quasi-periodic behaviour was found. Further 
increasing of the angular rotor speed leads to a flip bifurcation. Here again quasi­
periodic behaviour was found which locks to 112 subharrnonic behaviour if the angular 
rotor speed is further increased to 675 radls. If the angular rotor speed is increased tow> 
690 radls, the 112 subharrnonic behaviour changes again into quasi-periodic behaviour. 
In the frequency range w ~ 950-1020 radls the harmonic is stable again, and for w > 
1020 radls quasi-periodic behaviour was found. 

Figure 9.14a shows the shaft positions in the bearing of the 1/2 subharrnonic and 
harmonic solutions for w = 685 radls. Notice the large difference in amplitude of the 1/2 
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Figure 9.14 Shaft positions in bearing, m. = 1 g, cavitation region (a) depends 
on velocity, (b) is independent of velocity. 

subharmonic solutions and the unstable harmonic solution. 

151 

Figure 9.13 shows the maximum absolute displacement of zb occurring in the periodic 
solutions as function of the angular rotor speed if the cavitation region is independent of 
the shaft velocity and the mass unbalance me = 1 g. 

Again the dotted lines in figure 9.13 represent the dynamic response of the model 
linearized around the stationary solutions. The linearized response differs for high 
angular rotor speeds w > 690 radls from the linearized response in figure 9.12. The 
nonlinear response shows that now only one unstable part exists in the harmonic branch 
marked by two secondary Hopf bifurcations. The unstable part is much smaller than 
in figure 9 .12. However, besides the stable harmonic solution a stable quasi-periodic 
attractor with very high shaft eccentricities in the bearing was found for the whole 
frequency range (not visible in figure 9.13). Figure 9.14b shows the quasi-periodic 
attractor and the stable harmonic solution for w = 685 radls. The free frequency of the 
quasi-periodic attractor is close to 112w but because of the high shaft eccentricities no 
1/2 subharmonic solution could be calculated. The quasi-periodic behaviour has much 
higher shaft eccentricities than the 1/2 subharmonic behaviour in figure 9.14a. 

Comparison of the responses calculated using the two short bearing models learns 
that apparently for low angular rotor speeds similar results are obtained. Only near 
the first resonance peak (w >=::~ 350 radls) small differences occur. For these angular 
rotor speeds also the linearized response is accurate. Also for high angular rotor speeds 
the harmonic solutions are very similar although differences occur in their stability. 
However, in the whole frequency range also a quasi-periodic attractor with very high 
shaft eccentricities has been found for the velocity independent cavitation region and this 
attractor exists only for a small frequency range for the velocity dependent cavitation 
region. This quasi-periodic solution has much higher shaft eccentricities for the velocity 
independent cavitation region. 



152CHAPTER9. STEADY-STATEBEHAVIOUROFNONLINEARFLEXIBLEROTOR-BEARING .•. 

m.=2g 

lz,l.,..[m] -stable 
.Q.Unstable 

1.25E·4 ·····-·-·······----·-L'!!~~~~-c-'!~!!~~-------..:.::J.~!'~ed 

1.00E-4 

S.OOE·5 

2.50E·5 

O.OOEO OL.....o._._~~2_..50,............_ ........ _501-0....._ ........ _7,....5"""0 ---1 O,_OO"""ro [radls] 

Figure 9.15 Imbalance response of Zf> for llle = 2.0 g and cavitation region de­
pends on velocity. 
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Figure 9.16 Imbalance response of zb for llle = 2.0 g and cavitation region is 
independent of velocity. 

9.4.3 Static and dynamic loads, me = 2.0 g. 

In figure 9.15 the mass unbalance is increased to me= 2.0 g and the cavitation region 
depends on both the shaft eccentricity and the shaft velocity. Now the harmonic solutions 
is always stable so by adding mass unbalance the model can be stabilized (Gunter et al., 
1983). 

However, in the frequency range w ;::;;j 710-900 rad/s a quasi-periodic attract or coexists 
with large shaft eccentricities in the bearing. This attractor is not visible in figure 9.15. 
The existence of this attractor, which was found by numerical time integration, indicates 
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Figure 9.17 Shaft positions in bearing for cavitation (a) depends on velocity, 
(b) is independent of velocity. 
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that there might be other unstable (sub)harmonic solutions. These solutions however 
could not be found using finite differences. So by adding mass unbalance rotordynamic 
systems can be stabilized but here the initial conditions of the model will determine 
which attractor will be approached by the model if time proceeds due to the coexistence 
of the quasi-periodic attractor. 

In figure 9.16 the cavitation region is independent of the shaft velocity. Now again all 
harmonic solutions are stable. Again, in the frequency range between the two resonance 
peaks a quasi-periodic attractor coexists with large shaft eccentricities in the bearing. 

Figure 9.17 shows the shaft motions in the bearing for different mass unbalances at 
w = 800 rad/s for the two short bearing models. The figure shows that the stable and 
unstable harmonic solutions for me = 1 g and me = 2 g with small shaft eccentricities are 
very similar, although the stability of the solutions for me = 1 g is different. However 
the self-excited solutions for me = 0 g, and the quasi-periodic solutions for me = 1 g and 
me = 2 g have much higher shaft eccentricities in the bearing if the cavitation region is 
independent of the shaft velocity. 

The free frequencies of the self-excited oscillation and the quasi-periodic solution in 
figure 9.17a are n = 386 rad/s (me= 0 g), n ~ 384 radls (me= 1 g) and n ~ 376 radls 
(me = 2 g). The free frequencies of the self-excited oscillation and the quasi-periodic 
solution in figure 9 .17b are all near n ~ 386 radls. 

Comparison of the results shows that apparently the influence of the shaft velocity on 
the cavitation region is low if the response has a moderate level of shaft eccentricities in 
the bearing (harmonic solutions for me= 2 g). If the shaft eccentricities are small or very 
high, large differences occur in the responses. Section 3 showed that the bearing forces 
differ for high shaft eccentricities and for small eccentricities (for which the bearing 
forces are low), if the angular rotor speed is high and the shaft velocity is high. This 
confirms that the velocity dependent and independent cavitation models will give almost 
the same response for a moderate level of shaft eccentricity. 
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9.5 Conclusions. 

In this paper a flexible rotordynamic system with one oil journal bearing was investigated 
numerically for different mass unbalances and for two different cavitation models in the 
bearing. The linear part of the system, the shaft and rotor, was reduced using a component 
mode synthesis method. Using this method systems with local nonlinearities can be 
analysed very efficiently. 

The results show that bearing theories with a cavitation region in the bearing which 
depends on the shaft eccentricity only, are only valid for systems with a moderate level 
of shaft eccentricities in the bearings. For these systems one can assume the cavitation 
region to be independent of the shaft velocity. Systems with high shaft eccentricities or 
low eccentricities should be calculated using a theory based on a cavitation region which 
depends on the shaft velocity also. The results show that even for calculation of the 
stability of the stationary solutions the cavitation region cannot be expected to depend 
on the shaft eccentricity alone, because the damping constants differ too much. This 
indicates that the cavitation region already changes for very low shaft velocities. 
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9.A Short Bearing Theory. 

9.A.l Short Bearing Theory using a cavitation region which 
depends on shaft velocity. 

In Moes and Bosma ( 1981) the bearing forces of the short bearing theory which assumes 
the cavitation region to depend on the shaft velocity are given in terms of the impedance 
method. Using the pure-squeeze-velocity vector and a well chosen dimensionless bear­
ing load force vector, also called impedance vector w, the equations for the bearing load 
force can be written as 

(9.8) 

In case of 1r short bearings the components of the impedance vector w can be 
expressed as 

(9.9) 

(9.10) 
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with 

2arctan 
T 

(1 - c2
) 

(9.11) 

E 
(1 - (2) 

and ~ and ( stand for a coordinate system, where ~ coincides with the direction of the 
pure-squeeze-velocity vector which implies that 

e = c<:cos(a:), ( ctsin(a:) (9.12) 

9.A.2 Short Bearing Theory using a cavitation region which is 
independent of shaft velocity. 

In Khonsari and Chang (1993) the following algebraic equations for the short bearing 
theory are given if the cavitation region is independent of the shaft velocity. 

(9.13) 

(9.14) 
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9.B Nomenclature. 

u Sommerfeld number 
L 6 bearing length 
R bearing radius 
p, lubricant viscosity 
c bearing clearance 
w angular rotor speed 
m. mass unbalance 
r e radius of mass unbalance 

f3 
h 
8 

v 
w 

fluid pressure 
stationary coordinate system 
eccentricity ratio vector 
attitude angle of e relative to the stationary xb, yb, zb-system 
normalized film thickness 
bearing polar cylindrical coordinate with respect toe 
pure-squeeze-velocity vector 
velocity vector 
zero-load whirl 

w; 
w" 
i,j, k 

observed mean angular velocity of the journal 
observed mean angular velocity of the sleeve 
unit vectors in the stationary xb, Yb, z6-system 
attitude angle of E relative to v,. a: 

w impedance vector 
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10 
VIBRATION CONTROL OF PERIODICALLY 

EXCITED NONLINEAR DYNAMIC MULTI-DOF 

SYSTEMS.+ 

For nonlinear mechanical systems, which have stable subharmonic resonance peaks 
and one or more coexisting unstable harmonic solutions, a large reduction of maximum 
subharmonic, quasi-periodic or chaotic displacement can be established if the coexisting 
unstable harmonic solution could be made stable. The control effort to obtain this goal 
can be very small in that case. In this paper a method for controlling nonlinear multi­
degree-of-freedom (multi-DOF) systems to unstable periodic solutions is developed. 
This is established by putting a single control force somewhere on the system. Because 
the selected control method uses the full state of the system and since only measured 
displacements and accelerations of a very limited number of DOF's are assumed to be 
available, a reconstruction method has to be used for estimating the full state on-line. 
Simulations are done using a beam system supported by a one-sided spring which is 
controlled to the unstable harmonic solution. The robustness of the method with respect 
to model errors, system disturbance and measurement errors is examined. Furthermore, 
the performance of the method in case of a varying excitation frequency during the 
control is investigated. 

10.1 Introduction. 

This paper deals with the control of the long term behaviour of periodically excited 
nonlinear mechanical systems. The long term behaviour of a nonlinear dynamic system 
under periodic excitation can be periodic, quasi-periodic or chaotic. In case of periodic 
behaviour the period time of the system may be equal to the excitation period (harmonic 
solution) or n times the excitation period (1/n subharmonic solution). Subharmonic 
behaviour may lead to the occurrence of extra resonance peaks of the system. If quasi­
periodic or chaotic behaviour occurs the response will have a frequency spectrum with 

tvan de Vorst, E.L.B., Van Campen, D.H., Fey, R.H.B., De Kraker, A., and Kok, JJ., 1995, ''Vibration 
Control of Periodically Excited Nonlinear Dynamic. Multi-DOF Systems," JourtUll of Vibration and 
Control, Vol. 1 pp.75-92 
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Figure 10.1 Beam system. 
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frequencies which are generated by the system itself. Also in case of stable quasi-periodic 
or chaotic solutions the maximum response of the system will increase in general. Often a 
harmonic solution coexists, which may be unstable. Usually the maximum displacement 
of this unstable harmonic solution is much lower than the maximum displacement (in 
absolute sense) of the stable subharmonic, quasi-periodic or chaotic solutions. 

An example of a system showing sub harmonic, quasi-periodic and chaotic behaviour 
is a two-dimensional beam system with periodic excitation and supported by a one­
sided spring (the nonlinearity) and a linear damper in its point of symmetry 0 (figure 
10.1) (Fey, 1992). Periodic solutions of the beam are calculated for varying excitation 
frequency by solving two-point boundary value problems using the finite difference 
method in combination with a path-following method (Fey et al., 1996). The maximum 
displacements IY I max of 0 occurring in the periodic solutions are shown in figure 10.2 for 
varying excitation frequency fe· This figure shows in addition to the first harmonic peak 
also stable 112, 113, 115, 117 and 119 subharmonic peaks. The maximum displacements 
of the subharmonics are much larger than the maximum displacements of the coexisting 
harmonic solution, which is unstable below the stable branch with 112 subharmonics. 
Also quasi-periodic and chaotic behaviour (not visible in figure 10.2) is found in the 
frequency range fe =47-49Hz. 

If the beam system is vibrating in the stable harmonic solution at fe = 10 Hz, 
and subsequently the excitation frequency is slowly increased to 50 Hz, the maximum 
response of the beam will increase when approaching the harmonic and subharmonic 
resonance peaks between 10Hz and 50 Hz (figure 10.2). The growth of the response may 
lead to large strains and stresses which could cause damage to the structure. Therefore, it 
may happen that the resonance peaks should be avoided under operating circumstances 
and this can be realized using control. For reducing the maximum displacement of the 
harmonic resonance peak, a considerable control force has to be generated which will act 
as the necessary damping force. However, for reducing the maximum displacements of 
the subharmonic resonance peaks, the control effort eventually will be small (in theory 
even zero) if the system is controlled to the coexisting unstable harmonic solution. 

This means for example that if the beam system mentioned previously is vibrating 
in the stable 112 subharmonic solution at fe = 25 Hz and subsequently is controlled to 
the coexisting unstable harmonic solution, the control forces will be large to start with 
but eventually become small or even tend to zero. This implies that a large reduction of 
the maximum response of the beam system is established by very little control effort, 
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because the maximum displacement of the unstable harmonic solution is much lower 
than that of the coexisting stable 112 subharmonic solution. 

Using control also chaos can be avoided by forcing a nonlinear dynamic system 
to vibrate in an unstable periodic solution, because in a chaotic attractor always one 
or more unstable periodic solutions exist. A method for controlling chaos has been 
developed by Ott et al. (1990). This method uses the stable manifolds of the unstable 
periodic solution to control the system to that unstable periodic solution. A system, 
vibrating in a chaotic attractor, will, after some time, come close to the unstable periodic 
solution. Then the stable manifold is moved to the momentary state space position by 
slightly varying one system parameter. With the trajectory on the stable manifold, it will 
automatically approach the unstable periodic solution. In this method only one system 
parameter is slightly varied, which implies that in this method also the control effort 
will be very small. However, a disadvantage of this method is that the stable manifold 
and the periodic solution must be known beforehand. Since these depend on the system 
parameters, large changes of them during the control are not allowed. Furthermore 
this method is only useful for controlling chaos because if a system is vibrating in a 
subharmonic attractor as in our case, it will never come close to the coexisting unstable 
harmonic solution. 
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In this paper a method is developed for controlling multi-degree-of-freedom (multi­
DOF) systems to unstable periodic solutions by putting a control force somewhere on 
the system. In section 10.2 the theory is presented for controlling multi-DOF systems 
to a desired trajectory using the full state of the system. In section 10.3 a reconstruction 
method is presented, since only measured accelerations and displacements of some 
DOF's of the system will supposed to be available. In section 10.4 a method for 
calculation of the desired trajectory, which is the harmonic solution, under varying 
system parameters is presented. In section 10.5 an application is evaluated by numerical 
simulation: the beam supported by a one-sided spring mentioned above is controlled 
to the unstable harmonic solution. Using this beam system also the robustness of the 
controller-observer is investigated. Furthermore, the response of the beam system is 
evaluated for varying excitation frequency. 

10.2 Control of multl-DOF nonlinear dynamic systems. 

In this paper, a system is controlled by putting a single control force somewhere on the 
system. The equations of motion of a n-DOF nonlinear dynamic mechanical system 
with a constant mass matrix can be written as 

M ij + fm( q, q, t) = fex(t) + u (10.1) 

with M the constant mass matrix, f n1 the nonlinear internal forces, fex the external 
forces and 

U [ 0 . . . 0 Uk 0 . . . 0 ] T . (10.2) 

In (10.2) uk is the control force acting on DOF k. Equation (10.1) can be rewritten in 
first order form as 

re = f~(re, t) + f:X(t) + u* (10.3) 

where 

The system must be controlled to the desired trajectory 9a· For controlling the 
system sliding control (Slotine and Li, 1991) is used. Because the system is controlled 
by putting a control force on one DOF k, only one DOF is controlled to the desired 
trajectory. In the sliding control method a sliding variable Skis used: 

(10.5) 

with >. a positive user defined constant and fk the tracking errors defined by 

(10.6) 
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Now it is assumed that if the sliding variable sk approaches zero, the tracking errors 
e = q - qd also approach zero. 

For letting Sk approach to zero a sliding term is added to sk. resulting in the following 
equation 

(10.7) 

with "' a positive user defined control parameter. A Lyapunov function for this equation 
is 

(10.8) 

because Vis positive definite and 

V = SkBk = -Sk'flSgn(sk) = -qjskj :::;; 0. (10.9) 

So V is negative definite as long as sk f:: 0. This means sk 0 is a globally stable 
equilibrium point. Assume that sk(t = 0) > 0 and let treach be the time required for Sk 

to become zero. Integrating equation (10.7) between t = 0 and t = treach leads to 

(10.10) 

which implies that 

(10.11) 

One would obtain a similar result starting with sk(t 0) < 0, and thus 

treaclz = Jsk(t = O)J/"1 (10.12) 

This means that sk becomes zero in a finite time interval. Equation (10.5) implies that if 
Sk = 0, then tk tends exponentially to zero with a time constant 1/ >.. 

Equation ( l 0. 7) implies that during t < treach the sign of Sk does not change. However, 
in practice, model inaccuracies and model disturbances exist which can result in sign 
variations of s k during the control time. This means that the control law is discontinuous 
across s k · = 0. Since the implementation of the associated control switching is imperfect, 
this leads to so-called chattering. Chattering is undesirable in practice because it involves 
high control activity and it may excite high frequency dynamics of the controlled system. 
To overcome this, a saturation function is used instead of a sgn function: 

(10.13) 

If a saturation function is used, then (10.7) becomes 

(10.14) 
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This implies that the time required for sk to become a is t(J = isk(t = 0)- a!/rJ and for 
t ;;;::: t(J 

(10.15) 

so sk will again exponentially tend to zero. 
Using ( 10.1) and ( 1 0.3), equation k of the system equations can be written as 

(10.16) 

with uz = [M-1u]k. Using (10.5), (10.6) and (10.16), (10.14) can be rewritten as 

(10.17) 

This yields for the control force uj; u1 + Uc with 

U[ (10.18) 

where u1 is the co-called feedback linearization force (Slotine and Li, 1991), which 
linearizes equation k and 

(10.19) 

where uc is the sliding control force for controlling equation k. 
Using (10.2), (10.4), (10.18) and (10.19), the total control force uk can now be 

calculated: 

(10.20) 

If [M-1
]kk is zero another equation corresponding to DOF q; must be controlled for 

which [M-1
]ki is not zero. 

This controller is stable if the so-called internal dynamics are stable (Slotine and 
Li, 1991). The internal dynamics of the system are all the system equations except the 
controlled equation. Stability of the internal dynamics can be calculated using zero­
dynamics. In zero-dynamics the control force is chosen so that the output qk and qk is 
zero. If the internal dynamics of the system is nonlinear, generally it is very difficult to 
calculate the stability of the internal dynamics. 

10.3 Reconstruction of the full state using Kalman 
filtering. 

The control method which is presented in section 10.2 needs the full state of the system. 
In this paper we assume that we only dispose of measured positions qm, and accelerations 
iim, for nm DOF's (nm ~ n). Thus a reconstruction of the full state is necessary. The 
observer used in this paper is based on an observer model for estimating the full state: 

(10.21) 
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where /; and l: are approximations of J; and fe: respectively, i: is the full state 
reconstruction and u: the innovations. These innovations must be chosen in such way 
that the estimation errors i: - :v are minimized for each moment in time. 

In this paper Kalman filtering (Kalman, 1960, Kalman and Bucy, 1961) is used for 
the full state reconstruction. The estimated measured quantities can be filtered from the 
estimated state space: 

(10.22) 

where rem is the column of 2nm estimated measured quantities 

(10.23) 

and 

(10.24) 

In (10.24) Tis a nm x n-matrix which filters the DOF's which are measured from the 
estimated displacement: 

(10.25) 

The innovations u: are chosen to be: 

u: = G(:vm- f(i:,t)- flu*) (10.26) 

with G the optimal Kalman filter matrix and Zm the measurement column. 
Using ( 1 0.26) and ( 10.21) and assuming that the observer model is equal to the actual 

controlled model, for the estimation errors € = :v iV holds: 

i = J:,(z, t)- J:,(i:, t) G [ l( :v, t) -l(iV, t)] + w(t)- Gv(t) (10.27) 

if w ( t) is the system disturbance and v ( t) is the measurement noise. 
Assuming that the estimation errors € are small, equation (10.27) may be linearized 

around the state z which results in: 

i=[Fn~(z,t) GL(z,t)]i+w(t) Gv(t) (10.28) 

with 

(10.29) 
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and 

{)ll L(z,t) =-
f);v :e t 

' 

(10.30} 

For determining the optimal Kalman filter G the Riccatti equation must be solved: 

Q [ Fnr(z, t)- GL(re, t)] Q + Q [ Fn~(re, t)- GL(re, t) f + Vw + GVvGT 
(10.31} 

where Q is the Riccatti matrix, V11 and Vw are weight matrices for the measurement 
noise and system disturbance respectively, and the optimal Kalman filter G is 

(10.32} 

The initial conditions Q(t = 0) = Q 0 should be chosen Q 0 > 0. Equations (10.31) 
and (10.32} show that the optimal Kalman filter depends on the state space re and time 
t which implies that the 2n * 2n Riccatti equations should be integrated on-line. This 
makes it a very expensive reconstruction method. 

In order to avoid very large computational times one can assume the linearized 
matrices F n1 and L to be constant, which yields also the optimal Kalman filter G to be 
constant. This is useful for systems with small nonlinearities. Another way to avoid the 
on-line integration of the Riccatti equation is assuming that the system is very close to 
the desired trajectory. The desired trajectory is periodic which means that the Kalman 
filter G(t) is also periodic. Using equations (10.31) and (10.32), the periodic Kalman 
filter can be calculated. A disadvantage of this approach is that although the Kalman 
filter is independent of the current state of the system, it certainly depends on the system 
parameters, for instance the excitation frequency. This means that in case of a varying 
excitation frequency during the control, the optimal Kalman filter must be recalculated 
during the control. 

10.4 Computation of the desired trajectory. 

For the reduction of the maximum response and minimization of the long term control 
effort, we choose the (possibly unstable) harmonic solution as the desired trajectory qd. 
If all system parameters are known in advance, the desired trajectory can be calculated 
using the finite difference method, the shooting method (Ascher et al., 1988) or the 
incremental harmonic balance method (Fey et al., 1994). However, if one system 
parameter is changed during the control, the harmonic solution will change also and the 
desired trajectory must be updated. 

One way to solve this problem is to calculate the harmonic solution for a grid of 
system parameters which may appear during the control time. This can be done using 
the shooting method, the finite difference method or the incremental harmonic balance 
method in combination with a path-following method. For reducing the amount of data, 
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the harmonic solutions are written as truncated Fourier series: 

nh nh 

Qd = 2.: an sin(27r lent) + L bn cos(27r lent)+ C (10.33) 
n=l n=l 

with nh the number of harmonic terms, which must be chosen large enough for describing 
the harmonic solution. 

During the control the desired trajectory for one set of system parameters is calculated 
using equation ( 1 0.33) with constants an, bn and c which are interpolated linearly using 
the constants of the solutions on the grid points. Of course, the accuracy of the desired 
trajectory depends on the number of grid points and nh. The advantage of this approach 
is that during the control no extra equations have to be integrated, only equation (10.33) 
has to be calculated. 

10.5 Application: Beam supported by one-sided spring. 

10.5.1 Preliminaries. 

In this section, some simulation results are presented for the two-dimensional pinned­
pinned beam introduced in section 10.1. The beam is excited at 0 by a periodic force 
Fe:r: = 39.38cos(27r let) Ue :::;; 50 Hz). We assume small Rayleigh damping (damping 
matrix B == (JK, with K the stiffness matrix of the linear beam and f3 = w-6 s). The 
beam is supported in the point of symmetry 0 by a one-sided spring and a linear damper 
and is controlled by a single control force u in point S (figure 10.1), which has an 
upper bound of 20 N. Displacement and acceleration measurements are available for 
two points of the beam: the points 0 and S. 

The beam is modelled using the finite element method and the number of DOF's of 
the linear part of the model (the beam) is reduced using a component mode synthesis 
method based on residual flexibility modes and free-interface eigenmodes up to a cut­
off frequency of 400Hz (Craig, 1985). Because nonlinear systems can generate higher 
frequencies than their excitation frequency, the cut-offfrequency has been chosen higher 
than the maximum excitation frequency. 

The beam model is reduced from 100 to 8 DOF's (2 residual flexibility modes 
for the DOF's corresponding to DOF's 0 and S, 6 free-interface eigenmodes with 
eigenfrequencies of 8.96 Hz, 35.83 Hz, 80.60 Hz, 143.2 Hz, 223.7 Hz, 321.9 Hz*). 
Subsequently the reduced linear system is coupled with the nonlinear part, i.e. the 
one-sided spring, and the linear damper. In appendix 1 O.A the full system equations of 
motion are given for the reduced system. 

Table 10.1 shows the values of the used control parameters. In the weight matrices, 
Vv for the measurement noise and Vw for the system disturbance, used to determine the 
optimal Kalman filter, the following parameters are taken: 

*Because the system without the control force is symmetric, for calculating figure l 0.2 the asymmetric 
modes are not necessary and in that case the system can be reduced to 4 DOF's. 
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Section 5.5 describes how the search of the parameters has been carried out. 
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In this subsection the system model used for the control force calculation and for the full 
state reconstruction is supposed to be equal to the actual system (/:, = 1:,. fe: = fe:). 
Moreover, it is assumed that system disturbance and measurement noise are absent, i.e. 
qm, = q; and iim, = ij;. The excitation frequency fe is equal to 25.0 Hz. Figure 10.2 
shows a 112 subharrnonic attractor (max amplitude approximately 8 mm) and an unstable 
harmonic solution (max amplitude approximately 1 mm) at this frequency. 

A constant Kalman filter is used for reconstruction of the full state. For calculating 
the optimal Kalman filter the beam system is used for which the one-sided spring is 
replaced by a linear spring with the same stiffness constant as the one-sided spring. 
Notice that this is different from linearizing the system since a one-sided spring cannot 
be linearized. Because of this it is not trivial that the constant Kalman filter will work 
for this system. 

For calculation of the desired trajectory the method described in section 10.4 is used 
with the number of harmonic terms nh equal to 10. 

Figure 10.3 shows the desired (yd) and measured (y) responses as well as the final 
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tracking errors y Yd and estimate errors y - y of the point of symmetry 0 of the beam. 
At t = 1 sec the control is switched on. Before t = l sec, the system is dominated by the 
112 subhannonic attractor (the transient has not damped out completely yet). Figures 
1 0.3-l 0.4 show that the constant Kalman filter works fine but that the tracking errors and 
control force do not converge to zero and that there are high frequencies in the control 
force. 

As mentioned in section 10.2 the sliding term in the control force can cause high 
frequencies in this force, a phenomenon known as chattering. Here, although a saturation 
function is used instead of a sign function to overcome this problem, still high frequencies 
are found in the control force. For reducing the high frequencies in the control force 
digital filtering has been applied by a first order filter with a filter cut-off frequency fc of 
200Hz, giving figures 10.5-10.8. In figure 10.5 the sliding control force uc is filtered, 
which does not show any improvement. The tracking errors do not converge to zero. In 
figure 10.6 the feedback linearization control force uz is filtered. This action has more 
effect, although the total control force and the tracking errors still do not converge to 
zero. In figures 10.7-10.8 the total control force is filtered. Now the tracking errors and 
the control force both converge to zero. 
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Figures 10.9 and 10.10 show the tracking errors if the control force u is filtered using 
filter bandwidths fc of 25 Hz and 800 Hz, respectively. If fc = 25 Hz the control force 
and tracking errors do not converge to zero. If fc = 800 Hz the time for controlling the 
system to the unstable harmonic increases compared to the case fc = 200 Hz. The latter 
filter bandwidth seems to be a rather optimal one. 

The results show that the high frequencies in the control force are not only caused 
by the sliding term. The control force limitation will also excite the high eigenmodes 
of the beam. This will result in high frequencies in the control forces because the beam 
is only weakly damped. However, the main reason for these high frequencies is the 
limitation to only one control force at one spot on the beam. This implies that if the 
system response contains eigenmodes which have little amplitude at the control DOF, 
it is very difficult to control these modes. This means that in general the digital filter 
bandwidth will depend on the DOF which is controlled. 

In the next sections the filter bandwidth of the filter is set to fc = 200 Hz. 
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Figure 10.11 Displacement y and control force u, measurement noise and sys­
tem disturbance, constant Kalman filter. 
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Figure 10.12 Displacement y and control force u, measurement noise and sys­
tem disturbance, extended Kalman filter. 

10.5.3 Robustness of controller-observer. 

In the previous subsection the system model used for calculation of the control force 
is equal to the actual system (/~ = f~, /; f:X). Moreover, it is assumed that 
system disturbances and measurement noise are absent, so qm, = qi and iim, = qi. In 
practice model errors, system disturbances and measurement noise are unavoidable. In 
this section the robustness of the controller-observer is investigated. Noise is simulated 
by adding white noise with a normal distribution with zero mean and variance a for n 

discrete points per period. Between these points linear interpolation is applied. 

Robustness to measurement noise and system disturbance. 

Firstly the robustness to measurement noise and system disturbance is investigated. 
Figures 10.11 and 10.12 show the tracking errors and control force if the displacement 
measurement noise has a variance ad of 0.1 mm for 200 points per period (the maximum 
displacement Yd = 1.38 mm), the acceleration measurement noise has a variance aa of 
2 m/s2 for 200 points per period (the maximum acceleration Yd = 41.4 m/s2) and the 
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excitation force noise has a variance a 1 of 2 N for 200 points per period (the maximum 
excitation force is 39.38 N). Again the excitation frequency is taken fe =25Hz. 

In figure 10.11 the constant Kalman filter of section 10.5.2 is used. In figure 10.12 
a varying Kalman filter is used (extended Kalman filtering); this optimal Kalman filter 
is periodic and is calculated using the desired trajectory (see section 10.3). 

The figures show that Kalman filtering is robust for measurement noise and system 
disturbances. Further, the constant Kalman filter shows almost the same results as does 
the extended Kalman filter. The computational time for calculating the optimal constant 
Kalman filter was 0.15 CPU-sec on a Silicon Graphics Challenge {R4400, 150MHz 
processor). The computational time for calculating the optimal extended Kalman filter 
was 217 CPU-sec and is much higher because 2n x 2n Riccatti equations must be 
integrated over five periods before the Kalman filter is periodic. The computational time 
for simulation of figure 10.11 (constant Kalman filter) was 122 CPU-sec, whereas for 
figure 10.12 (extended Kalman filter) this mounted to 236 CPU-sec. This is due to the 
extended Kalman filter depends on the time. Therefore, the coefficients of the Kalman 
filter are written as truncated Fourier series with nh = 10. Extra computational time is 
needed for calculation of the extended Kalman filter matrix G at each time step using 
the truncated Fourier series. 

Robustness to model errors. 

In this subsection the system model used for the reconstruction and for the calculation 
of the control force differs from the actual system. Firstly the actual system is made 
nonsymmetric by increasing the length on the right-hand side of the beam (figure 10.1) 
with 1 em, whereas the system model remains symmetric. The consequence of this is 
that in this case also the asymmetric eigenmodes will be excited by the one-sided spring 
and external force, which was not the case until so far. Another consequence is that the 
eigenfrequencies of the undamped linear beam model used for reconstruction and control 
are 0.7% higher than the eigenfrequencies of the actual controlled system. Furthermore, 
the damper in the actual system has been assigned a damping constant b = 1.166 N s/m, 
which is 50 % lower than the damping constant used in the system model. This is done 
because in practice it is difficult to determine the damping in the system. 

Finally, the characteristic of the nonlinear spring is changed to 

f k( ) . h k { 0, if y ~ -e 
spring = Y + e ' Wit = k 'f 

P' I y > -e 
(10.34) 

The constant kp is taken 43325 N/m, which is 10% higher than the stiffness of the 
one-sided spring used in the system model. The constant e is taken 0.1 mm ( e = 0 mm 
in the system model). 

Figures 10.13 and 10.14 show again that the constant Kalman filter gives almost 
the same results as the extended Kalman filter. However, using the extended Kalman 
filter the system goes faster to the desired trajectory. Nevertheless, comparison of the 
computational times, which are similar to the computational times in subsection 1 0.5.3.1, 
shows that extended Kalman filtering is much more expensive. Notice that, in absolute 
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Figure 10.13 Displacement y and control force u, system errors, constant 
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Figure 10.14 Displacement y and control force u, system errors, extended 
Kalman filter. 

sense, the maximum displacement of the uncontrolled system is much lower than the 
maximum displacement of the uncontrolled system model (compare with figure 10.7 for 
t < 1 sec). The reason for this is that the model errors increase the frequency where the 
112 subharmonic resonance peak occurs to a higher value. 

The excitation frequency is a system parameter which has a large influence on the 
system behaviour. In practice the excitation frequency is not necessarily constant over a 
long time, so it has to be measured on-line. In figure 10.15 results are shown for the case 
that the excitation frequency J: is assumed to be measured exactly and is modulated by 
a low-frequency component: 

J; = fe(l + Acos(21rfJt)). (10.35) 

where A = 0.0 l, fJ = 2 Hz and a constant Kalman filter is used. The figure shows that 
the controller-observer is rather sensitive to the excitation frequency as expected. If the 
excitation frequency is not known exactly, the tracking errors will of course not converge 
to zero. 
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10.5.4 Control of beam system.for excitationfrequency sweep. 

In this subsecti~n the beam system is controlled while increasing the excitation fre­
quency fe from 20Hz to 50 Hz. The desired trajectory is calculated in advance (see 
section 10.4). The number of harmonic terms nh was taken 10, whereas 415 periodic 
solutions, calculated beforehand, were used. In all figures presented in this subsection 
the actual controlled system is equal to the model again as described in section 10.5.2 
and measurement noise and system disturbances are absent. The excitation frequency is 
incrementally increased. Each time after the excitation frequency is increased, it is kept 
constant over one excitation period, after which it is increased again. For reconstruction, 
the constant Kalman filter is used. 

In figure 10.16a the response of the uncontrolled system is shown (the sweep takes 
26.3 sec). Figure 10.16a shows that the maximum displacements of the system show 
bursts due to the subharmonic attractors. Figure l0.16c shows that if the system is 
controlled, the maximum displacements are reduced to a large extend although two very 
small resonance peaks remain. These are superharmonic resonance peaks at 27 .l Hz 
and 40.6 Hz (see figure 10.2) caused by higher eigenmodes, and are also visible in figure 
10.16b which shows the desired trajectory Yd (the harmonic solution). 

Figure l 0.16d shows that in the beginning the control effort is large. This is because 
the system is not in its steady-state after 1.0 sec, and the observed full state z is not equal 
to the full state a: of the actual system. Furthermore, the control effort shows bursts 
near the two superharmonic peaks and also near some other (less high) peaks. Here, 
also superharmonic resonances can be seen although their maximum displacements are 
small. Also in the time interval between 16 and 24 seconds the control force is large 
over a long time. Here, the beam response does not converge to the desired trajectory. 
In section 10.5.2 it is stated that eigenmodes of the beam with small contribution to the 
control force DOF are difficult to control. This is the reason for filtering the control 
force, but apparently the filter bandwidth depends on the excitation frequency. Changing 
the filter bandwidth will help but one can also move the control force to another place 
on the beam. Moving the control force to another position results in other eigenmodes 
having nodes near the point where the control force acts, so other frequencies will be 
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Figure 10.16 Frequency 'sweep' from 20 to 50 Hz in 26.3 sec (without mea­
surement noise, system disturbance and model errors). 
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difficult to control. 
Figures 10.16e-f show the response of the beam y and the control force u if the 

distance between the left-hand side of the beam and the point where the control force 
acts is increased from 0.78 m to 1.14 m. The figure shows that now the control force is 
large near the superharmonic resonance peaks only and between these resonance peaks 
the system does converge to the desired trajectory. Now the filter bandwidth fc = 200 
Hz is sufficient for the whole excitation frequency range considered. 

l 0.5.5 Choice of control parameters. 

In this paper the final choice of the control parameters was found iteratively using a 
simulation for one excitation frequency. First the control parameters .\, 'rf and a of the 
controller were determined assuming the knowledge of the full state of the system (no 
observer), and assuming that no model errors and no measurement noise are present. 
The observer parameters V., and Vw were determined by estimating the state of the 
uncontrolled beam system, first without the one-sided spring, then with the one-sided 
spring. Subsequently the observer parameters where optimized by estimating the state 
of the controlled beam system. Finally the measurement noise, the system disturbance 
and model errors were added and again the control parameters and observer parameters 
were varied so that the tracking errors and the control force were minimized. 

10.6 Conclusions and recommendations. 

In this paper a method has been presented for controlling nonlinear dynamic multi-DOF 
systems to coexisting unstable periodic solutions in order to avoid resonances. This 
is established by putting a single control force somewhere on the system using sliding 
control and feedback linearization. After a short time this control force will tend to 
zero or become very small. Only measured displacements and accelerations of a limited 
number of DOF's are used in the observer. 

Simulations of the beam problem showed that the control force can be filtered for a 
good convergence of the tracking errors and the control effort. The time for the control 
force and tracking errors to converge to zero depends on the filter bandwidth. If the 
bandwidth is chosen well, the control effort for keeping the beam vibrating in an unstable 
periodic solution is very small. Hence a large reduction of maximum displacement of 
the system is established by little long term control effort, although the stability of the 
beam system in combination with the controller-observer was not determined. 

The simulations show that one system parameter may be varied during the control. 
In this case the control force will not become zero after some time, but if the parameter 
does not vary too fast, the control force still will be small. Only in the neighbourhood 
of superharmonic resonances can the control force become larger. Further, simulations 
using the beam problem shows that the controller-observer is very robust to model errors 
and measurement noise. For the investigated system the constant Kalman filter and 
extended Kalman filter show the same results. Because the constant Kalman filter is 



180 CHAPTER 10. VIBRATION CONTROL OF PERIODICALLY EXCITED NONLINEAR •.• 

independent of the system parameters this observer is preferred for this system. 
It is not clear yet how the stability of the controller-observer can be determined in 

advance. The stability of the controller can be calculated using zero-dynamics, although 
this is very difficult if the internal dynamics are nonlinear (as in our case). However, 
the reconstruction method can make the total controller-observer unstable even if the 
controller is stable. 

A special problem is the choice of the control and observer parameters. It took a lot of 
trials to find the. right parameters. The simulations show that the parameters do not seem 
to be very sensitive to the excitation frequency, in contrast with the system dynamics. 
The filter bandwidth has to be chosen much higher than the excitation frequency. If 
it is chosen too high, the convergence of the tracking errors is reduced. A low filter 
bandwidth, however, can result in not converging tracking errors. The results show that 
the filter bandwidth depends on the excitation frequency. By changing the position of 
the control force the dependence of the filter bandwidth can be reduced. 

In the future, methods will be investigated for determining the controllability and 
observability of the system. These methods can help to choose the control and observer 
parameters and to determine the stability of the controller-observer. Furthermore, the 
filter of the control force will be further investigated and other control methods will be 
investigated in order to make the filter redundant. 
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lO.A Equations of motion of beam system. 

The following equations of motion for the beam system can be obtained if the distance 
between the left hand side and the control force is 0.78 m. The system is modelled using 
finite elements and subsequently reduced using the Component mode synthesis method 
to 8 degrees of freedom. 

The equations of motion of the beam system can be written as 

where 

M= 

[ 

1.165E+O 
-3.941/iJ-1 

7.835/iJ-3 
1.909/iJ-1 

-5.231/iJ-1 
-9.354/iJ-2 

8.886/iJ-1 
7.816/iJ-1 

-3.941/iJ-1 
1.985E+O 

-2.!107/iJ-2 
-4.356/iJ-1 

1.346E+O 
2.872E-2 

-1.569E+O 
-2.598/iJ-1 

M ij + fnt( q, q, t) = fex(t) + 'U 

7.835/iJ-3 
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3.61DE-• 
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-5.766E-4 
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(10.36) 
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and 

lnt Kq+Bq+los 

where 

K= 

l 
7.301E+4 -5.181E+4 O.OOOE+O O.OOOE+O Q.OOOE+O O.OOOE+O O.OOOE+O 

-5.181E+4 4.324E+4 O.OOOE+O O.OOOE+o o.ooOE+O O.OOOE+O o.OOOE+O 
O.OOOE+O o.oOOE+O 3.275E+l 6.777E+2 -2.207E+3 8.505E+I 2.089E+3 
O.OOOE+O O.OOOE+O 6.717E+2 L559E+4 -4.735E+4 -4.404E+3 5.333E+< 
O.OOOE+O O.OOOE+O -2.207E+3 -4.73SE+4 L894E+S -5.942E+3 7.509E+< 
O.OOOE+O O.OOOE+O 8.505E+l -4.404E+3 -5.942E+3 8.093E+5 6.693E+3 
O.OOOE+O O.OOOE+O 2.089E+3 5.333E+4 7.509E+4 6.693E+3 L891E+6 
O.OOOE+O O.OOOE+O -6.659E+2 3.448E+4 4.652E+4 4.327E+3 -5.240E+4 

B= 

l 
7.301E-2 -5.1BIE-2 O.OOOE+O O.OOOE+O O.OOOE+O O.OOOE+O O.OOOE+O 
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O.OOOE+O O.OOOE+O 6.777 E-4 L559E-2 -4.735E-2 -4.404E-3 5.333E-2 
O.OOOE+O O.OOOE+O -2.207E-3 -4.735E-2 L894E-1 -5.942E-3 7.509E-2 
O.OOOE+O O.OOOE+O 8.505E-5 -4A04E-3 -5.942E-3 8.093E-l 6.693E-3 
O.OOOE+O O.OOOE+O 2.089E-3 5.333E-2 7.S09E-2 6.693E-3 LS91E+O 
O.OOOE+O O.OOOE+O -6.659E-4 3.HBE-2 4.652E-2 4.327E-3 -5.240E-2 

[ 0 l 
T 

los = 0 39386yp 0 0 0 0 0 

with 

{ 
y, y < 0 
0, y ~ 0 

Furthermore, the external load force is 

[ 0 0 ]
T 

lex = 0 39.38 cos(27r Jet) 0 0 0 0 

and the control force is 

[ 0 0 ]
T 

U= U 0 0 0 0 0 

The column with degrees of freedom can be written as 

q [ Ys Y 6 6 6 e4 e5 e6 r 
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(10.38) 

O.OOOE+O 

}~ 
O.OOOE+o 

-6.659E+2 
3.44BE+< 
4.652E+4 
4.327E+3 

-5.240E+4 
4.051E+6 

O.OOOE+O 

}~ 
O.OOOE+O 

-6.659E-4 
3.H8E-2 
4.652E-2 
4.327E-3 

-5.240E-2 
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(10.41) 

(10.42) 

(10.43) 

(10.44) 

(10.45} 

with Ys the displacement at point S and y the displacement at point 0 (figure 10.1). 
6 - e6 are the virtual degrees of freedom generated by the component mode synthesis 
method. 
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11 
STABILIZATION OF PERIODIC SOLUTIONS 

OF NONLINEAR MECHANICAL SYSTEMS: 

CONTROLLABILITY AND STABILITY. 1: 

In nonlinear mechanical systems, which show stable (sub)harmonic, quasi-periodic 
and/or chaotic responses, together with coexisting (unstable) harmonic solutions, a large 
reduction of maximum subharrnonic, quasi-periodic or chaotic displacement might be 
established if the coexisting unstable harmonic solution could be made stable. The 
control effort to obtain this goal can be very small. In this paper, a method is presented 
for determining the controllability of periodically excited nonlinear mechanical systems. 
This method determines if an unstable periodic solution can be stabilized using control. 
Furthermore, a method for calculating the local stability of an earlier developed control 
method, i.e. sliding computed torque control, for the above mentioned goal is presented. 
Simulation results are presented for a periodically excited beam system supported by a 
one-sided spring to demonstrate the capabilities of the above presented methods. 

11.1 Introduction. 

The long term behaviour of a nonlinear dynamic system under periodic excitation can 
be periodic, quasi-periodic or chaotic. In case of periodic behaviour the period time 
of the system response may be equal to the excitation period (harmonic solution) or 
n times the excitation period (1/n subharmonic solution). Subharmonic behaviour of 
the system may lead to the occurrence of extra resonance peaks. If quasi-periodic or 
chaotic behaviour occurs the response will have frequencies that are generated by the 
system itself. Also in case of stable quasi-periodic or chaotic solutions the maximum 
response of the system will increase in general compared to the harmonic response. 
Since large amplitudes usually give rise to large strains and stresses, damage to the 
system or structure is likely to occur. Thus resonance peaks, quasi-periodic and chaotic 
behaviour should be avoided under all operating circumstances. This can be achieved 

tvan de Vorst, E.L.B., Kant, A.R., Van de Molengraft, M.J.G, Kok,J.J., and Van Campen, D.H., 1995, 
"Stabilization of Periodic Solutions of Nonlinear Mechanical Systems: Controllability and Stability," 
Journal of Vibration and Control, submitted 
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by using control. 
In principle, active control can force the output of a system to any desired response 

if we are willing to supply the necessary control effort. From a practical point of view 
it is interesting if the control effort can be relatively low, while still meeting the control 
objectives. Often a low-amplitude harmonic solution coexists if subharmonic, quasi­
periodic or chaotic motions occur. This is a natural solution of the system although it 
may be unstable. Because the harmonic solution is a natural solution of the system, the 
control effort to keep the system on the harmonic solution is expected to be very small 
(theoretically even zero}. Then, the control effort which is needed to bring the system in 
this low-amplitude harmonic solution may be large initially, but probably only so during 
a short period. 

In Van de Vorst et al. (1995} a control method is developed for controlling multi­
degree-of-freedom (multi-DOF} mechanical systems to unstable periodic solutions by 
putting a single control force somewhere on the system. The control method used in 
that paper is a sliding computed torque control method in combination with a first order 
low pass filter. This filter improves convergence of the tracking errors and the control 
force to zero. 

In this paper a method is presented to determine whether an unstable periodic solution 
of a nonlinear mechanical system can be stabilized. Further, the high frequencies in the 
control force, which occur if no filter is used, are investigated. A method is presented 
for determining the local stability of the sliding computed torque controller (including 
the first order low pass filter}. Some simulations are carried out to demonstrate the 
capabilities of the presented methods using a periodically excited beam system supported 
by a one-sided spring. 

11.2 Controllabfiity: Can an unstable periodic solution 
be stabilized? 

11.2.1 Theory. 

Before applying a control method, it is important to determine whether the unstable 
periodic solution can be stabilized. Most methods for determining the controllability 
of a system are developed for linear systems. However, we are dealing with nonlinear 
systems. The nonlinear system can easily be linearized with respect to the desired 
trajectory. Using the linearized (time-varying) system, the results on controllability for 
linear systems will be valid only locally, i.e. near the desired trajectory. 

The equations of motion of an n-DOF nonlinear dynamic mechanical system with 
an assumed constant mass matrix can be written as 

Mij + fn~(q,q,t) fex(t) + hu (11.1) 

with q the system degrees of freedom, M is the constant mass matrix, fnt represents 
the nonlinear internal forces, lex are the time-dependent external forces, u is the control 
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force acting on DOF k and 

h = [ Ot . . . Ok-t 1 Ok+t . . . On r. (11.2) 

Equation ( 11.1) can be rewritten in state space form as 

(11.3) 

where 

Linearizing (11.3) about the desired trajectory qd yields 

6re A(t)o:v + bu (11.5) 

where 

(11.6) 

The solution of equation (11.5) can be written as 

o:v(t) = t})(t, to)t5a:0 + lt t})(t, r)bu(r)dr 
to 

(11.7) 

with t5a: 0 = 6a:(t0) and t})(t, to) the so-called fundamental matrix (cf. appendix ll.A). 
Because 

equation (11.7) can be rewritten as 

Da:o- t})(to, t)t5re(t) = -lt t})(t0 , r)bu(r)dr 
to 

(11.9) 

The standard practice for determining the controllability of a linear time-varying 
system is using a controllability gramian (Brockett, 1970) 

(11.10) 

When the control force u is chosen to be 

(11.11) 
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with ( E IRn, then the state 6:v1 on h will be the solution of 

The system is completely controllable on time t1 starting from t 0 , i.e. every 6:v1 can be 
established using the control forces on t0-t1 for arbitrary 6:v0 , if and only if the gramian 
We( t0 , t!) is regular. After all, if We( t0 , tt) is singular, at least one vector""( exists for 
which We( t0 , t1 )"'Y = 0 and ""(T ( 6:v0 - tit( t 0, ti)6:v1 ) =/= 0. In that case holds 

""(TWe(to,hh [
1 

""(Ttlt(to,r)bbTtltT(to,r)"'Ydr = [
1 

llbTtltT(to,rhWdr = 0 
t0 to (11.13) 

which means that bT tltT ( t0 , t)"'Y = 0. Premultiplying equation (11.9) by "YT yields 

(11.14) 

Because bTtltT(t0 , t)"'Y = 0 there is no control force u(t) which can realize (6:v0 

tit( t0 , t 1)6:v 1 ) so the system is not completely controllable. 
For stabilizing an unstable periodic solution, the system does not have to be com­

pletely controllable. The stability of a periodic solution can be determined using Floquet 
theory (see Appendix ll.A). Applying Floquet theory results in stable and unstable 
Floquet multipliers. The corresponding eigenvectors determine the stable and unsta­
ble directions in which the periodic solution attracts and repels trajectories in its near 
neighbourhood. These stable and unstable directions, also called the stable and unstable 
manifolds, are time-varying and periodic. 

A state 6:vo in the direct neighbourhood of an unstable periodic solution can be 
written as a linear combination of the stable and unstable eigenvectors 

(11.15) 

where '\I! 8 (2n x n 8 ) are the stable eigenvectors, '\I! u.(2n x nu) are the unstable eigen­
vectors, a E IRn• and f3 E JRnu (ns + nu = 2n). Using this initial state, the state of the 
uncontrolled system will be 

(11.16) 

The first term on the right-hand side of equation (11.16) will approach asymptotically to 
zero if time proceeds, whereas the second term on the right-hand side will go to infinity. 
Because 6:v ( t) is a variation with respect to the desired trajectory :vd( t) (the equations of 
motion were linearized about the desired trajectory), 6 :v ( t) = 0 is the desired trajectory 
for the linearized equations of motion. This means that if it is possible to control the 
system in such way that on time t 1 the state will be 

(11.17) 
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Figure 11.1 Beam system. 
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with(} E Rn•, &v(t) will automatically tend to zero without any further control effort. 
In that case it is possible to stabilize the periodic solution. 

Using equations (11.17), (11.15) and (11.11), (11.12) results in 

We( to, tt)C D2!o- <J.>(to, tl)6z1 

and this can be rewritten as 

= lit sa+ lltuf3- <J.>(to, t1)<J.l(h, to)llts(} 
= llt.,(a:- 8) + Wu/3 

(11.18) 

(ll.l9) 

If a solution of equation (11.19) exists for arbitrary a and {3, then the periodic solution 
can be stabilized using the control force. Because 

rank [ lit., lltu J 2n (11.20) 

it is easy to see that this condition is satisfied if the following condition holds 

(11.21) 

11.2.2 Simulations. 

In this section some simulation results are presented for a two-dimensional pinned­
pinned beam shown in figure 11.1. The beam is excited at the point of symmetry 0 
by a periodic force Fex = 39.38cos(21i Jet) Ue :::;:; 50 Hz). We assume small Rayleigh 
damping (damping matrix C = x K, with K the stiffness matrix of the linear beam and 
x 10-6 s). The beam is supported in its point of symmetry 0 by a one-sided spring 
and a linear damper and is controlled by a single control force u in pointS (figure 11.1 ). 

The beam is modelled using the finite element method and the number of DOF's of 
the linear part of the model (the beam) is reduced using a component mode synthesis 
method based on residual flexibility modes and free-interface eigenmodes up to a cut­
off frequency of 400Hz (Craig, 1985). Because nonlinear systems can generate higher 
frequencies than their excitation frequency, the cut-off frequency has been chosen higher 
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Figure 11.2 Maximum displacements of periodic solutions of point 0 of beam 
model without control. 

than the maximum excitation frequency. The beam model is reduced from 100 to 8 
DOF's (2 residual flexibility modes for the DOF's in points 0 and S, 6 free-interface 
eigenmodes with eigenfrequencies of 8.96 Hz, 35.83 Hz, 80.60 Hz, 143.2 Hz, 223.7 Hz, 
321.9 Hz). Subsequently the reduced linear system is coupled with the nonlinear part, 
i.e. the one-sided spring, and the linear damper. 

Periodic solutions of the uncontrolled beam system are calculated for varying excita­
tion frequency by solving two-point boundary value problems using the finite difference 
method in combination with a path-following method (Fey et al., 1996). The maximum 
displacements IY !max of 0 occurring in the periodic solutions are shown in figure 11.2 for 
varying excitation frequency fe· This figure shows in addition to the first harmonic peak 
also stable l/2, 1/3, l/5, 117 and l/9 subharmonic peaks. The maximum displacements 
of the subharmonics are much larger than the maximum displacements of the coexisting 
harmonic solution, which is unstable below the stable branch with l/2 subharmonics. 
Also quasi-periodic and chaotic behaviour (not visible in figure 11.2) is found in the 
frequency range fe =47-49Hz. Figure 11.2 was calculated using a development release 
of the finite element package DIANA ( 1995). 

The rank of the left-hand side of equation (11.21) has to be calculated to determine if 
the unstable harmonic solutions in the frequency range fe = 20-50Hz can be stabilized. 



11.2. CONTROLLABILITY: CAN AN UNSTABLE PERIODIC SOLUTION BE STABILIZED? 189 

1,= 0.75 m 

Olw-=c----WQ'......,_.. .. Q0-0 1¥1-0 ::0-'ll 0 ll ~D ""'a.m>~lmntlalmZI;I 0 fl .:t!O ll ,_
0 

O Cll 1:1!:! II 

~£EBIPE111BIIB£BB~noo-.aa t~~a.mee m~ce o ~a flltam~- .. (> c 1111oo ~o a o a" o 
~~--,.::t~a:Ja-llt!DIM:'lltl!ll':l-o!!I!II:I!IIIU30Co~t~ac~~=::~=gglllllg81ft6~ 
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For determining the rank of a matrix, the singular values of this matrix are calculated 
and the number of nonzero singular values yields the rank of the matrix. In practice, 
it is difficult to distinguish between singular values which are really zero and singular 
values which are not zero. Because the monodromy matrix, partitioned according to the 
left-hand side of (equation (11.20)), has rank 2n, the singular values of equation (11.20) 
can be used to assess the singular values of the controllability grarnian We. 

For calculating the singular values of the matrix whose columns are the eigenvectors 
ofthe monodromy matrix, the singular values are calculated of a matrix with columns 
consisting of the real and imaginary parts of the complex conjugate eigenvectors. All 
columns of this matrix are normalized at length one. Analysing the singular values of 
the controllability grarnian We(t0 , t1) showed that the singular values remain constant 
if the integration time tt t0 is more than one period Tp. Because of this in the next 
results the controllability grarnian We is calculated by integration of equation ( 11.1 0) 
over one period Tv so We We(O, Tv)· 

Figure 11.3 shows the singular values of the above partitioned monodromy matrix 
[ -q; 6 -q;.. ] as well as the singular values of the grarnian [ We ] and of [ We -g; 8 ] 

in the frequency range J, = 20-50 Hz of the beam system. The distance between the 
left-hand side of the beam and the control force is taken l8 = 0.75 m (of course the 
singular values of r -q; IJ -q; .. l are independent on the position of the control force). 

The results in figure 11.3 indicate that the beam system (with a control force at l. = 
0. 75 m) is not completely controllable because some singular values of the controllability 
grarnian are very small. However, using the control force the unstable harmonic solutions 
can locally be stabilized since the singular values of [ We -g; 8 ] lie in the same range 

as the singular values of [ -q; 8 -q;.. ] . 

Figure 11.4 shows the singular values of [ We -g;., 1 for varying position l. of 
the control force. The figure shows that the harmonic so utions cannot be stabilized 
if the control force is very close (l. = 0.01 m) to the left-hand side of the beam. In 
that case some singular values are very small. Only in the frequency ranges 38-40Hz 
and 41-47Hz the smallest singular values are larger but in these frequency ranges the 
harmonic solution is stable without control. For the other positions of the control force, 
the harmonic solutions can be stabilized in the whole frequency range. 

11.3 Sliding computed torque control: Stability 
analysis. 

11.3.1 Filtering the controlforce. 

In Van de Vorst et al. (1995) sliding computed torque control (Slotine and Li, 1991) in 
combination with a first order low pass filter is used. In this control method, one DOF 
is controlled to its desired trajectory assuming that, as a result, the other DOF's will go 
to their desired trajectory too. 



11.3. SLIDING COMPUTED TORQUE CONTROL: STABILITY ANALYSIS. 191 

svd[W. 'I'J 1.= 0.01 m 
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The control force u acting on DOF k can be calculated as follows 

Uk = (hT M- 1h r1 
( hT M-1 fnt- hT M-1 lex+ hT ijd- ),hT E- TJSat(hT sf a)) 

(11.22) 

where 

s = i + AE (11.23) 

with E = q - qd and 

sat(hT sf a) = { 
-1, if hTs < -a 

hT sf a, if ihTsl :::; a 
1, if hTs > a 

(11.24) 
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Uk is filtered by a first order low pass filter with bandwidth fc: 

(11.25) 

In Van de Vorst et al. (1995) it has been shown that if the beam system with one­
sided spring (section 11.2.2) is controlled without filtering, the control force shows high 
frequencies, yielding a slow convergence of the tracking errors. Figures 11.5 and 11.6 
show the results of controlling the beam system without the one-sided spring for fe = 
25 Hz and ls = 0.78 m. The one-sided spring is taken out because in a linear system it 
is easier to detect the eigenfrequencies. The control parameters are taken .A = 100.0, 'fJ 
= 25.0 and u = 0.5. In figure 11.5 the control force is not filtered whereas in figure 11.6 
the control force is filtered with a first order filter with bandwidth fc = 200 Hz. 

At t = 1 s the beam is controlled to its steady-state solution (which is stable because 
the system is linear). Because at t = 1 s the beam is not in its steady-state, control effort 
is needed to bring it there. The figures show that in both cases the tracking errors of 
the displacement Ys of the beam at the control force converge quickly to zero. If the 
control force is not filtered, the tracking errors of the displacement y of the middle of 
the beam converge very slowly to zero and because of this high frequencies occur in 
the control force. The frequencies occurring in the control force correspond with the 
eigenfrequencies of the linear beam if it is supported at the position of the control force 
(the eigenfrequencies of the linear beam supported in y s -direction at the control force are 
/I = 21.88 Hz, fz = 72.39 Hz, !3 = 142.4 Hz, !4 = 185.1 Hz, fs = 282.1 Hz). Apparently 
one position of the beam is controlled so fast to its desired trajectory that the system starts 
vibrating in eigenmodes corresponding to the system supported at the control position. 
This can be avoided by correcting the control parameters in the way that the position at 
the control force is more slowly controlled to its desired trajectory. However, this will 
result in a slower convergence of all the tracking errors. Figure 11.6 shows that using a 
first order low pass filter yields a large improvement of the convergence of the tracking 
errors and control force. Except for the frequency at 17 Hz, the frequencies occurring 
in the control force are similar to the eigenfrequencies of the uncontrolled system. 

11.3.2 Stability analysis. 

For determining the stability of the controlled system, the equations of motion are 
rewritten as 

;e* = f*(a!*,t) (11.26) 

where re* = [ qT qT u ]T and 
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Linearizingequation(ll.27)withrespecttothedesiredtrajectorya:;t(t) = [ qdT qdT 0 r 
yields 

oz* = A*(t)o:c* 

where 

In ( 11.29) uq and u4 can be calculated as 

(11.28) 

0 l M- 1h 
(1 .29) 

-27r fc 

Notice that qd(t) as well as the matrix A*(t) is periodic: A*(t) = A*(t + Tp)· Using 
Floquet-theory (see Appendix 1l.A) the local stability of the periodic solution qd(t) 
can now be determined. Applying Floquet theory results in Floquet multipliers which 
can be recalculated as characteristic exponents p. The real parts of these characteristic 
exponents determine the local stability of the periodic solution: if all real parts are smaller 
than zero the periodic solution (and hence the controlled system) is locally stable near 
the desired trajectory. If one or more real parts are larger than zero, the controlled system 
is unstable near the desired trajectory. Notice that this does not necessarily mean that 
the trajectories of the system become unbounded since the system is nonlinear and the 
characteristic exponents are only meaningful if the system is in the neighbourhood of 
the desired trajectory. 

11.3.3 Simulations 

In this section some simulation results are presented for the nonlinear beam system of 
section 11.2.2. The control parameters are taken .A = 100.0, 'fJ = 25.0 and a = 0.5. The 
maximum absolute control force is taken lulmax = 20 N. 

Figure 11.7 shows the response of the system if the excitation frequency is linearly 
increased from 20 Hz to 50 Hz in 26.3 sec (see also Van de Vorst et al. (1995)). 
If the system is not controlled (figure 11.7a), the maximum displacements increase 
because of the subharmonic resonance peaks. Using small control effort, the maximum 
displacements are reduced (figures 11.7b-c). The position z. of the control force is taken 
0.78 m and the filter bandwidth is fc = 200 Hz. 
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Figure 11.7 Frequency sweep from 20 to 50 Hz in 26.3 s: (a) y of uncon­
trolled system, (b) y of controlled system, (c) control force u, (d) real parts of 
characteristic exponents of controlled system 

At the beginning the control force is high because the system not being in its steady­
state. In small frequency ranges near 22.5 Hz, 25 Hz, 27Hz, 32Hz and 37Hz, the 
control force increases for a short while after which it converges to small values again. 
In these frequency ranges superharmonic resonances occur due to the high-frequency 
symmetric eigenmodes of the system (see also figure 11.2). In the frequency range 
37-46Hz the control effort is high over a larger frequency interval. In figure 11.7d the 
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real parts of the characteristic exponents p of the controlled system are shown resulting 
from Floquet theory. This figure shows that in the frequency range 35.5-45.5 Hz the 
controlled system is locally unstable (one of the real parts of p is larger than zero in that 
frequency range). Investigation of the Floquet multipliers of the controlled system learns 
that this unstable interval is marked by two flip bifurcations. This indicates that period 
doubling occurs in this frequency range: the controlled system has a 1/2 subharmonic 
solution as its steady-state for which of course the control force is not zero. Figure 
11.7b indicates that the response corresponding to the maximum amplitude of this 112 
subharmonic solution is almost equal to the desired trajectory (the harmonic solution of 
the uncontrolled system) because the maximum response ofthe system does not increase 
much in the unstable frequency range. 

Because it takes some time before the control force increases if the controlled system 
is unstable and the excitation frequency is linearly increased during the control sweep, 
the control force does not increase immediately in the unstable frequency range. It also 
takes some time before the control force converges to zero if the frequency is increased 
to the stable frequency range again. From figure 11.7 it can be concluded that, although 
the stability analysis is only locally valid, here reliable results are obtained for the global 
system (if the system moves into the stable frequency range, the control force converges 
to zero again). 

Figure 11.8 shows the real parts of the characteristic exponents of the controlled 
system resulting from Floquet theory for varying excitation frequency and bandwidth 
of the filter. The position ls of the control force is taken 0.78 m again. The harmonic 
solutions of the uncontrolled system are unstable in the frequency ranges 20.2-37.5 Hz 
and 47.5-49.5 Hz. 

In figure 11.7 it was already shown that the controller is not stable over the whole 
frequency range. Figure 11.8 shows that using the filter the unstable part can be moved 
and decreased but the filter cannot make the controlled system stable over the entire 
frequency range. Also by changing the control parameters it was not possible to get 
better results. Notice that for some filter bandwidths stable harmonic solutions of the 
uncontrolled system become unstable if the system is controlled. This is remarkable 
because if the controlled system is vibrating in the harmonic solution, the control force 
is zero (in theory). Apparently, little disturbances on the system result in a nonzero 
control force which makes the harmonic solution unstable. 

The largest real part of the characteristic exponents gives an indication about how 
quickly the controlled system converges to its desired tr~ectory. The more negative 
this real part, the faster the system converges. Figure 11.8 shows that the optimal filter 
bandwidth for the system with z. = 0.78 m is fc =600Hz. For fc =600Hz, the largest 
real part of the characteristic exponents takes the lowest value except of course for the 
unstable parts. 

Figure 11.9 shows the real part of the characteristic exponents for varying excitation 
frequency and varying position z. of the control force. The control parameters are taken 
the same as in figure 11.8. Further, the filter bandwidth is taken fc = 200Hz. The figure 
shows that if the control force is moved to the middle of the beam, the frequency range 
where the controlled system is unstable decreases and disappears for I.= 1.125 m and 



11.3. SLIDING COMPUTED TORQUE CONTROL: STABILITY ANALYSIS. 197 

25 .-----------~--------~-----------------------------------------------, 20 9l(p) 

15 

10 

0 

-5 

-10 

·15 

1. = 0.78 m, f.= 100Hz 

'0/f{IISJ'o 0 oa,.....,o g a GD~ 

.... ft 

I 
o.f'oo 0 

lfn>._l! 0<1""....,.," o Q<ll-.:1<1 <1 D =~<>I! a 6 o o.nco [][)0" o <> -0 Q Q ,, 
d' 
.., a.DDDOCOD<>D-r:IQ 

"' ,, 
, '' a 1 , -, ~, , , , -Lsi.Hz] 

so 

25 .-----------~---------------------------------------------------------, 
20 9!(p) 1. = 0.78 m, t. =200Hz 
15 

10 

50 

~.-------------------------------~---------------------------------. 20 9l(p) 1. = 0.78 m, f, =600Hz 
15 

10 

.,. 
-15 

·20 25 30 
f. [RzJ 

35 ... 411 ~ 

25 
20 9l(p) 1. = 0.78 m, f, =1000Hz 
15 

10 

25;------------------------------------------------------------------, 
20 9l(p) 1. = 0.78 m, f, = 100000 Hz 
15 

10 

5 

0 

-5 

·10 

- o a"" 
•' 

========:~=g =====: ::::: ~ :::: ~: ===~~ g ~ ~ ~mg: g ~ - ... .,....,_.,~..._.~-""~o c:c~:-IWI'Xrw"""'~" l)()r;o-o ow-a o o ~~oo o o o _,.,"'-a o g .a 

' . • • 
• g 

~ ~~~ 
"202~0-----------~~--------~30~--------~35,_---------4~0.----------.411~----~~~~ 

Figure 11.8 Real parts of characteristic exponents of controlled system for 
varying filter bandwidth fc; l, = 0.78 m. 



198CHAPTER 11. STABILIZATION OF PERIODIC SOLUTIONS OF NONLINEAR MEcHANICAL SYSTEMS ••. 

1,.= 0.01 m, f.= 200Hz 

I 

0 

-5 

-10 

-15 

-2020 50 

25 

20 9t(p) I,= 0.375 m, t. = 200 Hz 
15 

10 

5 . 
i 0 

. 
-5 ----{~ .-umo ~.,..,_.,.,<> o t:IIIUlO o .,.._II o l:lU/;1 

-10 g i 
-15 II""" --· --·. =--· =1-· ~~-·' -·. f."r.AzT 
"2020 25 30 35 4ll 45 50 

25 

20 9t(p) I,= 0.75 m, f.= 200 Hz 
15 

10 

/.~-~··-5 0 • 

0 ~~--~---m•-• m-• m-om-:: B -• m- oo ~• o o :Oo: •-o • o o o o 
-5 

·10 
OG ~~-=<l-.::!CI><I~IIIX:I-IlllD~OtiCI-

ollKO<l o 11 g. o n a 

·15 .#'.'<:., • I . f. (Hz] 
·2020 25 30 35 40 45 50 

25 

20 9t(p) 1,= 1.125 m, f.:: 200Hz 
15 

10 

5 

0 

: r 9t(p) 1,=1.49m,f.=200Hz 

15 ~ 
10 

0 Ullfl~m.B!ImiiB!Il~6 aEEB flWEIIE:II.I B:JE.IS 9 ~9 li-..alalll8 Q ~1'1 8 B B >BlEBS B B B B B IUIRQQ 
0-~..a.D::.:D_,<ZI~~=c ,_,.,, ..._..,., ~0 <1 ~0 -UIIU:ll!l 0 -~<1 ll <1 D <D~.Q 0 0 C1 0 tl tii::WEDOO 

-10 

~ ~(H~ 
"202Fu---------,2~--------~a~o~--------~asr---------~---------,4~5------~~s•o 

Figure 11.9 Real parts of characteristic exponents of controlled system for 
varying control position l,; fc =200Hz. 



11.3. SLIDING COMPUTED TORQUE CONTROL: STABILITY ANALYSIS. 199 

1.49 m. For z. = 0.01 m the unstable frequency intervals of the controlled system are the 
same as the unstable frequency intervals of the uncontrolled system. This means that for 
z. = 0.01 m the harmonic solutions cannot be stabilized and this was already concluded 
from the controllability analysis. 

By looking at the largest real parts of the characteristic exponents, it could be 
concluded that z. = 1.125 m seems to be the optimal position for the control force. This 
is, however, not necessarily true. Comparing the case l. = 0.75 m to z. = 0.78 min figure 
11.8 shows that for z. = 0.75 m the largest characteristic exponent is higher and lies 
near zero, although the difference between the two positions is small. The eigenmode 
corresponding to this characteristic exponent is asymmetric and has a node at ls = 0.75 
m. This means that this eigenmode cannot be controlled by the control force. However, 
because this eigenmode has also a node at the middle of the beam, the eigenmode will 
not be activated during the control. This means that this eigenmode does not have to be 
controlled and does not have a negative effect on the convergence of the tracking errors. 
Even if the eigenmode is activated, it will not have a negative effect on the control force, 
because the eigenmode has a node at the position of the control force and a node at the 
position of the nonlinearity. In that case, the control force will be very small while the 
tracking errors can be relatively large, slowly converging to zero. 

If the control force is near the middle of the beam, i.e. z. = 1.49 m, all asymmetric 
eigenmodes will be uncontrollable. However, similar to ls = 0.75 m, these asymmetric 
eigenmodes are not activated during the control. From this, it can be concluded that 
the middle of the beam is the optimal position for controlling the beam to the unstable 
harmonic solution. 

Notice that if the control force is positioned at a node of an eigenmode, not always 
good results (control force converging to zero) will be obtained. If the eigenmode, that 
has a node at the position of the control force, has no node at the middle of the beam, this 
eigenmode will be activated by the one-sided spring. In that case the beam system will 
not track in the desired trajectory Yd at the middle of the beam. Because the one-sided 
spring is nonlinear, also other eigenmodes (which have no node at the position of the 
control force) will be activated and, as a result, the control force will not converge to 
zero as long as the eigenmode has not damped out. 

In figures 11.10 and 11.11 this is demonstrated by putting the control force on a 
node of the third symmetric eigenmode (/3 = 80.60 Hz, z. = 1.0 m). The linear damper 
in the middle of the beam is removed in these simulations, because this damper damps 
the symmetric eigenmodes too quickly. Figure 11.10 shows that the tracking errors and 
control force indeed do not quickly converge to zero. Figure 11.11 shows results for the 
system without one-sided spring. Now, although the tracking error at the middle of the 
beam is not zero, the control force still converges to zero. This is due to the fact that in 
contrast with the nonlinear system, the eigenmodes in the linear system are decoupled. 
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In this paper a method is presented for determining whether an unstable periodic solution 
of a periodically excited nonlinear mechanical system can be stabilized using a single 
control force. Simulations with a periodically excited beam supported by an one-sided 
spring show that using this method it is possible to determine the controllability of the 
system. 

Furthermore, a method is presented for determining the local stability of a sliding 
computed torque controller in combination with a first order low pass filter. Simulations 
with the beam system show that the first order filter avoids high frequencies correspond­
ing to high system eigenfrequencies in the control force and that the tracking errors 
quickly converge to zero. Using Floquet theory it is possible to assess the local stability 
of the controlled system. By examining the characteristic exponents resulting from 
Floquet theory it is possible to choose the optimal values of the filter bandwidth, the 
control parameters and the control position. Although the stability analysis is only valid 
near the desired trajectory, the simulations indicate that the results can also be useful to 
some extent to assess the global stability of the system. 
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ll.A Stability analysis: Floquet theory 

The local stability of a periodic solution q(t) is investigated by linearizing the equations 
of motion (11.3) of the uncontrolled system around that solution and examining the 
evolution in time of an infinitesimally small perturbation 8q(t). Using a first order 
formulation and neglecting higher order terms, substitution of the perturbed solution 
q(t) + 8q(t) in (11.3) gives: 

o;, ~ A( t)Cz, A(t) : [ _ M-' ( 0 f~( t)) _ M-' {c ';f)) l ( ll.32) 

where 8~ = [ 8qT 81/] T and with initial conditions c5~(t0 ) 8~0 • The general 
solution of (11.32) is: 

8~(t) = .P(t,to)8~o, .P(to,to) I (11.33) 

where .P(t, t0 ) is the so-called fundamental matrix. If the solution q(t) is periodic with 
period time Tp (and hence A(t) = A(t + Tp)), Floquet theory (see for example Seydel 
(1988)) shows that the fundamental matrix .P(t, to) satisfies: 

( 11.34) 

where .P.x is the so-called monodromy matrix, which is assumed to have a spectral 
decomposition: 

(11.35) 

where '.If is the decomposition matrix and ,\i are the eigenvalues of E>_x. Using (11.34) 
it can easily be shown that (t* = t - to - KTp, 0 ::::; t* < TP, K E Z): 

(11.36) 

So, if the solution q(t) is periodic, the long term behaviour of 8~(t) is predestinated by 
the eigenvalues,\; of .P.x (l.\;+d ::::; l.\;1), the so-called Floquet multipliers. 

Sometimes the fundamental matrix is written in the form 

.P(t, to)= E>(t)e~pTp(t-to), E>(to) =I (11.37) 

where E>(t) = E>(t + Tp)· The monodromy matrix follows now from 

(11.38) 
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where p; are the characteristic exponents defined by 

(11.39) 

The following stability conditions result: 

• (asymptotically) stable periodic solution, periodic attractor, if: I.X;I < 1, or 
~(Pt) < 0, Vi 

• marginally stable periodic solution, if: I.Xtl = 1, or ~(Pt) = 0 

• unstable periodic solution, periodic repellor, if: I.Xtl > 1 or ~(Pt) > 0 

The eigenvectors W corresponding to the Floquet multipliers can also be divided into 
stable and unstable eigenvectors, W s and w u. These eigenvectors are the initial stable 
and unstable directions in the state space at t = to + kTp, k E N. Trajectories starting at 
the stable (unstable) directions will approach the periodic solution when time increases 
(decreases). 

More details about Floquet theory can be found in Seydel (1988). 
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12 
CONCLUSIONS AND RECOMMENDATIONS. 

In this thesis the long term dynamics of nonlinear mechanical systems is analysed. It 
is shown that systems consisting of large linear parts and local nonlinearities can be 
analysed very efficiently if a component mode synthesis method is applied for reducing 
the number of degrees of freedom of the linear parts which are modelled using finite 
elements. 

In this thesis, three methods were used to solve the two-point boundary value prob­
lems for calculating the periodic solutions; finite differences, multiple shooting and 
incremental harmonic balance. The first method is the most efficient one from a com­
putational point of view if an equidistant time mesh can be used. A disadvantage of this 
method is that it cannot be used for "hard" discontinuities, i.e. discontinuities which 
cause a large change of the state of the system in a small time interval (dry friction, rigid 
stops). Improving the finite difference method in the way that a variable time mesh can 
be used should solve this problem. The computational time, however, will increase very 
much in this case. Therefore, it is not useful to improve the finite difference method. 
For systems with no "hard" discontinuities, the method gives accurate results and is very 
efficient. 

As an example of the above, a rotor-bearing system with 44 degrees of freedom 
and seven local nonlinearities (oil journal bearings) was investigated successfully using 
finite differences (Hendrikx, 1994). This system cannot be analysed using the shooting 
method due to the large computational times which are then involved. 

For systems with "hard" discontinuities, the multiple shooting method is useful 
as long as a time integration method is used with a variable time step size. This 
time integration method is responsible for the large computational times if the number 
of degrees of freedom of the investigated system is large. Of course, the multiple 
shooting method would be less computational time consuming if an integration method 
with a steady step size is used. However, then the method cannot be used for "hard" 
discontinuities. At this moment, systems up to eight degrees of freedom (with similar 
nonlinearities as used in this thesis) can be analysed using the (multiple) shooting method 
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with reasonable computational times. 
The incremental harmonic balance method is very efficient for weakly nonlinear 

systems. In that case the number of harmonic terms in the incremental harmonic 
balance method can be taken low, resulting in very low computational times even for 
systems with many degrees of freedom. The method is also useful for getting quickly a 
global view of a system response. Then, the calculated system response will not be very 
accurate but accurate enough to determine, for instance, at which frequency resonances 
in the nonlinear system occur. 

The total computational time for analyzing a nonlinear system depends on its number 
of degrees of freedom and on the kind of nonlinearities which are involved. For example, 
the four-DOF system in chapter 2 (beam with at its middle a one-sided spring) can be 
analyzed using finite differences. Calculating one harmonic solution of this system 
takes less than 1 CPU-sec on a Hewlett-Packard/9000 (fourth order central difference 
scheme and 400 discretization points). The total time for calculating the response of 
this system (figure 2.5), including finding subharmonic solutions and calculating a total 
of approximately 4200 periodic solutions takes about five hours. The six-DOF system 
in chapter 5 (beam with Hertzian contact with ~m = 0.015) has to be analyzed using the 
multiple shooting method due to the stiff elastic stop. Calculating one harmonic solution 
of this system takes approximately 25 CPU-sec (Adams variable step/order integration 
method with accuracy of 9 significant digits). The total time for calculating the response 
of this system (42000 periodic solutions, figure 5.3) takes more than a month. Also 
the amount of damping in the system strongly influences the total computational time. 
In weakly damped systems the high frequency eigenmodes will stronger influence the 
low frequency response. This results in more superharmonic resonance peaks in the 
low frequency response. For calculating the response not only more eigenmodes have 
to be included in the reduced system resulting in more degrees of freedom, also more 
periodic solutions have to be calculated near the extra superharmonic resonance peaks. 
For example, for the system response of the six-DOF system in chapter 5 with ~m = 
0.003 instead of ~m = 0.015, 71000 periodic solutions have to be calculated instead of 
42000, making the total computational time much larger. 

It is shown that local nonlinearities in a large linear system can change the dynamic 
behaviour of the system drastically. Furthermore, the results indicate that the high 
eigenfrequencies of the linear parts of the system may have a large influence on the low 
frequency steady-state behaviour of the nonlinear system, especially if the system is 
lightly damped. The eigenfrequencies of the linear parts play an key role in the system 
response. The frequencies for which the nonlinear system resonates harmonically, have 
higher or lower values than the eigenfrequencies of the linear system. How much they 
differ depends on the type and severity of the nonlinearities. In the systems investigated 
in this thesis, especially the first harmonic resonance frequency changes (to a higher 
value) whereas the other harmonic resonance frequencies remain approximately the 
same. 

Because the frequencies which occur in a periodic solution of a nonlinear system 
are a multiple of the basis frequency (i.e. the lowest frequency occurring in the periodic 
solution) of that periodic solution, often extra (superharmonic) resonance peaks occur 
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if one of the resonance frequencies of the nonlinear system equals a multiple of the 
excitation frequency. Often lin subharmonic behaviour occurs if at 1/n times the 
excitation frequency a ( superharmonic) resonance peak exists. Knowing this, it becomes 
possible to predict the response of the system once the resonance frequencies of the 
nonlinear system are known. 

In parts I and II it was shown that it is possible to predict the existence of subharmonic 
branches in this way. The size of these subharmonic branches depends on the damping 
level in the system and the type and strongness of local nonlinearities involved. The 
more damping is present in the system, the smaller the subharmonic branches become. 
The stronger the nonlinearities are, the larger (amplitude and width) the subharmonic 
branches become. 

In part I a comparison between experimental and numerical results indicates that a 
one-sided leaf spring with much higher eigenfrequencies than the maximum excitation 
frequency which is investigated, can be modelled using a one-sided massless spring. 
Furthermore, it may be concluded that an elastic stop in a dynamic system can be 
modelled accurately using the Hertzian contact force law despite the fact that this theory 
is developed for static analysis. 

By calculating the stable and unstable manifolds of unstable periodic solutions, it 
is possible to determine the global stability of attractors of single-DOF systems. If 
the single-OOF system is already a good approximation of the system (like the beam 
supported by the one-sided spring), in part II experiments show that it is possible to use 
the single-DOF system for analyzing the global stability of the attractors of the system. 
If the single-DOF system is not a good approximation of the multi-DOF system or if 
the system cannot be reduced to a single-DOF system (like a rotordynarnic system), 
manifolds cannot be used to assess the global stability of coexisting attractors. In that 
case another method like the cell-mapping method (Hsu, 1987, Vander Spek, 1994) 
can be used. However, the cell-mapping method is a very expensive method from a 
computational point of view, especially for multi-DOF systems. Furthermore, the cell­
mapping method is not very useful for detecting fractal basin boundaries and weakly 
damped systems. 

For multi-DOF systems, still the one-dimensional unstable manifolds can be cal­
culated. From their shape, it can be assessed whether the boundaries of the basins of 
attraction are fractal or not. Attractors with a low global stability often occur if the 
basin boundaries are fractal. So using the unstable manifolds, often an assessment of 
the global stability can be made. Nevertheless, in the future, research should be done 
to develop methods for quickly analyzing the global stability of attractors of multi-DOF 
systems. 

In part III rotor systems with oil journal bearings were analysed successfully. Oil 
journal bearings are a very different class of nonlinearities compared to a one-sided 
spring or an elastic stop. Oil journal bearings have a large damping level. Because of 
this no superharmonic resonances where found in the systems which were investigated 
in part III. However, 112 sub harmonic and quasi-periodic behaviour was found for high 
angular rotor speeds. The quasi-periodic behaviour was dominated by the first resonance 
frequency of the shaft so again the linear eigenmodes play an important key role in the 
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system response. Because of this the quasi-periodic behaviour showed a much higher 
response than the coexisting harmonic solutions. Analysis showed that by adding a mass 
unbalance to a moderate level these harmonic solutions can be made stable, resulting in 
a much lower system response. However, still high amplitude quasi-periodic solutions 
can coexist. Using a nonlinear analysis, the mass unbalance needed for stabilizing the 
harmonic solutions can be determined. This cannot be done using linear analysis. In Van 
Liempt ( 1995) the coexistence of stable harmonic solutions and quasi-periodic solutions 
was shown in an experiment. However, in this experiment, in which the same system 
is analysed as in part III of this thesis, it was difficult to determine the exact actual 
mass unbalance because the shaft was not straight. Because of this it was impossible 
to determine the mass unbalance which is necessary for stabilizing the system. In the 
future, this experiment should be improved by using a more straight and balanced shaft. 
Using this experiment the numerical results in part III can be verified more accurately. 

Not only in rotor-bearing systems coexisting (unstable) low amplitude harmonic so­
lutions were found together with stable high amplitude subharmonic or quasi-periodic 
behaviour. Also in the beam systems with one-sided spring or elastic contact this phe­
nomenon occurs. In part IV a method was developed to control nonlinear dynamic 
systems in the way that the unstable harmonic solutions become stable. Because these 
harmonic solutions are natural solutions of the system, the control force will be theo­
retically zero if the system vibrates in an unstable harmonic solution. Because of this, 
a large amplitude reduction can be established using very small control effort. In part 
IV it was shown that using only one control force it is possible to stabilize unstable 
harmonic solutions of the beam with one-sided spring. Also if the excitation frequency 
is varied during the control, it is possible to reduce the maximum system response by 
using very small control effort. Methods were developed for analyzing the stability of 
the controlled system and the controllability of the system. 

In the future, other nonlinearities like dry friction and rigid stops should be analysed 
both numerically and experimentally. Since the characteristics of the local nonlinearities 
have a very large influence on the system response, it is important to be sure that the non­
linearity is modelled well. Before analyzing a complex system with local nonlinearities, 
first simple systems with similar nonlinearities should be investigated both numerically 
and experimentally in order to check whether the nonlinearities are modelled well and 
to learn which phenomena take place. Eventually, identification methods can be used to 
arrive at a good model for the nonlinearity (Verbeek, 1993, Van de Molengraft, 1990). 
The current numerical methods may need to be improved for numerical analysis of 
systems with dry friction and rigid stops. 

In this thesis, systems are investigated with periodic or constant loads. For linear 
systems, generally frequency responses and eigenfrequencies are used to predict the 
system behaviour for other (not periodic) loads like shock loads or stochastic loads. It 
is interesting to investigate if the response of a nonlinear system with aperiodical or 
nearly periodical loads can be predicted using the response of the system with periodic 
loads which is investigated for various excitation frequencies and/or load amplitudes by 
calculating periodic solutions. This is not obvious because the superposition principle 
does not hold for nonlinear systems. 



207 

Also the presented control method can be improved. The control method does not 
guarantee stability of the controlled system. Furthermore, the need for the filter in the 
control method should be further investigated. It is interesting to investigate if the filter 
does also work for other control concepts. In the thesis, it was stated that because of 
measurement noise, model disturbances and model errors the control force will not tend 
exactly to zero if the system approaches the calculated (unstable) harmonic solution. 
Because of the model errors and disturbances, this calculated harmonic solution will not 
be the harmonic solution of the actual system. The presented control method controls 
the system to the calculated harmonic solution not taking into account the required 
control effort. In some cases, the control effort can be smaller if the system is controlled 
not exactly to the calculated harmonic solution. In that case, approximately the same 
reduction of the maximum response is established with smaller control effort. The 
presented control method can be improved in such way that not only the tracking errors 
are minimized but also the control effort. 

The presented control method uses a single control force for controlling the system. 
In some cases, one control force will not be sufficient to stabilize an unstable harmonic 
solution. Think, for instance of a rotor-bearing system where the degrees of freedom 
are only coupled by the gyroscopic effects and the bearings. This coupling may not be 
enough to control a rotor-bearing system to an unstable harmonic solution using only 
a single control force. In this case, one wants to control the system using two control 
forces. So the control method should be expanded in such a way that multiple control 
forces can be applied. 
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A 
COMPONENT MODE SYNTHESIS. 

In this appendix the Component mode synthesis method which is used in this thesis is 
described shortly. For a more detailed describtion the reader is referred to Craig (1985), 
Van de Vorst (1991), and Fey (1992). 

We consider a nonlinear dynamic system consisting of linear components and local 
nonlinearities. Firstly, the nonlinear system is divided into linear and nonlinear com­
ponents. The linear components are assumed to be slightly damped or proportionally 
damped. This implies that discrete dampers and/or disks with gyroscopy have to be 
added to the reduced linear components after the reduction. The nx-column of degrees 

of freedom (DOF's) :v [ reb T re/ ] T of a linear component is divided into a nb­

column reb with interface DOF's (i.e. externally loaded DOF's and DOF's loaded by 
adjacent linear components or local nonlinearities), and a n;-column rei (n; = nx - nb) 

with unloaded internal DOF's. 
As an example, we consider the rotordynamic system shown in figure l. The system 

consists of a rotor (rigid disk) and a flexible shaft supported on one side by an oil journal 
bearing and pinned (simply supported) on the other side. Only the gyroscopic effects of 
the rotor are taken into account; the gyroscopic effects of the shaft are neglected. The 
shaft is assumed to be modally damped with modal damping coefficients e = 0.01 for 
all eigenmodes. The shaft is modelled using the finite element method. If this system 
is divided into linear and nonlinear components, one single modally damped linear 
component exists, which is the shaft without rotor and oil journal bearing (figure 2). The 
6 interface DOF's of the linear component are two displacements and two rotations for 
coupling the disk to the shaft (DOF's Yr. z., </Jy,, <Pz,) and the displacements for coupling 
the oil journal bearing (DOF's Yb· Zb). 

The equations of motions of the linear component are denoted as: 

Meal+ Cei! + Kere fe (A.l) 

where Me, Ce and Ke are the mass matrix, the damping matrix and the stiffness 
matrix, respectively, all of size (nx, nx)· The frequency-response function He(w) of the 
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Figure A.l Rotordynamic system. 

Figure A.2 Linear component with interface DOF's. 

undamped component can be written as: 

Hc(w) = 

where 

(A.2) 

• Wk : k-th eigenfrequency of undamped linear component (w1 < w2 < ... < wn, ). 

• u~e: massnormalizedk-theigenmodeofundampedlinearcomponent: u~eT Mcuk 1. 

For sufficiently small excitation frequencies w the contribution of the eigenmodes with 
frequency larger than Wnk is approximately constant. So the frequency-response function 
can be approximated by 

(A.3) 

In general this approximation will be accurate for excitation frequencies w < wnk. Using 
equation (A.3) tlle response of tlle linear component can be approximated by 

(A.4) 
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where fc is the column with forces. Since only forces are acting on the interface DOF's 
of the linear component due to external loads and/or adjacent linear components and/or 
local nonlinearities, the force on the linear component can be written as 

(A.S) 

with /b the column with forces on the interface DOF's. 
Because 

(A.6) 

which implies that 

K -1_ 
c - (A.7) 

it is easy to see that the response of the linear component for excitation frequencies 
w < Wnk can be approximated by a linear combination of the nk eigenmodes of the 
component: 

(A.8) 

and the nb so-called residual flexibility modes: 

(A.9) 

with Fb [ Ibb oib T r where Ibb is (nb, nb)-identity matrix. 
The above holds for a statically determinate component. If the component can move 

as a rigid body, also the rigid body modes of the component have to be included, and 
since Kc -l does not exist for these components, an alternative algorithm has to be 
applied for calculating the residual flexibility modes: 

(A.lO) 

where nr is the number of rigid body modes and G e is the elastic flexibility matrix: 

pTap (A.ll) 

In (A.ll) the matrix Pis defined by: 

(A.12) 
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where Ur = [ Ut 

by: 

APPENDIX A. COMPONENT MODE SYNTHESIS 

un,. ] are the rigid body modes, while the matrix G is defined 

(A.13) 

where K* is the (n.,- nr, nx- nr)-stiffness matrix of the reduced component if nr 
DOF's are supported in such way that K*-1 exists. For the proof of the correctness of 
this algorithm the reader is referred to Craig (1985). 

Using the nk columns of U,., and the nb columns of ~b in the reduction matrix 
T 1 = [ ~b u,., ] , the following Ritz approximation of the component displacement 
field can now be applied: 

(A.14) 

Starting from (A.14), the DOF's Pb are replaced by the interface DOF :cb using a 
coordinate transformation matrix T2 to permit simple coupling of the reduced component 
equations: 

(A.l5) 

This results in the following total transformation: 

(A.l6) 

Applying the transformation ( A.l6) to the unreduced equations of motion (A. I), the 
(nk + n0) reduced component equations become: 

(A.l7) 

Notice that the order of the reduction depends on the sum of the number of interface 
DOF and the number of kept eigenmodes. The latter determines the frequency domain 
in which the reduced component can be used with sufficient accuracy. 

After reduction the local nonlinearities are added to the reduced linear components. 
This can be done easily since the interface DOF's are available in the reduced compo­
nents. The nq -column with independent system DOF's q of the reduced nonlinear system 
contains the modal DOF's p,.,(i) of all reduced linear components i (i 1, ... , Nc) and 
a column y, containing all interface DOF's Wb(i) of the system. Local nonlinearities 
fny. which for simplicity are assumed to be only a function of y and iJ, are added by 
means of the nq-column with internal loads f nl• whereas external loads f y are collected 
in le:r:· The equations of motion of the reduced system are given by: 

Mij + fnl = fe:r: (A.l8) 
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with: 

q = [P (l)T p (Nc)T YT] T k , ..• , k , , Y 
= ["" (l)T ,..,. (Nc)T]T 

"'b ' ••. , "-b (A.19) 

f - C • [ (l)T (Nc)T /T( • )]T nl - q + K q + Ok , • · • , Ok , ny Y, Y (A.20) 

-F [ (l)T 0 (Nc)T f T]T 
J e:z: = ok ' .•• , k ' y (A.21) 

As mentioned before, the eigenfrequencies w ~ We of (A.18) for the case fny 

fe:z: 0 are very accurate, with we the cut-offfrequency for mode selection. In general, 
higher eigenfrequencies will be inaccurate. Because nonlinear systems can generate 
higher frequencies than their excitation frequency, in general we has to be chosen higher 
than the maximum excitation frequency (Aarts, 1993). 
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B 
PERIODIC SOLUTION SOLVERS. 

Periodic solutions are calculated by solving a two-point boundary value problem, which 
is defined by 

{ 

J;M(r)q" + fnt(fpq', q, r / fp, r) = fea:(r/ /p, r) 

q(r) = q(r + 1) 
q1 

( T) q' ( T + 1) 

(B.l) 

with r tjTP fpt the dimensionless time, Tp = 1/ fP the period time of the periodic 
solution, an accent represents a derivative tor and r represents a system parameter, for 
example the excitation frequency. In the following sections three methods are described 
for solving this two-point boundary value problem: the finite difference method, the 
multiple shooting method and the incremental harmonic balance method. 

B.l Finite Difference Method. 

Approximations of periodic solutions can be obtained efficiently by using a finite differ­
ence technique. In this section. the finite difference method is described shortly. For a 
more detailed description the reader is referred to Fey (1992). 

The dimensionless timer is discretized by n7 equidistant points r; = i/nt =: i6.r, 
i = 0, ... , n 7 1, in one period Tp. By applying a central difference scheme, the 
following approximations q' i and Qt' i are obtained for the velocities q' i and accelerations 
q";, respectively, fori 0, ... ,n.,. 1 (0(6.r 2); Qi is an abbreviation for quantity 
Q(r;)): 

q'i = (q&+l qi-t)/(26.r), qi'i = (q&+l- 2q; + qi-t)/(6.r2
) (B.2) 

Of course one can use also other discretization schemes like a 0( 6. r 4 ) central difference 
scheme. Substitution of (B.2) in the two-point boundary value problem (B.l) leads to a 
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set of nq x n,. nonlinear algebraic equations, which is formally denoted as: 

(B.3) 

with 

[ 

J;M(r)i''o + fnt0 - fe:t!o l 
J;M(r)i''t + fnt1- fe:t!t 

f';M(r)q;' n.,.-t +:Jnt .. .,.-1 - fe:t!.,..,.-1 

(B.4) 

If r is given a value rs,h the corresponding discretized periodic solution ZJ.,1 can be 
solved from (B.3) using the iterative (damped) Newton process. The Jacobian can be 
written as 

Ao Co Bo 
B1 A1 C1 

ahjoz, = 
B2 A2 c2 

(B.5) 

Bn..-2 An .. -2 Cn .. -2 
Cn.,.-1 Bn.,.-1 An.,.-1 

where 

Ai 
_ 212 M(rs,I) + 8fnl; 

P Llr2 8q 

Bi 
pM(rs,t) 

P Llr2 

.f: (8fnt.f8q) 
p 2LlT 

(B.6) 

ci 
pM(rs,l) + .f: (8fntJ8q) 

p LlT2 p 2LlT 

Because the Jacobian 8hj8z1 has a special structure (the upper left part has a band 
structure), the decomposition of the Jacobian can be carried out very efficiently which 
makes the finite difference method a very efficient method for calculating periodic 
solutions. Naturally, the solution, which will be found, depends on the initial estimate 
zo. 

In case of autonomous systems, the period time Tp of the periodic solution is unknown 
and has to be calculated too. In this case an extra equation has to be added to make the 
set of equations solvable. Because the periodic solution of an autonomous system can 
be shifted over an arbitrary time interval, an equation can be formulated, which fixes the 
phase. This can be achieved by setting one of the components of q' equal to zero at a 
certain time T;. For solving the set of ( nq x n,.) + 1 nonlinear equations the derivative 
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( oh1 1 a Jp) is needed and can be obtained with 

2+ M( ) ;, (ofnt0 ) -, 
Jp r q 0 + oq q 0 

(B.7) 

2/ M( ) 11 + n-r-1 1 - (ofnt ) -
p r q n..,.-1 oq q n..,.-1 

For path-following (see appendix C) also the derivative oh1 jor is needed. If r is the 
excitation frequency (r = fp) then the derivative becomes 

oh1/or = 

{ 2 M+ 28M} ;, + (ofnto) -1 + ofnto _ ofezo 
r r or q 0 oq q 0 or or 

{ 2rM +r28M} -,1 + (/nt ... .,.-1) -, + ofnt.,,._1 _ ofez ... ,._1 
or q n.,.-l oq q n.,.-l or or 

else the derivative becomes 

OM - (j-i!M, 
2 II + J>..,..,.-1 r or q nT-l or 

B.2 Multiple Shooting Method. 

ofezo 
or 

ofez.,..,.-1 
or 

.8) 

(B.9) 

In this section the multiple shooting method is described shortly. For a more detailed 
description the reader is referred to Ascher et al. (1988). 

In the multiple shooting method, the two-point boundary value problem (B.l) is 
rewritten in first order form: 

with 

and where 

{ 

s' = f(s,rffv,r) 

s(r) = s(r + 1) 
(B.lO) 

(B.ll) 
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In the multiple shooting method the period time is discretized by n. equidistant points 
r; = ifn, =: ib..r, i = 0, ... , ns 1. Equation (B.lO) is integrated by means of a 
numerical time integration method over the time intervals and a periodic solution is 
found if the following criterium is satisfied: 

(B.13) 

with 

[ 

so(ro+b..r) so(ro) l 
h

.__ s1(r1 + b..r.) s1(rl) 
0 (B.14) 

Sn.-t(Tn.-1 +b.;)- Sn.-t(Tn,-1) 

Zs = [ 7 ] , 
Sn.-1 

Again, for a given r = rs,t the corresponding solution Zs,,1 can be solved from (B.l3) 
using the iterative (damped) Newton process. The Jacobian can be obtained as 

ahjazs = (B.l5) 

where Ji is calculated by numerical time integration of equation {B.l 0) linearized about 
the trajectory si( r; + r ): 

bS' =(at) 6S 
as ' 

at= [ 
as 

with bS(r;) =I and 6S(r; + b..r) = J,. Although, again the upper left part of the 
Jacobian a h 1 a z s has a band structure, the shooting method is not very efficient because 
for the calculation of Ji 4 x n 9 x nq equations have to be integrated over one time 
interval. If ns = 1, the Jacobian becomes 

ahjazs Jo- I (B.l7) 

and this is called simple shooting method. 
In case of autonomous systems one component of q has to be made zero to make the 

set of equations solvable. The derivative (ah8 jajp) can now be obtained as 

[ 

aso(ro + b..r)jajp l 
asn.-t(rn.-~ + b..r)jaJP 

(B.18) 
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where osi(r; + !:..r)fojp can be calculated by integration of 

os~ = ( ~~) osr + (ZJJ ofv 

with osr( r;) 0, 8fp = 1, 8sr( T; + !:..r) = Osi( T; + !:..r )jo JP and 

of 
8jp = -fffp 
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(B.l9) 

(B.20) 

For path-following (see appendix C) also the derivative 8h8 / or is needed: 

[ 

oso(ro + !:..r)for l 
oh.jor = : 

8sn.-t(Tn6 -1 + f:..r)jor 
(B.21) 

where osi( r; + !:..r )for can be calculated by integration of 

os~ = ( ~~) 8sr + ( ~~) 8r (B.22) 

with 8sr(r;) = 0, 8r = 1, 8sr(r; + !:..r) = osi(r; + !:..r)/or and if r is the excitation 
frequency (r = fv), then 

8/e"'}} l or B.23) 

else 

B.3 Incremental Harmonic Balance method. 

In this section the incremental harmonic balance method is described shortly. For a 
more detailed description the reader is referred to Lau and Yuen (1991). 

In the incremental harmonic balance method the periodic solutions are approximated 
using truncated Fourier series: 

ij = Yzh (B.25) 

where zh is a (2 x nh) + 1-column with constants, while 

(B.26) 
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where 

Th = [ 1 cos(-r) cos(2r) ... cos(nhr) sin(r) sin(2r) ... sin(nhr) ] 
(B.27) 

By applying a Galerkin procedure a periodic solution is found if the following criterion 
is satisfied: 

(B.28) 

Again, for a given value r = r s,I the corresponding solution zh.,1 can be solved from 
the (2nh + 1) x nq nonlinear equations in (B.28) using the iterative (damped) Newton 
process. The Jacobian can be obtained as 

ahh/azh fo2
1r yr {t:Mh,I)Y11 + tp a/qnly' + aLnly} ar <B.3o) 

Notice that the Jacobian is a full matrix, so the incremental harmonic balance method is 
not efficient for large nh-values. 

In case of autonomous systems one component of Y' Zh has to be made zero to make 
the set of equations solvable. The derivative ( ahh/ a JP) can now be obtained as 

ahhjafp k2
1r yr { 2fpM(r)Y 11 + aLnly'} ar (B.31) 

For path-following (see appendix C) also the derivative ahh/ ar is needed. If r is 
the excitation frequency (r = fp), then the derivative becomes 

ahhjar = r" yT {{2rM + r 2 aM} Y" + at~1 Y' +a tnt 
lo ar aq ar 

else the derivative becomes 

ahhjar = {2tr yT {r2aM Y" + afnt 
lo ar ar 
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c 
PATH-FOLLOWING OF PERIODIC 

SOLUTIONS. 

By applying a path-following (pf) technique the designer of a dynamic system is able 
to investigate how a periodic solution is influenced by a change in r. In essence the 
technique consists of a predictor-corrector mechanism. Starting from a known solution 
zs,k, rs,k the prediction Zp,k, rp,k of pf-step k is chosen on the tangent to the solution 
branch at the point z,.,k, r.,k (htQJ := ohjDQ): 

(C. I) 

where ap,k is a well-chosen step size. Subsequently tbis prediction is corrected iteratively 
using the orthogonal trajectory method of Fried (1984) (zc,k,l = zp,k• rc,k,I = rp,k): 

Zc,k,rn h(z) + h(r)(h(z)h(r)) h 
[ [ 

( 1 T) -1 l 
r c,k,m ] - ( h(z)h(r))T ( h(z) + h(r)( h(})h(r))T) -l h (C.2) 

In (C.2) the correction is orthogonal to the solution space of h(z, r) = h(zc,k,rn, rc,k,m)· 

The correction process is stopped if some convergence criterion is satisfied. During 
the iterative correction process it is required that the norm of the residue is decreased 
monotonically: 

(C.3) 

If (C.3) is not satisfied then a new prediction is calculated using a smaller stepsize ap,k· 
If the step size is too large, the pf-process may return to the part of the solution 

curve already passed through. Often this will occur in areas, where the solution branch 
is heavily curved. The phenomenon can be prevented by requiring that the angle /31 
between the scaled tangent in pf-step k and the line pointing form the solution of pf-step 
k to the solution of pf-step k + 1 is smaller than a user defined angle !3tmax: 

-.~------~~.-----------~--------~~-~/3tmax 
II (C.4) 
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Furthermore it is possible that the pf-process accidentally jumps over to another 
branch or a remote part of the same branch if the step size is too large. Usually this 
can be prevented by requiring that the shape of the increment in the predictor step does 
not differ much from the shape of the difference of the two succesive solutions zs,k and 

Zs,k+l: 

f.l Zp,kT (zs,k+t - Zs,k) a. 
1-'2 =arccos II II II ( _ ) II :::;:; l-'2max 

Zp,k Zs,k+l Zs,k 
(C.5) 

If condition (C.4) or (C.5) is not fulfiled, a new prediction will be calculated using a 
smaller stepsize O"p,k· 

More details about the path-following method can be found in Fey (1992). 
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SUMMARY 

In engineering practice, an increasing necessity can be observed for taking into ac­
count the influence of nonlinearities in the description of the dynamic behaviour of 
complex mechanical systems for several reasons. Firstly, quite often characteristic 
dynamic behaviour can be observed in complex mechanical systems which cannot 
be explained from analysis of linear models of such systems (often containing many 
degrees of freedom). Secondly, it appears that in a number of cases nonlinearities 
in a design effectively can be used for vibration control or vibration minimization. 
Besides the fundamental need for a better understanding of the dynamic behaviour, 
also the wide availability of digital computers with rapidly increasing powerfulness 
is a very stimulating factor for nonlinear analyses of dynamical systems. 

A typical orbit of a dissipative linear or nonlinear mechanical system driven by a 
periodic excitation or a constant force consists of a transient, whereafter the system 
will settle in a post-transient set, the long term behaviour of the system, also called 
the steady-state behaviour. The long term behaviour of nonlinear systems is much 
more complex than the long term behaviour of linear systems. Solutions of the 
equations of motion for linear systems will always have the same character as the 
excitation forces; if the excitation is sinusoidal, the long term behaviour will also be 
sinusoidal and will be unique. Because this is not the case in nonlinear systems, the 
analysis of the long term behaviour of such systems is much more complex and time 
consuming. 

The long term solutions of the equations of motion for nonlinear mechanical sys­
tem can be computed in a direct way by solving two-point boundary value problems 
obtained by supplementing the equations of motion with periodicity conditions for 
the solutions. In this thesis three methods are used to solve the two-point bound­
ary value problems: the finite difference method, the multiple shooting method and 
incremental harmonic balance method. Which method can be used the best depends 
on the type and strong ness of nonlinearity in the system under consideration. 

Frequently, in mechanical systems from a spatial or geometrical point of view, 
nonlinearities have a local character. This means that from a spatial point of view, 
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these local nonlinearities constitute only a restricted part of the mechanical sys­
tem under consideration. However, their presence in general has important con­
sequences for the overall dynamic behaviour. Important examples of local nonlin­
earities in mechanical systems are: fluid-film bearings in rotating machinery, dry 
friction and backlash phenomena in certain connections of mechanical systems, non­
linear spring and damper supports in piping or vehicle systems, etc .. 

This thesis contains a collection of papers, published in various journals and books 
and is focused on nonlinear mechanical systems with local nonlinearities. The ad­
vantage of this kind of systems is that they can be divided into linear and nonlinear 
components, where the linear components (modelled using finite elements) have 
much more degrees-of-freedom (DOF's). Then, the DOF's of the linear components 
can be reduced using a component mode synthesis method. The dynamic behaviour 
of a reduced linear component is an approximation to that of the corresponding unre­
duced linear component and is valid in a certain frequency range. After reduction, 
the reduced linear parts are coupled with the local nonlinearities and a reduced non­
linear system is created, the behaviour of which is an approximation to that of the 
unreduced nonlinear system. Using the reduced system again periodic solutions can 
be calculated, now very efficiently. In this way, flexible systems with local nonlin­
earities can be analysed very efficiently. The reduction method and periodic solution 
solvers are implemented in the finite element package DIANA. 

Using these numerical tools, in this thesis multi-DOF systems with discontinu­
ities and rotor-bearing systems are investigated. Discontinuous systems constitute 
an important class of nonlinear mechanical systems. In many practical engineering 
applications, discontinuities occur. The equations of motion of a system with dis­
continuities cannot be linearized, so it is very difficult to predict the system response 
without a nonlinear analysis. The system which is investigated is a beam system 
which is periodically excited in the middle. In one case the beam is supported in the 
middle by a one-sided spring. In another case the beam system has at its middle an 
elastic stop, which is modelled using the contact law of Hertz. In this way an impact 
problem is created. Comparison of the numerical and experimental results showed 
that a one-sided leaf spring with much higher eigenfrequencies than the maximum 
excitation frequency which is investigated, can be modelled using a one-sided mass­
less spring. Furthermore, it may be concluded that an elastic stop in a dynamic 
system can be modelled accurately using the Hertzian contact force law despite the 
fact that this theory is developed for static analysis. 

Nonlinear dynamic systems can settle in different attractors for one set of sys­
tem parameters. From a practical point of view, it is important to determine which 
attractor is approached, because the maximum response of the different attractors 
can be very different and also the frequencies occurring in the attractors can be very 
different. High system responses may lead to large strains and stresses which could 
cause damage to the structure. Which attractor will be approached by the system 
depends on the initial state of the system and the global stability of the attractors 
(how large are the basins of attraction of the attractors). If the global stability is low, 
small perturbations on the system will easily result in a jump to another attractor. In 
this thesis, a method for calculating manifolds is described and it is shown how the 
global stability of attractors can be determined using these manifolds. Experiments 
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are presented that indicate that if the single-DOF system is already a good approx­
imation of the system, it is possible to use the single-DOF system for analyzing the 
global stability of the attractors of the system. 

Journal bearings are an essential feature of all rotating machinery and provide 
the vital load-carrying capacity to support rotors against static and dynamic loads. 
The standard practice for dynamic imbalance response and stability analysis of rotor­
bearing systems is to determine the linearized bearing stiffness and damping coef­
ficients about a stationary equilibrium position. In this mathematical assumption, 
the synchronous motion about the stationary equilibrium position is described by 
ellipses in case of low values of the unbalance. However, when the unbalance level 
becomes moderate to large, the rotor orbits are not necessarily elliptical, due to 
the nonlinear characteristics of the bearings. Furthermore, in a linear system, op­
erating above the threshold angular rotor speed, the amplitude of motion grows 
exponentially with time and the orbits become unbounded. In an actual system this 
is not necessarily the case, because the nonlinear effects can cause the motion to 
be bounded by limit cycles. Moreover, under some circumstances a lower total re­
sponse can be obtained by having a moderate level of rotor unbalance in the system. 
In this thesis, a simple rotor-bearing system is investigated consisting of a flexible 
shaft with disk, supported on one side by an oil journal bearing and pinned on the 
other side. This system is analysed for different bearing models and unbalances. The 
results show that because oil journal bearings have a large damping level, no super­
harmonic resonances where found. However, 1/2 subharmonic and quasi-periodic 
behaviour was found for high angular rotor speeds. The quasi-periodic behaviour 
was dominated by the first resonance frequency of the shaft. Because of this the 
quasi-periodic behaviour showed a much higher response than the coexisting har­
monic solutions. Analysis showed that by adding a mass unbalance these harmonic 
solutions can be made stable resulting in a much lower system response. However, 
still high amplitude quasi-periodic solutions can coexist. 

Finally, a method is developed for stabilizing unstable harmonic solutions in or­
der to reduce high system response with low control effort. Because of the local non­
linearities the system behaviour can change drastically, resulting in system responses 
with undesirable frequencies and enlargement of the maximum system response by 
subharmonic resonance peaks. Generically, a low amplitude harmonic solution co­
exists which may be unstable or may have a low global stability. A control method is 
developed which provides that using one single control force on one position of the 
system, the system can be controlled to that harmonic solution, unstable or stable. 
Because the harmonic solution is a natural solution of the system, the control force 
will become very small, theoretically even zero, if the system settles in the harmonic 
solution. It is shown that using only one control force it is possible to stabilize un­
stable harmonic solutions of the beam with one-sided spring. Also if the excitation 
frequency is varied during the control, it is possible to reduce the maximum system 
response by using very small control effort. Methods are developed for analyzing 
the stability of the controlled system and the controllability of the system. 
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SAMENVATTING 

In de werktuigkundige praktijk valt om verschillende redenen een toenemende vraag 
waar te nemen naar het meenemen van de invloed van niet-lineariteiten in de be­
schrijving van het dynamisch gedrag van mechanische systemen. Ten eerste treedt 
er in complexe mechanische systemen vaak karakteristiek gedrag op dat niet ver­
klaard kan worden met de analyse van lineaire modellen (vaak met veel vrijheids­
graden) van die systemen. Ten tweede blijkt het zo te zijn dat in sommige gevallen 
de niet-lineariteiten gebruikt kunnen worden voor het regelen en/of reduceren van 
de trillingen die optreden. Afgezien van de fundamentele noodzaak van het beter 
begrijpen van het dynamische gedrag is ook de beschikbaarheid van digitale compu­
ters met snel groeiende rekencapaciteit een stimulerende factor voor het uitvoeren 
van niet-lineaire analyses van dynamische systemen. 

Een typische trajectorie van een dissipatief lineair of niet-lineair systeem, aan­
gestoten door een periodieke excitatie of door een constante kracht, bestaat uit een 
inschakelverschijnsel waarna het systeem naar zijn lange termijn gedrag zal gaan. 
Het lange termijn gedrag van een niet-lineair systeem is veel complexer dan het 
lange termijn gedrag van een lineair systeem. Lange termijn oplossingen van line­
aire systemen hebben altijd hetzelfde karakter als de excitatie krachten: wanneer de 
excitatie sinusvormig is zal het lange termijn gedrag ook sinusvormig zijn en boven­
dien uniek. Omdat dit niet het geval is bij niet-lineaire systemen, is de analyse van 
het lange termijn gedrag van niet-lineaire systemen veel complexer en tijdrovender. 

Het lange termijn gedrag van een mechanisch systeem kan berekend worden op 
een directe manier door twee-punts randvoorwaarde-problemen op te lossen die 
verkregen worden door de bewegingsvergelijkingen te combineren met de rand­
voorwaarden voor periodiciteit. In dit proefschrift zijn drie methoden gebruikt voor 
het berekenen van twee-punts randvoorwaarden-problemen: de eindige-differentie­
methode, de "shooting"-methode en de "incremental harmonic balance"-methode. 
Welke methode het best gebruikt kan worden hangt af van het type en de sterkte 
van de niet-lineairiteit van het systeem dat wordt onderzocht. 

In mechanische systemen hebben de niet-lineariteiten vaak een lokaal karak-
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ter. Dit betekent ruimtelijk bekeken dat de lokale niet-lineariteiten een klein deel 
vormen van het mechanische systeem dat wordt onderzocht. Echter, hun aanwezig­
heid is van grote invloed op het totale dynamisch gedrag van het systeem. Belang­
rijke voorbeelden van lokale niet-lineariteiten in mechanische systemen zijn: niet­
lineaire lagers in roterende machines, droge wrijving en speling in bepaalde verbin­
dingen van mechanische systemen, niet-lineaire veren en dempers in pijpleiding- en 
voertuig-systemen, etc.. 

Dit proefschrift is een verzamelijk van wetenschappelijke artikelen, gepubliceerd 
in verschillende tijdschriften en boeken. In dit proefschrift ligt het accent op niet­
lineaire systemen met lokale niet-lineariteiten. De prettige eigenschap van deze 
soort systemen is dat ze verdeeld kunnen worden in lineaire en niet-lineaire compo­
nenten, waarbij de lineaire componenten (gemodelleerd met de eindige-elementen­
methode) vee I meer vrijheidsgraden hebben. Daarna wordt het aantal vrijheidsgraden 
van de lineaire componenten gereduceerd met behulp van een "component mode 
synthese"-methode. Het dynamische gedrag van een gereduceerde lineaire com­
ponent is een benadering van het dynamisch gedrag van de oorspronkelijke onge­
reduceerde component en is geldig in een bepaald frequentie-gebied. Na reduc­
tie worden de gereduceerde lineaire componenten gekoppeld met de lokale niet­
lineariteiten, resulterend in een gereduceerd niet-lineaire systeem dat een benade­
ring is van het ongereduceerde niet-lineaire systeem. Met dit gereduceerde sys­
teem kunnen heel efficient periodieke oplossingen bepaald worden. Op deze manier 
kunnen flexible systemen met lokale niet-lineariteiten zeer efficient geanalyseerd 
worden. De reductiemethode en de methodes voor het bepalen van periodieke op­
lossingen zijn ge"fmplementeerd in het eindige elementen pakket DIANA. 

Met deze numerieke "tools" zijn in dit proefschrift systemen met meerdere vrij­
heidsgraden en discontinuiteiten alsmede rotor-lager-systemen onderzocht. Dis­
continue systemen zijn een belangrijke soort niet-lineaire mechanische systemen. 
In veel praktische mechanische toepassingen treden discontinuiteiten op. Een sys­
teem met discontinuiteiten kan niet gelineariseerd worden en daardoor is het erg 
moeilijk om het systeem-gedrag te voorspellen zonder een niet-lineaire analyse. 
Het systeem dat onderzocht is, is een balk die in het midden periodiek wordt aan­
gestoten. In een geval is de balk in het midden ondersteund door een eenzijdige 
veer. In een ander geval is de balk ondersteund door een elastische stop waardoor 
een impact-probleem is gecreeerd. Vergelijking van experimentele en numerieke 
resultaten duidt erop dat een eenzijdige bladveer met veel hogere eigenfrequenties 
dan het frequentiegebied dat wordt onderzocht, gemodelleerd kan worden als een 
massaloze eenzijdige veer. Verder kan gecondudeerd worden dat een elastische stop 
nauwkeurig gemodelleerd kan worden met de kontaktkracht-regel van Hertz hoewel 
deze theorie oorspronkelijk is ontwikkeld voor statische analyses. 

Niet-lineaire dynamische systemen kunnen in verschillende attractoren terecht­
komen voor een "set" van systeemparameters. Uit praktisch oogpunt is het be­
langrijk te weten welke attractor bereikt wordt omdat de maxi male responsie en de 
frequenties die optreden in de verschillende attractoren erg verschillend kunnen zijn. 
Grote systeemresponsies kunnen leiden tot grote rekken en spanningen en zouden 
schade kunnen veroorzaken aan het systeem. Welke attractor bereikt wordt door 
het systeem hangt af van de begincondities van het systeem en de globale stabiliteit 
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van de attractoren (hoe groot zijn de attractie-gebieden van de attractoren). Als de 
globale stabiliteit laag is kunnen kleine verstoringen op het systeem gemakkelijk 
resulteren in een sprong naar een andere attractor. In dit proefschrift wordt een 
methode beschreven voor het berekenen van zogenaamde manifolds en er wordt 
getoond hoe de globale stabiliteit bepaald kan worden gebruikmakend van deze 
manifolds. Met experimenten wordt aangetoond dat wanneer een systeem met een 
vrijheidsgraad at een goede benadering is van het werkelijke systeem, het mogelijk 
is om met het een-vrijheidsgraad systeem de globale stabiliteit van de attractoren 
te bepalen. 

(Giij)lagers zijn essentiele onderdelen voor aile roterende machines en geven 
de mogelijkheid tot het ondersteunen van rotoren die belast worden door stati­
sche en dynamische krachten. In standaard numerieke analyses voor dynamische 
onbalans-reponsies en stabiliteits-analyses van rotor-lager systemen worden de ge­
lineariseerde lager-stijfheids- en -dempings-coefficienten rond een stationaire posi­
tie bepaald. Bij deze mathematische aanname wordt de beweging rond de statio­
naire positie beschreven door ellipsen in het geval van I age waarden van de onbalans. 
Echter, wanneer het onbalans-niveau te groot wordt hoeven de rotorbanen niet meer 
elliptisch te zijn door de niet-lineaire karakteristieken van de lagers. Verder zal een 
lineair systeem, dat boven de kritische rotor-snelheid draait, rotorbanen hebben die 
exponentieel groeien in de tijd en naar oneindig gaan. In een werkelijk systeem 
zal dit niet het geval zijn omdat de niet-lineaire effecten begrensde rotorbanen tot 
gevolg zullen hebben. In dit proefschrift is een eenvoudig rotor-lager-systeem on­
derzocht dat bestaat uit een flexibele as met rotor die aan een kant ondersteund 
wordt door een olie-glijlager en opgelegd is aan de andere kant. Het systeem is ge­
analyseerd voor verschillende lagermodellen en onbalansen. De resultaten Iaten zien 
dat olie-lagers een grote demping veroorzaken en daardoor worden geen superhar­
monische resonanties gevonden. Wei zijn 1/2 subharmonische en quasi-periodieke 
oplossingen gevonden voor hoge assnelheden. Het quasi-periodiek gedrag wordt 
gedomineerd door de eerste resonantie-frequentie van de as. Daardoor heeft het 
quasi-periodiek gedrag een veel hogere responsie dan de tegelijk bestaande harmo­
nische oplossingen. Analyses Iaten verder zien dat door het toevoegen van massa­
onbalans instabiele harmonische oplossingen stabiel kunnen worden en dit resulteert 
in lagere systeem-responsies. Echter, naast die stabiele harmonische oplossingen 
kunnen dan nog steeds quasi-periodieke oplossingen bestaan met hoge amplitudes. 

Tot slot is er een methode ontwikkeld voor het stabiliseren van instabiele har­
monische oplossingen om hoge systeem-responsies te reduceren met geringe re­
gelinspanning. Door de niet-lineariteiten kan het systeemgedrag sterk veranderen 
en dit resulteert vaak in systeemgedrag met ongewenste frequenties en in een ver­
groting van de maximale systeem-responsie bij subharmonische resonantie-pieken. 
Meestal bestaat er tegelijkertijd ook een harmonische oplossing met een lage am­
plitude welke instabiel kan zijn of een lage globale stabiliteit kan hebben. Een re­
gelmethode is ontwikkeld die ervoor zorgt dat met behulp van een regelkracht op 
een positie van het systeem, het systeem geregeld kan worden naar de harmonische 
oplossing, stabiel of niet stabiel. Omdat een harmonische oplossing een natuurlijke 
oplossing is van het systeem zal de regelkracht heel klein, theoretisch zelfs nul, wor­
den als het systeem zich in de harmonische optossing bevindt. In dit proefschrift 
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wordt aangetoond dat het mogelijk is om met behulp van een regelkracht instabiele 
harmonische oplossingen van het balksysteem met eenzijdige veer te stabiliseren. 
Ook als de excitatiefrequentie wordt gevarieerd gedurende de regeltijd is het mo­
gelijk de maximale responsie van het systeem te reduceren met behulp van weinig 
regelinspanning. Methodes zijn ontwikkeld voor het bepalen van de stabiliteit van 
het geregelde systeem en de regelbaarheid van het systeem. 
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Stelling en 

behorend bij het proefschrift 

Long Term Dynamics and Stabilization of Nonlinear Mechanical Systems. 

1. Wanneer in een niet-lineair periodiek aangestoten systeem met een graad van vrij­
heid de harmonische resonantiefrequentie bekend is, kan de Jigging van bijna aile 
subharmonische oplossingen voorspeld worden. 

• Dit proefschrift, dee11 en 2. 

2. In veel niet-lineaire dynamische analyses van rotor-lager-systemen worden lager­
theorieen gebruikt waarin de invloed van de as-snelheid op het cavitatie-gebied in 
het lager wordt verwaarloosd. Dit is meestal niet correct, zie Van de Vorst et al. 
(1995). 

• Van de Vorst, E.LB., Fey, R.H.B., De Kraker, A., and Van Campen, D.H., 1995, 
"Steady-State Behaviour of Nonlinear Flexible Rotor-Bearing Systems: Part II Appli­
cation: Influence of Cavitation Modelling," Machine Vibration, Vol 3 pp. 146-155 (dit 
proefschrift, hoofdstuk 9). 

3. Wanneer er een 1/n subharmonische zadelpunt-oplossing, een 1/m subharmoni­
sche attractor en een 1/m subharmonische zadelpunt-oplossing coexisteren, met 
n > rn en n/m is irrationeel, dan bestaan er altijd heterokliene punten wanneer de 
instabiele manifolds van de 1/n subharmonische zadelpunt-oplossing worden aan­
getrokken door de 1/m subharmonische attractor, zie Van de Vorst et al. (1993). 

• Van de Vorst, E.L.B., Fey, R.H.B., Van Campen, D. H., and De Kraker, A., 1993, "Ma­
nifolds of Nonlinear Dynamic Single-DOF Systems," Topics in Applied Mechanics, In­
tegration of Theory & Applications in Applied Mechanics, J. F. Dijksman and F.T. M. 
Nieuwstadt, ed., Kluwer Academic Publishers, pp. 293-303 (dit proefschrift, hoofdstuk 
6). 

4. "Cell mapping," een methode voor het bepalen van attractie-gebieden van niet­
lineaire dynamische systemen, is minder geschikt voor het detecteren van fractale 
attractie-gebieden. Dit komt doordat de cellen in de "cell mapping"-methode een 
eindige afmeting hebben. 

5. In Thompson (1994) wordt gesteld dater n systeemparameters gevarieerd moe­
ten worden om structurele stabiliteit te krjjgen wanneer een systeem op een co­
dimensie n bifurcatie zit. Dit is niet correct: het varieren van een systeemparameter 
is voldoende om weer structurele stabiliteit te verkrijgen. 

• Thompson, J.M.T., 1994, "Basic Concepts of Nonlinear Dynamics," Nonlinearity and 
Chaos in Engineering Dynamics, Proceedings IUTAM Symposium, London, 19-23 July 
1993, J.M.T. Thompson and S.R. Bishop, ed., John Wiley & Sons, pp. 1-21. 

6. Het komt nog te vaak voor dat wetenschappelijke artikelen op het gebied van niet­
lineaire dynamica uitsluitend worden gepubliceerd omdat in een bepaald systeem 
chaotisch gedrag is gevonden tijdens simulaties. Aan het feit dat dit gedrag vaak 
optreedt bij onrealistische waarden van de systeemparameters wordt voorbijge­
gaan. 



7. MATlAB is een computerprogramma waarmee zeer effectief numerieke problemen 
geprogrammeerd kunnen worden. Echter, omdat een MATLAB-programma 20 tot 
25 keer langzamer is en veel meer computergeheugen vraagt dan een FORTRAN­
of C-programma, zou het aileen voor kleine numerieke problemen gebruikt moe­
ten worden en niet bijvoorbeeld als "to<'l" voor berekeningen volgens de eindige­
elementen-methode met een behoorlijk aantal vrijheidsgraden. Voor dit soort toe­
passingen is MATLAB dan ook niet ontworpen. 

8. Uit het oogpunt van vermindering van C02-gas in de atmosfeer is het theoretisch 
beter om aile regenwouden te kappen en opnieuw in te planten. Bewezen is na­
melijk dat een jong regenwoud meer C02-gas opneemt dan een oud regenwoud. 
Voorwaarde is wei dat het hout dat vrijkomt bij het kappen niet verbrand wordt of 
gaat rotten, omdat er dan extra co2-gas in de atmosfeer komt. 

9. De groeiende invloed van Greenpeace op de media en dus de bevolking kan gevaar­
lijk zijn als men zich realiseert dat het milieu voor Greenpeace vaak meer een soort 
"religie" is, waardoor de wetenschappelijke feiten over het hoofd worden gezien. 
Verder kan Greenpeace het verwijt worden gemaakt dat ze wei milieu-problemen 
onder de aandacht brengt maar geen oplossingen aandraagt. 

10. Wanneer men de VI-editor in UN IX eenmaal goed onder de knie heeft, is deze editor 
in het gebruik het meest efficient van aile. 

11. De computerberekeningen van dit proefschrift hebben gezamelijk meer dan vier jaar 
CPU-tijd gekost. 

Eindhoven, maart 1996 Edward van de Vorst 




