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Preface

This thesis is the latest in a series of studies on condensation and droplet
growth performed in our group. Most of these studies have relevance for the
handling and conditioning of natural gas, specifically, the removal of con-
densable substances from it. While natural gas contains mostly methane, it
also contains small amounts of condensable substances such as water and
nonane, which have to be removed. Currently, this is accomplished by cool-
ing down the gas by an isenthalpic expansion. As a result, the undesired
components condense, and the condensate can be removed by filters or coa-
lescers. Additionally, water can be removed by bringing the gas into contact
with an absorbing liquid, usually a glycol.

New methods for removal of water and heavy hydrocarbons are based
on an isentropic expansion, rather than an isenthalpic one. In the Twister
device,1 for example, a nozzle is used to expand the gas to supersonic veloc-
ity, which results in a temperature drop and the formation of small droplets.
Static vanes generate a swirling flow, so that the droplets are forced to the
wall, where they can be separated from the main flow. Since the residence
time of the gas in the device is small, the droplets remain small, and a large
centrifugal acceleration is required to separate the droplets.

An isentropic expansion is also used in a novel device for carbon dioxide
removal from natural gas.2,3 In contrast to the Twister process, the expan-
sion is realized by means of a turbine, which results in a relatively small gas
speed and a larger residence time. Therefore, smaller accelerations suffice
for droplet removal; in the new device, droplets are separated by a rotating
particle separator. For successful design of both this device and the Twister,
knowledge on the condensation and droplet growth processes in the device
is required.

Since the construction of our expansion wave tube for condensation stud-
ies in 1993, several gas–vapour mixtures that are relevant to the natural gas in-
dustry have been studied. These include the two-component mixtures water–
nitrogen,4–6 water–helium,6,7 water–methane,8 nonane–nitrogen,9 nonane–
methane,4,6,8,10,11 nonane–helium,6 and three-component mixtures water–
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viii Preface

nonane–methane8 and nonane–methane–carbon dioxide,10 as well as natu-
ral gas from the Groningen reservoir.12 Luijten6,13 systematically investigated
the effect of carrier gas pressure on the nucleation of water and nonane and
found significant effects. Helium is the most ideal carrier gas because it has
no effect on the surface tension of water. In contrast, methane strongly affects
the nucleation of both nonane and water.

The present research focuses on water nucleation. To simulate the be-
haviour in natural gas, the nucleation of water is studied experimentally in
pure methane and mixtures of methane and carbon dioxide (chapter 6). Car-
bon dioxide is expected to influence the nucleation significantly, since its sol-
ubility in water is relatively high. In addition, the surface tension of water is
rather sensitive to the presence of carbon dioxide.

To describe nucleation theoretically, an accurate description of equilib-
rium is essential, since the rate of nucleation is very sensitive to the devi-
ation from equilibrium. In chapter 1, the vapour–liquid phase equilibrium
between water, methane, and carbon dioxide is studied. Experimental data
from the literature is reviewed and analysed, and the most appropriate equa-
tion of state for the mixture is selected and optimized. After the discussion
of phase equilibrium, chapter 2 describes classical nucleation theory and the
theory of droplet growth. Besides a derivation of the classical expressions for
steady-state nucleation, transient nucleation is included as well.

Besides its relevance for industry, the nucleation of water is also interest-
ing from a scientific point of view. In our experiments, water vapour con-
denses to a liquid at temperatures from 200 to 240 K, far below the freez-
ing point. While liquid water can be supercooled from ambient temperatures
down to about 233 K, freezing prevents the study of liquid water below that
temperature. In our setup, liquid water is formed directly from water vapour
at temperatures also below 233 K. To study the condensation at a fundamental
level, the inert carrier gas helium is used instead of methane. The measure-
ment results are reported in chapter 5.

Our experiments are performed in an expansion wave tube (described
in chapter 4), in which a monodisperse droplet cloud is generated with the
nucleation pulse principle. With this method, the vapour–gas mixture is first
adiabatically expanded to a state of high supersaturation, and kept at that
constant thermodynamic state during a short period of time, the nucleation
pulse. During this nucleation stage, a large number of droplets are formed.
At the end of the nucleation pulse, the gas is slightly recompressed, so that
the formation of new droplets stops. A state of supersaturation is maintained,
so that the existing small droplets can grow to optically detectable sizes. In
this way, nucleation – that is, the birth of droplets – and droplet growth are
effectively separated in time.
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In chapter 3, the nucleation pulse method is analysed by solving two equa-
tions that describe the size distribution of droplets during condensation. The
first equation, the kinetic master equation, is fundamental, and is the basis
of classical nucleation theory. It describes the growth of molecular clusters of
arbitrary size by collisions with monomers. The second equation, the general
dynamic equation (gde), is more simplified and is often used in condensa-
tion modelling of industrial devices and in aerosol science.

A word about notation: It is the opinion of the author that every addi-
tional subscript, superscript or accent makes a formula more difficult to read.
Therefore, it has not always been attempted to create a unique symbol for
each quantity. For example, the symbol ρ may denote either mass density,
molar density, or number density. Of course, within an equation these mean-
ings are never combined, and the symbol is explained where it is first used.
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Introduction

This thesis is about the condensation of water. At first glance, it seems that
everything is known about such a simple phase transition – what is left to
study? To illustrate some basic concepts, in this chapter we will try to answer a
simple question: when does water condense? As an example, we will consider
condensation in the air.

It is clear that the occurrence of condensation depends on the amount of
moisture in the air. Therefore, it is worthwhile to look at some of the ways
the moisture content can be quantified. A straightforward way is to simply
specify the mass of water present in a volume of air. Such a specification of
absolute humidity does not show whether condensation will occur; for ex-
ample, does an amount of ten gram of water per cubic metre of air cause
condensation? For this reason, it is useful to compare the absolute humidity
to a reference value, the saturated state.

What is saturation? The saturated moisture content exists above a pool
of water in an enclosed space, in equilibrium (that is, we should wait long
enough until the moisture content is stable). The saturated moisture content
is the maximum amount of water that can exist in the vapour state, in equilib-
rium. It is well known that this quantity depends strongly on the temperature,
as shown in Figure 1. Usually, the saturated moisture content is expressed as a
partial pressure, and is then called the saturated vapour pressure. In the figure,
the moisture content is also shown as mass of water per m3.

We read from Figure 1 that the vapour pressure rises with increasing tem-
perature. This represents the common knowledge that ‘warm air can hold
more water vapour than cold air’. However, air does not have a ‘holding ca-
pacity’ for water vapour. If that were the case, we would expect the moisture
content to double if we doubled the air pressure. In addition, water vapour
would then not exist without the presence of air. In reality, the saturated
vapour pressure is almost independent of the air pressure.* The rise of the
saturated vapour pressure that we see in Figure 1 is therefore not a property

* Only at very high pressures does the saturated vapour pressure deviate from its low-pressure
value.
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Figure 1: Saturated vapour pressure of water as a function of the temperature.14 On
the right axis, the saturated moisture content is displayed as mass of water per cubic
metre.

of the air, but a characteristic of water itself.
Now that we have a definition of a reference state, namely, the saturated

state, we can define more common humidity quantities. First, we introduce
the relative humidity (RH), which is simply the ratio of the actual moisture
content and the saturated value, so

RH ≡ ρw
ρs(T)

or RH ≡ pw
ps(T)

, (1)

where ρw is the mass of water per unit volume, and ρs is its value at satura-
tion. Similarly, pw is the partial water pressure, and ps is the saturated vapour
pressure. The relative humidity is usually expressed as a percentage.

From its definition it is clear that the RH depends both on the amount
of moisture and on the temperature. Consider, for example, an atmosphere
containing a constant amount of water vapour while it is being cooled down.
The RH will increase (because ρs or ps decreases), while the mass of water per
unit of volume remains the same. When the RH reaches 100%, mist forms.

The dependence of the RH on the temperature can be inconvenient, since
it must always be known whether a change in RH is caused by a change in
temperature or by a change in water content. Therefore, an additional quan-
tity exists, which does not depend on the temperature. This is the dew point,
and it is defined as the temperature to which the atmosphere must be cooled
down to reach saturation. Equivalently, it is the temperature at which the RH
would be 100%. In the mist formation example, the dew point remains the
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Figure 2: Onset supersaturation (the supersaturation at which condensation is ob-
served) of water as a function of the temperature.16–18 The line is an empirical cor-
relation from Wölk and Strey.19 The results of Wilson16 are thought to have been
influenced by the presence of ions in the air.20

same while the air cools down. When the temperature becomes equal to the
dew point, the mist is formed.

At this point it seems that we have accomplished our goal of predicting
when water condenses. The apparent answer is: water condenses when the
RH reaches 100%, or when the temperature drops below the dew point. Al-
though this statement is plausible and agrees with common experience, it is
not true in all cases. Specifically, it fails when the water vapour does not have
anything to condense on. Usually, there are surfaces or dust particles that act
as starting points for condensation. But what happens when these are absent?

This situation was investigated by researchers such as Wilson16 at the end
of the nineteenth century. Wilson studied the formation of fog in clean moist
air that was cooled down by rapidly expanding it. In this way, condensation
on the walls was prevented because these remained at room temperature.
Wilson found that it was possible to obtain a fog, but it required RH values far
above 100%, namely 400% to 800%. He concluded that condensation centres,
which he called nuclei, must be present as ‘an essential part of the structure of
the moist gas’. He speculated that the nuclei are aggregates of water molecules,
which form randomly due to the collisions of the molecules. Remarkably,
Wilson was right, as was later proven.

Experiments similar to Wilson’s led to the picture shown in Figure 2.
There, the RH is shown at which condensation occurs in clean moist air in
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the absence of walls. In the figure, this quantity is referred to as onset super-
saturation. In condensation research, the term ‘supersaturation ratio’ is used
instead of ‘relative humidity’, especially for RH values above 100%. The su-
persaturation ratio, usually shortened to ‘supersaturation’,* is indicated by the
symbol S and is specified as a pure number (not as a percentage), but the def-
initions of RH and S are identical (Eq. 1). The supersaturation at which the
condensation starts is called the onset supersaturation.

It is observed that at any temperature, the water needs
to be saturated much more than S = 1 to condense.
Why is this so? The answer to this question was already
given by Gibbs24 in 1876. Condensation requires the
formation of a surface, namely, the boundary between
liquid and vapour. It turns out that the formation of a

surface is energetically unfavourable. This can be understood from a molecu-
lar point of view. A molecule deep inside a liquid droplet feels the attractions
of neighbouring molecules on all sides. That attraction is the reason that the
liquid phase is energetically favoured more than the vapour phase. In con-
trast, a surface molecule feels less than half of these attractions.

Taking all molecules into account, we can computeW , the energy of for-
mation of an entire droplet or molecular cluster. A positiveW means that the
formation of a cluster costs energy, whereas a negativeW means that energy
is released. WhetherW is positive or negative depends on the ratio of volume
and surface area of a droplet; therefore,W depends on the droplet’s size. It is
derived in chapter 2 thatW is given by

W
kT
= −n ln S + n2/3Θ, (2)

where k is Boltzmann’s constant, T is the temperature, n is the number of
molecules in a cluster, S is the supersaturation and Θ is a measure of the
surface energy of water. The energy of formation consists of two terms that
represent the contributions of the cluster’s volume and surface to the total
energy. The first term, −n ln S, is proportional to the number of molecules
or to the volume of the cluster. It is negative if S > 1, that is, if there is more
water vapour than in equilibrium. The surface term n2/3Θ, on the other hand,
is always positive.

In Figure 3, the work of formation is plotted as a function of the cluster
size, for several values of the supersaturation S. For small clusters, the surface
contribution is important, andW is positive at those sizes. The volume term

* The abbreviation of ‘supersaturation ratio’ to ‘supersaturation’ is not adopted by most text-
book authors.21,22 Some reserve the term ‘supersaturation’ for the quantity S − 1.20,23 Others
call S the ‘saturation ratio’.23 In this work, ‘supersaturation’ refers to S.
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Figure 3: Energy of formation W for water clusters at 20 °C, according to Eq. 2, for
several values of the supersaturation S.

contains a higher power of n than the surface term, so there is a size at which
the volume term becomes dominant. In the graph, it is seen that for S > 1,W
reaches a maximum, after which it decreases. The cluster size at which the
formation energy W has its maximum value is called the critical size and is
indicated by n∗. It is easily obtained by solving dW/dn = 0, yielding

n∗ = ( 2Θ
3 log S

)

3

. (3)

Knowing the size dependence of W does not provide an immediate an-
swer to the question of condensation. It appears from Figure 3 that small
clusters are always energetically unfavourable, for any supersaturation. Then
how does the phase transition start? The explanation is that clusters with a
positive W are rare, but do exist as a result of random molecular collisions,
just as Wilson presumed. The number density of clusters follows a Boltzmann
distribution,

ρn ∝ exp(−W/kT) = exp(n ln S − n2/3Θ), (4)

where ρn is the number of clusters of n molecules per unit of volume. Once
a cluster succeeds in growing to a size larger than the critical size, it is likely
to grow to macroscopic size. The formation of these small molecular clusters
is called nucleation. In the absence of particles or walls, nucleation is said to
be homogeneous; otherwise, it is heterogeneous.
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We can now explain why a supersaturation higher than unity is required
for condensation in the absence of dust or walls. The formation of a surface
costs energy, and molecular clusters are therefore rare. Only at high super-
saturations, there are enough critical clusters to enable a large-scale phase
transition. Whether condensation is observable depends on the rate at which
clusters grow larger than the critical size, and also on the number density of
those clusters. To describe this process more exactly, we define the nucleation
rate as the frequency at which clusters in a unit volume succeed in surpassing
the critical size. In other words, the nucleation rate is the number of energet-
ically stable droplets that are formed per unit time and volume.

The nucleation rate, indicated by the symbol J, can be approximated by
the frequency at which critical clusters gain a molecule. This frequency is
the product of the number density of critical clusters ρn∗ and the rate Cn∗ at
which molecules hit a critical cluster, so

J ≈ Cn∗ρn∗ . (5)

With the expressions for the critical size (Eq. 3) and for the number density
(Eq. 4), we obtain

J ∝ Cn∗ exp [− 4
27

Θ3

(ln S)2
] . (6)

This expression shows that the nucleation rate is very sensitive to the su-
persaturation. For example, in our experiments it is observed that when S is
increased by 10%, the nucleation rate becomes ten times as large. The rate is
even more sensitive to the surface energy Θ.

Let us return to the question posed at the beginning: when does water
condense? Qualitatively, we can say that in the absence of walls and particles,
a sufficiently high supersaturation is required so that nucleation results in an
observable amount of droplets. Quantitatively, Eq. 6 specifies the nucleation
rate, but since that expression is only an approximation, it is not the ultimate
answer. In the end, only experiments can show us the nucleation behaviour
of water.
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Nucleation takes place at conditions far from phase equilibrium; indeed, nu-
cleation and droplet growth are the mechanisms that enable the system to
reach phase equilibrium. The rate of nucleation depends strongly on the de-
viation from equilibrium, so knowledge of the exact phase equilibrium con-
ditions is essential. In our experiments, we either examine a binary system
(water and methane, or water and helium) or a ternary system (water, me-
thane and carbon dioxide). In the first part of this chapter, the thermody-
namics of phase equilibrium is described, and the supersaturation is defined
for non-ideal mixtures. In the second part, the liquid–vapour equilibria in
our binary and ternary systems are examined in detail, and modelled by an
equation of state.

1.1 Thermodynamics

From the first and second laws of thermodynamics, it follows that the energy
of a homogeneous, open system in equilibrium is a function of the entropy
S, the volumeV , and the numbers of molecules of the components ni :

U =U(S ,V , n1 , n2, . . . ). (1.1)

For a reversible change, the change in energy is given by

dU = T dS − pdV +∑
i
µi dni , (1.2)

withT the temperature, p the pressure, and µi the chemical potential of com-
ponent i. It is usually more convenient to have p andT as independent vari-
ables, instead of S andV . This change of variables is performed with a Legen-
dre transform, and the transformed function is called the Gibbs energy G:

G =U −TS + pV , (1.3)

with a differential of

dG = dU −T dS − S dT + pdV +V dp
=V dp − S dT +∑

i
µi dni , (1.4)

7



8 Phase Equilibrium

where Eq. 1.2 was used to eliminate dU . From this equation, it follows that
the chemical potential is the partial molecular Gibbs energy:

µi = (
∂G
∂ni
)
p,T ,n j≠i

, (1.5)

where the subscript means that p, T and all n j’s except ni are held constant.
The Gibbs energy G and the numbers of molecules ni are extensive quanti-
ties, so that Eq. 1.5 can be integrated at constant p andT with Euler’s theorem
for homogeneous functions. It then follows that the total Gibbs energy of the
mixture is

G =∑
i
niµi , (1.6)

which has a total differential of

dG =∑
i
ni dµi +∑

i
µi dni . (1.7)

The substitution of Eq. 1.7 in Eq. 1.4 gives the Gibbs–Duhem equation, which
relates a change in chemical potential to changes in pressure and temperature.

∑
i
ni dµi =V dp − S dT . (1.8)

Chemical potential

The chemical potential of a pure substance is a function of pressure and tem-
perature. As only isothermal processes will be considered here, the temper-
ature dependence will be omitted. For a pure substance at constant T , the
Gibbs–Duhem equation reduces to

dµ = (V/n)dp. (1.9)

An ideal gas satisfies the relation pV = nkT , which allows Eq. 1.9 to be in-
tegrated. The difference in chemical potential between two states with equal
temperature and pressures p0 and p is then

µid(p) − µid(p0) = kT ln( p
p0
) , (1.10)

where the superscript ‘id’ stands for ideal gas. The change in chemical po-
tential resulting from a change in pressure is a function of the ratio of final
and initial pressure. Because the chemical potential does not have an absolute
reference point, we can only compute differences of potentials.
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We now consider a mixture of gases (ideal or non-ideal) at total pres-
sure p, with n = ∑i ni the total number of molecules. The partial pressure of
a substance is defined as

pi =
ni
n
p = yi p, (1.11)

where the molar fraction yi of substance i was defined as the ratio of the
number of molecules of substance i and the total number of molecules. By
definition, the sum of partial pressures is equal to the total pressure.

If all the components are ideal gases, the chemical potential of a compo-
nent is independent of the other components. Therefore, it is the same as the
chemical potential of the pure component at a pressure equal to the partial
pressure.

µ̄idi (p, yi) = µidi (pi) = µidi (yi p). (1.12)

The overbar on the µ̄ refers to the chemical potential of a component in a
mixture, whereas µ retains its meaning of pure-component chemical poten-
tial.

The equivalent of Eq. 1.10 for a component in a mixture of ideal gases
can be found by applying Eq. 1.12 to two different mixtures, and subtracting
the results. In this way, the difference in chemical potential between the two
mixtures is found.

µ̄idi (p, yi) − µ̄idi (p0, y0i ) = kT ln( yi p
y0i p0
) . (1.13)

The difference in chemical potential of a component is a function of the ratio
of partial pressures.

The chemical potential of a component in the mixture can also be com-
pared with that of the pure component, at a pressure equal to the pressure of
the mixture, by taking y0i = 1 and p0 = p. The result is

µ̄idi (p, yi) − µidi (p) = kT ln(yi), (1.14)

where Eq. 1.12 was used. The term kT ln yi represents the decrease in chem-
ical potential that results from the mixing of the pure component with the
other components. A mixture that obeys Eq. 1.14 is called an ideal solution.

Fugacity

It is desirable to describe chemical potential differences of components in
non-ideal gas mixtures in a similar form as in Eq. 1.13. For this purpose, a
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quantity called fugacity with symbol f is introduced, which has a dimension
of pressure. It is defined by the relation25

µ̄i(p, y) − µ̄idi (p, yi) = kT ln( f̄i(p, y)
yi p

) . (1.15)

The overbar on the f̄ again refers to a property of a mixture component. Fur-
ther, µ̄i (without superscript ‘id’) is the real chemical potential of component
i, which depends on the total pressure p and the molar fractions of all other
components, denoted by the vector y = (y1 , y2, . . . ). In contrast, the ideal
chemical potential µ̄idi only depends on p and the molar fraction yi of com-
ponent i.

The fugacity describes the deviation from ideal behaviour in a convenient
way. For an ideal gas, the left-hand side of Eq. 1.15 vanishes, so the fugacity
of an ideal gas is simply equal to the partial pressure.

f̄ idi = yi p. (1.16)

In general, the fugacity and the partial pressure are not equal; their ratio is
called the fugacity coefficient ϕ, or

ϕi =
f̄i
yi p

. (1.17)

We now apply Eq. 1.15 to two mixtures and subtract the results to find
the difference in chemical potential. The terms containing the ideal partial
pressures cancel, yielding

µ̄i − µ̄0i = kT ln( f̄i
f̄ 0i
) , (1.18)

where the notation has been simplified by omitting the dependencies of µ̄
and f̄ . This equation can be seen as an alternative definition of the fugacity;
namely, a ratio of fugacities is equivalent to a difference in chemical poten-
tial. The ratio of fugacities f̄i/ f̄ 0i is called the activity of component i, and de-
pends on the chosen reference state.25 This definition of the activity is more
general than the usual one,26,27 where the reference is always the pure com-
ponent. For that particular pure reference state, Eq. 1.18 can be written in a
form similar to the equation for ideal solutions (Eq. 1.14). This results in

µ̄i(p,T , y) − µi(p,T) = kT ln(γi yi), (1.19)

where the activity coefficient γi was introduced as

γi =
f̄i
yi fi

, (1.20)
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and fi (without bar) is the fugacity of the pure component i. For ideal solu-
tions, the activity coefficient is unity (compare Eq. 1.14).

Binary system

We consider binary systems in which one component is water and the other
is a carrier gas. According to the Gibbs phase rule, when two phases are in
equilibrium in a binary system, there are two degrees of freedom (e.g. pres-
sure and temperature). Accordingly, the equilibrium vapour fraction of water
can be written as a function of the temperature and the pressure.

We will calculate the chemical potential of water in the mixture, both in
the vapour phase and in the liquid phase. As a reference chemical potential,
we use that of pure water in liquid–vapour equilibrium, at a temperature T
with a saturated vapour pressure ps(T).

The subscript i is omitted; all quantities refer to the condensing compo-
nent (water, in our case). The symbol x will be used to denote the molar
fraction of water in the liquid phase, while y refers to the corresponding mo-
lar vapour fraction. Further, superscripts ‘l’ and ‘v’ (used with the chemical
potential µ) denote water in the liquid and vapour phase, respectively.

The chemical potential of water in the liquid phase is

µ̄l(p, x) = µl(p) + kT ln(γx)

= µl(ps) + ∫ p

ps
vl(p′)dp′ + kT ln(γx), (1.21)

where the activity coefficient from Eq. 1.19 was used to express the difference
with the chemical potential of pure water. Furthermore, the Gibbs–Duhem
equation (Eq. 1.9) with molecular volume vl was used to account for the pres-
sure difference p − ps.

The chemical potential of the water in the vapour phase can immediately
be related to the pure, saturated state with the help of Eq. 1.18, yielding

µ̄v(p, y) = µv(ps) + kT ln(ϕyp
ϕsps
) . (1.22)

The chemical potential of water vapour is equal to that of liquid water, both
in the pure case and in the binary two-phase equilibrium, so

µv(ps) = µl(ps) and µ̄v(p, yeq) = µ̄l(p, xeq), (1.23)

where the subscript ‘eq’ refers to the binary two-phase equilibrium. With
these conditions for phase equilibrium, the combination of Eqs. 1.21 and 1.22
leads to

kT ln(
ϕeqyeqp

ϕsps
) = ∫ p

ps
vl(p′)dp′ + kT ln(γeqxeq). (1.24)
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For the vapour fraction of water it follows that

yeq =
ps
p

ϕs
ϕeq

γeq xeq exp( ∫ p

ps

vl(p′)
kT

dp′) . (1.25)

This final result contains several factors that influence the vapour fraction.
In the simplest approximation, the partial pressure of water yp is equal to the
saturated vapour pressure ps, so that the vapour fraction equals the pressure
ratio ps/p. In addition, the xeq takes into account that the vapour fraction de-
creases when other substances dissolve into the liquid; together with the pres-
sure ratio it forms Raoult’s law. Next, the factors ϕs and ϕeq are corrections
for the non-ideality of the water vapour, and γeq corrects for the liquid non-
ideality. Finally, the exponential factor is called the Poynting correction.25,26
It represents the effect on the liquid of the pressure increase from ps to p,
which increases the vapour fraction; it is independent of the type of carrier
gas. Even when all substances are ideal, the Poynting effect is present. For
water, the Poynting effect is relatively small: for temperatures above 230 K
and pressures below 10 bar, the exponential factor lies between 1.00 and 1.01.

The vapour fraction is approximately inversely proportional to the pres-
sure, and also replicates the strong temperature dependence of ps(T). There-
fore, it is often more convenient to use a derived quantity called enhancement
factor from which these dependencies have been excluded. The enhancement
factor fe is defined as

fe(p,T) = yeq(p,T) p
ps(T)

=
pw(p,T)
ps(T)

, (1.26)

and equals the ratio of the partial water pressure pw in the vapour phase and
the saturated vapour pressure ps(T) of pure water. The enhancement factor is
usually larger than unity, which corresponds to an increase or ‘enhancement’
of the water vapour fraction. At low pressure (p = ps), the enhancement fac-
tor equals unity.

Supersaturation

The supersaturation is a measure of the deviation from equilibrium; it com-
pares the current, possibly metastable, state with the corresponding equilib-
rium state. Which equilibrium composition corresponds to a certain super-
saturated state is not always a trivial question.

The supersaturation Si of component i in the vapour phase is defined as
the activity of that component, where the reference state is a vapour–liquid
equilibrium at the same temperature and pressure. Then Si is given by

Si =
f̄i(p,T , y)
f̄i(p,T , yeq)

= exp [
µ̄vi (p,T , y) − µ̄vi (p,T , yeq)

kT
] , (1.27)
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where the last equality follows from Eq. 1.18. This definition of Si is incom-
plete because in systems with three or more components, the equilibrium
composition yeq is not uniquely defined by p and T . However, a binary sys-
tem at vapour–liquid equilibrium has two degrees of freedom, so p and T
suffice to determine the equilibrium. In that case, the supersaturation defini-
tion can be simplified, using the definition of the fugacity coefficient (Eq. 1.17)
and the enhancement factor (Eq. 1.26), resulting in

S = ϕ
ϕeq

y
yeq
=

yp
feps

ϕ
ϕeq

. (1.28)

In this equation and in the following ones, the subscript i has been omit-
ted; all quantities refer to the condensing component (in our case, water).
In Eq. 1.28, the fugacity coefficients ϕ and ϕeq account for the intermolecu-
lar forces between a water molecule and other molecules (both water mole-
cules and carrier gas molecules). Both in the initial state and in the equilib-
rium state, the vapour fraction of water in our experiments is very small (at
most 5 × 10−3), so that nearly all neighbour molecules are carrier gas mol-
ecules. Therefore, ϕ and ϕeq are approximately equal, and Eq. 1.28 reduces
to

S ≈ y
yeq
=

yp
feps

. (1.29)

Ternary system

In a system with three components at two-phase equilibrium, there are three
degrees of freedom. Considering our ternary system, methane/carbon diox-
ide/water, the equilibrium vapour fraction of water can be written as a func-
tion of temperature, pressure and the vapour fraction of carbon dioxide, for
example. Then, the enhancement factor can be defined as

fe(p,T , yc) = yeq(p,T , yc)
p

ps(T)
, (1.30)

where yc is the vapour fraction of carbon dioxide.
To define the supersaturation, a reference state is needed. Unlike the bi-

nary case, in the ternary system pressure and temperature alone are insuffi-
cient to define an equilibrium state; the vapour fraction of one component
is needed as well. In our experiments, the amount of water is so small that
the vapour fractions of methane and carbon dioxide hardly change during
condensation; therefore, either vapour fraction can be taken constant. We ar-
bitrarily choose to take the carbon dioxide fraction constant, so that Eq. 1.27
becomes

S = ϕ(p,T , y, yc)
ϕeq(p,T , yc)

y
yeq(p,T , yc)

≈
yp

fe(p,T , yc)ps(T)
, (1.31)
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where the same approximation for the fugacity coefficients was made as in
the binary case.

1.2 Equations of state

A fundamental thermodynamic equation such as U = U(S ,V , n1 , n2, . . . )
or G = G(p,T , n1 , n2, . . . ) provides information about all thermodynami-
cal quantities of a system. For our purposes, an equation of state that relates
pressure, temperature, volume and composition (called a thermal equation
of state) is sufficient. Such an equation of state (eos) is usually explicit in the
pressure,

p = p(T , v, x), (1.32)

and depends on the temperature T , a specific volume v (such as the molar
or molecular volume), and the molar fractions x = (x1 , x2, . . . ). For a pure
component, Eq. 1.32 reduces to

p = p(T , v). (1.33)

Cubic equations of state

An important type of eos is the cubic eos, which has the form of Eq. 1.33, and
can be converted to a cubic equation in the specific volume (i.e., it contains
powers of v of degree three and lower). A cubic eos is the simplest eos that
can describe both the gaseous and the liquid phase because the equation p =
p(T , v) can have multiple solutions of v for a single p and T . The simplest
cubic eos is the van der Waals equation

p = RT
v − b

−
a
v2

, (1.34)

where v is the molar volume and R is the molar gas constant. Furthermore,
a and b are substance-specific constants that account for the intermolecular
forces and the molecular volume, respectively. Two other widely-used equa-
tions are the Soave modification28 of the Redlich–Kwong29 eos, denoted by
rks, and the Peng–Robinson30 (pr) eos. The rks eos has the form

prks =
RT
v − b

−
a(T)

v(v + b)
, (1.35)

and the pr eos is

ppr =
RT
v − b

−
a(T)

v(v + b) + b(v − b)
, (1.36)
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where a depends on temperature as

a(T) = a0 ⋅ [1 + c ⋅ (1 −
√
T/Tc)]

2, (1.37)

with a0 and c substance-specific constants, and Tc the critical temperature.
The temperature dependence of a was chosen by Soave28 to optimize the
calculated saturated vapour pressure.

To describe mixtures, a single eos is used – the one that is used to model
the pure components – but with parameters a and b that depend on the mix-
ture composition. In this so-called one-fluid model, the equations that de-
scribe the composition dependence of the parameters are called mixing rules.
Usually, a quadratic dependence on molar fraction is taken:25

a =∑
i
∑
j
xix jaij , and b =∑

i
∑
j
xix jbij . (1.38)

Here aii = ai is the value of a for the pure component i. The values aij and
bij (with i ≠ j) are binary parameters, which are obtained from the pure-
component values with the combining rules

aij =
√
aia j (1 − kij), (1.39)

and

bij =
bi + b j

2
(1 − lij). (1.40)

In these equations, the binary interaction parameters kij and lij have been in-
troduced, which are corrections to the ideal arithmetic-mean and geometric-
mean combining rules. The values of kij and lij are obtained by fitting the eos
to experimental mixture data. Often, the kij parameter alone provides an ac-
ceptable fit, and lij is taken zero. The mixing rule for b from Eq. 1.38 then
reduces to the linear rule b = ∑i xibi .

CPA equation of state

Cubic equations of state perform well for non-polar substances, such as hy-
drocarbons, and their mixtures. They are less accurate for substances with
strong attractive interactions between molecules, where the formation of mo-
lecular clusters can strongly affect the substance behaviour. Water, which is
present in the mixtures we consider, has the ability to form hydrogen bonds
and is therefore an associative substance.

A well-known description of associating fluids is called ‘chemical theory’,
first published by Dolezalek in 1908.31 In this theory, each possible cluster
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of molecules is considered a chemical species, which is formed and decom-
posed by chemical reactions. The concentration of each species is determined
by the chemical equilibrium constants of the reactions. A disadvantage of
chemical theory is that all reactions have to be known, as well as a method
to compute or measure their equilibrium constants. An often-cited example
of a chemical theory is that of Heidemann and Prausnitz,32 who combined a
van der Waals-type eos with chemical association reactions.

SAFT model
In contrast to chemical theories, physical theories explain non-idealities by
interactions between molecules. The foundations for the statistical mechan-
ics of associating fluids were laid by Wertheim33 in a series of papers pub-
lished in 1984 and 1986. Based on these papers, a theory called saft (statis-
tical associating fluid theory) was developed by Chapman et al.34 and Huang
and Radosz.35,36 The original derivation of the saft theory is ‘difficult to read’
in the words of Müller and Gubbins,37 who present a simplified overview in
their review. Prausnitz et al.38 even mention: ‘The literature on saft is com-
plex and confusing. The original article by Wertheim, while brilliant, is es-
sentially incomprehensible. Much patience is required to understand what
saft is, what it can and what it cannot do’.

The saft theory is a perturbation theory, in which the Helmholtz energy
is a sum of the ideal gas Helmholtz energy and contributions from the mo-
lecular structure and interactions. Specifically, the effect of segmented mol-
ecules (also called chain molecules), and the effect of association sites on the
molecules are taken into account.

In the saft model, a molecule can have any number of association sites of
one or more types (for example, with a positive or negative charge), but the
position of the sites on the molecule cannot be specified. A site on a molecule
can bond to exactly one site on another molecule; furthermore, double or
higher bonds between two molecules are not allowed. If molecules have more
than one site, chain-like or branched clusters can be formed, but ring-like
structures are not permitted. Association sites can be used to model hydrogen
bonds, for example. In that case, one site type represents the hydrogen atoms
that can participate in a hydrogen bond, and another site type represents the
lone electron pairs on electronegative atoms.

CPA model
In 1996, Kontogeorgis et al.39 argued that the essential part in any eos for
associating fluids is the association term, while the performance of the eos is
relatively insensitive to the rest of the model. Taking into account the com-
plexity of models like saft, they concluded that a simpler eos for associat-
ing fluids could be obtained by combining a simple cubic eos with the as-



1.2 Equations of state 17

sociation term of saft. The resulting eos is called ‘cubic plus association’
(cpa).40,41 In terms of pressures, the cpa eos can be written as

pcpa = pcubic + passoc, (1.41)

where pcubic is prks or ppr, for example. The association term is given by40,42

passoc = −
RT
2v
(1 − v∂ ln g

∂v
)∑

i
xi∑

A i

(1 − XA i), (1.42)

with v the molar volume, g the radial distribution function evaluated at hard-
sphere contact (to be discussed later) and xi the molar fraction of component
i. Further, Ai is the notation for site A on a molecule of component i, and
XA i is the molar fraction of component i that has no bonds with other mole-
cules at site Ai . The first sum in Eq. 1.42 is a summation over all components
(i = 1, 2, . . . ), while the second is a summation over all association sites of
a component (e.g., for i = 1, the sites A1 = I1 , II1 , III1 , . . . ). Equation 1.42
follows from Wertheim’s statistical theory; a simpler heuristic derivation is
given in the review of Müller and Gubbins.37

The free-site fractions XA i are found by solving the set of mass balance
equations

XA i =
1

1 + (1/v)∑
j
x j∑

B j

XB j ∆A iB j

, (1.43)

where ∆A iB j is the association strength between site A on molecule i and site
B on molecule j. It has a dimension of volume and is given by the equation

∆A iB j = [exp(
εA iB j

kT
) − 1] g(v) bij βA iB j , (1.44)

where εA iB j is the association energy and βA iB j is the dimensionless associ-
ation volume parameter.

Radial distribution function
In Eqs. 1.42 and 1.44, the quantity g(v) appears, which is the radial distri-
bution function (rdf) of a hard-sphere fluid, evaluated at molecular contact.
The rdf describes how the local density varies as a function of the distance
from the centre of a molecule, and is defined as the ratio of the local den-
sity and the average density.43 For a fluid of hard spheres, the rdf is zero for
distances smaller than the molecular diameter (because molecules cannot
occupy the same space), and unity for large distances. In the saft and cpa
eos, only the value of the rdf at a distance equal to the molecular diameter
(that is, at molecular contact) is used.
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In saft, the rdf for mixtures of hard spheres derived by Mansoori et
al.44 is used. However, when Yakoumis et al.45 extended cpa from pure com-
ponents to mixtures, they retained the pure-component radial distribution
function. Later, the rdf was further simplified by Kontogeorgis et al.46 for
faster computation. In contrast, Pfohl et al.47 used the more complicated rdf
for mixtures in their modified cpa eos. The effect of the rdf on the results
of cpa is minor, according to Kontogeorgis et al.,40 who report that even the
simplification g = 1 ‘results in very similar performance’.
Pure components
Equations 1.43 and 1.44 are very general and allow for different interaction
strengths between different sites. For pure-component association, simplify-
ing assumptions are usually made, such as: (a) all site fractions and interac-
tion strengths are equal, or (b) there are two types of sites, with equal inter-
actions between unlike sites and no interactions between like sites. The latter
association type, which will be used in this work, is suitable for modelling
hydrogen bonds. The two site types then represent the positively charged
hydrogen atom and the negative lone electron pair on another atom, respec-
tively.

As an example, consider a molecule with two positive and two negative
sites. With assumption (b) and an interaction strength denoted by ∆, the free-
site fractions of all sites are equal and given by

X =
√

1 + 8∆/v − 1
4∆/v

=
2

1 +
√

1 + 8∆/v
, (1.45)

which follows from Eq. 1.43.
A pure associating component in the cpa eos is defined by six parame-

ters, namely, the two association parameters ε and β from Eq. 1.44, and the
four cubic-eos parameters a0, b, c andTc. For components that have no asso-
ciation sites, or only sites with one polarity, the cpa eos reduces to the cubic
eos that is used in its definition, and four parameters suffice.
Mixtures
When the cpa eos is used to describe mixtures, the complexity of the eos
depends on the number of associating components. When only one associ-
ating component is present, the association term passoc from Eq. 1.42 for the
mixture is the same as for the pure associating component. When, on the
other hand, two or more associating components are present, we have to dis-
tinguish between self-association (association of the pure component) and
cross-association (association between different components). There are also
components without self-association that can take part in cross-association,
depending on the type of the sites.
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In any case with cross-association, the interaction strengths between sites
on molecules of different components are needed. These parameters are often
expressed in the form of combining rules, the simplest of which is the Elliott
rule,48

∆A iB j =
√

∆A iBi ∆A jB j , (1.46)

where A ≠ B because only unlike sites associate (∆A iB j refers to, for example,
the interaction between a positive site on a molecule of component i and a
negative site on a molecule of component j). Another approach49 is to write
combining rules for the parameters ε and β, in the form

εA iB j =
√
εA iBi εA jB j , βA iB j =

√
βA iBi βA jB j . (1.47)

All combining rules imply that the interaction Ai–B j is the same as Bi–A j,
even though completely different site pairs are involved. When one of the
cross-associating components does not have self-association, the combining
rules lose their physical meaning because the non-self-associating compo-
nent does not have the parameters ∆, ε, or β. In that case, these quantities are
only used as fitting parameters without clear physical meaning.
Versions of CPA
After cpa was developed by Kontogeorgis et al.39 in the group of Tassios,
several modifications were made, primarily by Pfohl et al.47 Most of those
changes have been adopted by the Tassios group in recent publications,50–52
but Kontogeorgis (who has left the Tassios group) and coworkers40,53,54 are
still using the original version of cpa. In the present work, both versions will
be used, so the differences are summarized below.

1. In the original Kontogeorgis version of cpa, the cubic eos was rks, while
Pfohl et al. used the pr eos. According to Pfohl et al.,47 pr performs better
than rks for systems with carbon dioxide, although Pfohl et al.55 showed
earlier that the opposite is true when a cubic eos is fitted to vapour pres-
sure and liquid density.

2. Pfohl et al. reduced the number of parameters for the cubic part from
four to three, by using equations that relate the a0 and b parameters to the
critical temperatureT ′c and critical pressure p′c. These critical parameters
have prime marks, because they are fitting parameters and do not corre-
spond to the experimental critical conditions; moreover, they do not even
correspond to the calculated critical values in the case of an associating
component. The ratioT/Tc that appears in Eq. 1.37 was replaced byT/T ′c ,
so that the experimental Tc disappears from the parameter set. In addi-
tion, the parameter c was replaced by the parameter ω′, which resembles
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the Pitzer acentric factor.56 The parameter c is a quadratic function of ω′;
the prime again indicates that ω′ is a fitting parameter and may not be
equal to the experimental acentric factor. The result of all these changes
is the replacement of the parameter set a0, b, c and Tc by the reduced set
T ′c , p′c and ω′.

3. Pfohl et al. used the a(T) function from Mathias57 instead of Eq. 1.37 for
T > T ′c because the original Soave a(T) shows unphysical behaviour at
temperatures much higher than the critical temperature.57

4. Pfohl et al. used the true radial distribution for mixtures instead of the
pure-component rdf, as described above.

In this work, calculations with the cpa eos were performed with the program
Phase Equilibria (pe2000) by Pfohl et al.58,59 The pe2000 program contains
several cpa versions, including the original Kontogeorgis formulation and
the modified version by Pfohl et al. However, pe2000 uses the radial distri-
bution function by Mansoori et al.44 in all cpa versions, so the Kontogeorgis
version in this work is not exactly equal to the original formulation. The dif-
ferent versions will be indicated as follows: cpa-rks-k refers to the Kontoge-
orgis formulation with the Mansoori rdf, and cpa-rks and cpa-pr refer to
the Pfohl modification with either rks or pr as the cubic eos.

1.3 Software packages

The binary and ternary mixtures we consider are common in the natural gas
industry, so it is not surprising that modelling tools have been developed
for these mixtures. However, the industrial demands on these programs are
quite different from our requirements, so an evaluation of the suitability of
such a program is required. Two commercially available software packages
were tested: nist supertrapp and the gerg-2004 eos.

NIST Supertrapp

The National Institute of Standards and Technology (nist) of the usa has
worked on the supertrapp (super transport property prediction) program60

since 1981. It is also called the ‘thermophysical properties of hydrocarbon
mixtures database’, and contains data for about 200 hydrocarbons and several
inorganic substances. The range of validity of the program is 0 to 3000 bar
and 10 to 1000 K. Water can only be included in the mixture as an impurity,
with a molar fraction of less than five percent. It is therefore to be expected
that predictions involving water have a limited accuracy. Phase compositions
are computed with the Peng–Robinson eos. The binary interaction parame-
ters for this eos are estimated using a correlation with critical molar volumes
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and acentric factors. For the calculation of phase properties such as density
and heat capacity, supertrapp offers a choice between Peng–Robinson and
a model developed by nist. Because we only use phase compositions, the
choice of property model is not relevant for us.

GERG EOS

The gerg-2004 eos61,62 was chosen by gerg (Groupe Européen de Recher-
ches Gazières) as the reference equation of state for natural gases. The eos
contains data for 18 components, including the linear alkanes from methane
to octane, carbon dioxide, nitrogen, helium, and water. The range of validity
is 90–450 K and 0–350 bar.

The primary aim of the developers of the gerg eos was a high accuracy
(better than 0.1%) in gas phase properties, such as the density and speed of
sound. In contrast, phase composition calculations were allowed to have un-
certainties of 3% to 5%.

The gerg equation of state is explicit in the Helmholtz free energy, and
consists of three parts: the ideal-gas part, the contribution of the pure sub-
stances and a departure function. The pure-component equations contain
up to 24 polynomial and exponential terms, with coefficients that are fitted
to property data. The departure function describes the non-ideality of the
mixture, and is fitted to data of binary mixtures.

In the literature a model called ‘gerg-water’ is cited.54,63,64 Confusingly,
this model is not the gerg-2004 eos, but a modified Peng–Robinson eos.

Evaluation of the packages

Two tests were performed to compare the phase equilibrium programs. First,
the enhancement factor of water in methane was computed at 291 K and
pressures up to 70 bar. These values are the conditions in the saturators in
our setup. Enhancement factors were calculated with Eq. 1.26, using the pro-
grams’ predictions of the equilibrium vapour fraction of water in the water–
methane system. In both programs, the water fraction is obtained by an algo-
rithm called ‘isothermal flash calculation’. Such a calculation gives the com-
positions and amounts of the liquid and vapour phases that are in equilib-
rium at a given pressure, temperature and overall composition. The equilib-
rium vapour fraction of water should not depend on the overall composition,
although the amounts of vapour and liquid do depend on it. Of course, the
overall composition should contain enough water to allow the formation of a
liquid phase, and enough methane to enable the existence of a vapour phase.

Figure 1.1 shows the enhancement factors predicted by different models,
and the experimental value. The uncertainty in the experimental enhance-
ment factor increases from zero near 0 bar to ±0.05 near 70 bar. Both the
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Figure 1.1: Enhancement factor (Eq. 1.26) of water in methane at 291 K. Shown is
the experimental correlation of Eq. B.1 and model predictions by nist-supertrapp,
gerg-2004, and the cpa model from this work. The disconnected part of the gerg
result between 9 and 16 bar is caused by an error in the gerg computer program and
has no physical meaning.

gerg and the nist program significantly overpredict the enhancement fac-
tor in almost the entire pressure range. As the pressure approaches the equi-
librium vapour pressure of water (0.02 bar at 291 K) the enhancement factor
should become unity; instead, the nist enhancement factor becomes 0.95.
Moreover, the nist program gives a pressure dependence that is too strong.
These inaccuracies are not surprising because the nist model was not de-
signed for water calculations.

The gerg program, on the other hand, includes a more accurate eos for
water and gives a better prediction as well. The low-pressure limit is correct,
but the pressure dependence is too large. In the range of 9 bar to 16 bar, the
flash calculations in the gerg program seem to converge to incorrect solu-
tions, so a reliable value for the enhancement factor cannot be obtained at
these conditions. Changing the overall composition did not solve this con-
vergence problem. At 70 bar, the relative error in the gerg enhancement
factor (and, therefore, also in the water vapour fraction) is more than 20%,
which is much larger than the 5% uncertainty that is stated in the gerg-2004
description.61

The second test involved the computation of the solubility of carbon diox-
ide in liquid water. The equilibrium composition of the mixture of CO2 and
water was evaluated at 273.15 K (the lowest temperature where reliable ex-
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perimental data exists) and at 2.5 bar (the highest partial pressure of CO2
that occurs in our experiments). According to the accurate correlation of Di-
amond and Akinfiev,65 at these conditions the molar fraction of CO2 in wa-
ter is 3.4 × 10−3. The gerg model gives a fraction of 2.3 × 10−5, and the nist
model predicts a fraction of 2.0 × 10−4. With a respective deviation of one
and two orders of magnitude, both the nist and the gerg program perform
poorly in reproducing the carbon dioxide solubility.

On the basis of the tests, it was decided that both software packages were
not accurate enough for our purposes, and that a dedicated eos had to be
used. On the basis of the good results published in the literature,40,41 we se-
lected the cpa eos.

1.4 Pure components

The first step in fitting the cpa model is the optimization of the pure-com-
ponent parameters. In the case of a component without self-association, this
amounts to the three rks or pr parameters; for self-associating substances
two additional parameters are determined. A difficulty is that the choice of
pure-component models and their parameters has an influence on the pre-
dicted composition of the binary mixtures, but this effect cannot be evaluated
during the optimization of the pure-component parameters

Two methods exist for obtaining the parameters of a cubic eos; one is to
derive them from the critical conditions, another to fit the model to equilib-
rium vapour pressure and liquid density. The advantage of the first method
is an exact reproduction of the critical temperature and pressure at the ex-
pense of accuracy further from the critical point. For our model, accuracy in
the critical region is unimportant, whereas the vapour pressure at low tem-
peratures should be predicted as accurately as possible. Therefore, we fitted
the cubic eos and the full cpa eos to the experimental vapour–liquid equi-
librium data.

Usually, an eos is fitted at temperatures between about 0.5Tc and 0.9Tc.
The quality of the fit is given by the objective function fobj, which is defined
here as

fobj = 1
2(∆ps + ∆vl), (1.48)

with ∆ps and ∆vl the root-mean-square relative deviations of vapour pres-
sure and liquid specific volume,

∆ps =
⎡
⎢
⎢
⎢
⎢
⎣

1
n

n
∑
i=1
(
pcalcs,i − p

exp
s,i

pexps,i
)

2⎤
⎥
⎥
⎥
⎥
⎦

1/2

, (1.49)
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and analogously for ∆vl. The sum runs over n data points (indicated by sub-
script i) that are selected for the fitting procedure. The fitting program iter-
atively searches for optimum eos parameters that minimize the value of the
objective function.

Water

It was expected that the prediction of the properties of water would reveal
substantial differences between the candidate models cpa-pr, cpa-rks and
cpa-rks-k. In contrast, it was assumed that the other components (methane
and carbon dioxide) could be described well by any cpa version.

Experimental data
When selecting experimental data for fitting, both the source of the data and
the temperature range have to be considered. In the case of water, the iapws-
95 model clearly provides the most accurate description to date. It even re-
produces the density of supercooled liquid water down to 234 K (see ap-
pendix A.2). Therefore, the iapws model was used for experimental vapour
pressures and liquid densities. As mentioned before, usually a temperature
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Figure 1.2: Phase diagram of water. Below the triple point, the solid line represents
the sublimation pressure of ice, and the dashed line is the vapour pressure of super-
cooled liquid water. The small squares on the vapour–liquid equilibrium line are the
data points used for the cpa fit. Data from Refs. 14, 66, 67.
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Figure 1.3: The water molecule with three or four association sites. The lobes above
the oxygen atom represent the lone electron pairs. The lobes are not in the plane of
the drawing; the arrangement of the lone pairs and the H atoms around the O atom
is approximately tetrahedral. Adapted from Aparicio-Martínez and Hall.68

range of 0.5Tc to 0.9Tc is chosen, which corresponds to 320–580 K for water.
In this work, we are interested in lower temperatures, around 235 K, so we
extended the range to 240–580 K. To bias the fit towards higher accuracy at
low temperatures, more data points were included below 320 K. Specifically,
points in the range of 240–320 K were spaced 10 K apart and points in the
range of 320–580 K were given a spacing of 20 K. The points are shown in
Figure 1.2, the phase diagram of water.

Association part
The association of the water molecule can be described by a three-site or a
four-site model, as shown in Figure 1.3. In the literature both variants are
discussed, but there is no agreement on which number of sites is best. Fur-
thermore, the most appropriate number of sites depends on the other compo-
nents in the mixture. For example, Perakis et al.50 successfully used four-site
water in a mixture with carbon dioxide and ethanol, but had to use three-site
water in a mixture with carbon dioxide and acetic acid.51 Aparicio-Martínez
and Hall68 and Perakis51 mention that the simultaneous existence of four hy-
drogen bonds per water molecule might be impossible because of steric hin-
drance. In this case, steric hindrance means that there may not be enough
space at the oxygen atom to form two hydrogen bonds at the same time. De-
spite these molecular considerations, in most studies the four-site model has
given the best results, so we choose this model as well.

Fitting
Three versions of the cpa eos were fitted to the property data, namely cpa-
rks-k, cpa-rks and cpa-pr. The optimized parameters are shown in Table 1.1
and the deviations from the data in Table 1.2. The cpa-rks and cpa-pr per-
form about equally well, and slightly better than cpa-rks-k. Also shown are
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Table 1.1: Optimized parameters of several cpa models for water

eos Reference T′c (K) p′c (bar) ω′ ε/k (K) β

cpa-pr this work 401.51 167.09 0.086979 1651.7 0.072120
cpa-pr Perakis50,51 305.40 135.62 0.1609 1811.3 0.1062
cpa-pr A.-Martínez68 547.01 214.99 0 1573.0 0.024694
cpa-rks this work 405.31 189.42 0.071531 1629.8 0.083316
cpa-rks A.-Martínez68 559.39 242.57 0 1460.2 0.032988

a (bar L2
/mol2) b (L/mol) c

cpa-rks-k this work 1.36452 0.015094 1.1161 1715.9 0.093944
cpa-rks-k Peeters69 0.76225 0.015240 2.0549 1721.1 0.135340
cpa-rks-k Kontogeorgis46,53 1.2277 0.014515 0.67359 2003.1 0.0692

The values ofTc are 647.096 K in this work and 647.3 K in Peeters.69 Kontogeorgis et al.46,53
did not specifyTc .

Table 1.2: Deviations of several cpa models for water in the temperature range of
240–580 K.

eos Reference ∆ps (%) ∆vl (%) ∆vv (%) fobj(%)

cpa-pr this work 0.12 1.8 3.1 1.0
cpa-rks this work 0.11 1.9 3.3 1.0
cpa-rks-k this work 0.35 2.0 2.2 1.2
cpa-rks-k Peeters69 0.89 5.7 1.7 3.3

The quantities ∆ps, ∆vl and ∆vv are root-mean-square relative deviations of the cal-
culated vapour pressure, liquid volume and vapour volume, respectively. The value
fobj is the objective function, which is the mean of ∆ps and ∆vl.

the parameters from Peeters.69 Peeters fitted the cpa model to data in the
temperature range of 220–320 K, using extrapolated density data. As could
be expected, the overall deviations of his model in the range of 240–580 K
are higher.

When cpa-pr and cpa-rks were fitted, it was observed that the optimum
parameters were close to the region in parameter space where ω′ changed
sign. Therefore, the optimum values for ω′ are close to zero.

Deviations
Because the final eos will be used to predict equilibrium vapour pressures of
water in a mixture, it is essential that pure water vapour pressures are repro-
duced accurately. The liquid density, on the contrary, will not be used and is
allowed to deviate more. Figure 1.4 shows the relative errors of the vapour
pressure that different cpa models predict. Similarly, liquid density predic-
tions are plotted in Figure 1.5.

The cpa-pr and the cpa-rks equations reproduce the vapour pressure
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Figure 1.4: Relative deviations of the equilibrium vapour pressure of water calculated
by several cpa models. Below 273 K, deviations are shown relative to the Murphy and
Koop67 vapour pressure equation; above 273 K, the reference is the iapws model.

equally well, and perform better than the Kontogeorgis version. The cpa-
rks-k model from Peeters has a systematic deviation at high temperatures
because the model was only fitted between 220 and 320 K. Below 234 K, the
models cannot be compared to the iapws vapour pressure (see appendix A.1)
so they are instead compared to the Murphy and Koop67 vapour pressure.
Below the temperature range where the models were fitted, the deviations
increase rapidly. For example, the Peeters model has an error of 7% at 200 K;
the other models have deviations of about 10%. At 235 K, the temperature
where we will use the model, the Peeters model is best.

The temperature dependence of the water density cannot be reproduced
by any cpa model. In the range of 300 to 600 K, the deviations of all mod-
els except Peeters’s one are acceptable, but near the critical point and below
250 K, the cpa model performs worse than expected. In particular, even with
its association part, cpa cannot reproduce the maximum in the density of wa-
ter, which was also noted by Lundstrøm et al.70 This maximum (and the low
density of water at low temperatures) is caused by hydrogen bonds, and it
is somewhat surprising that an eos with association is unable to model this
behaviour.

For our purposes, the accuracy of the liquid density is of minor impor-
tance because it will not be used in further calculations. At 235 K, the devia-
tions are moderate, namely 5% to 7%. Peeters’s model was fitted at low tem-
perature only; consequently, it performs better there than the other models.
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Figure 1.5: Equilibrium liquid densities of water predicted by several cpa models.

To conclude, the cpa-rks and cpa-pr models describe water with the
smallest overall deviations. However, these models cannot satisfactorily re-
produce the composition of the water–methane binary system, as will be
shown in section 1.5.

Methane and carbon dioxide

Methane and carbon dioxide can be described quite well by a cubic eos such
as pr or rks. Therefore, the association part of cpa is not required; the pa-
rameters ε and β are set to zero.
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Figure 1.6: Phase diagram of methane.
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Figure 1.7: Phase diagram of carbon dioxide.

The vapour pressure and liquid density of both components were taken
from the reference equations developed in the group of Wagner,71,72 available
in the nist webbook.73 Phase diagrams are shown in Figures 1.6 and 1.7.

Carbon dioxide was fitted in the temperature range between the triple
point (216.59 K) and 294 K with points spaced 10 K apart. Methane was fit-
ted in the range of 100 to 180 K; again with a spacing of 10 K. The optimized
parameters and the deviations are listed in Table 1.3. The Pfohl and the Kon-
togeorgis cpa model perform equally well, which is caused by the proximity
of the fitted T ′c and p′c to the experimental Tc and pc. The quality of the cpa
fits is illustrated by the pressure–density diagrams of Figure 1.8, in which the
two-phase envelope is shown together with several isotherms.

Table 1.3: Parameters of two cpa models for methane and carbon dioxide.

Parameters Deviations (%)

cpa-rks T ′c (K) p′c (bar) ω′ ∆ps ∆vl ∆vv fobj
methane 193.41 48.555 −0.01540 0.48 3.3 2.5 1.9
carbon dioxide 310.11 82.819 0.19398 0.11 1.8 5.8 0.9

cpa-rks-k a (bar L2/mol2) b (L/mol) c ∆ps ∆vl ∆vv fobj
methane 2.2921 0.028694 0.45083 0.48 3.3 2.5 1.9
carbon dioxide 3.4835 0.026974 0.76538 0.11 1.8 5.8 0.9

Experimental critical values areTc = 190.56 K and pc = 45.99 bar for methane71 and
Tc = 304.13 K and pc = 73.77 bar for carbon dioxide.72
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Figure 1.8: Pressure–density diagrams of methane (left) and carbon dioxide (right).
The lines are the predictions of the cpa-rks eos, with the parameters of Table 1.3.
The dots represent experimental data on the two-phase envelope and on isotherms.

1.5 Water–methane

The water–methane system is of interest to the natural gas industry and has
therefore been extensively studied. In equilibrium, the liquid phase is rich in
water, whereas the gaseous phase contains mostly methane. At low temper-
ature and high pressure, gas hydrate can be formed, an ice-like phase with
hydrocarbon molecules that stabilize its crystal structure.74 In the liquid–
vapour case, the composition is completely given by two quantities: the mo-
lar fraction of water in the vapour phase (or, equivalently, the enhancement
factor of water in methane), and the molar fraction of methane in the liquid
(that is, the solubility of methane in water). The cpa model has been fitted to
these two quantities.

Figure 1.9 shows the phase diagram of the methane–water system. In a
binary system, three-phase equilibrium states are represented by lines, and
a four-phase equilibrium state by a point. The number and type of phases
that exist between the equilibrium lines depend on the overall composition
of the system. For example, in the diagram of Figure 1.9, at 240 K and 60 bar,
the following phase combinations are possible, ordered by increasing water
content: (1) methane-rich vapour; (2) methane-rich vapour and hydrate; (3)
hydrate; (4) hydrate and ice; (5) ice.

Experimental data

There exists much data on the water vapour fraction in methane, but the
accuracy of most measurements is unsatisfactory. Measurements from the
literature that were evaluated are summarized in Table 1.4. This list is not
exhaustive; more references are given in Mohammadi et al.77 and Chapoy.78
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Figure 1.9: Phase diagram of the methane–water system.75,76 Solid lines represent
equilibrium between three phases, with L denoting liquid rich in water, H hydrate,
I ice, and V vapour rich in methane. The dashed line is the vapour pressure of pure
water. The point Q is the quadruple point where the four phases L-H-I-V are in
equilibrium. The equilibrium line I-L-H above the point Q is not shown, since it is
not relevant in the presence of excess methane. The data points mark the conditions
at which the equilibrium water vapour fraction has been measured.

Table 1.4: Measurements of the equilibrium water vapour fraction in the methane–
water system

Reference Year Note Reference Year Note

Olds79 1942 Althaus80 1999
Rigby and Prausnitz82 1968 a Chapoy et al.83 2003 c
Kosyakov et al.84 1982 b Mohammadi et al.77 2004
Gillespie and Wilson85 1982 Chapoy et al.86 2005a
Yarym-Agaev et al.87 1985 Chapoy et al.88 2005b
Yokoyama et al.89 1988 Folas et al.54 2007

a: good accuracy; b: only two points per isotherm; c: corrected in Chapoy 2005a

The temperature and pressure at which individual measurements were per-
formed are shown in the phase diagram, Figure 1.9. Measurements of the wa-
ter vapour fraction at conditions where hydrate or ice exists were discarded.

To evaluate the data, the reported vapour fractions were converted to en-
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Figure 1.10: This page and next page: enhancement factor of water in methane as
a function of pressure, for temperatures of 283, 293, 298 and 323 K. Symbols indi-
cate measurements; references for the experimental data are listed in Table 1.4. Also
shown are the corrected fit to the model of Duan and Mao (see appendix B) and the
result from the cpa eos developed in this section.
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hancement factors using the definition of Eq. 1.26, and plotted as a function
of pressure. Four of these plots are shown in Figure 1.10, each corresponding
to a different temperature. There is considerable scatter in the data, partic-
ularly at the lowest temperature of 283 K. A reason for the lack of accurate
measurements is the small value of the water vapour fraction (about 10−4
to 10−3) and, consequently, the large amount of gas that is required for the
analysis. In addition, it can take a long time to reach equilibrium. In spite of
the inaccuracies, it can be concluded from the plots that the enhancement
factor increases approximately linearly with the pressure, and decreases with
increasing temperature.

In 2006, Duan and Mao90 presented semi-empirical equations for the
equilibrium water vapour fraction and the methane liquid fraction in the
water–methane system. The result from their equation appeared to represent
the measurements reasonably well. At low pressure, however, the Duan and
Mao enhancement factor does not approach unity, but a value of about 1.015.
This would cause an error of 1.5% in the supersaturation because the equi-
librium vapour fraction of water and the enhancement factor appear in its
definition, Eq. 1.29. The nucleation rate is quite sensitive to the supersatura-
tion; indeed, an increase in the supersaturation of 1.5% causes an increase in
the nucleation rate of about 40%.

To correct the low-pressure behaviour of the enhancement factor, a poly-
nomial function in p andT was fitted to the data of the Duan and Mao model,
while constraining it to the low-pressure limit. The fitted function, which is
shown in appendix B, has been used in this work as the experimental vapour
composition in the methane–water system. It is also shown in Figure 1.10.

Like the vapour composition, the solubility of methane in liquid water has
been the subject of many investigations. Duan and Mao90 and Chapoy78 give
extensive lists of references, dating from 1855 to 2004. The Duan and Mao
model reproduces most of these measurements accurately. Figure 1.11 com-
pares the model with recent measurements of Chapoy et al.91 A polynomial
fit was also made for this model and is given in appendix B.

Fitting to experimental data

The binary interaction parameters kij and lij (defined in Eqs. 1.39 and 1.40)
were determined by fitting the cpa models to experimental two-component,
two-phase equilibrium compositions. In all cases considered here, one phase
is liquid and the other is gaseous. In subscripts of kij and other parameters,
the phases will be identified by the first letters of their name. For example,
kmw represents the interaction parameter of the water–methane system.

The equilibrium compositions of the two phases are functions of temper-
ature and pressure. In principle, kij and lij therefore depend on both p and
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T . In practice, the parameters are made temperature-dependent only, and
sometimes even constant. A weak or zero temperature dependence is prefer-
able because it allows for a reliable extrapolation of the parameter outside the
fitted temperature range. In that case, the predictions of the eos outside the
fitted range are more trustworthy. In this work, the lij parameter was taken
equal to zero, to reduce the number of parameters that have to be extrapo-
lated.

The objective function, used for the optimization of the interaction pa-
rameters, is defined at a temperatureT as

fobj(T) = 1
4(∆x1 + ∆x2 + ∆y1 + ∆y2), (1.50)

where ∆x and ∆y are the averages of the relative deviations of, respectively,
the liquid and vapour molar fractions at T , with subscripts 1 and 2 referring
to the two components. For example, ∆x1 is given by

∆x1(T) =
1
n

n
∑
i=1

RRRRRRRRRRR

xcalc1 (pi) − x
exp
1 (pi)

xexp1 (pi)

RRRRRRRRRRR

, (1.51)

where p1 to pn are pressure values that have been selected for the fit at tem-
peratureT .
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Table 1.5: Deviations of the cpa water–methane equilibrium composition at 298.15 K

Maximum deviations (%)

2–10 bar 2–100 bar

eos Water parameters ∆xm ∆yw ∆xm ∆yw
cpa-pr this work 0.0 3.5 0.6 47.6
cpa-rks this work 0.2 2.8 3.0 39.3
cpa-rks-k this work 0.1 1.2 2.1 20.5
cpa-rks-k Peeters69 0.1 0.2 1.6 3.4

The deviations of the methane liquid fraction xm and the water vapour fraction yw
are computed from ∆x = ∣(xcalc−xexp)/xexp∣, at several pressures in the range shown.
Only the maximum deviation (which usually occurs at the highest pressure) is listed.
The different pure component parameter sets for water are shown in Table 1.1.

To compare the different cpa versions, the variants cpa-pr, cpa-rks and
cpa-rks-k were evaluated at a temperature of 298.15 K. Furthermore, the
cpa-rks-k model was fitted both with the water pure component parameters
from this work and those obtained by Peeters. All models were fitted to the
vapour and liquid compositions, with kmw (the binary interaction parameter
for water–methane) as a fitting parameter. Like Peeters,69 it was found that
the liquid composition was much more sensitive to the kmw value than the
vapour composition. Therefore, fitting to only the liquid composition gave
nearly the same kmw as fitting to both phase compositions.

The fitting results, presented as maximum relative deviations of the com-
positions, are listed in Table 1.5. To study the influence of different pressure
ranges, the fitting procedure was performed for pressures from 2 to 10 bar
and also from 2 to 100 bar. The optimum kmw value is quite insensitive to the
pressure range; specifically, the absolute difference in kmw between the two
pressure ranges is at most 0.0007, while the value of kmw lies between −0.03
and 0.24. The composition deviations, on the other hand, strongly depend
on the fitted pressure range, as Table 1.5 illustrates. In most cases, the largest
deviation occurs at the largest pressure (that is, the end of the pressure range),
and the deviation is approximately proportional to the pressure itself. For that
reason, the deviations in the last two columns of table Table 1.5 are roughly
an order of magnitude larger than those in the two previous columns.

Considering the performance of the different cpa variants, the cpa-rks-k
model is clearly better than the cpa-pr and cpa-rks models. Furthermore,
the use of Peeters’s water parameters greatly reduces the deviations. There-
fore, the cpa-rks-k model with Peeters’s parameters was chosen as a final
model, even though it gives the worst description of pure water, as shown in
section 1.4. This is not a serious limitation because the cpa prediction of the
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Figure 1.12: Solubility of methane in liquid water, according to the cpa eos developed
in this section and the model of Duan and Mao.90 To the left of the dashed line, liquid
water is metastable; the stable phase is ice or hydrate (Figure 1.9). The points labelled
N and G indicate our experimental nucleation and growth conditions, respectively.

water density will not be used.
Next, the selected model was fitted to binary data at several temperatures

in the range of 273 to 375 K, with an optimum kmw determined at each T .
Because we intended to use the model primarily at pressures of 10 bar and
lower, the pressure range of fitting was chosen to be 2 to 10 bar, although, as
mentioned above, the kmw parameter was insensitive to the pressure range.
The optimum kmw values varied smoothly withT , and could be reproduced
by the parabola

kmw = −1.71211 + 2.39605 τ − 0.638842 τ2, with τ = T/(320 K). (1.52)

The largest absolute difference between an optimized kmw and the value given
by Eq. 1.52 is only 7 × 10−5. With these kmw values, the liquid composition
is accurately reproduced; for pressures below 10 bar and temperatures be-
tween 273 and 375 K, the relative error in the methane liquid fraction is less
than 0.7%. Furthermore, as Figure 1.12 shows, the low-temperature predic-
tion looks plausible.

However, the enhancement factor, plotted in Figure 1.13, does not agree
with the Duan and Mao model that was used as input. In particular, the cpa
predicts a stronger temperature dependence than the Duan and Mao model.
Still, the experimental value of the enhancement factor is so uncertain (see
Figure 1.10) that it cannot be said that one model fits the experiments better
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Figure 1.13: Enhancement factor of water in methane, according to the cpa eos de-
veloped in this section and the corrected fit to the model of Duan and Mao (Eq. B.1).
The points labelled N and G indicate our experimental nucleation and growth con-
ditions, respectively.

than the other. At our nucleation temperature, 235 K, the uncertainty in the
enhancement factor (and vapour fraction) is estimated at 5%.

1.6 Water–carbon dioxide

The phase diagram of the water–carbon dioxide system is similar to that
of the water–methane system. However, the critical point of pure carbon
dioxide is at a higher temperature (304 K) than the hydrate equilibrium line
(283 K), which gives rise to a second quadruple point; see Figure 1.14. Fea-
tures of the phase diagram are discussed by Wendland et al.,92 Longhi93 and
Diamond.94

When CO2 dissolves into water, it partially dissociates into the ions HCO−3
and H+. The HCO−3 ion can dissociate further into CO2−

3 and H+. These dis-
sociation reactions could potentially lead to inaccuracies in the description,
if only the molar fraction of CO2 in water is included in the model. To es-
timate the magnitude of the errors, the composition of a solution of carbon
dioxide in water was computed with a model of Li and Duan.96 As Table 1.6
illustrates, the products of the first dissociation reaction have a concentration
that is about 800 times lower than that of CO2. All dissociations can therefore
be safely ignored in our model. Still, it is worth noting that the dissociation
of CO2 in this example reduces the pH of the solution from 7 to 3.6.
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Figure 1.14: Phase diagram of the carbon dioxide–water system.74,92,95 Solid lines are
three-phase equilibrium lines, with Lw denoting liquid rich in water, Lc liquid rich
in carbon dioxide, H hydrate, I ice, and V vapour rich in carbon dioxide. Q1 and
Q2 are quadruple points, and C is the critical end point at which Lc and V become
equal. The equilibrium line I-H-Lw above the point Q2 is not shown, since it is not
relevant in the presence of excess carbon dioxide.

Experimental data

A large number of studies on the solubility of carbon dioxide in water have
been evaluated in the reviews by Diamond and Akinfiev65 (272 to 373 K and
up to 1000 bar) and Spycher et al.97 (285 to 373 K and up to 600 bar). Partic-
ularly the Diamond and Akinfiev review is useful because the temperature
range covered is larger, and the authors provide a computer program that
gives an accurate correlation of the solubility data. A model that covers even
a larger pressure–temperature area is that of Duan et al.,98 valid from 273 to
533 K and up to 2000 bar, albeit with less accuracy. The Diamond and Ak-
infiev model and the Duan et al. model are compared in Figure 1.15, which
shows that there are only minor differences between them.

Table 1.6: Composition of
the aqueous solution of car-
bon dioxide at 273.15 K and
2.5 bar, computed with the
model of Li and Duan.96

Molecule Molality (mol/kg) Molar fraction

CO2 0.186 3.33 × 10−3
H+ 2.29 × 10−4 4.11 × 10−6
HCO−3 2.29 × 10−4 4.11 × 10−6
CO2−

3 2.61 × 10−11 4.69 × 10−13
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Figure 1.15: Solubility of carbon dioxide in liquid water, according to the models of
Diamond and Akinfiev65 and Duan et al.,98 which can be considered as experimental
data. The lines are the results from the cpa eos developed in this section. To the
left of the dashed line, liquid water is metastable; the stable phase is ice or hydrate
(Figure 1.14).

The solubility of carbon dioxide in water is much higher than that of me-
thane. For example, at 275 K and 10 bar, the methane solubility is 0.04%
(Figure 1.11), whereas the carbon dioxide solubility is about 30 times as high,
namely 1.2%. The solubility of carbon dioxide decreases rapidly as the boiling
temperature is approached, where it vanishes.

The composition of the vapour phase in the water–carbon dioxide sys-
tem is not as accurately known as the liquid composition. Most studies were
performed at pressures above 50 bar or at temperatures above 373 K, as the
literature overview by Mohammadi et al.77 shows. There are only a few mea-
surements at lower temperature and pressure, and these mutually disagree.
For this work, the studies of Wiebe and Gaddy,99 Coan and King,100 and
Gillespie and Wilson85 were evaluated. The data of Wiebe and Gaddy was
found to be too inaccurate and was discarded. The other two data sets could
be reasonably represented by a fit of the enhancement factor (Eq. 1.26) as a
function of temperature and pressure,

fe = 1 + 0.216 pr
τ − 0.816

, with pr =
p − ps(T)

100 bar
and τ = T

320 K
. (1.53)

Here ps(T) is the vapour pressure of pure water. In Figure 1.16, the fit is
compared with experimental data. The fit is valid between 288 and 533 K,
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Gillespie and Wilson.85 The temperature that belongs to the data points is the same
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dotted lines are the results from the cpa eos developed in this section.

for pressures from ps(T) to 50 bar, and has a relative uncertainty ∆ fe/ fe of
about ±5%. This relative error is carried over to the vapour fraction of water
and to the supersaturation, and the error in the nucleation rate caused by a
5% error in the supersaturation is about a factor of three. Such deviations are
undesirable, but more accurate data currently does not exist.

For temperatures higher than 304 K, the graph of the water vapour frac-
tion yw as function of the pressure shows a minimum around 70 bar, after
which yw anomalously rises as the pressure is increased.99 This phenomenon
is not reproduced by the simple linear pressure dependence of the enhance-
ment factor in the fit of Eq. 1.53. Therefore, the fit can only reliably be used
at moderate pressures, up to about 50 bar.

Pressure range of the CPA fit

Unlike the water–methane case, the cpa model was found to be quite sensi-
tive to the pressure range when fitting it to the water–carbon dioxide experi-
mental data. Choosing a smaller pressure interval generally leads to a higher
accuracy in that interval, but the model may then fail to capture physically
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important trends outside the interval. Therefore, the cpa fit was performed
twice; for a small pressure range of 1.5–7 bar and a larger range of 1.5–30 bar.
In both cases, the lowest pressure (1.5 bar) is well above the vapour pressure
of pure water at all temperatures considered, and the pressure range also in-
cludes the partial pressure of carbon dioxide in our experiments, which is at
most 2.5 bar. In the following sections, the results from both pressure ranges
will be presented separately.

Cross-association

It was not possible to accurately describe the water–carbon dioxide system
composition with kcw as the only fitting parameter. The liquid composition
was predicted with sufficient accuracy, but the vapour fraction of water (the
value that is needed for in our work) was not. For example, at 300 K and 7 bar,
the relative deviation in the water vapour fraction would be 8.8%. However,
the performance of the model could be greatly improved by including the
cross-association between the carbon dioxide and water molecules.

The carbon dioxide molecule can be taken as having two negative asso-
ciation sites, so that it can associate with a positive site on a water molecule,
but not with other carbon dioxide molecules. In this way, adjusting the cross-
association of carbon dioxide will not influence the pure-component perfor-
mance of the carbon dioxide in the model. The cross-association of water and
carbon dioxide has been implemented by several authors,41,50,101 with Konto-
georgis et al.41 noting that including cross-association improves the predic-
tion of the water solubility in carbon dioxide, especially if the four-site model
for water (Figure 1.3) is used, like in this work. The justification for the two
negative sites is that the carbon dioxide is a strong quadrupole50,102 without a
dipole moment. Two poles with negative charge are located at the two oxygen
atoms, and a positive charge is along a ring near the carbon atom.103

At several temperatures in the range of 288 to 395 K, the optimum value of
the interaction strength ∆cw was determined (Figure 1.17). The temperature-
dependent expression for ∆cw, Eq. 1.44, was then fitted to the optimum val-
ues, with the association strength εc and the association volume βc as fitting
parameters, and Eq. 1.47 as mixing rules. The resulting values were

εc/k = 2817.1 K, βc = 7.2636 × 10−5, for the small p range,
εc/k = 2017.8 K, βc = 5.0354 × 10−4, for the large p range.

(1.54)

With cross-association, the relative error in the water vapour fraction at 300 K
and 7 bar was greatly reduced from 8.8% to 0.5%, whereas the error in the
liquid composition remained low at 1.6%. (These values pertain to the small
pressure range fit.)
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Figure 1.17: The interaction strength between a negative site on carbon dioxide and
a positive site on water, as a function of temperature. The interaction strength ∆cw
is scaled by the product of the contact value g and the binary volume parameter bcw,
see Eq. 1.44. The points are obtained by fitting ∆cw to experimental binary composi-
tions. The lines represent a temperature-dependent ∆cw according to Eq. 1.44, with
parameters of Eq. 1.54.

Fitting of interaction parameter

The fitting of the binary parameter kcw was done for temperatures between
288 and 370 K, and for the two selected pressure ranges. It was desirable to
include lower temperatures, but no vapour composition data was available
below 288 K. The fitted kcw values vary little with temperature, and range
between 0.16 and 0.21. The parabolas

kcw = −0.07682 + 0.45108 τ − 0.18217 τ2, small p range,
kcw = −0.33506 + 0.80689 τ − 0.29043 τ2, large p range,

(1.55)

with τ = T/(320 K) are the best fits to the values. For the small pressure range
fit, the deviations of the predicted compositions are small; over the chosen
pressure and temperature range, the water vapour fraction has a relative er-
ror of 0.5% or less, and the carbon dioxide liquid fraction is accurate within
1.9%. The exact deviations are shown in Figure 1.18a as a function of temper-
ature. As expected, the deviations of the large pressure range fit (Figure 1.18b)
are larger than those of the small pressure range fit, when comparing them
at equal pressures. At the low end of the temperature range, the curvatures
suggest a rapid increase of all deviations with decreasing temperature. There-
fore, an error in the water vapour fraction of several percent can be expected
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Figure 1.18: Relative deviations of the cpa vapour fraction of water in carbon diox-
ide, (ycalc − yexp)/yexp, and the liquid fraction of carbon dioxide in water, (xcalc −
xexp)/xexp, at several pressures, for the (a) small and (b) large pressure range fit.

at 235 K and 2.5 bar, our experimental partial carbon dioxide pressure.
The results of the cpa eos are shown in Figures 1.15 and 1.16, together

with the experimental data. As mentioned above, the accuracy of the model
decreases at pressures above the fitting range, especially at low temperatures.
For the small pressure range fit at 290 K and 20 bar, the error in the water
vapour fraction is 6%, at 50 bar it becomes 60%. The use of this water–carbon
dioxide model is therefore limited to pressures below about 10 bar. The large
pressure range fit can be used up to about 20 bar, at 290 K.

Temperature dependence of the enhancement factor

In this work, the cpa model is used to predict the equilibrium vapour fraction
of water around 235 K. Therefore, the most important property of the water–
carbon dioxide cpa model is the enhancement factor at that temperature.
Unfortunately, that quantity cannot be predicted accurately, as Figure 1.19
illustrates. Both the small and large pressure range fits agree fairly well with
the experimental correlation (which also has a limited accuracy). At lower
temperatures, however, the two predictions diverge, leading to a deviation of
a factor 1.14 in fe at 235 K and 2.5 bar, and a factor 1.5 at 10 bar.
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1.7 Methane–carbon dioxide

The methane–carbon dioxide system can be simply modelled by the cpa eos
without association, which corresponds to the rks eos.

The accuracy of the vapour–liquid phase equilibrium of methane and car-
bon dioxide in our cpa model is not essential because all our experiments
take place in the single-phase area of this system (i.e., the pressure is not high
enough for liquid carbon dioxide, see Figure 1.7). However, the interaction
parameter of this binary system will influence the final ternary model, so it
must be determined.

The cpa model was fitted to the phase composition data of Davalos et
al.104 and Wei et al.105 at temperatures of 230 K, 250 K and 270 K. The mea-
surements could be reasonably well reproduced with a temperature-inde-
pendent interaction parameter,

kcm = 0.090. (1.56)

The experimental data and the cpa result are shown in Figure 1.20. In this
plot, the compositions of both the vapour and the liquid phase are shown as
a function of pressure. By convention, the compositions are on the horizontal
axis. The points on the left vertical axis, where vapour and liquid curves join,
represent pure carbon dioxide at vapour–liquid equilibrium. As the pressure
rises, the compositions of vapour and liquid phases first diverge, but later
they become more alike again. Finally, a critical point is reached, and a single-
phase area begins.
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Figure 1.20: Vapour–liquid equilibrium isotherms for methane–carbon dioxide.
Solid and dashed lines represent the liquid and vapour composition according to
the cpa eos. Squares are measurements of Wei et al.105 and circles are from Davalos
et al.104

The rks eos cannot describe the compositions at higher pressures and
near the critical points, but at lower pressures it fits the experiments quite
well. According to Wei et al., the deviations at higher pressure are a com-
mon feature of simple cubic eos, and are worse for this system because the
methane and carbon dioxide molecules are chemically dissimilar.

In Figure 1.21, the relative differences between model and experiments
at 230 K are shown. In contrast to the previous figure, this plot demonstrates
that also at lower pressures, there is some disagreement between the data sets
of Wei et al. and Davalos et al. The cpa vapour composition lies between the
results of the two experimental studies for pressures up to 60 bar, while there
is a larger systematic error in the liquid composition.



1.8 Ternary system 47

−10

−5

0

5

10
10

0[
(x
,y

) e
xp

−
(x
,y

) c
al

]/
(x
,y

) c
al

0 10 20 30 40 50 60 70

P r e s s u r e ( b a r )

W e i l i q u i d

W e i v a p o u r

D a v a l o s l i q u i d

D a v a l o s v a p o u r
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1.8 Ternary system

It is straightforward to combine the models for the three binary systems into
a ternary model, since the binary interaction parameters kij can be used with-
out modification. In this way, the ternary model correctly reduces to one of
the binary models if one of the components is not present in the mixture.

To analyse our experiments, the equilibrium fraction of water (or its en-
hancement factor) is needed at 235 K and 10 bar, as a function of the carbon
dioxide fraction. The enhancement factor was computed at these conditions,
and is plotted in Figure 1.22.

There is little experimental data on the water–methane–carbon dioxide
system to compare our model to. Only one relevant study was found: that of
Jarne et al.,63 who measured the dew point temperatures of this system. The
dew point temperature is the temperature to which a mixture with a fixed
composition must be cooled down, at constant pressure, to form liquid on a
surface. It is assumed that the dew point corresponds to saturation, so that it
describes the liquid–vapour equilibrium of the system.

The disadvantage of dew point measurements compared to direct equi-
librium vapour fraction measurements is that small differences in the equi-
librium vapour pressure (or the enhancement factor) are often not detectable
in the dew point temperature. For example, a difference of 10% in the vapour
pressure leads to a difference of 1 K in the dew point temperature, which can



48 Phase Equilibrium

Range of
experimental CO2

concentration Sm
all
p ra

nge

Large
p ran

ge

1.0

1.5

2 .0

2 .5

3 .0

3 .5

En
ha
nc
em

en
t
fa
ct
or

of
w
at
er

0 .0 0 .2 0 .4 0 .6 0 .8 1.0

Molar vapour fraction of CO2

Figure 1.22: Enhancement factor of water in the water–methane–carbon dioxide sys-
tem at 235 K and 10 bar, as a function of the carbon dioxide concentration, according
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thane, and the rightmost point to water in carbon dioxide. The two curves represent
the results using the different pressure fitting ranges for the water–carbon dioxide
model.

be difficult to measure.
Figure 1.23a shows dew point temperatures measured by Jarne et al. in a

mixture with a fixed composition of 80% methane, 20% carbon dioxide and
340 ppm water. The pressure of the system was varied, and at several pres-
sures, the dew point temperature was measured. The dew point temperature
increases with increasing pressure because at a higher pressure the partial
pressure of water is higher as well, and condensation then occurs at a higher
temperature.

The predictions of our cpa model are also shown in Figure 1.23a, as are
the gerg and nist models. All models predict nearly the same dew point
temperatures for pressures below 10 bar, except for the nist model. No model
reproduces the experimental data of Jarne et al., which lie at temperatures
of about 3 K higher. However, the slope dp/dT of experiment and models
agrees.

A simple analysis of the experiments of Jarne et al. explains some of the
discrepancies. For each dew point, the enhancement factor of water was cal-
culated using Eq. 1.26. For dew points below 273 K, two enhancement factors
were computed; one relative to the liquid–vapour equilibrium of water, the
other relative to the ice–vapour equilibrium. These values are different be-
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Figure 1.23: Left: Dew points of a mixture of methane (80%), carbon dioxide (20%)
and water (340 ppm), as measured by Jarne et al.63 and predicted by several models.
Right: Enhancement factor of water, calculated from the measurements of Jarne et
al. For measurements below the freezing temperature of water, enhancement factors
corresponding to both liquid water and ice are shown.

cause of the different equilibrium vapour pressures of liquid water and ice
(see Figure 1.2). The results are plotted in Figure 1.23b as a function of tem-
perature.

There is an obvious jump in the enhancement factor near 270 K. Prob-
ably, below this temperature the dew point of ice was measured, instead of
liquid water. This assumption is corroborated by the enhancement factors
relative to ice, which converge to unity for low temperature and pressure. It
is therefore not surprising that all models in Figure 1.23a deviate from the
experimental data below 270 K, as the models predict the metastable liquid–
vapour equilibrium, while the experiments represent the ice–vapour equilib-
rium.

On the other hand, the experiments above 273 K unambiguously repre-
sent the equilibrium with liquid water. However, the models do not agree
with those experiments either. Figure 1.23b shows that several measurements
have enhancement factors below unity. Such values are unlikely, consider-
ing the experimental data of the water–methane and water–carbon dioxide
systems, where the enhancement factor is always higher than unity. Further-
more, the enhancement factor has to converge to unity for low pressures, but
the actual experimental trend is towards much lower enhancement factors.
It is therefore likely that there is a systematic error in the measurements of
Jarne et al.
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After the work on the cpa model of this chapter had been completed, the
recent measurements of Qin et al.106 on the water–methane–carbon dioxide
system were found. Their data is at high pressure (100–500 bar), but in future
work this data could be used to verify the behaviour of the ternary system.

1.9 Surface tension

Water

The surface tension of pure water above 273 K is accurately known,107 but in
the supercooled regime it is difficult to measure. As listed by Debenedetti,108
the only three existing data sets are from Hacker,109 down to 251 K, Floriano
and Angell,110 down to 246 K, and Trinh and Ohsaka,111 down to 252 K. The
Hacker measurements show an inflection point at about 268 K, below which
the surface tension has a larger temperature dependence; see Figure 1.24. The
data of Floriano and Angell is less accurate, but the authors also noted an in-
flection. The Trinh and Ohsaka measurements show a systematic deviation,
but the trend agrees with the Hacker data. Furthermore, a molecular dynam-
ics simulation by Lü and Wei112 shows an inflection point as well.

Because of the inflection point, the surface tension of supercooled water
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Figure 1.24: Surface tension of pure liquid water; measurements by Hacker109 and
Trinh and Ohsaka111 and fits from this work (Eq. 1.57), Wölk and Strey,19 iapws107
(Eq. 1.58), and Luijten.113 The iapws correlation is valid down to 273.16 K; here it is
extrapolated to lower temperatures. No distinction is made between water under its
own vapour pressure and water under atmospheric pressure (that is, in air).
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cannot be obtained by extrapolation of the values at ambient temperature.
Therefore, the fit used by Wölk and Strey,19 originally developed by Heist and
Reiss,17 is not well suited for use below about 265 K. A better correlation was
given by Luijten,6 who extrapolated a linear fit to Hacker’s low-temperature
data; Peeters8 adopted this fit. Hrubý114 took a different approach, and devel-
oped a model that predicts the density of supercooled water, from which the
surface tension could be derived. These surface tension values can be repro-
duced to within 0.2% relative error with the fit115

σw(T) = σI(T) − σa tanh(T −Ta
Tb
) + σb , 100 K < T < 267.5 K, (1.57)

where σa = 2.854 mN/m, σb = 1.666 mN/m,Ta = 243.9 K,Tb = 35.35 K, and
σI(T) is the iapws surface tension107,116

σI(T) = 0.2358 τ1.256(1 − 0.625 τ) N/m, (1.58)

with τ = 1 −T/(647.096 K).

Water–carbon dioxide

The influence of carrier gas pressure on the surface tension was studied the-
oretically by Eriksson;117 his results are summarized by Luijten.113 The main
conclusion is that adsorption of carrier gas molecules onto the surface results
in a decrease of the surface tension, as long as the molar fraction of carrier
gas molecules is higher on the surface than in the liquid. As we will see, this
is the case in the water–carbon dioxide system.

The surface tension in the water–carbon dioxide system has been mea-
sured by several researchers in the temperature range of 278 to 383 K, at pres-
sures up to 450 bar. Overviews of publications are given in Hebach et al.118
and Chiquet et al.119 For this work, the data sets of Chun and Wilkinson120

and Hebach et al.118 were selected because they span a wide temperature
and pressure range and are given in tabular form. It is worth noting that
these experimenters determined surface tensions in different ways: Chun and
Wilkinson used the capillary rise method, while Hebach et al. used the pen-
dant drop method.

Both methods to measure surface tension require knowledge of the den-
sity difference between the two phases. As pointed out by Chiquet et al.,119
most researchers did not measure densities, but used known values of the
densities of pure water and pure carbon dioxide. An estimation of the effect
of dissolved carbon dioxide on the liquid density (based on the partial molar
volume of carbon dioxide in water121) shows that solubility of the gas cannot
be neglected at the conditions where measurements have been made. On the
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Figure 1.25: Surface tension of the carbon dioxide–water system, relative to the pure
water surface tension σw. Experimental data from Hebach et al.118 and Chun and
Wilkinson.120 The solid curves represent the fit from Eq. 1.61.

other hand, the effect of water vapour on the density of the gas phase is so
small (∆ρ/ρ < 10−3) that it can be ignored.

Because Hebach et al. calculated their surface tension data using pure-
component densities, a correction was applied to their data. The density of
water saturated with carbon dioxide was computed with the model of Duan
et al.,122 using the solubility data of Diamond and Akinfiev.65 For the gas
phase, the density of carbon dioxide was taken from the model of Span and
Wagner.72 The maximum relative change in surface tension due to the cor-
rection was 2%. Chun and Wilkinson120 did not specify which liquid density
they used, so their data cannot be corrected and must be regarded as less
accurate.

To test the internal consistency of each data set, the surface tension was
plotted as a function of the pressure. In such a plot (Figure 1.25) the isotherms
should smoothly converge to the pure water surface tension, for decreasing
pressure. The Hebach et al. measurements satisfy this criterion, but most
Chun and Wilkinson isotherms show bends at 20 bar; these isotherms are not
shown in Figure 1.25. Only the isotherm at the highest temperature (344 K)
is smooth and was retained.

The set of measurements was further reduced by discarding the high-
pressure data for which carbon dioxide was present in the liquid form. These
measurements are not relevant for us, since carbon dioxide is never liquid
in our experiments. Above the critical temperature (304 K), only measure-
ments below 80 bar were included. The selected measurements are shown in
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Figures 1.25 and 1.26.
For the analysis of our nucleation experiments, we need surface tension

values for supercooled water at 235 K, far below the lowest-temperature mea-
surements at 278 K. Therefore, the surface tension must be extrapolated us-
ing a suitable fit. Luijten13,113 developed a fit function based on the Langmuir
adsorption model, which neglects the dissolution of the carrier gas into the
liquid. In our case, the solubility of carbon dioxide in water cannot be ne-
glected, so the Luijten fit cannot be used. Instead, the fit function

σcw(p,T)
σw(T)

= 1 − g(p) exp[h(T)] (1.59)

was used, where σcw(p,T) is the surface tension in the water–carbon dioxide
system, σw(T) is the surface tension of pure water, and g and h are functions
to be determined. The pressure will not be extrapolated beyond the range of
measurements, so the form of the g(p) function (polynomial, exponential or
otherwise) is not too important; it should just interpolate the measurements
well. In contrast, the extrapolation to low temperature is sensitive to the form
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of h(T). Equation 1.59 can be written as

h(T) = ln [ 1 − σcw(p,T)/σw(T)
g(p)

] . (1.60)

Therefore, a plot of the right-hand side of Eq. 1.60 versusT shows the shape
of h(T). In such a plot, Figure 1.27, all experimental isobars coincide because
the g(p) scaling successfully compensates for the pressure dependency. From
the figure, it appears that a quadratic function of T reproduces the temper-
ature dependence well. A quadratic function was chosen for g(p) as well,
which resulted in the surface tension fit

σcw
σw
= 1 − (pr − 0.233p2r ) exp[−0.848 + 7.87(1.25 − τ)2], (1.61)

with

τ = T
320 K

and pr =
p − ps(T)

100 bar
. (1.62)

The fit is shown in Figures 1.25 and 1.26. In the range of 275 to 345 K and 0
to 80 bar, the relative accuracy is 0.5%. When the fit is extrapolated to lower
temperatures, the uncertainty increases, as the dashed and dotted lines in the
figures illustrate.
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Water–methane

There are only a few reliable measurements of the surface tension in the
water–methane system. In 1995, Sachs and Meyn123 concluded: ‘Nearly all of
the published surface tension data in the system methane/water seem to be
extremely inaccurate or even wrong.’ For this reason, Sachs and Meyn per-
formed precise measurements in a wide range, 3–660 bar and 298–398 K.
Since then, other experimental data has been published (see the review in
Schmidt et al.124), but the data of Sachs and Meyn remains the most accu-
rate. Unfortunately, only their data at 298 K is tabulated,125 while the higher-
temperature data is only given in a graph in a rarely-cited paper.123 For this
work, the high-temperature measurements were digitized from a scan of the
graph, which limits the accuracy of the pressure to 1 bar, whereas the stated
experimental pressure accuracy is 0.05 bar. After digitizing, the data was
found to agree with the 298 K data125 and earlier measurements by Jho et al.126
Figures 1.28 and 1.29 show the surface tension as a function of pressure and
temperature.

Several functions to fit the data were evaluated. First, a fit based on Luij-
ten’s approach was found to be difficult to extrapolate to low temperature,
where the methane surface coverage becomes higher than the validity limit
of the Langmuir model. Second, a fit of the form of Eq. 1.59 failed to satis-
factorily reproduce the experimental data. Finally, a polynomial function of
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Figure 1.28: Surface tension of the methane–water system; experimental data from
Jho et al.126 and Sachs and Meyn.123 The solid curves represent the fit from Eq. 1.63.



56 Phase Equilibrium

40

50

60

70

80

90

σ m
w
(m

N
/m

)

250 300 350 400

T e mp e r a t u r e ( K )

J h o e t a l .

S a c h s a n d M e y n

F i t

P u r e w a t e r
1 0 b a r

3 0

5 0

8 0

1 2 0
1 8 0
3 0 0

Figure 1.29: Surface tension of the methane–water system; selected experimental
data from Jho et al.126 and Sachs and Meyn.123 The solid curves represent the fit
from Eq. 1.63.

pressure and temperature was fitted to the data, yielding

σmw
σw
= 1 + (−1.5921 + 2.3987 τ − 0.98497 τ2) pr
+ (0.87224 − 1.4345 τ + 0.61051 τ2) p2r
+ (−0.14474 + 0.24687 τ − 0.10727 τ2) p3r ,

(1.63)

with τ and pr defined as in Eq. 1.62. In the range of 275–400 K and 0–300 bar,
the relative accuracy of the fit is better than 0.5%. The extrapolation of poly-
nomials can be problematic; in this case, the extrapolation to temperatures
of about 235 K seems reasonable for pressures lower than about 100 bar, as
Figure 1.29 illustrates. At that temperature, however, the relative uncertainty
is several percent.

Ternary system

Only one set of measurements exists of the surface tension in the water–
methane–carbon dioxide system, that of Ren et al.127 Their data suffers from
a number of inconsistencies. First, the data in their table does not match their
graph. Second, the measurements do not agree with the surface tensions of
the binary systems water–methane and water–carbon dioxide. Third, the sur-
face tension is not a smooth function of the gas composition, at constant
temperature and pressure. Finally, Ren et al. computed surface tensions us-
ing inaccurate density difference values. To correct for the last problem, we
recomputed the surface tensions using accurate density values.14,62,73 The re-
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calculated data, however, still suffers from the other inaccuracies. Therefore,
the Ren et al. data was completely discarded.

Without experimental data, the surface tension in the ternary system must
be derived from the binary systems, for example by interpolation. The sim-
plest interpolation is a linear one, using the vapour fraction of carbon diox-
ide yc,

σt(p, yc) = yc σcw(p) + (1 − yc) σmw(p), (1.64)

where σt is the surface tension in the ternary system. Alternatively, the partial
pressures of methane and carbon dioxide can be used to determine the con-
tributions of the binary systems. Then, each binary surface tension is evalu-
ated at the corresponding partial pressure, and the surface tension reductions
are added,

σt(p, yc) − σw = {σcw(ycp) − σw} + {σmw[(1 − yc)p] − σw} . (1.65)

Another option is to assume that the reduction of surface tension is propor-
tional to the molar liquid fractions xm and xc of methane and carbon dioxide
in the ternary system. In that case, a suitable interpolation is

σt(p, yc)−σw = [σcw(p)−σw]
xc(p, yc)
xc(p, 1)

+[σmw(p)−σw]
xm(p, yc)
xm(p, 0)

. (1.66)

The liquid fractions are computed with the cpa equation of state.
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Figure 1.30 shows the surface tension obtained by the three interpolation
methods. The results differ little because the binary-system surface tensions
are approximately linear functions of the pressure, and the liquid fractions
are nearly proportional to the partial pressures. In the rest of this work, the
surface tension of the ternary system is computed with the liquid-fraction
interpolation.

1.10 Conclusion
Each of the pure components water, methane, and carbon dioxide can be
adequately described by the cpa model. The greatest difficulty lies in repro-
ducing water’s density maximum at 277 K and the vapour pressure of su-
percooled water below 240 K. That these properties are difficult to model is
not surprising, as both are influenced by water’s anomalous low-temperature
behaviour. Hence, a specialized eos would be required to improve the agree-
ment for those quantities. For our use at 235 K, the cpa performance for the
pure components is acceptable.

Several difficulties were encountered during the modelling of the binary
systems. First, the performance of the binary eos depends strongly on the
pure-component parameters. To obtain an acceptable water–methane model,
it was necessary to choose parameters that resulted in a suboptimal reproduc-
tion of water’s density and vapour pressure. A second difficulty is the lack of
accurate experimental data on enhancement factors in the water–methane
and water–carbon dioxide systems. The many inconsistencies of existing lit-
erature data seem to have been noted only by Koglbauer and Wendland.128

Because of the inaccurate data, the uncertainty of the cpa prediction is
relatively large, especially at 235 K. For the water–methane system, the rela-
tive uncertainty of the enhancement factor at 235 K and 10 bar is estimated at
5%. For the ternary system with 25% carbon dioxide at the same pressure and
temperature, the relative uncertainty is about 15%. Since the supersaturation
is proportional to the enhancement factor (Eq. 1.29), the uncertainty in the
supersaturation is equally large. Furthermore, the strong supersaturation de-
pendence of the nucleation rate results in quite large errors in the nucleation
rate; relative errors of 5% and 15% in the supersaturation cause errors of a
factor of 3 and 25 in the nucleation rate, respectively.

In the analysis of the surface tension in our experimental systems, the
same problems were encountered as in the enhancement factor modelling:
the lack of accurate data and the uncertain extrapolation down to 235 K. The
resulting relative uncertainty of the water–methane surface tension is about
4%, and that of the surface tension in the ternary system with 25% carbon
dioxide is about 6%. These relative errors of 4% and 6% cause theoretical
nucleation rate errors of a factor of 60 and 500, respectively.



2Nucleation and droplet
growth theory

2.1 Capillarity approximation

Before quantities such as the nucleation rate can be derived, a model for the
cluster has to be adopted. Most theories are based on a simplified model
called the ‘capillarity approximation’. In this model, it is assumed that the
cluster is spherical and that it has a uniform density equal to that of the bulk
liquid. The interface between the liquid and the vapour is taken infinitely
thin and the surface tension there is equal to that of the interface between
the bulk phases at equilibrium. A real cluster has different properties, and
it seems likely that not a single assumption of the capillarity approximation
is satisfied. Nevertheless, it is frequently used, at least in all theories we will
encounter in this chapter.

The volume vn of a cluster is proportional to the number of molecules n
that it consists of, so

vn = n v1 , (2.1)

where v1 is the average volume available for one molecule in the bulk liquid.
That is, v1 = M/(ρlNA), with ρl the bulk liquid mass density, M the molar
mass and NA the Avogadro constant. Using the geometry of a sphere, the
radius rn of the cluster is related to its volume according to

(4π/3)r3n = vn , (2.2)

from which it follows that

rn = (3v1/4π)1/3n1/3 ≡ r1n1/3. (2.3)

Analogously, the surface area an of the cluster is

an = (36π)1/3v2/31 n2/3 ≡ a1n2/3. (2.4)

59
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2.2 Energy of cluster formation

Consider a system in which a cluster is formed. Initially, the system contains
a mixture of a vapour and one or more carrier gases at temperature T and
pressure pg. In the final state, the system contains a liquid cluster of the same
temperature, which is surrounded by the vapour–carrier gas mixture. We will
now derive the change in free energy between the initial and final state. It is
assumed that the system is so large that the formation of a cluster does not
significantly change the state of the vapour–gas mixture. With this assump-
tion, it can be shown23 that all free energies – Helmholtz and Gibbs free en-
ergies and the grand potential – change by the same amount. Any of these
three quantities can be chosen for the evaluation; here, the Gibbs free energy
is selected. This implies that the temperature, the pressure of the vapour–gas
mixture, and the total amount of molecules remain constant.

It was already derived in chapter 1 that the Gibbs energy G0 of the initial
state, the homogeneous mixture, is given by (Eq. 1.6)

G0 =∑i ni µ̄
g
i , (2.5)

where ni are the numbers of molecules of component i and µ̄gi is the chemical
potential of component i in the gas phase; the bar on the µ̄ indicates that the
chemical potential refers to a component in a mixture.

The next task is the evaluation of the Gibbs free energyG of the final state.
It is not valid to simply take the sum of Gibbs energies of the liquid and gas
phases (because the liquid phase is isolated), so G must be calculated from
the energyU , which can be legitimately written as the sum of liquid, gas and
surface contributions,23

U =U l
+Ug

+ σa, (2.6)

where σ is the surface energy per unit area and a is the cluster’s area. For a
homogenous part of the system, the energyUhom is

Uhom
= TS − pV +∑i µ̄i ni . (2.7)

Therefore, the energy of the liquid cluster is

U l
= TSl − plV l

+∑i µ̄
l
inli . (2.8)

The energy of the remaining n − nl molecules in the gas phase is

Ug
= TSg − pgV g

+∑i µ̄
g
i (ni − n

l
i), (2.9)



2.2 Energy of cluster formation 61

where the chemical potential µ̄gi is the same is in the initial state (Eq. 2.5)
because the pressure, temperature and composition of the gas phase are con-
stant. The total energy is then

U = TS − plV l
− pgV g

+∑i µ̄
l
inli +∑i µ̄

g
i (ni − n

l
i) + σa, (2.10)

where it was used that S ≡ Sl+Sg. The Gibbs free energy G now follows from
the energyU according to Eq. 1.3, G =U −TS + pg(V l +V g), which leads to

G =V l
(pg − pl) +∑i µ̄

l
inli +∑i µ̄

g
i (ni − n

l
i) + σa. (2.11)

The change in Gibbs energy ∆G ≡ G −G0 is then

∆G =V l
(pg − pl) +∑i(µ̄

l
i − µ̄

g
i )n

l
i + σa. (2.12)

Now, the chemical potential difference ∆µ̄ ≡ µ̄l− µ̄g of the vapour component
will be evaluated. For notational simplicity, the subscript indicating the com-
ponent will be omitted. When the conditions at which the chemical potential
is evaluated are explicitly given, ∆µ̄ is written as

∆µ̄ = µ̄l(pl, x) − µ̄g(pg, y), (2.13)

where x is the fraction of vapour molecules in the cluster and y is the vapour
fraction in the gas phase. (For three or more components, the chemical po-
tentials depend on two or more fractions, but this dependency is omitted.)
We now add and subtract the two-phase equilibrium potential µ̄g(pg, yeq),
yielding

∆µ̄ = µ̄l(pl, x) − µ̄g(pg, yeq) + µ̄g(pg, yeq) − µ̄g(pg, y)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

−kT ln S

= µ̄l(pl, x) − µ̄l(pg, xeq) − kT ln S .
(2.14)

Here, the definition of S was used (Eq. 1.27), and the equality of chemical
potentials in equilibrium allows replacing the gas-phase by the liquid-phase
potential (that is, the second term on the right-hand side). Considering the
liquid phase as an ideal solution (Eq. 1.14) results in the simplification

∆µ̄ = v1(pl − pg) + kT ln(x/xeq) − kT ln S , (2.15)

where the Gibbs–Duhem equation (Eq. 1.9) was used with molecular liquid
volume v1. In nucleation theories where the cluster composition is taken into
account (such as quasi-unary theory), this ∆µ̄ expression is used in further
derivations. Instead, it is assumed from here on that the liquid consists solely
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of the vapour component, so that x = xeq = 1. The expression for ∆µ̄ then
finally becomes

∆µ̄ = v1(pl − pg) − kT ln S . (2.16)

When this result is substituted in the equation for ∆G, Eq. 2.12, the pressure-
volume terms cancel (becauseV l ≡ nlv1), and the end result is

∆G = −nlkT ln S + σa. (2.17)

In a recent derivation of the energy of formation by Wedekind et al.129 for an
inert and ideal carrier gas, the pressure-volume terms do not cancel, leaving a
termV l(pg−ps), with ps the pure-component saturated vapour pressure. The
authors claim that this additional pressure-volume work should be included
in the work of formation and in the derivation of the nucleation rate. How-
ever, Wedekind et al. did not include the Poynting correction in their defi-
nition of the supersaturation, although the Poynting effect is present even in
the case of ideal substances. When the supersaturation definition is corrected
for the Poynting effect, the spurious pressure-volume term disappears.

In the rest of this work, the energy of formation is denoted by the symbol
Wn, not ∆G, as it is independent of the kind of free energy that is used. The
number of molecules in the cluster is indicated by n. With the assumptions
of the capillarity approximation (Eq. 2.4), the energy of formation is written
as

Wn = −n kT ln S + σan
= −n kT ln S + σa1n2/3.

(2.18)

To simplify this expression, we introduce the dimensionless surface energy Θ,
defined as

Θ ≡ a1σ
kT

. (2.19)

Equation 2.18 then becomes

Wn

kT
= −n ln S +Θn2/3. (2.20)

The work of formation can thus be described by two terms: one is propor-
tional to the surface area and represents the energy needed to form a new
phase interface; the other one is proportional to the volume and represents
the energy gained by forming an amount of the new phase (if S > 1).
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Figure 2.1: Energy of formation Wn for water at 235 K, according to Eq. 2.20, for
several supersaturations.

The work of formation reaches its maximum value at the critical size n∗,
given by

n∗ = ( 2Θ
3 ln S

)

3
. (2.21)

The critical size is therefore determined by two independent variables: the
supersaturation and the dimensionless surface energy.

2.3 Cluster size distributions

In equilibrium, the distribution of cluster sizes is given by a Boltzmann dis-
tribution,

ρn ∝ exp(−Wn/kT), (2.22)

where ρn is the equilibrium number density of clusters of n molecules. Sev-
eral expressions for the distributions have been in use; Wilemski130 describes
the most common ones. In this chapter, three distributions will be studied,
and we will adopt Wilemski’s names for the distributions.

Frenkel distribution

The oldest distribution, given by Frenkel,131,132 has the number of monomers
as a prefactor in the Boltzmann distribution, which gives

ρfn = ρ1 exp(−Wn/kT), n ≥ 2, (2.23)
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or, with substitution ofWn from Eq. 2.20,

ρfn = ρ1 exp(n ln S −Θn2/3), n ≥ 2. (2.24)

As indicated, these expressions cannot be applied at n = 1 because they do not
reduce to the identity ρf1 = ρ1 for that value of n. This limitation is sometimes
seen as a problem, but Wilemski130 points out that there is no reason why a
distribution should have a simple form that can be applied to every cluster
size. Instead, the distribution can simply be redefined to equal the monomer
density at n = 1. This approach will be adopted here.

Courtney distribution

Whereas the monomer concentration could be redefined easily, the Frenkel
distribution suffers from a more fundamental problem: the failure to satisfy
the law of mass action. According to that law, the relation

ρn = ρsatn Sn (2.25)

must hold, while the Frenkel distribution yields ρfn = ρsatn Sn+1. This inconsis-
tency is avoided by the Courtney133 distribution, the second distribution to
be considered here. As a prefactor, it uses the monomer density at saturation
ρsat1 instead of ρ1, leading to

ρcn = ρsat1 exp(n ln S −Θn2/3), n ≥ 2. (2.26)

The Courtney distribution differs by a factor of 1/S from Frenkel’s expression,
and satisfies the law of mass action. Like the Frenkel distribution, it must be
redefined at n = 1 to yield ρc1 = ρ1.

Self-consistent distribution

It has been noted by several authors (e.g. Girshick and Chiu134) that the mon-
omer density ‘inconsistency’ of the Courtney distribution can be removed by
changing n2/3 to n2/3− 1. The resulting distribution, called the self-consistent
classical (scc) distribution, is given by

ρsccn = ρsat1 exp[n ln S −Θ(n2/3 − 1)], n ≥ 1. (2.27)

The justification for this form (as presented by Girshick and Chiu134 and
Kashchiev22) is that according to Eq. 2.20, the formation energy of a mono-
merW1 is not zero, and the distribution should be taken from

ρn = ρ1 exp[−(Wn −W1)/kT], (2.28)
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Law of mass action
The equilibrium between monomers and a cluster An containing n molecules
can be represented as the reversible ‘reaction’

nA1 ⇌ An .

According to the law of mass action,43 the concentrations ρ1 and ρn of compo-
nents A1 and An are related by

ρn = (ρ1)nKn(T), (1)

where the equilibrium constant Kn(T)may not depend on p, S or ρ1 .130 Eval-
uating Eq. 1 at saturation, we obtain

Kn(T) = ρsatn /(ρsat1 )
n .

Since K does not depend on S, this result is valid for all S. Substituting it back
into Eq. 1 gives

ρn = ρsatn (ρ1/ρsat1 )
n
= ρsatn Sn ,

which proves Eq. 2.25 for S ≤ 1. For S > 1, the law of mass action must be
applied to a constrained equilibrium. Since such an equilibrium is unattainable
in reality, the validity of the law of mass action for this state is questionable, but
in the nucleation literature the law is applied without reservation.22,130

which results in Eq. 2.27. Quantitatively, the scc distribution is related to the
other distributions by

ρsccn
ρcn
= eΘ and ρsccn

ρfn
=

eΘ

S
, n ≥ 2. (2.29)

Because Θ is of the order of ten, the difference between the scc distribution
and the other ones is considerable. The eΘ factor, however, does not affect
the supersaturation dependence of the distribution, so the scc distribution
also satisfies the law of mass action.

Size and supersaturation dependence

For convenience, the three distributions are repeated here.

ρfn = ρ1 exp(n ln S −Θn2/3), n ≥ 2.

ρcn = ρsat1 exp(n ln S −Θn2/3), n ≥ 2.

ρsccn = ρsat1 exp[n ln S −Θ(n2/3 − 1)], n ≥ 1.

(2.30)

The size dependence of the three distributions is illustrated in Figure 2.2 for
a subsaturated state (with S = 0.5) and for a supersaturated state (S = 20). In
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Figure 2.2: Cluster size distributions for water at 235 K, according to the Frenkel (F),
Courtney (C), and self-consistent (SCC) distributions of Eq. 2.30. Left: subsaturated
state, right: supersaturated state.

the subsaturated state, the cluster density rapidly falls off with increasing n.
The Frenkel and Courtney distributions have a kink at n = 2 which results
from the redefinition of the monomer density.

In the supersaturated state, the cluster density also decreases with increas-
ing n, but it flattens at the critical size n∗, and then starts increasing with-
out limit. This behaviour cannot represent the initial stage of condensation,
since, as Frenkel132 notes, the main mass of the system would be found in
the liquid state if ρn rises without bounds. This discrepancy is a consequence
of treating the supersaturated system as if it were in stable equilibrium; in
reality, a supersaturated vapour can be at most metastable. But even the dis-
tribution in a metastable supersaturated vapour will not increase as it does
in Figure 2.2; such an increasing distribution cannot exist. In contrast, the
descending part of the supersaturated distribution will prove to be a reason-
able approximation of the distribution during steady-state nucleation (sec-
tion 2.6).22 To completely analyse the problem of stationary nucleation, ther-
modynamics alone is insufficient; in addition, the kinetics of cluster forma-
tion must be taken into account, which will be done in the next section.

2.4 Kinetic model

The derivation of classical nucleation theory is based on a kinetic model
known as the Szilard model.135 In this model, clusters can gain or lose only
single molecules, and cluster–cluster interactions are neglected. Ignoring col-
lisions between clusters is justified by the scarcity of these clusters; monomers
(i.e., single molecules) are much more abundant. If An represents a cluster
containing n molecules, the size change of that cluster by attachment or de-
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tachment of a monomer can be represented by the reversible ‘reaction’

An + A1 ⇄ An+1 , n = 1, 2, 3, . . .

The rates at which these reactions take

E E

J J

C C

f f f

n- 1

n- 1 n n+1

n

n n+1

n- 1 n
place are specified by the condensation
coefficients Cn and evaporation coeffi-
cients En. Specifically, Cn is the rate at
which monomers condense on a clus-
ter of n molecules, and En is the rate at
which molecules evaporate from such a cluster. Denoting the number density
of n-clusters by fn, we find that the rate of change of the n-cluster concentra-
tion is

d fn
dt
= Cn−1 fn−1 − (Cn + En) fn + En+1 fn+1 . (2.31)

The net number of clusters per unit time and volume that grow from size n
to n+ 1 is denoted by Jn. This quantity can be thought of as a flux, or current,
in size space.

Jn = Cn fn − En+1 fn+1 . (2.32)

With the definition of Jn, the kinetic equations can also be expressed as

d fn
dt
= Jn−1 − Jn . (2.33)

The condensation coefficient Cn is the frequency at which monomers
condense on a single cluster with n molecules. In the literature, this quantity
is known by several different names, such as ‘condensation rate’,21 ‘forward
rate’,136 ‘forward rate coefficient’,130 and ‘monomer attachment frequency’.22
Of course, also the symbols used for the condensation coefficient are diverse;
the notation that is used here comes from Abraham. In any case, there is
agreement on the dimension of Cn; it is a pure frequency, with a dimension
of inverse time.

Obviously, Cn depends on the concentration of monomers in the vapour
and the size of the cluster. Also, Cn only counts monomers that stay attached
to the cluster, instead of reflecting off the surface. This effect is accounted for
by the parameter αn, which is the fraction of monomers hitting the cluster
that stick. Like Cn, the quantity αn has different names in the literature, for
example ‘sticking probability’,130 ‘accommodation coefficient’,137 ‘condensa-
tion coefficient’,21,136 and ‘sticking coefficient’.22 It is usually taken equal to
unity, and we will do the same. If, conversely, αn is not assumed unity but
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taken n-independent, the nucleation rate becomes proportional to αn. Re-
cent simulations138 of clusters of water molecules suggest that αn is strongly
size-dependent up to about n = 20; for small clusters, αn is smaller than 0.1,
and it rises to values in the range of 0.7 to 1 for n larger than about 20. Such
a behaviour of αn is expected to have a large effect on the nucleation rate.

The condensation coefficient is the product of the sticking probability αn,
the collision frequency per unit area β and the cluster surface area an. It fol-
lows from kinetic gas theory139 that β is equal to one quarter of the product
of monomer number density ρ1 and the mean molecular speed ū:

β = 1
4ρ1ū (2.34)

From the Maxwell–Boltzmann velocity distribution it follows that139 ū =
(8kT/πm)1/2, with m = M/NA the molecular mass. Therefore,

Cn = αβan = (
kT

2πm
)

1/2
ρ1a1n2/3. (2.35)

This expression is not accurate for very small clusters because these are not
spherical. It is not accurate either for clusters that are much larger than the
mean free molecular path; in that case, the monomer concentration near
the cluster surface is lower than the monomer concentration far away. The
growth then becomes controlled by diffusion, which has been discussed in
section 2.11.

For dilute vapours which consist mainly of monomers, the monomer den-
sity is proportional to the partial pressure of the vapour and, accordingly, to
its supersaturation. The condensation coefficient is then also proportional to
the supersaturation,

Cn = S Csat
n = S Csat

1 n2/3, (2.36)

where the superscript ‘sat’ refers to the saturated state with S = 1.

2.5 Detailed balance

The condensation coefficient can be derived from straightforward kinetic
considerations. It is difficult to derive an expression for the evaporation co-
efficient from first principles, but it is possible to relate it to other known
properties, using a method called ‘detailed balancing’. The detailed balance
method can be applied in two ways, depending on the condition at which it
is evaluated. Both ways will be presented.
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Constrained equilibrium

The balance at ‘constrained equilibrium’ is the classical way of finding the
evaporation coefficient. This method is now obsolete, but will be treated here
because it was for some time the only existing method, and many deriva-
tions are therefore based on it. In this method, it is hypothesized that for any
supersaturation S, a stable equilibrium distribution ρn exists, for which the
nucleation rate is zero. (That is, Jn = 0 for all n.) However, as described in sec-
tion 2.3, the distribution ρn is unstable and cannot exist for a supersaturated
state. The only way to maintain the distribution is to constrain it in some
way that prevents its collapse; for this reason, the equilibrium is said to be
constrained. Hypothetically, such a state could be realized with the help of a
Maxwell demon; see page 70 for details. Accepting its existence, hypothetical
as it may be, it follows from Eq. 2.32 that

Cnρn = En+1ρn+1 , or En+1 =
ρn
ρn+1

Cn . (2.37)

This method to determine En is called ‘detailed balancing’; in statistical me-
chanics, detailed balance requires that the transition rates between any pair
of states are equal in either direction.

When Eq. 2.30 is substituted into Eq. 2.37, it follows that all cluster size
distributions yield the same result for En for n ≥ 3, namely

En = Csat
n−1 exp{Θ[n2/3 − (n − 1)2/3]}, n ≥ 3, (2.38)

For large n, a useful approximation is

En ≈ Csat
n−1 exp( 23Θn−1/3), n large, (2.39)

which has a relative error of less than 4% for n higher than about 20, for usual
values of Θ in the range of 10 to 20.

All En except E2 are independent of the choice of cluster distribution. The
reason for the difference in E2 values is that the ρfn and ρcn formulas of Eq. 2.30
are not valid for n = 1, which was pointed out by Wilemski.130 In those cases,
E2 must be evaluated from E2 = (ρ1/ρ2)C1, where ρ2 (but not ρ1) is calculated
from Eq. 2.30. Remarkably, solely the E2 coefficient is responsible for the de-
pendence of the nucleation rate on the cluster distribution, since the kinetic
model of Eq. 2.31 is fully determined by the Cn and En coefficients. All these
coefficients are independent of the cluster distribution, except for E2.

Phase equilibrium

The physical vapour–liquid equilibrium is the saturated state (S = 1). Unlike
the constrained equilibrium, the saturated state is stable, and the cluster dis-
tribution could be measured. (Of course, stable undersaturated states with



Maxwell’s demon
Many nucleation theoreticians have mentioned that the constrained equilib-
rium distribution is artificial and cannot be realized in reality. Hypothetically,
it could be maintained if it were constrained in some way that prevents its col-
lapse. The constraint has been described with the help of a Maxwell demon,
which is a hypothetical entity that is able to observe and act upon individ-
ual molecules. In 1867, Maxwell140 invented a ‘finite being’ to illustrate limi-
tations of the second law of thermodynamics. Later, William Thomson141 used
the word ‘demon’, a term of which Maxwell did not approve. Thomson defined
the demon as an intelligent being capable of observing and manipulating indi-
vidual molecules.

So how does the demon attain constrained equilibrium? In most
descriptions20,142 the demon takes clusters that succeed in growing to a certain
size M, breaks them apart into their constituent molecules, and returns these as
monomers to the system. This corresponds to the boundary condition fm = 0,
which Abraham21 and McDonald143 attribute to Szilard. Instead of maintain-
ing the constrained equilibrium, this condition leads to steady-state nucleation.
This led Katz136 to conclude, ‘The attainment of a constrained equilibrium dis-
tribution is beyond even the powers of Maxwell’s demon.’

However, when given the right instructions, Maxwell’s demon can create
the desired distribution. McDonald143 explained how: the demon simply has
to reflect away each molecule that is about to condense on a cluster of a certain
size M − 1, thus preventing it from growing to size M. Now, the boundary con-
dition is Cm−1 = 0, and consequently also fm = 0. Recalling the definition of Jn
(Eq. 2.32), then

Jm−1 = Cm−1
±

0

fm−1 − Em fm
®
0

= 0,

which represents the cut-off in the distribution: there is no flux between sizes
M − 1 and M. But at steady state, d fn/dt = 0 for all n, so

Jn−1 = Jn for all n.

Because Jm = 0,

Jn = 0 for all n.

which is the condition for constrained equilibrium.
In conclusion, the Szilard boundary condition can be viewed as a sink in

size space144 leading to steady-state nucleation. In contrast, the Maxwell demon
can be seen as a barrier in size space, which leads to a pile-up of clusters – the
constrained-equilibrium distribution.
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Figure 2.3: Condensation and evaporation coefficients Cn and En as a function of
the cluster size for water at 235 K. Left: linear scale, right: logarithmic scale. The
Courtney distribution was chosen for evaluation; this only affects E2. For large clus-
ter sizes, En ≈ Csat

n . In the right-hand figure, the approximate En of Eq. 2.39 is also
plotted (dotted).

S < 1 also exist and are measurable, but are not needed in this derivation.)
Because the constrained equilibrium state is avoided, this approach is a more
physical and also more elegant way of deriving the classical nucleation the-
ory. As in the constrained equilibrium, Jn = 0 for all n, so the detailed balance
condition reads

Csat
n ρsatn = Esat

n+1ρsatn+1 , (2.40)

where superscript ‘sat’ indicates that the balance holds only at the saturated
state. We adopt the usual assumption that the evaporation coefficient de-
pends only on the cluster size, and is independent of the density of the vapour.
This is so, because it is the thermal motion of the cluster molecules that de-
termines the probability of evaporation. As long as thermal equilibrium is
maintained, the thermal motion of the cluster molecules is not affected by
the vapour density. Therefore, for any supersaturation, the evaporation coef-
ficient is given by

En+1 =
ρsatn
ρsatn+1

Csat
n . (2.41)

To obtain values for En, the cluster distributions ρn of Eq. 2.30 are evaluated
at S = 1 and substituted into Eq. 2.41. It is then found that En for n ≥ 3
is the same for all cluster size distributions, and equal to the result of the
constrained equilibrium, Eq. 2.38. Conversely, the E2 values depend on the
cluster distribution, but the F and C distributions have the same E2 since they
agree on the value of ρsat2 .
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The evaporation and condensation coefficients C and E are equal for a
critical cluster. With the expression of Eq. 2.21 for the critical size, n∗ =
[2Θ/(3 ln S)]3, it immediately follows from the approximate Eq. 2.39 that

En∗ ≈ Cn∗−1 . (2.42)

The size dependence of the coefficients is shown in Figure 2.3 for water.

2.6 Steady-state nucleation

With the condensation and evaporation coefficients known, we proceed to
finding solutions of the kinetic equations, Eq. 2.31. During steady-state nu-
cleation, all Jn are the same and equal to the steady-state nucleation rate J.
This condition may also be derived by setting d fn/dt = 0 in Eq. 2.33. The
steady-state concentrations will be denoted by f sn .

As boundary condition, the concentration of a certain subcritical cluster
of size i is held constant,

f si = ρi . (2.43)

where ρi is given by Eq. 2.30. When i = 1, this corresponds to a constant
monomer concentration.

Condition 2.43 implies that there is no depletion; there is either an unlim-
ited supply of i-sized clusters, or the amount of matter in newly formed clus-
ters is negligible compared to the clusters of size i. Numerical simulations145
have demonstrated that at very high supersaturations (e.g., S > 300 for Θ =
12), depletion of monomers becomes important so soon that the steady state
is never reached. However, also at lower supersaturations the experimental
conditions (such as pressure and temperature) may change so rapidly that a
steady state cannot be established. The current treatment is therefore limited
to moderate supersaturations and relatively slow changes of conditions.

The derivation of the nucleation rate expression depends on the state at
which the detailed balance is evaluated (either at constrained equilibrium or
at phase equilibrium). Both approaches will be described.

Constrained equilibrium

Substitution of Jn = J in Eq. 2.32, together with the constrained-equilibrium
condition of Eq. 2.37 yields

J
Cnρn

=
f sn
ρn
−

f sn+1
ρn+1

(2.44)
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When this equation is summed from n = i to n = N , successive terms on the
right-hand side cancel; only the n = i and n = N terms remain, leading to

J
N
∑
n=i

1
Cnρn

= 1 −
f sN+1
ρN+1

. (2.45)

The last term vanishes for large N , so

J = (
N
∑
n=i

1
Cnρn

)

−1

. (2.46)

This is the constrained-equilibrium expression for J. To evaluate it, a model
for the equilibrium distribution ρn must be selected. However, without a
complete derivation, we can evaluate the dependence of J on the distribu-
tion, as shown by Wilemski.130 According to Eqs. 2.26 and 2.29,

ρcn
ρfn
=

1
S

and ρsccn
ρfn
=

eΘ

S
, n ≥ 2. (2.47)

These relations are not valid for n = 1, but in the sum of Eq. 2.46, the n = 1
term is usually negligible (and if i > 1 is chosen, this term is not present at
all). Because the ratio of distribution functions in Eq. 2.47 is independent
of n,

Jc

Jcl
=

1
S

and Jscc

Jcl
=

eΘ

S
. (2.48)

For the purpose of defining a reference rate that can be used later on, Jf is here
denoted by Jcl. This is the classical rate expression as obtained by Frenkel,132
which results from a constrained-equilibrium approach with the Frenkel dis-
tribution.

Kinetic approach

The derivation of the nucleation rate using a detailed balance at saturation
was introduced by Katz and Wiedersich142 and summarized by Katz and
Donohue.136 In their derivations, they stressed that all quantities could be
expressed in terms of kinetic coefficients (such as the condensation coeffi-
cient), and that the thermodynamic supersaturation did not appear. This led
them to call their method the ‘kinetic approach’; this name is still used today.
It must be realized, however, that the constrained-equilibrium approach also
depends on kinetic arguments.

In the kinetic approach, the steady-state condition Jn = J is again sub-
stituted in Eq. 2.32, but now the equilibrium expression of Eq. 2.41 is used
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instead of Eq. 2.37, yielding

J
Cnρsatn

=
f sn
ρsatn
−
Csat
n
Cn

f sn+1
ρsatn+1

. (2.49)

According to Eq. 2.36, the ratioCsat
n /Cn, which appears above, is equal to 1/S.

If we would not substitute this result, S would not appear in the derivation,
as mentioned above. Katz and Donohue136 remark that for non-ideal systems
the ratioCsat

n /Cn may not be equal to 1/S, but Luijten (appendix D of Ref. 113)
has shown that for our experimental conditions the equality holds.

After elimination of the ratio Csat
n /Cn in favour of S, we divide both sides

of Eq. 2.49 by Sn and obtain

J
Cnρsatn Sn

=
f sn

ρsatn Sn
−

f sn+1
ρsatn+1Sn+1

, (2.50)

which is a form suitable for summation. Summing from n = i to n = N gives

J
N
∑
n=i

1
Cnρsatn Sn

=
f si

ρsati S i
²

A

−
f sN+1

ρsatN+1SN+1
. (2.51)

The last term on the right-hand side again vanishes for large enough N . The
value of the other term, A, depends on the choice of i and the distribution.
First, consider the case i = 1. Then A = 1, since f s1 ≡ ρ1 = Sρsat1 . For i > 1,
however, the value of A depends on the cluster size distribution formula in
Eq. 2.30. For the F distribution, with Eq. 2.43, f si ≡ ρi = S i+1ρsati , so A = S.
For the C and SCC distributions, f si ≡ ρi = S iρsati , and therefore A = 1.

Using the same reasoning as in the previous section and the distribution
expressions from Eq. 2.30, the result for J can be compared to the classical
nucleation rate expression, which gives

Jc

Jcl
=

1
S

, Jscc

Jcl
=

eΘ

S
, and Jf

Jcl
=

⎧⎪⎪
⎨
⎪⎪⎩

1/S i = 1
1 i > 1.

(2.52)

To clarify, Jcl still represents the classical rate that Frenkel132 obtained using
the constrained-equilibrium approach. In the current kinetic approach, the
Frenkel rate depends on i; if i = 1, the Frenkel rate is equal to the Courtney
rate, and if i > 1, the Frenkel rate is equal to the classical rate. For the C and
SCC distributions, the result for J is the same as in the constrained equilib-
rium case. In fact, this is so for any distribution that satisfies the law of mass
action. For such a distribution, the relation

ρn = ρsatn Sn (2.53)
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holds, which results in A = 1. Equation 2.51 then gives

J = (
N
∑
n=i

1
Cnρsatn Sn

)

−1

= (
N
∑
n=i

1
Cnρn

)

−1

, (2.54)

which is equal to the constrained-equilibrium result (Eq. 2.46). In the rest of
this chapter, we will assume that the distribution ρn satisfies the law of mass
action.

Steady-state distribution

The steady-state distribution f s can be obtained by summing Eq. 2.50 from
n = k to n = N , which results in

f sk = ρ
sat
k Sk J

N
∑
n=k

1
Cnρsatn Sn

, (2.55)

or by summing from n = i to n = k, which gives

f sk = ρ
sat
k Sk(1 − J

k−1
∑
n=i

1
Cnρsatn Sn

). (2.56)

Both equations are equivalent, but only the last equation can be evaluated for
S < 1, an undersaturated equilibrium state. From Eq. 2.54 it follows that J = 0
for S < 1. In Eq. 2.56, the zero J is multiplied by a finite sum, and the result
for f sk is then

f sk = ρ
sat
k Sk = ρk , S < 1. (2.57)

This is the expected result: the steady-state distribution reduces to the equi-
librium distribution for S < 1.

For large cluster sizes, the steady-state distribution can be approximated
by substituting one of the ρn distributions from Eq. 2.30. It is found that

f sn = J
N
∑
k=n

1
Ck

ρsatn Sn

ρsatk Sk
≈
∞

∑
p=0

J
Cn+pSp

exp{Θ[(n + p)2/3 − n2/3]}

≈
J
Cn

∞

∑
p=0

exp( 23 pΘn−1/3)
Sp

=
J
Cn

S
S − exp( 23Θn−1/3)

. (2.58)
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Figure 2.4: Cluster concentration f sn during steady-state nucleation as a function of
the cluster size for water at 235 K and S = 20. The Courtney distribution was chosen
for evaluation. For comparison, the constrained-equilibrium distribution ρn is also
shown, together with the approximate f sn from Eq. 2.58, and Kashchiev’s approxi-
mation (Eq. 13.20 in Ref. 22).

This approximation and the exact result are shown in Figure 2.4. For large
enough n, the approximation of Eq. 2.58 can be further simplified by replac-
ing the exponential by unity. Then, f sn becomes proportional to n−2/3, which
results in a line with slope −2/3 in the double-logarithmic plot of Figure 2.4.

Another approximation to the steady-state distribution was described by
Kashchiev.22 In contrast to the approximate Eq. 2.58, Kashchiev’s approxi-
mate form is valid for sizes up to the critical size. At larger sizes, it rapidly
falls to zero, as Figure 2.4 shows.

2.7 Steady-state nucleation rate

We now return to the expression for the nucleation rate, Eq. 2.54, to evaluate
it further. It is possible to obtain a simpler but approximate result with a series
of approximations given by Zeldovich146 and adopted by Frenkel.132 First, the
summation is replaced by an integration to infinity,

J = (
N
∑
n=i

1
Cnρn

)

−1

≈ ( ∫ ∞1
1

Cnρn
dn)

−1

, (2.59)

where n is now regarded as a continuous variable. Because ρn has a sharp
minimum near n∗ (see Figure 2.4), the integrand has a sharp peak near that
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cluster size. Therefore, only the region near n∗ significantly contributes to
the integral, and a simplification is possible if the integrand is approximated
in that region. For that purpose, the integral is written as

J = ( ∫ ∞1 exp[−H(n)]dn)
−1

, (2.60)

where H(n) ≡ ln(Cnρn). Then, the function H(n) is expanded in a Taylor
series around the critical size n∗, where the derivative of H(n) is zero:

H(n) ≈ H(n∗) + 1
2(n − n

∗
)
2H′′(n∗), (2.61)

where the double prime denotes the second derivative. Note that the critical
size is redefined here as the n for which H(n) has a minimum; this value may
be different from the n∗ of Eq. 2.21. When the expansion of H of Eq. 2.61 is
substituted back in Eq. 2.60 and the lower integration limit is shifted to −∞,
the result is a standard integral, with solution

J = [H
′′(n∗)
2π

]

1/2

exp [H(n∗)] = ζ Cn∗ρn∗ . (2.62)

where the Zeldovich factor ζ has been defined as

ζ = [H′′(n∗)/(2π)]1/2. (2.63)

The next step is to evaluate H. To keep the derivation general, the cluster
distribution is written as ρn = ρ0 exp(−Wn/kT), with ρ0 a prefactor which
depends on the choice of equilibrium distribution from Eq. 2.30. We can then
write H as

H(n) ≡ ln(Cnρn)

= lnC1 + ln n2/3 − ln ρ0 −Wn/kT

= lnC1 + ln n2/3 − ln ρ0 −Θ n2/3 + n ln S .

(2.64)

To find the critical size, we use that H′(n∗) = 0, which leads to

Θ n∗2/3 − 1
n∗

=
3
2

ln S . (2.65)

In most cases Θ n∗2/3 ≫ 1, so the critical size becomes

n∗ = ( 2Θ
3 ln S

)

3
, (2.66)
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which is the same result as obtained before (Eq. 2.21). Using a similar approx-
imation Θ n∗2/3 ≫ 3, we find for the Zeldovich factor

ζ = 1
3
(

Θ
π
)

1/2
(n∗)−2/3. (2.67)

Typically, ζ is about 0.05 to 0.10. Let us analyse what this value means. Con-
sider the general nucleation rate expression(Eq. 2.62)

J = ζ Cn∗ρn∗ , (2.68)

which states that the nucleation rate equals the product of the Zeldovich
factor, the rate at which monomers condense on a critical cluster, and the
constrained-equilibrium number density of critical clusters. If most super-
critical clusters became macroscopic droplets, ζ would be of the order of
unity. The smallness of ζ as obtained from Eq. 2.67 has several causes. First,
the actual number density of critical clusters f sn∗ is smaller than in constrained
equilibrium; see Figure 2.4. Indeed, in most cases, the steady-state concentra-
tion f sn∗ is about half of ρn∗ . A larger effect, however, results from the evapora-
tion of supercritical clusters. At the critical size,Cn and En are approximately
equal, so Eq. 2.32 becomes

J = Cn∗ f sn∗ − En∗+1 f sn∗+1 ≈ Cn∗( f sn∗ − f sn∗+1). (2.69)

A comparison with Eq. 2.68 shows that the Zeldovich factor is approximately
given by

ζ ≈
f sn∗ − f sn∗+1

ρn∗
≈

1
2
f sn∗ − f sn∗+1

f sn∗
, (2.70)

where it was used that f sn∗/ρn∗ ≈ 1/2. This expression illustrates that it is the
relative difference of f sn∗ and f sn∗+1 that determines the nucleation rate, not
the value of f sn∗ itself. In other words, the derivative of f s matters, not its
value. That is the reason why the Zeldovich factor is much smaller than 1/2.
Coincidentally, Eq. 2.69 tells something else about nucleation. Dropping the
steady-state requirement, and taking n a continuous variable, we can write
Eq. 2.69 as J ∝ ∂ f /∂n. When we additionally write Eq. 2.33 as ∂ f /∂t =
∂J/∂n, it follows that

∂ f
∂t
∝

∂2 f
∂n2

, (2.71)

which shows that the distribution near the critical size is essentially deter-
mined by diffusion in size space.
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We now return to our main task of evaluating the nucleation rate J. From
Eqs. 2.62, 2.64 and 2.67 we find that

J = 1
3
C1ρ0 (

Θ
π
)

1/2
exp(−Wn∗

kT
) . (2.72)

Using the definitions of C1 (Eq. 2.35) and Θ (Eq. 2.19) it is finally found that

J = ρ0ρ1v1 (
2σ
πm
)
1/2

exp [− 4
27

Θ3

(ln S)2
] . (2.73)

The Courtney (1/S-corrected) version of the nucleation rate is obtained with
ρ0 = ρsat1 and the scc version with ρ0 = ρsat1 exp(Θ).

Nucleation with carrier gas

The nucleation rate has been derived without referring to a carrier gas that
may be present. The non-ideality of the gas–vapour mixture can be easily
taken into account in the surface tension σ and the supersaturation S, by in-
cluding the dependence on the carrier gas pressure and composition, as de-
scribed in detail in chapter 1. Another parameter that must be corrected for
carrier gas effects is the monomer density ρ1, which must be evaluated using
the compressibility factor Z of the vapour–gas mixture. This factor is defined
as Z = p/(ρkT), with ρ the number density of the mixture. Because of the
low vapour fraction, the compressibility factor of the mixture can be taken
equal to the compressibility factor Zg of the pure carrier gas. With the addi-
tional assumption that the vapour consists mainly of monomers, the mono-
mer density is approximated by

ρ1 ≈
yp

ZgkT
= S feps

ZgkT
. (2.74)

The last equality follows from the definition of supersaturation, Eq. 1.29.
With the definitions of v1 and Θ from section 2.1, the nucleation rate can

now be written as a function of macroscopic quantities as

J = ( feps
ZgkT

)

2

(
2σM
πNA

)
1/2 S

ρl
exp [− 16π

3
(

M
NAρl ln S

)
2
(
σ
kT
)
3
] . (2.75)

Here, the Courtney distribution was used. The SCC version is obtained by
multiplying this result by eΘ.

2.8 Non-steady-state nucleation

In the previous sections, the kinetic equation was solved to obtain the steady-
state distribution and nucleation rate. In this section, the equation will be
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solved for time-dependent solutions. To refresh our memory, the equation
describing the kinetics of cluster formation is (Eq. 2.31)

d fn
dt
= Cn−1 fn−1 − (Cn + En) fn + En+1 fn+1 , (2.76)

where fn(t) is the number density of clusters containing n molecules, Cn is
the rate at which molecules condense on an n-cluster, and En is the rate at
which molecules evaporate from such a cluster. The coefficients Cn and En
will be taken time-independent, which corresponds to a system with con-
stant temperature and supersaturation. Depletion of monomers is therefore
excluded, like in the previous section.

A boundary condition similar to the steady-state case (Eq. 2.43) is chosen;

fi(t) = ρi , (2.77)

where ρi is the constrained-equilibrium distribution, and i is a subcritical
number of molecules (typically, i lies in the range of five to ten). To complete
the model, an initial condition is required. In this chapter, we assume that
at time t = 0 the supersaturation is instantaneously increased and that no
clusters were present before that time. Therefore, the initial condition is

fn(0) = 0, n > i . (2.78)

It is possible to find an analytical solution of the set of kinetic equations,
as long as n is not too large (that is, several hundred molecules). Because the
number of included cluster sizes is finite, a boundary condition at the end of
the cluster size range is also needed. Traditionally, the condition

fm(t) = 0 (2.79)

is adopted; this is known as the Szilard boundary condition.21,143
To solve Eq. 2.76 with boundary condition Eq. 2.77, we rewrite it in matrix

notation:

f ′(t) = A f (t) + g (2.80)

where

f =
⎛
⎜
⎜
⎜
⎝

fi+1
fi+2
⋮

fm−1

⎞
⎟
⎟
⎟
⎠

, g =
⎛
⎜
⎜
⎜
⎝

ρiCi
0
⋮

0

⎞
⎟
⎟
⎟
⎠

, (2.81)
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and A is the tridiagonal matrix

A =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Di+1 Ei+2 0
Ci+1 Di+2 Ei+3. . . . . . . . .

Cm−3 Dm−2 Em−1
0 Cm−2 Dm−1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2.82)

where Dn = −(Cn + En) was introduced as a shorthand notation.
Because Eq. 2.80 is inhomogeneous, the solution is equal to the solution

of the homogeneous system f h, plus a particular solution. A natural choice
for a particular solution is the steady-state distribution f s, which is time-
independent. The full solution is therefore defined as

f (t) = f h(t) + f s. (2.83)

For the current system, the steady-state distribution is already known from
Eq. 2.55. In general, f s can be found by using its time independence; when
f s′ = 0 is substituted in Eq. 2.80, we obtain

Af s = −g . (2.84)

This is a tridiagonal system, so it can be efficiently solved. With f s known, a
particular solution has been found. Next, we turn to the homogenous system,

f h
′

(t) = A f h(t). (2.85)

The solution of such a system is well known22,147,148 and consists of exponen-
tials of the form

f h(t) = veλt , (2.86)

with unknown λ < 0 and v. Substituting this solution in the homogeneous
Eq. 2.85 leads to the eigenvalue equation

λv = Av, (2.87)

where λ is an eigenvalue and v is a corresponding eigenvector of matrix A.
Each eigenvalue leads to a solution that has the form of Eq. 2.86; the general
solution is a linear combination of these solutions.

f h(t) = civieλ i t + ⋅ ⋅ ⋅ + cmvmeλm t

= (vi ⋯ vm)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

V

⎛
⎜
⎝

cieλ i t
⋮

cmeλm t

⎞
⎟
⎠

(2.88)
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Here V is a matrix which has the eigenvectors v as columns, and ci to cm
are constants that are determined by the initial condition, that is, f (0) = 0.
Consequently, f h(0) + f s = 0, and therefore

Vc = − f s. (2.89)

Here c is a vector that has the constants ci to cm as elements. Equation 2.89
is a set of linear equations that can be easily solved numerically.

Because of the eigenvalue computation time, which is proportional to
(M− i− 1)3, the parameter M cannot be very large. Moreover, the fn near the
end of the n range are perturbed by the boundary condition fm(t) = 0 and
must be discarded. This problem can be alleviated by adopting the alternative
boundary condition

fm(t) = fm−1(t), (2.90)

which can be easily implemented by changing the bottom-right element of
the matrix A in Eq. 2.82 from Dm−1 to Dm−1 + Em.

From an experimental point of view, it is useful to know the concentration
of detectable clusters; that is, clusters larger than a certain size. The symbol
f̂n will denote the total concentration of clusters larger than n molecules,

f̂n ≡
∞

∑
m=n+1

fm . (2.91)

The time dependence of f̂n can be found by taking the time derivative, ex-
changing the summation and derivative, and using Eq. 2.76, yielding

d f̂n
dt
=

∞

∑
m=n+1

d fm
dt
= Cn fn − En+1 fn+1 ≡ Jn , (2.92)

from which it follows that

f̂n(t) = ∫ t

0
Jn(t′)dt′. (2.93)

Because Jn (like fn) consists of exponentials, the integration is trivial.
Solutions have been obtained for water at 228 K and S = 20.6, with i = 5

and M = 150. The results agree qualitatively with those of Abraham,149 who
solved the kinetic equations using numerical integration in 1969. Figure 2.5
shows the time dependence of the cluster concentrations fn. At small times,
the slopes in the double-logarithmic plot are constant, pointing to power-law
behaviour. Indeed, Kashchiev22 and Shneidman150 have shown that fn(t)∝
tn−1 for small t. Further, it is seen that concentrations of larger clusters need a
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Figure 2.5: Number density of clusters fn versus time, at 228 K and S = 20.6. At
t = 10−5 s, all cluster concentrations have reached their steady-state values corre-
sponding to a steady-state nucleation rate of 2.85 × 1013 m−3s−1 . The critical size is
22 molecules.
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Figure 2.6: Nucleation rates Jn as a function of time, at 228 K and S = 20.6.

longer time to reach the steady-state values. After about 6 µs, all fn included
in this simulation have reached steady-state. In Figure 2.6, the nucleation
rates Jn are plotted versus time. It is observed that for clusters smaller than
critical (22 molecules), the Jn overshoot their steady-state values, whereas
supercritical Jn remain below it.

The total density of clusters larger than 140 molecules is displayed in Fig-
ure 2.7, where it is compared with a simple model that assumes an instan-
taneous steady-state nucleation rate. In agreement with Figures 2.5 and 2.6,
the steady state is reached after about 6 µs; from then on, the slope matches
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Figure 2.7: Total number density of clusters larger than 140 molecules. From t = 0
to t = 100 µs, the temperature is 228 K and S = 20.6. At t = 100 µs, the temperature
and supersaturation are instantaneously changed to 236 K and S = 10, respectively.
The dashed line is the number density when it is assumed that the nucleation rate
equals its steady-state value, without taking into account transient behaviour.

the constant-J line.
For this example, the above-mentioned conditions hold between 0 and

100 µs. After that, the temperature is increased to 236 K and the supersatu-
ration drops to 10. As a result, the steady-state nucleation rate decreases by
more than six orders of magnitude. Effectively, the amount of new clusters
that are produced after the state change is negligible to the amount that was
formed before. In Figure 2.7, it is seen that it takes about 6 µs for the cluster
concentration to stabilize after the change. Although in both cases the de-
lay to reach steady-state is 6 µs, the transient effects at the start and stop of
the nucleation are not mutually compensating. Specifically, the total cluster
density remains lower than the simple model (dashed) predicts.

2.9 Nucleation theorem

The nucleation theorem provides a relation between a measurable quantity –
the nucleation rate – and an otherwise hardly obtainable quantity: the num-
ber of molecules in a critical cluster. It was derived by Kashchiev151 and Ox-
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toby and Kashchiev152 that

(
∂W∗

∂µi
)
µ j≠i ,T

= −∆n∗i , (2.94)

where W∗ is the work of formation of the critical cluster, µi is the chemical
potential of component i in the vapour phase, and ∆n∗i is the excess number
of molecules of component i in the critical cluster. The excess number is the
number of molecules in the cluster minus the number of molecules in one
critical cluster volume in the gas phase. In other words, the excess number
is the difference between the actual number of molecules in the cluster and
the number of molecules in the gas phase that initially occupied the cluster’s
volume.

The nucleation theorem does not require the capillarity approximation to
be valid. In fact, it makes no assumptions about the mechanism of nucleation
or the size and shape of the critical cluster. Therefore, the excess number
of molecules should not depend on the cluster radius, whose definition is
ambiguous for arbitrary cluster shapes. For example, in the framework where
the density is a function of the distance r from the cluster centre, the excess
number of molecules is defined as153

∆n∗i = 4π ∫ ∞0 [ρi(r) − ρgasi ]r
2 dr. (2.95)

Here ρi(r) is the number density of component i and ρgasi is the density of
that component in the gas phase far away from the cluster. This definition is
clearly independent of any definition of the cluster radius.

In this section, the nucleation theorem will be applied to a binary mixture
of a vapour and a carrier gas, indicated with subscripts ‘v’ and ‘g’, respectively.
To begin, the nucleation rate is written in a general form

J = K exp(−W
∗

kT
) , (2.96)

which follows from Eq. 2.72, withW∗ the work of formation of a critical clus-
ter. Using the chain rule, the derivative of J with respect to S can be written
as

(
∂ ln J
∂ ln S

)
p,T
= −

1
kT
(

∂W∗

∂µv
)
µg ,T
(

∂µv
∂ ln S

)
p,T
−

1
kT
(

∂W∗

∂µg
)

µv ,T
(

∂µg
∂ ln S

)
p,T

+ (
∂ lnK
∂ ln S

)
p,T

. (2.97)
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The derivatives involvingW∗can immediately be related to the excess num-
bers of molecules using Eq. 2.94. Furthermore, from the definition of the
supersaturation (Eq. 1.27) it follows that

(
∂µv

∂ ln S
)
p,T
= kT . (2.98)

For a dilute vapour, the chemical potential of the carrier gas µg depends only
weakly on the concentration of the vapour, so

(
∂µg

∂ ln S
)
p,T
≈ 0. (2.99)

The prefactor K of the nucleation rate depends on the kinetic model. Con-
sidering only distributions that obey the law of mass action, and neglecting
the pressure dependence of the surface tension and compressibility factor, we
can write that K ∝ f 2e S. Therefore

(
∂ lnK
∂ ln S

)
p,T
= 1. (2.100)

Substituting the derivatives into Eq. 2.97, we obtain

(
∂ ln J
∂ ln S

)
p,T
= ∆n∗v + 1. (2.101)

In this form, the nucleation theorem can be used to obtain the number of
vapour molecules from J(S)measurements. It is equal to the nucleation the-
orem of a pure vapour.152 For usual conditions of vapour–liquid nucleation,
the excess number of vapour molecules can be taken equal to the actual num-
ber of vapour molecules in the cluster. This approximation is justified because
the density of the gas phase is much smaller than the liquid density, and the
fraction of vapour in the gas phase is also very small.
Pressure nucleation theorem
The pressure nucleation theorem is obtained by taking the derivative of J
with respect to p, instead of S. This derivative can be taken either at constant
S and T or at constant vapour fraction y and T; each approach leads to a
different result.

We start with the derivation at constant supersaturation, which was pi-
oneered by Oxtoby and Laaksonen154 and modified by Luijten et al.6 The
derivation shown here follows Luijten et al. Analogously to Eq. 2.97 we ob-
tain

(
∂ ln J
∂ ln p

)
S ,T
=

∆n∗v
kT
(

∂µv
∂ ln p

)
S ,T
+

∆n∗g
kT
(

∂µg
∂ ln p

)
S ,T
+(

∂ lnK
∂ ln p

)
S ,T

, (2.102)
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where the general nucleation theorem (Eq. 2.94) was used. From the defini-
tion of the supersaturation (Eq. 1.27) and the binary two-phase equilibrium
(Eq. 1.23) it follows that

(
∂µv
∂p
)
S ,T
= (

∂µeqv
∂p
)
T
=
⎛

⎝

∂µl,eqv

∂p
⎞

⎠
T

, (2.103)

where µl,eqv denotes the chemical potential of vapour molecules in the liquid
phase, in equilibrium. Its pressure dependence can be evaluated with Eq. 1.21,
yielding

⎛

⎝

∂µl,eqv

∂p
⎞

⎠
T

= vlv +
kT

γ
eq
v xeqv

(
∂γeqv xeqv

∂p
)
T

, (2.104)

where vlv is the molecular volume of pure liquid of the condensing compo-
nent and xeqv is the equilibrium molar fraction of the condensing component
in the liquid. We assume that the liquid is an ideal solution (see Eq. 1.14), for
which the activity coefficient of the vapour component in the liquid phase γeqv
is unity. For small fractions of dissolved gas, the gas fraction in the liquid
xeqg = 1 − xeqv is proportional to pressure, so that

(
∂xeqv
∂p
)
T
= −(

∂xeqg
∂p
)
T
= −

xeqg
p

. (2.105)

With this result, the value of the derivative (∂µv/∂p)S ,T from Eq. 2.103 is
known.

We now continue with the pressure derivative of µg, the chemical poten-
tial of the carrier gas. It is assumed that µg is not significantly influenced
by the small amount of vapour. The pressure dependence can then be taken
equal to that of a pure component, given by the Gibbs–Duhem equation
(Eq. 1.9)

(
∂µg
∂p
)
S ,T
= vg, (2.106)

where vg is the molecular volume of the gas.
The last derivative which has to be evaluated is the pressure derivative of

K. Taking K ∝ f 2e S and adopting Luijten’s correlation6 fe ≈ exp[b(T)p], we
obtain

(
∂ lnK
∂ ln p

)
S ,T
= 2(∂ ln fe

∂ ln p
)
T
≈ 2 ln fe. (2.107)
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With these derivatives, Eq. 2.102 yields the Luijten or S form of the pressure
nucleation theorem,

(
∂ ln J
∂ ln p

)
S ,T
= (

pvlv
kT
− xeqg )∆n∗v + Zg∆n∗g + 2 ln fe, (2.108)

where the compressibility factor of the gas Zg = pvg/(kT) was used to sim-
plify the equation.

Pressure nucleation theorem at constant fraction
An alternative form of the pressure nucleation theorem was derived by La-
betski10 and Kalikmanov and Labetski.11 In their approach, the derivative of
J is taken at constant vapour fraction y:

(
∂ ln J
∂ ln p

)
y,T
=

∆n∗v
kT
(

∂µv
∂ ln p

)
y,T
+

∆n∗g
kT
(

∂µg
∂ ln p

)
y,T
+(

∂ lnK
∂ ln p

)
y,T

. (2.109)

In this case, the derivatives of µv and µg can be simplified with the Maxwell
relation26

(
∂µi
∂p
)
y,T
= v̄i , (2.110)

where v̄i is the partial molecular volume of component i. To evaluate the
rightmost derivative in Eq. 2.109, K must be rewritten as a function of y, that
is, K ∝ S f 2e = yp fe/ps, which results in

(
∂ lnK
∂ ln p

)
y,T
= 1 + (∂ ln fe

∂ ln p
)
T
≈ 1 + ln fe. (2.111)

With these derivatives, Eq. 2.109 yields the y form of the pressure nucleation
theorem,

(
∂ ln J
∂ ln p

)
y,T
=
pv̄gasv

kT
∆n∗v + Zg∆n∗g + ln fe + 1, (2.112)

where the partial molecular volume of the carrier gas in the gas phase was
approximated by the molecular volume of the pure carrier gas, and the com-
pressibility factor of the gas was substituted to simplify the result. Further-
more, v̄gasv refers to the partial molecular volume of the vapour in the gas
phase.

Equation 2.112 is the y form of the pressure nucleation theorem (compare
the S form of Eq. 2.108), but is hard to use in practice because of the constant
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y requirement. When p is changed in the experiment, y must be changed
much to keep the nucleation rate J in the observable range. Therefore, at any
value of y, only data at a single pressure is available, or even no data at all. As
a result, it is not possible to determine the derivative (∂ ln J/∂ ln p)y,T .

However, at constant temperature, J can be considered as a function of p
and y, and Euler’s chain relation gives

(
∂ ln J
∂ ln p

)
y,T
= −(

∂ ln y
∂ ln p

)
J ,T
(

∂ ln J
∂ ln y

)
p,T

. (2.113)

Furthermore, at constant p and T , the supersaturation S is proportional to
the vapour fraction y. Therefore, the derivative (∂ ln J/∂ ln y)p,T in Eq. 2.113
can be replaced by (∂ ln J/∂ ln S)p,T , which is equal to ∆n∗v + 1 according to
the nucleation theorem (Eq. 2.101). Finally, the pressure nucleation theorem
takes the form

(
∂ ln y
∂ ln p

)
J ,T
= −

1
∆n∗v + 1

(
pv̄gasv

kT
∆n∗v + Zg∆n∗g + ln fe + 1) . (2.114)

This expression differs from the result in Labetski’s thesis,10 but agrees with
Kalikmanov and Labetski.11

2.10 Other nucleation theories

Since the development of classical nucleation theory, there have been con-
tinuous efforts to improve the theory. Remarkably, no alternative theory has
become universally accepted. Even a simple change like the 1/S correction
remains controversial.155 In this section, several recent developments will be
highlighted.

In 2003, Kashchiev156 proposed an expression for the work of formation of
a critical cluster that solves two problems of the classical approach. The first
problem is that the capillarity approximation uses the equilibrium surface
tension, even for very small clusters. The new theory is constructed in such
a way that for all cluster sizes, the surface energy is equal to its equilibrium
value by definition. A second problem that is solved is that the classical theory
does not take into account the influence of the spinodal, the stability limit of
a phase. Kashchiev’s expression is defined such that the work of formation
vanished at the spinodal. Shortly after its publication, Kashchiev’s theory was
heavily criticized by Schmelzer and Baidakov,157 who argued that the theory
is not generally applicable, as Kashchiev claims.

Another theory that takes the spinodal into account was developed by
Kalikmanov.158 He proposed the existence of a ‘kinetic spinodal’, which marks
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the transition between metastable and unstable states. At this spinodal, the
critical cluster size is minimal; with increasing supersaturation, it would in-
crease, contrary to the classical behaviour. As indicated by Kalikmanov, the
theory is only applicable to systems with sufficiently long interparticle in-
teractions, for which a spinodal can be defined. According to Wilemski and
Li,159 ‘real gas-liquid systems are characterized by short-range interactions’.
They conclude that for vapour–liquid nucleation, an increase of the critical
size near the spinodal is theoretically unlikely and has not been found exper-
imentally.

In 2006, Kalikmanov160 proposed the mean-field kinetic nucleation the-
ory (MKNT), which is valid for clusters of any size. The theory interpolates
between very small and very large clusters, and is exact in these limiting
cases. Clusters are divided in to core molecules and surface molecules; for
small clusters, all molecules are surface molecules. For a cluster with a certain
number of molecules, the number of core and surface molecules fluctuate; in
MKNT, a mean-field approximation is applied by considering only the most
probable number of surface molecules for a cluster of given size. The density
profile of a cluster is then constructed by assigning the bulk density to the
core and a lower but constant density to the surface layer. The resulting den-
sity profile is a two-step function of the radial coordinate. The MKNT nucle-
ation rate expression agrees with classical theory for large clusters, but oth-
erwise the difference is several orders of magnitude. It was recently shown161

that the MKNT provides significantly better predictions for argon nucleation
rates than classical theory.

The theory of Reguera and Reiss,162–164 called ‘extended modified liquid
drop–dynamical nucleation theory’ (EMLD–DNT), is a combination of two
theories. The EMLD model accounts for translation and fluctuations of the
cluster. It models the cluster as a system of molecules confined to a spher-
ical container. For certain volumes of this container, a liquid droplet can
be formed inside; this droplet is modelled by the capillarity approximation.
The droplet does not fill the entire container; the remaining volume is filled
by gas. In this theory, the spherical system as a whole is considered as the
cluster for nucleation. Then, DNT is used to define the volume of the clus-
ter/container as the volume which minimizes the pressure inside the con-
tainer. The EMLD–DNT theory predicts the existence of a spinodal, where
the energy of formation of a critical cluster vanishes.

The so-called gradient theory165 adopts a more realistic cluster model
than the capillarity approximation. In this theory, the density of the clus-
ter varies smoothly from the centre of the cluster to the surrounding vapour
phase. Besides the diffuse interface, another difference with the capillarity
approximation is the possibility that the liquid density in the centre of the
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cluster may not be equal to the bulk liquid density. Gradient theory predicts
a surface tension that depends on the cluster size, which results in a work
of formation that differs from the classical value. Recently, Hrubý et al.166
applied gradient theory to clusters of nonane, and computed the work of for-
mation and nucleation rate.

There are also nucleation theories that take the effect of the carrier gas into
account in different way than presented in this chapter. Quasi-unary theory10
treats nucleation of a vapour in a carrier gas as binary nucleation, where clus-
ters with any composition of vapour and carrier gas molecules can be formed.
The cluster distribution is then defined in two-dimensional size space. Be-
cause there are much more carrier gas molecules than vapour molecules, it
can be assumed that detailed balance holds in the gas molecules direction of
size space, for each number of vapour molecules in the cluster. This allows ex-
pressing the nucleation rate in the form of unary theory, with effective unary
condensation coefficients and cluster distributions. In the expression for the
work of formation, mixing entropy terms are added to account for the com-
position of the cluster. To evaluate the quasi-unary theory, the equilibrium
liquid fraction of the carrier gas in the condensed vapour should be known.

Previously, the effect of the carrier gas was explained by its influence on
the vapour–liquid equilibrium, which leads to vapour fraction enhancement
and surface tension reduction. Furthermore, the carrier gas may enter the
cluster or be adsorbed on its surface, leading to a change of the surface ten-
sion. In addition to these effects, the carrier gas absorbs the latent heat that is
released by the growing clusters. Wedekind et al.129 tried to account for the
thermalization of the cluster by the carrier gas molecules.

2.11 Droplet growth

The mechanism of droplet growth depends on the Knudsen number Kn, de-
fined as

Kn ≡ λ
2r

, (2.115)

where r is the droplet radius and λ is the mean free path of vapour molecules.
Here, the mean free path is defined as the average distance a vapour molecule
travels before its direction becomes randomized by collisions with carrier gas
molecules. Peeters et al.167 showed that this length can be approximated by
the mean free path of carrier gas molecules, if the masses of vapour and gas
molecules are similar.

Initially, the droplet is small and the Knudsen number is high; for these
conditions, the growth can be described by the kinetic processes of conden-
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sation and evaporation of vapour molecules. Because of the smallness of the
droplet, it can be assumed that the composition of the gas phase in the vicin-
ity of the droplet is the same as the composition far from it. Furthermore, the
droplet growth is independent of the carrier gas pressure.

For large droplets and small Knudsen numbers, the continuum formula-
tion of fluid dynamics is applicable. The concentration of vapour molecules
near the droplet is decreased because of condensation, and the growth is lim-
ited by the diffusion of vapour towards the droplet. The diffusion is strongly
influenced by the pressure and type of carrier gas; the higher the carrier gas
pressure, the slower the diffusion and droplet growth.

For our nucleation experiments in methane at 10 bar, the molecular mean
free path is about 5 nm, according to gas kinetic theory.27 In our setup, drop-
lets can be observed when their diameter becomes larger than about 320 nm.
Therefore, all observable growth takes place at Kn ≪ 1, where the growth
is diffusion-controlled. The transition between the two growth mechanisms
takes place when the droplet radius becomes about 5 nm; a droplet of that
size contains approximately 2000 water molecules.

Free molecular regime

In the regime of large Knudsen numbers, the free molecular regime, the net
growth rate of a droplet is given by the difference of the condensation and
evaporation coefficients. Using the approximate En from Eq. 3.8, the growth
rate is

dn
dt
= Cn − En ≈ SCsat

n −Csat
n exp( 23Θn−1/3)

= Csat
n [S − exp( 23Θn−1/3)]

= Csat
n (S − eKe) ,

(2.116)

where the Kelvin number is defined as

Ke(r) ≡ 2
3Θn−1/3 = (n∗/n)1/3 ln S . (2.117)

The eKe term represents the Kelvin effect, which corrects for the droplet cur-
vature. At the critical size n∗ = (2Θ/3 ln S)3, the Kelvin number is equal to
ln S and Eq. 2.116 correctly gives a zero growth rate of a critical cluster.

To find the growth rate of the droplet radius, we convert the number of
molecules to the radius with the help of r = r1n1/3, leading to

dr
dt
=

dr
dn

dn
dt
= 1

3 r1n
−2/3
× (S − eKe)Csat

1 n2/3 = 1
3 r1(S − eKe)Csat

1 . (2.118)

For large droplets, Ke → 0 and the growth rate dr/dt becomes radius inde-
pendent.
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The result that was just obtained can also be derived with the assumptions
of Hertz168 and Knudsen.169 They reasoned that the evaporation rate is equal
to the impingement rate in the saturated state. With the collision frequency
from Eq. 2.34, the molar flow Ṁe that condenses on the droplet is

Ṁc = 4πr2ρ ( RT
2πM

)

1/2
, (2.119)

where ρ is the molar vapour density,T is the temperature of the vapour, and
M is its molar mass. The flow that evaporates from the droplet is

Ṁe = 4πr2ρsat(Td) (
RTd

2πM
)

1/2
, (2.120)

where Td is the droplet temperature and ρsat is the vapour density at satura-
tion. Condensation causes the molar mass of the droplet to increase at the
rate of

Ṁd = 4πr2ρl dr
dt

, (2.121)

where a constant and uniform molar liquid density ρl is assumed. From the
equality Ṁd = Ṁc − Ṁe it follows that

dr
dt
=

1
ρl
(

R
2πM

)
1/2
[ρT 1/2

− ρsat(Td)T
1/2
d ] . (2.122)

It can be shown that in the case of Td = T , this result is equal to Eq. 2.118,
except for the Kelvin effect. That effect can also be included in Eq. 2.122 by
correcting ρsat for the droplet curvature; the result is an additional factor of
eKe in front of ρsat.

Diffusion-controlled growth

For larger droplets, with small Knudsen numbers, the growth is limited by
diffusion of the vapour in the carrier gas. There is a mass flow of vapour
molecules towards the droplet; in addition, the release of latent heat results
in a heat flow away from the droplet. The carrier gas accounts for most of the
heat flow; indeed, it can be considered as an infinite heat bath. For steady-
state growth, the difference between the droplet temperature Td and the gas
temperatureT can be estimated by10

Td −T ≈
ρlL
2kg

dr2

dt
, (2.123)
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where ρl is the molar liquid density, L is the molar latent heat of condensa-
tion, kg is the thermal conductivity of the carrier gas, and dr2/dt is the growth
rate of the squared droplet radius. For our experiments in methane at 235 K
and 10 bar, the temperature difference is about 0.3 K and will be neglected.
Models that take into account temperature differences have to include equa-
tions for the heat flow; such models have been presented by Peeters et al.170
and Luo et al.171 In our case, it is possible to derive the expression for the
growth rate solely from mass flows. The derivation that follows is based on
Labetski’s10 description.

The droplet with radius r is centred at the origin in a radially symmetric
system; the distance from the origin is denoted by R. The mixture of vapour
and carrier gases around the droplet moves with an average radial speed u,
defined as

u ≡∑
i
yiwi , (2.124)

where yi is the molar fraction of component i and wi is its radial speed. The
diffusive speed vi of a component is defined as the speed deviation from the
average speed, that is,

vi ≡ wi − u. (2.125)

From the definitions of u and vi it immediately follows that the average of
the diffusive speeds∑i yivi is zero.

Because of condensation, the radius of the droplet grows at a rate of dr/dt.
The molar amount that condenses on the surface per unit of time is

Φ = 4πr2ρgs (
dr
dt
− us) , (2.126)

where ρg is the total molar density of the gas phase, and subscript ‘s’ denotes
a condition at the droplet surface. For quasi-steady droplet growth, the molar
flow in the gas phase is radius independent, so

r2ρgsus = R2ρgu. (2.127)

Condensation causes the molar mass of the droplet to increase at the rate of

Ṁ = 4πr2ρl dr
dt

, (2.128)

where a constant and uniform molar liquid density ρl is assumed. From the
equality Φ = Ṁ and Eq. 2.127 it follows that

−R2ρgu = r2 dr
dt
(ρl − ρgs ) ≡ F , (2.129)
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where F is defined to equal both sides of the equality. The analysis carried
out for the total molar flow can also be done for the vapour component only.
In that case, similar equations are obtained; using subscript ‘v’ to denote the
vapour component, we have

Φv = 4πr2ρgv,s (
dr
dt
− us − vv,s) , (2.130)

and

Ṁv = 4πr2ρlv
dr
dt

. (2.131)

The equality Φv = Ṁv gives

−R2ρgv(u + vv) = r2
dr
dt
(ρlv − ρ

g
v,s) ≡ Fv, (2.132)

where Fv is defined analogously to F. Because the total density and the vapour
density are related by the vapour fraction according to ρgv = yvρg, the left-
hand side of Eq. 2.132 can be written as

Fv = yvF − R2ρgvvv, (2.133)

where Eq. 2.129 was also used. The vapour fraction is very small, so Fick’s
law is used to find the diffusive flow of the vapour,

ρgvvv = −ρgDv
dyv
dR

. (2.134)

Here Dv is the diffusion coefficient of the vapour component in the gas mix-
ture. In the case of a single carrier gas, Dv is a binary diffusion coefficient; in
the case of a mixture of several carrier gases, Dv can be taken as an effective
binary diffusion coefficient (e.g., by using Blanc’s law25).

The diffusion coefficient is inversely proportional to the total molar den-
sity, so the product ρgDv is independent of R. After substitution of Eq. 2.134
into Eq. 2.133, the latter is integrated from r to infinity, with yv = yv,s at R = r
and yv = yv,∞ at R →∞. The result of the integration is

−
1
F

ln(
1 − yv,∞F/Fv
1 − yv,sF/Fv

) =
1

rρgDv
. (2.135)

For small vapour fractions, the logarithm can be linearized, which leads to

yv,∞ − yv,s =
Fv

rρgDv
. (2.136)
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The definition of Fv (Eq. 2.132) is now inserted, resulting in the growth rate
expression

dr
dt
=

ρgDv

(ρlv − ρ
g
v,s)r
(yv,∞ − yv,s). (2.137)

The density of the vapour component in the gas phase ρgv,s can be neglected
because ρgv,s ≪ ρlv. Furthermore, the liquid density of the vapour component
is related to the total liquid density by ρlv = xvρl, with xv the molar fraction
of the vapour component in the liquid. Finally, it is assumed that the vapour
fraction near the droplet surface is equal to the equilibrium fraction yeqv . With
these simplifications, we obtain

dr
dt
=
ρg

ρl
Dv
xvr
(yv,∞ − yeqv ), (2.138)

which can be written as the growth rate of the squared radius,

dr2

dt
= 2ρ

g

ρl
Dv
xv
(yv,∞ − yeqv ). (2.139)

This final form is sometimes convenient because its right-hand side does not
depend on r. The growth rate of the squared radius is therefore initially in-
dependent of time. As the droplet grows, the vapour may be depleted, which
leads to a decreasing yv,∞ and growth rate. The coupling between growth and
depletion will be discussed next.

Depletion

A simplified diffusion-controlled growth model was described by Muitjens
et al.172 It takes vapour depletion into account, but assumes constant temper-
ature and pressure.

Consider a system that initially contains nuclei with a number density n,
and the water vapour fraction is y0. The other subscripts on y will be omitted;
here, y refers to the water vapour fraction far from the droplets. During the
growth of the droplets, the water vapour fraction is given by

y =
y0ρg − nvxρl
ρg − nvρl

, (2.140)

where ρg is the molar density of the gas phase, ρl is the molar density of the
liquid, v is the volume of a droplet, and x is the molar fraction of water in the
liquid. During the growth, ρg is assumed to remain constant. In Eq. 2.140,
the numerator equals the amount of water that remains in the gas phase, and
the denominator equals the total amount (water and other components) in



2.11 Droplet growth 97

the gas phase. Writing v = (4π/3)r3 with r the drop radius, and assuming x
to be unity, we obtain

nρl
4π
3
r3(1 − y) = ρg(y0 − y). (2.141)

The vapour fraction y is smaller than 4 × 10−4 in our experiments, so the fac-
tor (1− y) will be approximated as unity. If the Kelvin effect is neglected, the
droplet growth stops when the vapour fraction becomes equal to its equilib-
rium value yeq. It follows from Eq. 2.141 that the maximum droplet radius rm
is

rm = [
3

4π
1
n
ρg
ρl
(y0 − yeq)]

1/3

. (2.142)

According to Eq. 2.138, the droplet growth rate is

dr
dt
=
D
r
ρg
ρl
(y − yeq), (2.143)

where D is the diffusion coefficient of water vapour in the gas phase. When
the difference (y− yeq) is expressed as (y− y0+ y0− yeq), Eqs. 2.141 and 2.142
can be substituted, leading to

dr
dt
=

4π
3r

Dn(r3m − r3). (2.144)

The growth law, which gives the time t at which a droplet reaches a radius r,
is now obtained by integration from time t0 to t, resulting in

t − t0 =
3

4πDnrm
G ( r

rm
) , (2.145)

where G is given by10,172

G(x) = ∫ x

0

x′

1 − x′3
dx′

=
1
√

3
[

π
6
− arctan( 1 + 2x

√
3
)] +

1
6

ln [ 1 + x + x2

(1 − x)2
] .

(2.146)

For the experimental analysis of growth curves, it is convenient to express
the growth law with the initial growth rate of the squared radius as an inde-
pendent variable. This variable is called c and is given by

c ≡ dr2

dt
∣
t=t0
=

8π
3
Dnr3m, (2.147)
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Figure 2.8: Growth curve described by the growth equations of Muitjens et al.,172
Eqs. 2.146 and 2.148.

which follows from Eq. 2.144. The growth law can then be written as

t − t0 =
2r2m
c

G ( r
rm
) . (2.148)

The shape of the growth curve is illustrated in Figure 2.8.



3Comparison of the GDE
and the kinetic equation

Abstract

A comparison is made between two models of homogeneous nucleation and
droplet growth. The first is a kinetic model yielding the master equations for
the concentrations of molecular clusters. Such a model does not make an ex-
plicit distinction between nucleation and droplet growth. The second model
treats nucleation and growth separately, fully ignoring stochastic effects, and
leads to the continuous general dynamic equation (gde). Problems in apply-
ing the gde model are discussed. A numerical solution of the kinetic equation
is compared with an analytic solution of the gde for two different cases: (1)
the onset of nucleation and (2) the nucleation pulse. The kinetic model yields
the thickness of the condensation front in size space as a function of super-
saturation and dimensionless surface tension. If the gde is applied properly,
solutions of the gde and the kinetic equation agree, with the exception of
very small clusters, near-critical clusters, and the condensation front.

3.1 Introduction

Condensation models play an important role in the simulation of devices
such as steam turbines, gas–vapour separators, and combustion engines. At
the heart of a condensation model lies the general dynamic equation (gde),
which describes the evolution of the droplet size distribution.174–176

Usually, the gde consists of independent nucleation and growth terms
(and possibly coagulation terms, which are not considered here). The nucle-
ation term describes nucleation as the addition of new droplets to the system
at the smallest size considered, generally the critical size. A separate droplet
growth model describes the evolution of the droplet population.

However, in reality, a single process – the stochastic size change of mo-

This chapter contains the text of an article by V. Holten and M.E.H. van Dongen, published
in the Journal of Chemical Physics.173 The text has been slightly modified as a result of cor-
respondence with V.A. Shneidman.
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lecular clusters – is responsible for both formation and growth. The kinetic
model, based on this notion, consists of the kinetic master equations, which
describe the concentration of clusters with discrete sizes. This model can be
regarded as the most rigorous representation of a system with nucleation,
and has been in use145,177 since the ground-breaking work of Courtney137
and Abraham.149

The gde differs from the kinetic equation in three ways. First, in the gde
new droplets are inserted into the system at the critical size. There is no infor-
mation on concentrations of droplets smaller than the critical size. Second,
growth in the gde is fully deterministic; stochastic effects are ignored. Third,
the size distribution in the gde is continuous, whereas in the kinetic equation
it is discrete.

At present, little is known about the effects of the gde approximations
on the predicted droplet distributions. Gelbard and Seinfeld178 compared a
discrete-continuous gde with a fully continuous gde and reported agree-
ment. However, the boundary condition of the continuous gde was chosen
such that it matched the solution of the discrete-continuous gde. Chesnokov
and Krasnoperov145 recently compared an extensive kinetic model with a
more limited kinetic model, and did not make a comparison with a continu-
ous gde.

Hagmeijer et al.179 applied the gde to a condensing flow through a nozzle.
In this study, the gde was also used for droplets smaller than critical, while
new droplets were still inserted at the critical size. It is unclear how accurate
the gde is below the critical size.

In this paper we compare the gde and the kinetic equation, both theoret-
ically and numerically. The kinetic model is summarized and its relationship
with the Fokker–Planck equation is shown. From that equation, the gde is
derived and an analytical solution of the gde is given in the case of constant
temperature and supersaturation. We then numerically evaluate the kinetic
equation and the gde in two test cases, focusing on the differences at both
small and large droplet sizes.

Analytical expressions for nucleation fluxes and size distributions dur-
ing nucleation have been developed by Shneidman.150,180,181 Recently, he an-
alysed the shape of distributions resulting from a nucleation pulse.182 We will
compare our size distribution predicted by the kinetic equation with the re-
sult of one of Shneidman’s expressions.
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3.2 Theory

For the evaluation of the models, we consider a supersaturated vapour at tem-
peratureT with monomer number density ρ1. Both quantities are taken con-
stant for simplicity. This approximation is reasonable when a dense carrier
gas is present (for thermal equilibration) and the amount of molecules in
droplets is much smaller than the amount of monomers.

The supersaturation S is defined as S ≡ ρ1/ρsat1 , with ρsat1 the monomer
density of a saturated vapour. The work of formation Wn of a cluster with n
molecules is21

Wn/kT = −n ln S +Θ n2/3, (3.1)

with k Boltzmann’s constant, and Θ ≡ (a1σ)/(kT) with σ the surface ten-
sion, a1 = (36π)1/3v2/31 the molecular surface area and v1 the molecular vol-
ume. The work of formation reaches its maximum value at the critical size
n∗ = [2Θ/(3 ln S)]3.

Kinetic model

The kinetic model used here is the Szilard model, on which the derivation of
classical nucleation theory is based. In this model, clusters can gain or lose
only single molecules, and cluster–cluster interactions are neglected. The rate
of change of the n-cluster concentration is then21,22

d fn
dt
= Cn−1 fn−1 − (Cn + En) fn + En+1 fn+1 = Jn−1 − Jn , (3.2)

where fn is the number density of clusters with n molecules, Cn is the rate at
which molecules condense on an n-cluster and En is the rate at which mol-
ecules evaporate from such a cluster. The current or flux Jn, the net number
of clusters per unit time and volume which grow from size n to n + 1, is21

Jn ≡ Cn fn − En+1 fn+1 . (3.3)

The condensation coefficient is the product of the sticking probability (as-
sumed to be unity), the collision frequency per unit area and the cluster sur-
face area,21

Cn = ρ1 (
kT

2πm
)

1/2
× a1n2/3, (3.4)

where m is the mass of a molecule. The evaporation coefficient En is found
by the detailed balance equation: at saturation (S = 1, denoted by superscript
‘sat’) all Jn equal zero, so Eq. 3.3 becomes

En+1 = Csat
n (ρsatn /ρsatn+1). (3.5)
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The evaporation coefficient is assumed to be supersaturation independent.
For the size distribution at saturation ρsatn we take the Courtney form,130,133

ρsatn = ρsat1 exp(−Θn2/3), n ≥ 2. (3.6)

The combination of Eqs. 3.5 and 3.6 allows writing En as

En = Csat
n−1 exp{Θ[n2/3 − (n − 1)2/3]} (3.7)

≈ Csat
n−1 exp( 23Θn−1/3). (3.8)

For constant temperature and supersaturation, all fluxes Jn eventually con-
verge to the same steady-state value denoted by J, given by142

J = (
∞

∑
n=1

1
CnSnρsatn

)

−1

. (3.9)

Fokker–Planck equation

The set of equations of Eq. 3.2 can be transformed into a single equation in
which n is a continuous variable. The quantities fn(t), Cn and En become
the functions f (n, t), C(n) and E(n); the arguments n and t will usually be
omitted. Following Kashchiev,22 quantities evaluated at n − 1 and n + 1 are
approximated by second-order expansions around n:

Cn−1 fn−1 ≈ C f − ∂
∂n
(C f ) + 1

2
∂2

∂n2
(C f ), (3.10)

En+1 fn+1 ≈ E f +
∂

∂n
(E f ) + 1

2
∂2

∂n2
(E f ). (3.11)

Equation 3.2 then becomes a Fokker–Planck equation,183

∂ f
∂t
=

1
2

∂2

∂n2
[(C + E) f ] − ∂

∂n
[(C − E) f ]. (3.12)

The first term on the right-hand side of Eq. 3.12 corresponds to diffusion in
n-space caused by stochastic fluctuations of the cluster size, with a diffusion
coefficient of 1

2(C + E). The second term represents the deterministic clus-
ter growth or shrinkage caused by the difference between condensation and
evaporation, yielding a drift coefficient of (C − E).

It is advantageous to replace the number of molecules n in the cluster
by its radius r = r1n1/3, where r1 = (3v1/4π)1/3 is the molecular radius. The
radius distribution function F(r, t) replaces the earlier distribution f (n, t),
according to f dn = F dr. The Fokker–Planck equation in r space then be-
comes

∂F
∂t
=

∂
∂r
(D ∂F

∂r
) −

∂(ṙF)
∂r

, (3.13)
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with diffusion coefficient

D(r) = 1
2
(

dr
dn
)

2
(C + E) ≈ r41

18r2
Csat
1 [S + eKe(r)], (3.14)

and growth rate

ṙ(r) = dr
dn
(C − E) − 1

2
dr
dn

∂
∂r
[(C + E) dr

dn
] (3.15)

≈
1
3
r1Csat

1 [S − (1 − Θ
9
r41
r4
) eKe(r)], (3.16)

where the Kelvin number is defined by

Ke(r) ≡ 2
3Θ(r1/r) = (r∗/r) ln S . (3.17)

The approximate results of Eqs. 3.14 and 3.16 were obtained by using Eq. 3.8
and the approximation Csat

n−1 ≈ Csat
n . From here on, we also discard the term

with (r1/r)4 in the expression for ṙ, leading to a simplified growth rate known
as the Hertz–Knudsen growth law,

ṙ(r) = 1
3 r1C

sat
1 [S − eKe(r)]. (3.18)

For large droplets,Ke→ 0 and the growth rate ṙ becomes radius independent.
The eKe term in Eq. 3.18 represents the Kelvin effect, which corrects for the
droplet curvature. At the critical radius, eKe = S and the growth rate is zero.
An important consequence is that at the critical radius, the drift flux ṙF in
Eq. 3.13 equals zero, so that the passage of the critical radius in size space is
always dominated by diffusion.

General dynamic equation

The first step in deriving the gde from the Fokker–Plank equation is neglect-
ing the diffusion term. This is justified because the diffusion coefficient D of
Eq. 3.14 rapidly approaches zero for clusters with radii r ≫ r1. We shall ignore
here the dominance of the diffusion term near the critical radius. The gde
thus becomes22,175

∂F
∂t
= −

∂(ṙF)
∂r

. (3.19)

Equation 3.19 is sometimes called the ‘condensation equation’.175 It can be
solved by the method of characteristics, and for time-independent ṙ the so-
lution is184

F(r, t) = 1
ṙ(r)

g[t̄(r) − t], (3.20)



104 Comparison of the GDE and the kinetic equation

t'

t'

r

t

)r(t

0

r'r* r (r, t )' '0

(r', t')

Figure 3.1: Schematic r–t diagram with several characteristics of the general dy-
namic equation, ∂F/∂t = −∂(ṙF)/∂r. At the critical radius r∗, which is taken time-
independent, the growth rate is zero and the characteristics are asymptotically ver-
tical. The dot is a droplet with radius r′ at time t′, with initial radius r0(r′ , t′) and
radius history shown by a thick line.

with

t̄(r) ≡ ∫ r

rref

1
ṙ(r′)

dr′. (3.21)

Here the lower integration limit rref can be chosen arbitrarily, as long as r∗ is
not in the integration interval (the integrand is singular there). The function
g(t) is determined by the initial conditions and the choice of rref, so that the
function F(r, t) is independent of rref.

The function t̄(r) of Eq. 3.21 describes the characteristic curve in the r–
t plane that crosses the t axis at r = rref. Other characteristics can easily be
found by shifting the curve in the t direction, and Figure 3.1 shows several
of these. Later, we will also require the inverse function of t̄(r), denoted by
r̄(t). The r̄(t) function gives the radius of the droplet formed at t = 0 and
r = rref as a function of time.

The absence of the diffusion term means that the gde of Eq. 3.19 cannot
describe the nucleation process, the growth of clusters from monomers to
the critical size. The growth rate ṙ is negative for clusters that are smaller
than the critical size, so that supercritical droplets cannot appear. To include
nucleation in the gde, usually a source term is added to Eq. 3.19 in the form
of a delta function,175,185 so that the gde becomes

∂F
∂t
= −

∂(ṙF)
∂r
+ δ(r − r∗)J , (3.22)

where J is the steady-state nucleation rate. The nucleated clusters are usu-
ally inserted at the critical size, because a cluster of size r∗ is regarded as the
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smallest stable cluster.175 However, from a thermodynamical point of view, a
critical cluster is in unstable equilibrium. Therefore, in most growth models,
the growth rate of a critical cluster equals zero. The solution of Eq. 3.22 then
becomes problematic, because the nucleation term can lead to an unlimited
droplet concentration at r∗. Still, Eq. 3.22 is commonly used. In those cases
the problem at r∗ does not occur, due to a time-dependent critical radius,179
for example.

If the critical radius is constant, the gde therefore cannot be used with the
above delta function. A straightforward way to avoid problems is to introduce
nucleated droplets at a radius rn that is slightly larger than r∗, thus forcing the
growth rate of the droplets to be positive. Such a modification leads to a gde
in the form

∂F
∂t
= −

∂(ṙF)
∂r
+ δ(r − rn)J , rn > r∗. (3.23)

We will now solve this gde with the initial condition

F(r, 0) = F0(r). (3.24)

Hagmeijer185 has presented the general solution of such a gde in which J, ṙ
and r∗ may be time-dependent. If these parameters are constant in time, as
they are here, a solution can be obtained in a more straightforward way, as
we will now show.

The general solution of the gde is equal to the general solution of the
homogeneous equation, Eq. 3.19, with condition (3.24), plus a particular so-
lution of Eq. 3.23 with condition F(r, 0) = 0. We start with the homogeneous
problem of Eq. 3.19, which represents the evolution of an existing distribution
with negligible nucleation. The solution has already been given in a general
form in Eq. 3.20. Evaluation at t = 0 and substitution of Eq. 3.24 results in an
expression for the function g,

g[t̄(r)] = F0(r) ṙ(r). (3.25)

For times t ≥ 0 we can write Eq. 3.20 as

F(r, t) =
g[t̄(r) − t]

ṙ(r)
=
g[t̄(r0)]
ṙ(r)

, (3.26)

with

r0(r, t) ≡ r̄[t̄(r) − t]. (3.27)
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The function r0(r, t) gives the starting radius of a droplet; that is, the radius
the droplet had at t = 0. Using the value of g from Eq. 3.25, the solution of
the homogeneous problem becomes

F(r, t) = F0[r0(r, t)]
ṙ[r0(r, t)]

ṙ(r)
, (3.28)

which corresponds to the solutions obtained by Loyalka and Park186 and
Hagmeijer.185 The expression for r0 in Eq. 3.27 can be simplified by choosing
rref = r, resulting in r0(r, t) = r̄(−t). This relation is illustrated in Figure 3.1.

Next, we consider the particular solution of Eq. 3.23 with initial condition
F(r, 0) = 0. This problem corresponds to nucleation at constant temperature
and supersaturation, with no droplets present initially. In this case, nuclea-
tion can also be represented in the homogeneous equation (Eq. 3.19) by the
condition of constant flux Fṙ at the radius rn,22

F(rn, t) ṙ(rn) = J , t > 0. (3.29)

This boundary condition replaces the delta function in Eq. 3.23. When sub-
stituted in Eq. 3.20, the initial and boundary conditions completely deter-
mine the function g; it is a step function, whose value changes from J to 0 at
an argument of t̄(rn). When rref = rn is chosen for simplicity, the solution for
the distribution becomes

F(r, t) =
⎧⎪⎪
⎨
⎪⎪⎩

J/ṙ(r), rn ≤ r < r̄(t),
0, otherwise,

(3.30)

which is a special case of the solution presented by Kashchiev.22 The function
r̄(t) with rref = rn gives the radius history of the first droplet, the one formed
at r = rn and t = 0. Since this droplet is the largest one at any moment in time,
the function r̄(t) also represents the radius at the front of the distribution.

For our computations, we will not need the general solution of the inho-
mogeneous gde of Eq. 3.23. It can, however, be easily obtained by adding the
right-hand sides of Eqs. 3.28 and 3.30.

3.3 Numerical approach

Kinetic model

The system of differential equations in the kinetic model, Eq. 3.2, was reduced
by the discrete section method,187 where size space is divided into sections
or bins. This method is most often used to solve large systems of kinetic dif-
ferential equations, and is accurate if the number of bins is large enough.145
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When the division into bins is made, the average cluster concentration f in
a bin depends only on the fluxes Jn at the bin edges. These fluxes are esti-
mated using a linear interpolation of average f between two adjacent bins.
After sectioning, a reduced system is obtained with one differential equation
for each bin. The structure of the system is the same as Eq. 3.2, but with dif-
ferent coefficients in the place of Cn and En, and bin averages of f instead
of pure fn. If a bin has unit length, its differential equation reduces to the
original equation from Eq. 3.2. For details about the sectioning method, see
appendix C.

Usually, the length of a bin is taken proportional to n,145,187,188 leading
to a constant number of bins per order of magnitude of the cluster radius r.
Instead, we chose the bin lengths such that the bin edges are equidistant in
r space, and the bin length is then approximately proportional to n2/3. Our
choice is better suited to the problem we are solving, for two reasons. First, we
convert the computed distribution to r space, and the density of data points
along the r axis is then constant. Second, because the growth rate ṙ converges
to a constant, the growth rate of the number of bins also becomes constant.

We used a bin length of 0.005 r1 in r space. In n space, the bin size is dis-
crete and rounded to the nearest integer (or to 1 if it is less than 1). The first
1000 bins then have unit length. Comparisons were made with a bin length of
0.0011 r1 (for which the first 10000 bins have unit length) and no significant
differences in the cluster size distribution were found.

The equations were made dimensionless by scaling the cluster concentra-
tions with the monomer concentration ρ1, and by introducing a dimension-
less time τ ≡ C1t. The reduced system was solved by numerical integration
using the Crank–Nicolson method189 (described in appendix C) with dimen-
sionless time steps in the range of 0.02 to 0.04. The lower limit of the solution
was taken at n = 2 instead of n = 1, by keeping the concentration of dimers
at the constant value f2 = ρsat1 exp(−W2/kT), consistent with the Courtney
distribution.133 This limit was chosen because starting at n = 2 allowed the
use of larger time steps, while the solution is relatively insensitive to the lower
limit. As a test, several solutions with lower limits at n = 1 and n = 2 were
compared, and negligible difference was found.

General dynamic equation

The gde was made dimensionless in the same way as the kinetic equations.
In addition, the r coordinate was made dimensionless by scaling it with r1.

In the case of nucleation without an existing distribution, the solution was
directly computed from Eq. 3.30. In the case of an existing distribution with-
out nucleation, a different approach was taken. Before calculating the solu-
tion, the time-independent values of the t̄(r) function were computed in the
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size range of interest, as follows. The r range was divided into the parts below
and above r∗. Different fixed values of rref were taken for each part; namely,
rref = 0 for r < r∗ and the arbitrary value of rref = 1.001 r∗ for r > r∗. To main-
tain accuracy in the range around r∗, where t̄(r) is very steep, a coordinate
transformation was applied which made t̄ an approximately linear function
of the transformed coordinate. Equation 3.21 was then used to compute and
store a table of values of the t̄ function. Interpolation between table values
yielded t̄ values with a relative accuracy better than 10−4. The r̄(t) function
was not precomputed, but implemented as the numerical solution of r in the
equation t = t̄(r). Equations 3.27 and 3.28 were finally used to obtain the
solution at several times, using the same precomputed t̄(r) for each time.

3.4 Numerical comparison of the models

Transient nucleation at constant temperature and supersaturation

Both the kinetic equation and the gde were evaluated for conditions corre-
sponding to water vapour at 228 K with a supersaturation of 20.6 (shown in
Table 3.1, line A0), with no clusters present initially. The resulting distribu-
tions are compared on a logarithmic scale in Figure 3.2a and on a linear scale
in Figure 3.2b. While the logarithmic plot shows the differences between the
distributions well, a linear plot is necessary to assess the predicted total drop-
let concentrations (the area under the distribution).

A major difference is the absence of clusters below the critical size in the
gde result, in contrast to the high subcritical concentrations in the result
from the kinetic model. This is, of course, caused by the introduction of new
droplets at rn in the gde. On the other hand, the gde overpredicts the concen-
tration of clusters that are slightly larger than critical, because the growth rate
is small there and the concentration is inversely proportional to it. The peak

Table 3.1: Conditions of the numerical simulations

State T (K) p (Pa) S Θ r∗/r1 ρ1 (m−3) C1 (µs−1) J (m−3s−1)

A0 228.0 225.0 20.57 12.74 2.81 7.148 × 1022 4.406 2.849 × 1013

A1 253.2 292.5 2.319 10.61 8.41 8.366 × 1022 5.342 2.642 × 10−80

B0 217.8 116.2 34.2 13.7 2.59 3.863 × 1022 2.348 8.509 × 1013

B1 226.7 128.4 13.5 12.9 3.29 4.102 × 1022 2.524 3.390 × 107

C0 239.6 407.3 11.3 11.7 3.22 1.231 × 1023 7.711 1.507 × 1011

C1 244.3 427.7 7.55 11.3 3.73 1.268 × 1023 7.992 1.491 × 106

All conditions represent water vapour. Liquid density and saturated vapour pressure were
computed with correlations from Wölk and Strey,19 and the surface tension was taken from
Holten et al.115In the State column, numbers 0 and 1 denote conditions during and after the
pulse, respectively, and B and C refer to the two cases in Figure 3.6.
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Figure 3.2: Radius distribution function during nucleation, according to the kinetic equation and the gde, on
a logarithmic scale (a) and a linear scale (b). Conditions are given in Table 3.1, line A0. Distributions are shown
for several dimensionless times τ = tC1 . The gde distributions at τ = 1 and τ = 2 are so narrow that the
beginning is indistinguishable from the end. The initial radius in the gde was taken equal to rn = 1.01r∗. In (b)
the distribution obtained by Shneidman181 (Eq. 3.31) is also shown.

in the gde result near r∗ thus reflects the singular behaviour of the original
gde, Eq. 3.22, at the critical size. In the distribution from the kinetic equa-
tion, however, there is no singularity or discontinuity at the critical size. On
the contrary, the concentration decreases smoothly with increasing radius.

In 1988, Shneidman181 derived analytical expressions for the size distribu-
tion during nucleation. For the current problem, the expression becomes190

F(r, t) = JτS
ln S exp[− exp(−x)]

1 − exp[ln S(r∗/r − 1)]
, x = t − ti(r)

τS
. (3.31)

Here τS is Shneidman’s time unit and ti(r) is the ‘incubation time’.181 Values
for ti(r) for the current problem were provided by Shneidman;190 the distri-
bution resulting from Eq. 3.31 is plotted in Figure 3.2b. The analytical result
agrees very well with the distribution from the kinetic equation.

In 1976, Ramabhadran et al.191 have derived a condition for which the dif-
fusion term in the Fokker–Planck equation can be neglected with respect to
the drift term. They stated that for most distributions, this condition is satis-
fied, and the simplification is justified. However, it is clear that for sizes near
the critical size and in the front region, the diffusion term remains important.

It appears from Figure 3.2 that the distribution eventually becomes inde-
pendent of r for large droplets. In fact, the steady-state distributions from
both models are radius-independent for large radii, because the growth rate
ṙ is also radius-independent there.

The front of the distribution is also a region with notable differences be-
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tween the distributions. The front of the gde distribution is always sharp,
unlike the smooth front from the kinetic equation, because there is no dif-
fusion in the gde. However, diffusion is not the only cause of the flattening
of the front in the kinetic model. For small radii, the growth rate is strongly
size-dependent (large droplets grow faster than small ones) and this stretches
the front over a larger radius region as it moves in radius space. Another rea-
son for the smooth front is the initial time dependence of the nucleation rate
in the kinetic model, whereas the nucleation rate in the gde is taken constant
in time. Including the time dependence of the nucleation rate in the gde, like
in Ref. 22, will probably improve the agreement with the kinetic equation in
the front region.

The thickness of the front from the kinetic equation depends on the nucle-
ation conditions. To quantify the dependence, we define the front thickness
∆r as

∆r ≡ Fs(rm)
∣∂F/∂r∣max

, (3.32)

where ∣∂F/∂r∣max is the maximum of the absolute value of ∂F/∂r, and rm
is the radius at which the maximum occurs. Further, Fs(r) = J/ṙ(r) is the
steady-state radius distribution. (Fs is the steady-state value from the gde,
but for r ≫ r∗ the kinetic model has the same steady-state value.) The thick-
ness increases as the distribution grows to larger radii, but eventually be-
comes constant as the diffusion becomes negligible and the growth rate be-
comes constant. The asymptotic thickness, therefore, depends only on S and
Θ.

The asymptotic thickness of the front was calculated for S ≥ 3 and Θ be-
tween 5 and 25, while keeping the critical size n∗ above 5 molecules, and the
dimensionless nucleation rate J/(C1ρ1) between 10−100 and 10−5. Figure 3.3
demonstrates that the thickness is largest for low S values, and seems to con-
verge to r1 for large S. The value (∆r/r1)− 1 is approximately proportional to
Θ, as the lower part of Figure 3.3 shows.

The gde front position is to some extent arbitrary, because it depends on
rn, which is a free parameter. We can therefore choose an rn value such that
the gde matches the kinetic equation best. Specifically, rn can chosen such
that the number density of clusters in the front region is equal for both mod-
els. This condition implies that the integral ∫ F(r)dr over the front should
be equal. We have computed the asymptotic value of rn that satisfies this re-
quirement, for the same S , Θ values as above. As Figure 3.4 displays, the rn
needs to be several percent higher than the critical size. A higher rn is needed
for higher S and lower Θ values.
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Nucleation pulse
An important experimental technique for determining nucleation rates is the
nucleation pulse method.19,115,192 In this method, a gas–vapour mixture is
first rapidly expanded and then recompressed. The expansion causes a tem-
perature drop and a consequent supersaturation increase. Nucleation takes
place during the pulse, a short (0.1 to 1 ms) period between the expansion and
recompression, when the pressure, temperature and supersaturation are held
constant. The recompression of the mixture reduces the supersaturation and
stops nucleation. However, the supersaturation after the pulse remains larger
than unity, so the droplets that were formed during the pulse grow until they
can be detected.

We have evaluated both models in an idealized nucleation pulse. The ex-
pansion stage was neglected, and the computation was started at the pulse
conditions. The pulse stage then corresponds to the case of constant tem-
perature and supersaturation that has already been covered in the previous
section. We also ignored the recompression time at the end of the pulse, and
reduced the supersaturation instantaneously. Furthermore, in the gde we ne-
glected the small nucleation rate after the pulse, so that the homogeneous
solution (Eq. 3.28) applies.

Figure 3.5 shows the evolution of the distribution after a pulse of dimen-
sionless duration C1∆t = 220. This corresponds to a duration of 0.05 ms,
which is quite short and has a pronounced effect on the shape of the distri-
bution function. The pulse conditions are taken the same as the conditions of
Figure 3.2, and the conditions after the pulse represent water vapour at 253 K
with a supersaturation of 2.3 (Table 3.1, line A1).

The increase of r∗ causes a rapid collapse of the distribution function at
small sizes. In the deterministic gde, all droplets that become subcritical
after the pulse (droplets sized between r∗0 and r∗1 in Figure 3.5) will even-
tually evaporate. The sharp lower boundary of the gde distribution moves
to smaller sizes (at τ = 0.45 it can be seen as a vertical straight line) un-
til it reaches r = 0 and the part of the gde distribution below r∗0 becomes
smooth. The kinetic distribution shows a similar collapse but does not de-
crease toward zero at small sizes. Instead, the distribution converges to the
new steady-state distribution, which is lower than the old one, but still high
at small sizes. Interestingly, the gde prediction is accurate down to about
r = 2r1, which is an even smaller radius than the original minimum radius of
the distribution near r∗0 .

As before, the two models also differ in the front region. In our example,
the change in conditions at the end of the pulse does not have an effect on the
thickness of the front, because the front is located at radii much larger than
the critical size. Only the propagation speed of the front decreases.



3.4 Numerical comparison of the models 113

0 20 40 60 80 100 120

 Kinetic model
 GDE

Cluster radius  r/r1

0

15

60

18
0

30
0

1
r*

0
r*

0 2 4 6 8
0

1

2

3

4

5
 Kinetic model
 GDE

Cluster radius  r/r1 1
r*

0
r*

C
on

ce
nt

ra
ti

on
  F

 r
1/
ρ 1

0

0.45

0.55

1

3

15

10-16

Figure 3.5: Radius distribution function at the end of and after the nucleation pulse, according to the kinetic
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At intermediate droplet sizes, the agreement between both models is ex-
cellent. Apparently, the changing shape of the collapsing distribution at those
sizes is primarily caused by the size dependence of the growth rate, not by dif-
fusion in size space. This is somewhat surprising for droplets near the critical
radius r∗1 , where the drift flux ṙF in the Fokker–Planck equation (Eq. 3.13) is
small and the diffusion flux is dominant. Let us analyse the behaviour at the
critical size in detail, assuming that the Fokker–Planck equation is a good ap-
proximation of the kinetic equation. The drift flux is zero, but the gde agrees
with the kinetic equation, so the diffusion term must be negligible. From the
Fokker–Planck equation, we find that the diffusion term is negligible com-
pared to the drift term if

∣
∂D
∂r

∂F
∂r
+ D ∂2F

∂r2
∣≪ ∣F ∂ṙ

∂r
∣. (3.33)

This condition is satisfied for relatively large values of F with small enough
first and second derivatives. Therefore, although the drift flux ṙF is zero at
the critical radius, the drift term ∂(ṙF)/∂r can be dominant compared to the
diffusion term.

In nucleation pulse experiments, the number of droplets that are larger
than a certain radius is detected. This smallest detectable radius is usually
much larger than the critical size. Therefore, the large difference between the
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gde and the kinetic equation at small sizes has no influence on the predicted
number of detected droplets. The only remaining difference is that of the
front of the distribution. As we have shown in the previous section, this dif-
ference can be minimized if a suitable initial radius is chosen in the gde. The
predicted number of detectable droplets is then the same in both models.

Let us consider how the nucleation pulse is used experimentally to deter-
mine nucleation rates. It is assumed that the nucleation rate is constant in
time and all nuclei are eventually detected, and the experimental nucleation
rate is computed from192

Jexp =
ρexp
∆t

, (3.34)

where ρexp is the number density of detected droplets and ∆t is the pulse
duration. The underlying assumption is that

ρexp ≈ J∆t, (3.35)

which is not exactly true because it takes a certain time to establish the steady-
state J, and to stop the nucleation after the end of the pulse. Furthermore, at
the end of the pulse r∗ increases, so some droplets become subcritical, then
evaporate, and are not detected. The kinetic model allows us to test the ac-
curacy of approximation (3.35), by computing the ratio of detected droplets,
defined here as

d ≡ ρkin
J∆t

, (3.36)

where ρkin is the number density of droplets that reach a detectable size in
the kinetic model. As long as the detectable size is much larger than the crit-
ical size, d does not depend on the detectable size. The ratio d then depends
on five parameters: the pulse conditions S0 and Θ0, the conditions after the
pulse S1 and Θ1, and the dimensionless pulse duration ∆τ. The number of
parameters is too large to compute the ratio d for all possible conditions.
Therefore, we have evaluated it for two sets of S and Θ values, as a function
of ∆τ, shown in Figure 3.6.

For short pulses the detected ratio is small, because most droplets become
subcritical after the pulse and evaporate. For long pulses, the number of evap-
orating droplets and the transient behaviour of J become relatively unimpor-
tant. However, care must be taken that the pulse is not made too long, because
depletion cannot be ignored for long pulses. The effects of depletion are not
included in our current model, so Figure 3.6 does not show the errors made
for long pulse durations. Conversely, depletion is negligible for short pulses,
so Figure 3.6 can be used to obtain a lower limit for the pulse duration.
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3.5 Conclusion

We have addressed the problem of the formation of droplets in a supersat-
urated vapour, both with a discrete kinetic equation and a continuous gen-
eral dynamic equation. The relationship between the equations can be easily
understood by writing the kinetic equation as a Fokker–Planck equation in
continuous radius coordinates. Neglecting the diffusion term in this equation
immediately leads to the gde.

The advantage of the kinetic equation is that it correctly describes nu-
cleation and growth simultaneously. This is not trivial for the gde, since it
shows a singular behaviour near the critical radius. It is therefore necessary
to change the gde such that new droplets are introduced at a radius that is
slightly larger than the critical radius. By adjusting this initial radius, selected
differences between the gde and the kinetic equation can be minimized. As
an example, we have shown the initial radius that is required for agreement
of the total number density of large droplets.

We have compared the kinetic equation and the gde for constant temper-
ature and supersaturation, and in a nucleation pulse. Three radius ranges can
be distinguished. First, the shape of the front is sharp in the gde size distri-
bution and smooth in the kinetic one, illustrating the absence in the gde of
diffusion in size space. Second, for droplet sizes between the critical region
and the front region, the gde agrees well with the kinetic equation. If nu-
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cleation is unimportant compared to the existing droplet concentration, the
gde is also accurate in the critical region. Finally, at the lower end of the size
range, between monomers and the critical size, large differences between the
models are inevitable. The kinetic distribution is high in this size range, be-
cause of the high concentration of monomers, whereas the gde distribution
approaches zero for small radii.

The application of the kinetic model to a nucleation pulse enabled us to
assess the accuracy of the nucleation pulse method as it is experimentally
used. It was found that short pulses lead to an evaporation of a considerable
part of the droplets that are formed, which decreases the accuracy of the de-
termined nucleation rate.

A limitation of this study is that the models have not been evaluated for
continuously changing conditions, such as the flow in a nozzle. In such a
situation, the agreement between the models could be different.



4Experimental methods

One of the most successful methods to measure nucleation rates is the nucle-
ation pulse method, which separates the processes of nucleation and drop-
let growth. With this method, nucleation is confined to a short time period
called the pulse, a state of high supersaturation that has a duration of the
order of a millisecond. After the pulse, the supersaturation is reduced, so
that the nucleation rate decreases significantly. The supersaturation remains
higher than unity, to enable the droplets to grow to detectable sizes. It is as-
sumed that all the droplets that are formed during the pulse are eventually
detected, so that the nucleation rate J follows from

J = nexp/∆t, (4.1)

where nexp is the observed droplet number density and ∆t is the duration of
the pulse.

A supersaturation pulse is most easily created with a pressure pulse, as
illustrated in Figure 4.1. A fast adiabatic expansion causes pressure and tem-
perature to decrease to the nucleation pulse level. As a result, the vapour be-

S

p, T

S = 1

timepulse

Figure 4.1: Schematic pressure, temperature and supersaturation history during a
nucleation experiment.
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comes supersaturated and nucleation starts. The pulse is ended by a small
recompression, which reduces the supersaturation significantly. The reason
that the supersaturation is so strongly affected by a relatively small change in
temperature is that the equilibrium vapour pressure depends approximately
exponentially on the temperature (for water, a temperature increase of 10 K
roughly doubles the vapour pressure). After the recompression, the supersat-
uration remains higher than unity, which causes the droplets to grow further.
The nucleation rate after the pulse is typically several orders of magnitude
lower than during the pulse, so the amount of droplets that are formed after
the pulse is negligible.

In 1965, Allard and Kassner193 were the first to apply the nucleation pulse
method for their measurements of the nucleation rate of water; their setup
was later used by Miller et al.18 The setup is an expansion chamber with a
single piston that creates the pressure profile. Because of the time it takes to
reverse the piston motion, pulses could not be made shorter than 10 ms. In
1981, Wagner and Strey194 developed a two-piston expansion chamber, where
one piston was used for the expansion and the other for the recompression.
This setup was able to generate shorter nucleation pulses than the single-
piston chamber.

A disadvantage of the earlier expansion chambers was that the pulse su-
persaturation and temperature could not be varied independently. The rea-
son was that the setup contained a saturated vapour at the beginning of an
experiment. The only way to change the pulse supersaturation was to vary the
expansion depth, but this also changed the pulse temperature. This limitation
was overcome by the group of Strey,192 by premixing the gas–vapour mixture
before transferring it to the expansion chamber. Additionally, the new setup
contained valves instead of pistons, to generate smoother and better repro-
ducible pressure pulses. The new chamber was used by Viisanen et al.195 and
Wölk and Strey19 for precise measurements of water nucleation rates.

An alternative way to realize the nucleation pulse method was presented
by Peters196 in 1983. He argued that the performance of the expansion cham-
bers was inherently limited by their moving parts. Therefore, the pulse could
be more accurately created in a device without moving parts: the shock tube.
Such a tube consists of a high-pressure section (hps) and a low-pressure sec-
tion (lps), initially separated by a diaphragm (or membrane). Rupture of the
diaphragm causes an isentropic expansion of the test gas mixture in the hps.
The pressure pulse is created by a recompression wave that originates from a
constriction in the lps.

Taking Peters’s ideas as a starting point, a modified expansion wave tube
was built at the Eindhoven University of Technology, with a design that was
described by Looijmans et al.197 in 1993. The main difference with Peters’s
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setup is the use of a widening in the lps instead of a constriction, which
improves the pressure history after the pulse. The first experimental results
were presented by Looijmans et al.198 in 1995. Later, the tube was used to
study the nucleation of water6,8 and nonane6,8,10 at high pressure (10–40 bar).
This setup has also been used for the present work, and will be described in
this chapter. Between the helium and methane experiments of this work, the
setup was slightly changed. In this chapter, the most recent state of the setup
is given, and all examples pertain to the methane experiments. Where rele-
vant, differences with the helium experiments are indicated.

4.1 Expansion wave tube

The expansion wave tube is basically a shock tube. The test gas mixture,
which consists of a vapour and one or more carrier gases, is placed in the
hps; the lps contains carrier gas only. When the diaphragm is broken, an ex-
pansion wave (indicated by A in Figure 4.2) travels into the hps and a com-
pression wave or shock wave (B) travels into the lps. Our shock tube has a
locally widened lps; the interaction of the shock wave with this geometry re-
sults in a weak expansion wave (C) and an equally weak compression wave
(D) which are sent in the direction of the hps. When the shock wave reaches
the end of the lps, it reflects back (not shown).

Near the end wall of the hps, a pressure history shown in the centre of Fig-
ure 4.2 is realized. When the expansion wave arrives, the pressure decreases
rapidly (a–b). A short time after the pressure drop ends, the weak expan-
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Figure 4.2: Right: schematic x-t plot of the waves in the expansion tube. Centre:
pressure at the end wall of the hps. Left: supersaturation at the end wall.
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sion and compression wave cause a small dip in the pressure (c–d–e); this is
the pulse. After that, the pressure remains approximately constant, until the
shock wave reflected from the lps end wall arrives. This ends the measure-
ment time, since the temperature increases and the droplets evaporate.

To ensure a long measurement time, the lps should be as long as possible;
in our setup, it is 9.23 m long. For the hps, a short length is preferable; in that
case, the cooling rate of the gas at the end wall is large, and the amount of
test gas needed to fill the hps is small. On the other hand, the hps cannot be
too short because the expansion time should be significantly longer than the
time it takes to rupture the diaphragm. Looijmans9 estimated the minimum
length of the hps at 0.66 m. Currently, the hps length is 1.25 m. The other
dimensions of the tube are as follows: inner diameter 36 mm, inner diameter
of widening 41 mm, length of widening 0.15 m, distance from diaphragm to
widening 0.14 m.

The lps and hps are separated by a diaphragm, a 150 µm thick membrane
made of polyester. The diaphragm is pressed against a ribbon that is heated
to 600 °C by means of an electrical current at the start of an experiment.
The subsequent rupture and opening of the diaphragm is estimated to occur
in 0.15 ms.9 More details and a schematic are given by Looijmans and van
Dongen.4

The measurement plane (i.e., the plane in which pressure measurements
and optical detection are performed) is located at a distance of 5 mm from the
hps end wall (Figure 4.3). For high-pressure experiments, this is far enough
from the wall to prevent the influence of boundary layers. For low-pressure
experiments, the end wall can be moved so that the measuring plane is at
25 mm from the end wall.

Pressure measurement

The pressure changes at the end wall of the hps are recorded by a piezoelec-
tric pressure transducer (Kistler type 603B). Transducers of this type measure
relative pressure changes, that is, the output voltage difference is proportional
to the pressure difference. Their fast response is a prerequisite for our exper-
iments, but they also have a number of disadvantages. The proportionality
constant can only be determined by calibration to a known pressure change,
and such a calibration must be done regularly. In addition, the head of the
piezoelectric transducer is sensitive to thermal gradients and must be coated
with silicone rubber; also, the tension which results from mounting influ-
ences the characteristics.

To increase the reliability of the pressure measurement, the setup was
modified in 2004 to allow an in situ calibration of the piezoelectric trans-
ducer during the experiment. This was achieved by installing an additional



4.1 Expansion wave tube 123

A

B
(a)10

15

2 0

2 5

Pr
es
su
re
(b
ar
)

0 10 2 0 3 0 4 0

Dynamic

Static

10

11

12

13

1.5 2 .0 2 .5 3 .0 3 .5

(b)
0 .9 9

1.0 0

1.0 1

R
at
io
st
at
ic
/
dy
na
m
ic

0 10 2 0 3 0 4 0

Time (ms)

Figure 4.4: Pressure measured by the static and dynamic transducers at the end of
the high-pressure section. (a): In the overview of the entire signal, the difference
between the transducers is too small to be seen. The signal from the dynamic trans-
ducer is scaled such that it matches the static transducer in intervals A and B. Inset:
difference between the transducers in the pulse region. (b): Ratio of the pressures
measured by the static and dynamic transducers. Grey line: raw signals, black line:
smoothed with a median filter, width 1 ms.

transducer at the end wall, capable of measuring absolute pressures. The new
piezoresistive transducer (Kistler type 4073A50) can be calibrated statically
(at constant pressure) and is less sensitive to thermal gradients and mounting
tension. The piezoresistive transducer is not designed to accurately measure
fast pressure changes, but it can be used to calibrate the piezoelectric one. In
Figure 4.4a, the measured signals from the dynamic (piezoelectric) and the
static (piezoresistive) transducer are shown together. The piezoelectric signal
is scaled such that it agrees with the piezoresistive signal during a time inter-
val A just before the expansion and during an interval B about 15 ms after the
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pulse. It is assumed that at the beginning of interval B, the static transducer
has had enough time to stabilize so that its value is reliable.

As noted by Labetski,10 after the scaling there is a difference between the
pressures measured by the two transducers; specifically, the static transducer
gives a higher pressure during the pulse than the dynamic transducer. To see
the difference better, the ratio between the two pressure signals is plotted in
Figure 4.4b. The deviation of the transducers increases rapidly at the begin-
ning of the expansion and reaches a maximum value of 1.4% at the end of the
expansion. During the pulse, the deviation is about 0.7%. After the pulse, the
deviation slowly decreases; when the reflected shock wave arrives at 40.6 ms,
it changes direction.

The variation of the deviation means that the position of interval B influ-
ences the calibration of the dynamic transducer. However, the difference is
rather small. Specifically, moving the interval from the position in Figure 4.4
to the latest possible time (just before the reflected shock wave) would de-
crease the obtained pulse pressure by less than 0.01 bar, which is negligible
compared to the pressure fluctuations that occur during the pulse.

4.2 Thermodynamic state

Temperature

The initial temperature of the gas mixture determines the temperature dur-
ing the nucleation pulse, and must be accurately known. It is assumed that
gas mixture has the same temperature as the hps walls, which have laboratory
temperature (about 295 K). The temperature is measured at several locations
in the hps walls with resistance thermometers (Tempcontrol PT-8316) con-
nected to a digital indicator (Dostmann T955). The accuracy of each ther-
mometer is ±0.03 K, and the temperatures measured at two locations near
the hps end wall differed less than 0.04 K. The temperature of the tube wall
was also measured at a distance of 0.15 m from the end wall; it differed at most
0.10 K from the end wall temperature. Because our nucleation observation
position is close to the end wall, the value from the thermometer closest to the
end wall was taken. The accuracy of that initial temperature measurement is
believed to be ±0.04 K.

During the expansion and the nucleation pulse, the temperature changes
so rapidly that it cannot be measured. However, the time between the start of
the expansion and the nucleation pulse is so small that the heat flow from the
tube walls (which remain at laboratory temperature) to the colder gas mix-
ture at the observation position can be neglected. In that case, all reversible
state changes of the gas mixture are isentropic, and the temperature can be
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computed from the pressure signal and the initial temperature. For the he-
lium experiments, the ideal-gas relation139

T = T0(p/p0)(γ−1)/γ , (4.2)

was used, where γ = cp/cv is the ratio of the specific heats, and p0 andT0 are
the initial pressure and temperature, respectively. The γ value was corrected
for the presence of water vapour in the mixture according to195,199

γ = 1 + ( y
γw − 1

+
1 − y
γh − 1

)

−1

, (4.3)

where γw and γh are the specific heat ratios of water vapour and helium, re-
spectively, and y is the water vapour fraction. For helium, the ideal value
γh = 5/3 was taken. The γ value of water depends on the temperature, and
therefore changes during the expansion. However, the effect of the water
vapour on the γ value of the mixture is quite small (in our experiment with
the highest amount of water vapour, the γ changed only by 0.2%), so that an
average value of γw = 1.33 could be used. The final temperature correction
due to the γ correction of Eq. 4.3 was at most 0.15 K, compared to a temper-
ature calculated with the pure-helium γ .

In the case of experiments in methane or methane with carbon dioxide,
the non-ideality of the carrier gas prevents the use of Eq. 4.2. For these ex-
periments, the temperature was computed using the gerg-2004 equation of
state,62 again assuming isentropic behaviour. Because of the high carrier gas
pressure and the corresponding low water vapour fraction, the presence of
water in the mixture was not taken into account. In previous works of our
group198,200 where methane was used as carrier gas, the equation of state by
Sychev et al.201 was employed. To test the accuracy of both eos, the tem-
peratures for our water–methane experiments were calculated both with the
gerg-2004 and the Sychev et al. equations of state; they agreed within 0.01 K.

As an additional test, the gerg eos was compared to the nist super-
trapp60 program, for expansions of carbon dioxide–methane mixtures with
carbon dioxide fractions from 0 to 1. The nist program was found to give
temperatures of about 1.5 K higher than the gerg model. Apart from this
large systematic offset, both models agree on the trend of temperature with
increasing carbon dioxide fraction. This trend is therefore plausible. Con-
sidering the offset, the nist values also deviate by 1.5 K from the accurate
pure-methane predictions by the Sychev and gerg equations of state; there-
fore, the nist values are likely incorrect. In summary, the gerg-2004 eos is
the most reliable model to compute the temperatures, both for pure methane
and for mixtures of methane and carbon dioxide.
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Figure 4.5: Pressure pulse measured by the dynamic transducer. The pressure signals
from eight experiments are superimposed, showing that the pressure at the bottom
of the pulse cannot be reproduced as well as the pressure before and after the pulse.
The duration ∆t of the pulse is determined visually for each experiment; here an
average duration is displayed. The time origin is the same as in Figure 4.4, that is,
t = 0 is the time at which the expansion wave arrives at the measuring position.

Pulse conditions

The pressure during the pulse determines the temperature and the super-
saturation of a nucleation experiment. In addition, the duration of the pulse
determines the computed nucleation rate. As Figure 4.5 shows, neither of
these quantities can be easily defined. First, the beginning of the pulse (at a
time of 2.2–2.5 ms in Figure 4.5) is created by a small expansion wave, so it
takes some time for the pressure to decrease to the desired level. In the deep-
est part of the pulse (2.5–2.95 ms), where nucleation takes place, the pressure
also decreases somewhat, which makes it difficult to accurately assign the nu-
cleation pressure. Furthermore, this part of the pulse cannot be reproduced
accurately from experiment to experiment, although the pressures before and
after the pulse can be matched. The pulse is ended by a shock wave at 3 ms,
which accurately defines the end of the pulse.

Because of the strong dependence of the nucleation rate on the super-
saturation, only the deepest portion of the bottom of the pulse contributes
significantly to the amount of formed droplets. When the pulse boundaries
are visually determined from a figure such as Figure 4.5, this is taken into ac-
count, resulting in an average pulse duration of 0.27 ms. The pulse pressure
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is then defined as the average of the pressure between the pulse boundaries,
and the pulse temperature and supersaturation follow from the pressure.

Because the pulse boundaries are determined by visual inspection of the
pressure signal, the uncertainty in the pulse duration can be as large as 30%.
Through Eq. 4.1, this inaccuracy also affects the computed nucleation rate. In
addition, the uncertainty in the position of the pulse edges also introduces er-
rors in the pulse pressure and temperature. To alleviate this problem, Wölk202
fitted a trapezoidal construction to the pressure around the pulse, illustrated
earlier by Viisanen et al.195 Our more irregular pulses cannot be easily repro-
duced by such a shape. Instead, it is possible to determine the nucleation rate
without the subjective definition of the pulse duration, by integration over
the entire pressure history. This technique was used by Miller et al.18 and (in
a modified form) by Schmitt and coworkers.203 In our case, we integrate an
empirical nucleation rate function Jm(t) ≡ Jm[T(t), S(t)] over the entire
pressure history, resulting in a modelled droplet number density nm,

nm = ∫ Jm(t)dt. (4.4)

Because the value of Jm outside the pulse is orders of magnitude lower than
it is during the pulse, nm does not depend on the integration limits as long
as the pulse is included in the integration interval. By a similar integration,
the pulse conditions pp andTp can be found. For that purpose we define the
pulse pressure as a weighted average over the entire pressure history, where
the weight factor is proportional to the number of droplets that were formed
at a certain pressure. Using this definition, the weighted pressure average is
computed by taking the nucleation rate as a weight factor,

pp =
∫ p(t)Jm(t)dt
∫ Jm(t)dt

=
1
nm ∫ p(t)Jm(t)dt. (4.5)

The corresponding pulse temperature Tp is calculated from pp by the isen-
tropic relation of Eq. 4.2 or a suitable equation of state. Alternatively, the tem-
perature could be calculated as the weighted averageTp = n−1m ∫ T(t)Jm(t)dt.
In practice, the difference between the two methods is small (1 mK) so either
method can be used. The pulse supersaturation Sp is found from Eq. 1.29.

To obtain the experimental nucleation rate that corresponds to the pulse
parameters Tp and Sp, the theoretical nucleation rate is corrected with the
ratio of experimental and modelled droplet densities,

Jexp =
nexp
nm
× Jm(Tp, Sp). (4.6)

The valuesTp, Sp and Jexp constitute the result of the integration method.
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As mentioned before, the method requires an empirical nucleation rate
expression. Such an expression can only be obtained if nucleation measure-
ments are available in a wide enough temperature and supersaturation range.
This is the case for our experiments in helium, but not for our measurements
in methane and carbon dioxide, which were performed at 235 K only. In this
work, the pulse integration method was therefore only applied to the mea-
surements in helium; the data of the methane experiments was obtained by
visually choosing the pulse boundaries.

4.3 Optical measurements

When the droplets have become large enough, they can be detected optically.
To determine the number density of droplets in our setup, two quantities
are measured: the extinction of a laser beam that passes through the droplet
cloud, and irradiance of the light that is scattered by the droplets at an angle
of 90°. The irradiance of the scattered light shows a characteristic pattern as
a function of the droplet size, so that the size of the growing droplets can be
obtained as a function of time when this irradiance is continuously measured.
The smallest droplets of which the size can be measured have a diameter of
the same order as the wavelength of the light. Together with the extinction
measurement, the number density of droplets can be determined.

Optical setup

The optical setup that is employed is drawn in Figure 4.6. The light source is
a diode-pumped solid-state laser (Lasos LasNova GL 3220 T01) with a wave-
length of 532 nm, a power of 20 mW and a beam diameter of 0.7 mm. Within
the time of our measurements (40 ms), the stability of the irradiance is better
than ±0.1%. The light is vertically polarized.

The beam enters and exits the tube through windows in the sides. These
windows are inclined at an angle of 6° to prevent interference with the re-
flected beams. The windows are made of BK7 optical glass, which has a high
homogeneity. Inside the tube, the beam passes at a distance of 5 mm from the
end wall, and lies in the same vertical plane as the pressure transducers. After
it leaves the tube, the beam is focused by lens L1 with a focal length of 0.10 m.
Diaphragm D1 (with an aperture diameter of 1.5 mm) is located at the focal
point of L1, to remove forward-scattered light. The beam finally enters the
detector housing through an aperture with a diameter of 6 mm, in which it
illuminates a stack of three semitransparent plastic screens, each screen hav-
ing a thickness of 0.15 mm. The photodiode with an area of 3 mm× 3 mm is
placed behind the screens, at a distance of about 7 mm.

A potential problem of the optical setup after the tube is the dependence
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of the exit angle of the beam on the pressure in the tube. This dependence
is caused by the variation of the refractive index of the gas in the tube, and
results in an angular deviation of the beam during the expansion.9 When the
laser beam directly illuminated the photodiode, the recorded signal would
show a deviation during the expansion. For that reason, the beam is imaged
on semitransparent screens which are placed some distance away from the
photodiode. After careful calibration, the measured irradiance change during
the expansion could be limited to 0.2%, and irradiance variations after the
expansion were within ±0.15%.

The light that is scattered by the droplet cloud leaves the tube through a
window that covers nearly the entire end wall of the tube; it has a diameter of
30 mm. The combination of the positive lens L2 (with a focal length of 0.10 m)
and the slit D2 (with a width of 4 mm and a height of 22 mm) ensures that
only light with a scattering angle close to 90° reaches the detector. Specifically,
the angle between the incident beam and the scattered beam is limited to
90° ± 1.1°, and the angle with the horizontal plane is limited to 0° ± 6°. The
detector is a photomultiplier tube (Hamamatsu 1P28A) powered by a high-
voltage power supply (Hamamatsu C956-04).

The description given above concerns the setup after April 2007, which
was used for the water nucleation experiments in methane an carbon diox-
ide. The most recent experiments of Labetski10 were done with the lens and
diaphragm exchanged; the beam first passed through the diaphragm and was
then focused by the lens. During the earlier experiments of Labetski and the
water–helium experiments of this work, an argon-ion laser was used as a light
source. This laser was less stable, which required a more complicated optical
setup that is described by Labetski.10

Scattering theory

To infer the droplet size and concentration from the optical measurements,
the theoretical scattering and extinction of a light beam by a droplet cloud
must be known. These properties can be derived from the scattering of light
by a single droplet, for which the basic theory will now be given.

Consider the scattering of arbitrarily polarized light by a particle in the
origin, shown in Figure 4.7. The irradiance of the incident light is I0 (with a
dimension of energy per time and area), the irradiance of the scattered light
at a distance R from the particle is called I. The incident light is a plane wave
travelling in the positive z direction. To account for the angular dependence
of the scattered light irradiance, it is customary to define a reference plane
called the scattering plane, which is the plane through the incident beam (on
the z-axis) and the scattered beam of interest. The amplitude E0 of the inci-
dent wave can then be resolved into a component E0l parallel with the scat-
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Figure 4.7: Scattering of light by a particle. Light travels in the positive z direction
and is scattered by a particle in the origin. The angle of the scattering plane with the
x–z plane is ϕ; the angle of the scattered light with the z-axis is θ.

tering plane and a component E0r perpendicular to it. The scattered beam
amplitude E is analogously resolved into components El and Er. The scatter-
ing by the object is described by the relation204

(
El
Er
) = (

S2 S3
S4 S1

)
e−ikr+ikz

ikr
(
E0l
E0r
) , (4.7)

where i is the imaginary unit and k = 2π/λ is the wave number, with λ the
wavelength of the light. The quantities S1 to S4 generally depend on the scat-
tering angles θ and ϕ that are defined in Figure 4.7. For a spherical particle,
however, S3 and S4 are zero, so that the amplitudes are given by

Er = S1(θ)
e−ikr+ikz

ikr
E0r and El = S2(θ)

e−ikr+ikz

ikr
E0l . (4.8)

For a spherical particle, S1 and S2 are independent of ϕ because the geometry
is axially symmetric around the z-axis. The irradiance of the scattered light
is the square of the absolute value of the amplitude,

I = ∣Er∣2 + ∣El ∣
2

=
∣S1(θ)∣2

k2R2 ∣E0r∣
2
+
∣S2(θ)∣2

k2R2 ∣E0l ∣
2.

(4.9)

In our experiments, the incident light is linearly polarized in the x direction,
that is, at an angle of ϕ with the plane of scattering. In that case, E0l = E0 cos ϕ
and E0r = E0 sin ϕ, so that

I = i1(θ) sin2 ϕ + i2(θ) cos2 ϕ
k2R2 I0 ≡

F(θ , ϕ)
k2R2 I0, (4.10)
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where i1(θ) ≡ ∣S1(θ)∣2 and i2(θ) ≡ ∣S2(θ)∣2. In the last equality, the dimen-
sionless function F is defined as

F(θ , ϕ) ≡ i1(θ) sin2 ϕ + i2(θ) cos2 ϕ. (4.11)

The total energy flux P in a solid angle given by θ1 < θ < θ2 and ϕ1 < ϕ < ϕ2
is found by integrating the irradiance, resulting in

P = ∫ θ2

θ1
∫ ϕ2

ϕ1
I(θ , ϕ)R2 sin θ dθ dϕ

=
I0
k2 ∫

θ2

θ1
∫ ϕ2

ϕ1
F(θ , ϕ) sin θ dθ dϕ

=
I0
k2 ∫

θ2

θ1
[i1(θ) f1 + i2(θ) f2] sin θ dθ .

(4.12)

with f1 ≡ ∫ ϕ2
ϕ1

sin2 ϕ dϕ and f2 ≡ ∫ ϕ2
ϕ1

cos2 ϕ dϕ.
The expressions for i1(θ) and i2(θ) follow from the solution of the Max-

well equations, as derived by Mie205 in 1908. For an exposition of Mie theory,
the reader is referred to the books of van de Hulst204 and Bohren and Huff-
mann.206

Mie theory gives the exact result of the far-field irradiance of light scat-
tered by a single particle. In the case of scattering by multiple particles, the
scattered light irradiances of the particles may be added without regard for
phase effects, provided that the particles scatter independently. Independent
scattering is achieved if the particles are so far apart that there is no system-
atic relation between the phases of the scattered waves from several particles.
Van de Hulst204 estimates that an interparticle distance of three times the
particle radius ensures independent scattering; in our setup, this condition is
satisfied.10

In dense particle clouds, a particle may not be illuminated directly by the
light source, but instead by light that has already been scattered by another
particle. This phenomenon is called multiple scattering. When this effect is
negligible, the attenuated light irradiance of light travelling through a cloud
of identical particles is given by the law of Lambert–Beer:

I = I0 exp(−βd), (4.13)

where d is the extinction length and β is the extinction coefficient. For spher-
ical particles, β is given by204

β = nπr2Qext, (4.14)
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where r is the radius of a particle and n is the droplet number density. The
parameter Qext, called the extinction efficiency, is

Qext =
4
α2

Re[S(0)], (4.15)

where S(0) = S1(θ = 0) = S2(θ = 0); the functions S1 and S2 are those
from Eq. 4.8. Furthermore, α is the so-called size parameter, a dimensionless
quantity defined as

α = 2πr
λ
= kr. (4.16)

According to van de Hulst,204 a correction for multiple scattering may be re-
quired when the optical depth βd of Eq. 4.13 exceeds 0.1, which corresponds
to an attenuation of about 10%. In contrast, Swanson et al.207 have shown that
the Lambert–Beer law may hold up to optical depths of 10, provided that the
detector does not capture too much forward-scattered light. In practice, the
input aperture of the detector should be small enough. Since the maximum
optical depth that occurs in our experiments is 0.6, the use of the Lambert–
Beer law seems justified.

Analysis of optical signals

Scattered light
The size of the growing droplets is derived form the irradiance of the scat-
tered light. This is possible because that irradiance shows a characteristic pat-
tern of maxima and minima as a function of the droplet size (Figure 4.8).

In our experiments, the observed irradiance of the scattered light does
not exactly follow the values predicted by Mie theory. In addition to the
light that originates from the droplets, a time-dependent (or droplet radius-
dependent) background irradiance is observed; this background irradiance
increases as the droplets grow (Figure 4.9). To be able to fit a theoretical scat-
tering signal to the experimental signal, the background irradiance must be
taken into account. It is assumed that the observed irradiance Isca consists
of a term proportional to the Mie theory F value, given by Eq. 4.11, and the
background irradiance Ib,

Isca(r) = a F(θ , r) + Ib(r), (4.17)

with a a positive constant and r the time-dependent droplet radius. The back-
ground irradiance is caused by scattered light that reaches the detector indi-
rectly, for instance via the tube walls. We assume that the background irra-
diance is proportional to the amount of light that is scattered by the droplet
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Figure 4.8: Dimensionless irradiance F of the scattered light (Eq. 4.10) as a function
of the size parameter α (Eq. 4.16), for water, according to Mie theory. The scattering
angles θ and ϕ (Figure 4.7) are both 90°. The scattered irradiance is shown for re-
fractive indexes of 1.32 and 1.33, which correspond to water at different temperatures
(see appendix A.3). The droplet radius scale is valid for our laser beam wavelength
of 532 nm; the size parameter scale is valid for any wavelength.

cloud in all directions. Since absorption is negligible, the total amount of scat-
tered light is equal to the extinction of the incident beam (Eq. 4.13), so that
the background irradiance can be written as

Ib(r) = b{1 − exp[−β(r) d]}, (4.18)

where d is the extinction length, β is the extinction coefficient defined in
Eq. 4.14, and b is a positive constant.

In about a quarter of the experiments, the background model of Eq. 4.18
did not result in an acceptable fit of the experimental scattered irradiance.
These experiments all have a high nucleation rate, and depletion plays a sig-
nificant role. The combination of a high droplet density and a strongly size-
dependent growth rate results in a background irradiance that cannot be ad-
equately described by the simple model of Eq. 4.18. In those cases, the back-
ground was represented by a quadratic function of time, with three fitting
parameters.

By fitting the radius-dependent expression for Isca to the experimental
time-dependent signal, the droplet growth curve r(t) can be obtained. The
accuracy of that method depends on how the fit is performed. In practice, the
shape of the growth curve r(t) is optimized so that the scattering irradiance
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Figure 4.9: Examples of optical signals and fits. Top: irradiance of the 90°-scattered light, experimental
signal and fit according to Eq. 4.17. The background irradiance fit (Eq. 4.18) is shown dashed. Centre:
Squared size parameter of the droplets according to Eq. 4.19. This growth curve follows from the fit of the
scattered irradiance (top).Bottom: Extinction of the main beam, indicated by the relative irradiance of the
transmitted light; experimental signal and fit according to Eq. 4.13. The fit is performed with the droplet
number density as the only free parameter; the growth curve is known from the scattered irradiance fit
(centre). The spikes before 5 ms are caused by the passing shock wave (D in Figure 4.2), which disturbs
the laser beam.
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is best reproduced. To limit the computations, it is desirable to describe the
shape of the growth curve by as few parameters as possible. These parameters
assume the role of fitting parameters in the optimization. It was found that
the droplet growth curves from our experiments could be reproduced well
with a simple growth model with three parameters, which is described in the
following section. The total number of fitting parameters (including a and b
from Eqs. 4.17 and 4.18) is then five.

It is experimentally difficult to achieve a scattering angle θ of exactly 90°.
Because the scattered irradiance is quite sensitive to θ, a possible deviation
of the angle must be taken into account.208 Values of the scattering function
F were computed for several angles deviating up to 0.2° from the ideal value.
The fitting procedure described above was repeated for these angles, and the
angle with the best matching scattered-light irradiance curve was selected.

Growth model
The growth model is the simplified diffusion-controlled growth model with
depletion, described in section 2.11. The growth law expression (Eq. 2.148)
gives the time t at which a droplet reaches a radius r,

t − t0 =
2r2m
c

G ( r
rm
) , (4.19)

where t0 is the time at which the droplet growth starts, c = dr2/dt∣t=t0 is the
initial growth rate of the squared radius, rm is the maximum droplet radius
(which is reached when the supersaturation has decreased to unity) and G is
given by Eq. 2.146. The model has three parameters: t0, c and rm. If depletion
can be neglected, as is the case in some experiments, the model reduces to
r2 = c(t − t0), which has only two parameters.

Extinction
After the growth curve r(t) has been obtained, the only remaining unknown
in the expression of the light extinction, Eq. 4.13, is the droplet number den-
sity n. Therefore, n can be determined by fitting the theoretical extinction
curve to the experimental one. The extinction length d from Eq. 4.13 is ap-
proximated by the inner diameter of the high-pressure section. Because of
thermal boundary layers the droplet cloud does not fill the entire diameter,
but for the purpose of determining the droplet density, the current approxi-
mation is accurate enough.

The number density of droplets that is detected is higher than the number
density at the end of the pulse, since the recompression that ends the pulse
also compresses the droplet cloud. In addition, the number density of drop-
lets varies slightly after the pulse due to fluctuations in the pressure. Both de-
viations are taken into account by assuming that the droplet number density
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is proportional to the gas density. Changes in the gas density are computed
from the pressure signal. The final result for the droplet density that is com-
puted corresponds to the pressure at the bottom of the pulse, and is usually
accurate to within 5%.

4.4 Mixture preparation

The accurate preparation of a mixture of vapour and carrier gases is essential
for our measurements, and a separate section, called the mixture preparation
device (mpd), has been built for that purpose. It was designed by Hrubý, and a
detailed description is found in his report.209 The mpd, schematically shown
in Figure 4.10, allows saturating a carrier gas flow with vapour and mixing it
with one or more dry carrier gas flows to obtain the desired mixture compo-
sition. The mpd does not produce a limited amount of the mixture; instead, it
continuously generates a flow with the wanted composition. After evacuating
the high-pressure section, it is filled with the mixture produced by the mpd.
When the desired pressure is reached, an upstream pressure controller (upc)
opens a valve and leads the flow to waste, while maintaining the pressure.
After that, the flow from the mpd is led through the high-pressure section
for about one hour, to saturate the walls of the setup and to attain adsorption
equilibrium. This flushing process ensures that the mixture inside the hps
has the same composition as the mixture leaving the mpd.

MFC1

MFC2

MFC3

MFC4

MFC5

HPS LPS

UPC
P1

T

P2

M

heated
box

CH4

CH  + CO4 2

saturators

manifold static mixer

Figure 4.10: Scheme of the mixture preparation device (mpd) and its connection to
the high-pressure section (hps) of the expansion tube. Dry carrier gases are supplied
at the left-hand side; a manifold allows the selection of mass flow controllers (mfc)
that control the flow rates of saturation and dilution flows. In the saturators, the
dry gas bubbles through liquid water. The pressure reduction from the saturation
pressure P1 to the hps pressure P2 takes place at the metering valve M that is located
in a heated box. The hps pressure is maintained by an upstream pressure controller
(upc).
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Saturators

The device that saturates a gas with water vapour at controlled total pressure
and temperature is called a saturator. Saturation of the gas can be achieved,
for example, by leading the gas over a liquid surface or by bubbling the gas
through a volume of liquid. The bubbling method was chosen for our setup
because it saturates the gas faster and more completely. A potential disad-
vantage of the bubbling method is that the breaking of bubbles at the liquid
surface might produce small liquid droplets which could be dragged along
with the flow and possibly lead to composition inaccuracies. Furthermore,
bubbling may introduce condensation nuclei that enable heterogeneous nu-
cleation, as was experimentally proven by Wilson16 in 1897.

To improve the saturation performance of a bubble saturator, the bubble
residence time has to be as long as possible and the bubble size has to be
small. The design of our saturators is based on the descriptions of Wylie and
Fisher210 and Hyland and Wexler,211 and takes both factors into account. A
detailed cross-section on a scale of 1:2 is shown in Figure 4.11. At the bottom
of the vessel, where the gas enters, the flow is split up into eight parts to im-
prove the spreading of gas through the vessel and to decrease the bubble size.
The bottom half of a cylinder is filled with three layers of glass beads; from
bottom to top a 7 cm high layer of 5 mm diameter beads, a 3 cm layer of 3 mm
beads, and a 3 cm layer of 2 mm beads. The beads serve two purposes: below
the water surface, they increase the time it takes for a bubble to reach the wa-
ter surface, and above the surface they catch the remains of broken bubbles.
Smaller beads lead to smaller bubbles and a better distribution of carrier gas;
however, using solely the smallest beads could lead to a high resistance for
the gas flow. It is essential that the water level in the saturator is such that the
free surface is within the volume filled with beads, so that the bubble remains
will be caught.

To be certain of complete saturation of the carrier gas, our setup contains
two saturators connected in series. To check the performance of a single sat-
urator, it is possible to temporarily use only one saturator, and compare the
water content with the double-saturator situation.

The temperature control of the saturators is realized by immersing them
in a thermostatic bath. It contains a relatively large volume of water (56 L)
and its temperature variations are within 0.01 K. The temperature of the wa-
ter inside the saturators is measured by a platinum resistance thermometer
that has an accuracy of 0.02 K. Before the dry gas enters the saturator, it is
cooled down to the saturator temperature by leading it through a tube that is
helically coiled around the saturator.
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Figure 4.11: Saturator on scale 1:2.
The dry gas mixture from the heli-
cally coiled tube enters at the bot-
tom and is split by eight thin tubes,
after which it bubbles though the
water in the volume filled with
beads. The saturated flow leaves the
saturator at the top left. The vertical
tube on the right is used to measure
the water level inside the saturator
when it is not pressurized; the wa-
ter level in the tube is then the same
as in the saturator. The tube is also
used for refilling. When the satura-
tor is pressurized, the tube is closed
by a valve at the top (not shown).
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Figure 4.12: Mixing of saturated vapour and carrier gas flows. Above each line, the
components in the mixture are specified; a quantity in parentheses is the molar frac-
tion of a component. Below each line, the molar flow rates are given; Q0 is a pure
methane flow rate for dilution,Q1 is a flow rate of a methane–carbon dioxide mixture
(or, with y0c = 1, a pure carbon dioxide flow rate). Furthermore, Qm is the flow rate
of pure methane that is saturated with water vapour; the flow Qw after the saturators
represents the flow rate of the added water vapour.

Flow control and mixing

To obtain the desired composition of the gas–vapour mixture, several flows
are mixed with a controlled flow rate, as illustrated in Figure 4.12. During an
experimental series, the pressure and temperature in the saturators are kept
constant, which means that the molar water fraction ysw in the flow from the
saturators is also constant. To vary the water fraction across experiments, the
saturator flow is diluted with a pure methane flow. Alternatively, the pres-
sure in the saturators could be adjusted to obtain the desired water fraction
directly from the saturators, but this introduces additional uncertainties be-
cause of the limited amount of data on high-pressure equilibria. For that rea-
son, the dilution method was chosen.

The choice of saturator temperature and pressure is based on several fac-
tors. The temperature of a saturator must be lower than laboratory temper-
ature to prevent condensation in the saturated gas flow that leaves the satu-
rators. In our experiments, the temperature was 291 K. The saturated water
fraction is determined by the pressure p and the temperature T in the satu-
rator according to Eq. 1.26,

ysw = fe(p,T) ps(T)
p

. (4.20)

When selecting a pressure, it is taken into account that it is not possible to in-
crease the water fraction that leaves the saturators – it can only be decreased
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by dilution. Therefore, the saturator pressure must be so low that the satu-
rated water fraction ysw is higher than the highest water fraction yw that is
needed in the experiments. Another consideration is that the more the satu-
rated flow is diluted, the higher is the uncertainty in the final water fraction
yw. For this reason, the saturated water fraction ysw should not be too high,
so the saturator pressure should not be too low. It follows that the pressure
should optimally be such that ysw is just above the highest fraction that is re-
quired in the experimental series. In practice, a pressure lower than optimal
is chosen because phase equilibrium data is scarce for high pressures.

For experiments in which carbon dioxide is present in the mixture, an-
other flow is added to the flow that leaves the saturators. For experiments
with a low carbon dioxide fraction (several percent), a mixture of methane
and carbon dioxide is added; for higher carbon dioxide fractions, pure car-
bon dioxide is added.

The water and carbon dioxide fractions of the final mixture are deter-
mined by ratios of molar flow rates that are shown in Figure 4.12. If there is
no accumulation of methane in the saturators, methane leaves the saturator
at the same rate Qm as it enters it. In the saturators, water is added to the gas,
and the water flow rate after the saturators is denoted by Qw. Since the water
fraction after the saturator ysw is by definition equal to Qw/(Qm + Qw), the
flow rate of water is

Qw =
ysw

1 − ysw
Qm. (4.21)

The total flow Qtot is defined as

Qtot = Q0 +Q1 +Qm +Qw, (4.22)

where Q0 is the dilution flow rate of pure methane, and Q1 is the flow rate
of a methane–carbon dioxide mixture with a carbon dioxide fraction of y0c .
The fraction of water in the final mixture becomes

yw =
Qw
Qtot
=

ysw
1 − ysw

Qm
Qtot

, (4.23)

which can also be written as a function of the three input flows, yielding

yw =
ysw

1 + (1 − ysw)(Q0 +Q1)/Qm
. (4.24)

The fraction of carbon dioxide in the final mixture is given by

yc = y0c
Q1
Qtot

. (4.25)
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The molar fractions depend on ratios of flow rates, so multiplying all flow
rates by a certain factor does not change the composition. This feature is used
to control the pressure of the mixture preparation device. For example, when
the pressure is too low, a controller increases all flows by the same factor, until
the pressure reaches the preset value.

The pressure in the mixture preparation device is measured by a trans-
ducer (Druck PMP 4070) with an accuracy of 0.1 bar. The transducer is lo-
cated after the saturators, near the point where all flows are mixed, but the
pressure in the saturators is assumed to be equal to the pressure at the trans-
ducer.

Each of the three initial flow rates is measured and controlled by a mass
flow controller (mfc, Brooks 5850S). Such a device determines the gas flow
by temperature measurement of the gas at the upstream and downstream
sides of a small heater. The temperature difference is proportional to the mass
flow. The flow is controlled with a solenoid valve that chokes the flow on the
downstream side of the flow meter.

Before the experimental series, the mfcs were calibrated according to the
Brooks Instrument calibration specifications.212 During the calibration, the
output tube of the mpd (which is normally connected to the hps flushing
tube) is connected to a gas flow calibrator (Brooks Vol-U-Meter 1067), which
is a precision-bore glass cylinder with a frictionless piston. By collecting the
gas in the cylinder and measuring the piston speed, the volume flow can be
determined. This volume flow is converted to a molar flow using the ideal gas
equation. The ideal-gas assumption introduces a relative error in the molar
flow of 0.2% for methane and 0.5% for carbon dioxide. This should be com-
pared to the intrinsic relative accuracy of an mfc, which is about 1%.

The characteristics of an mfc slightly depend on the inlet pressure. There-
fore, during calibration, the inlet pressure is set to the value that is used dur-
ing the experiments. The outlet pressure, however, is atmospheric during the
calibration – a value that differs strongly from the experimental pressure in
the mpd. It is believed that this difference does not affect the calibration, since
the flow rate meter in the mfc is located at the upstream side of the pressure
drop.

For the saturation flow (Qm) and the dilution flow (Q1), three mfcs with
different flow rate ranges are available; their maximum normal volume flow
rates are 2.4, 1.2, and 0.24 litres per minute for methane. The selection of
an mfc depends on the flow rates that are required to produce a mixture
with the desired composition. It must also be taken into account that the
uncertainty of the flow rate is higher when an mfc is used at a low fraction
of its maximum flow rate. For example, at 20% of maximum flow, the relative
uncertainty is 1.7%, and at 10% it is 2.7%. In our experiments, the flow rates
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were always more than 30% of the maximum value, and the relative error is
less than 1.4%. The total flow rate (Qtot), which is the flow rate at which the
hps was flushed, corresponded to a normal volume flow rate of 1.7 to 2 litres
per minute.

Using an mfc with carbon dioxide causes difficulties that were also en-
countered by Labetski.10 At the pressure drop in the mfc, the carbon dioxide
cools down due to the Joule–Thomson effect. Without precautions, the tem-
perature in the mfc can become so low that the device stops functioning.
To prevent this, the tube on the upstream side of the mfc and the mfc itself
were heated to about 47 °C. This temperature is safely within the operating
range of the mfc, which is 0–70 °C. The heating was applied both during
calibration and during experiments.

Pressure reduction and static mixing

The pressure in the hps, which increases during filling from zero to the initial
pressure for the nucleation experiment, is lower than the pressure in the satu-
ration section. The pressure reduction takes place at a metering valve marked
by M in Figure 4.10, which is used to manually set the total flow through
the mpd. Because of Joule–Thomson cooling, the temperature of mixture the
mixture decreases during the pressure reduction. To prevent condensation of
the vapour, the metering valve and the tubing close to it are placed inside a
box that is heated to 70 °C.

The heated box also contains a static mixer, which smoothes temporal
fluctuations in the mixture composition. The mixer is called static because it
has no moving parts. The mixture enters the vessel of 0.3 L through a tube
with small holes (0.2 mm diameter). The static mixer is heated to reduce
adsorption.

Flushing

The flushing section is depicted in more detail in Figure 4.13. The pressure
in the flushing circuit is measured by a transducer (Druck PMP 4070) with
an accuracy of 0.03 bar. During flushing, the pressure is controlled by an
upstream pressure controller (Brooks 5866), which receives the signal of the
Druck transducer. After the filling of the hps, the flushing pressure is equal
to the initial hps pressure in the nucleation experiment. The reading of the
Druck transducer is used as initial pressure, not the reading of the less ac-
curate piezoresistive transducer in the hps. During flushing, the humidity at
the end of the flushing section is monitored using a relative humidity sensor
(Vaisala Humicap HMP 234), a data acquisition device and a plotting pro-
gram.
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Figure 4.13: Scheme of the flushing section. During normal flushing, valve V1 is
closed and the gas flows through the hps, past the pressure transducer P and the
relative humidity sensor RH, and finally through the upstream pressure controller
UPC. For water content measurements, valve V1 is open and V2 is closed, so that
the gas is led directly to the RH sensor and the Karl Fischer coulometer KF.

Karl Fischer titration

A relatively new addition to the setup is a Karl Fischer coulometer (Metrohm
831 KF), capable of determining the water fraction with a relative accuracy of
about 1%. This device is used only to check the water content of the mixture;
for the analysis of the experiments, the mixture composition is computed
from the mfc flow rates.

The Karl Fischer titration method is based on the oxidation of sulphur
dioxide by iodine,213

SO2 + I2 + 2 H2O → H2SO4 + 2 HI .

To determine the amount of water, sulphur dioxide should be present in ex-
cess, and the acids that are produced should be neutralized by a base. These
requirements have led to the Karl Fischer reagent, which is a solution of io-
dine, sulphur dioxide, and a base in methanol. The full reaction with water
that takes place in the reagent is213

H2O + I2 + BH+ SO3CH−3 + 2 B → BH+ SO4CH−3 + 2 BH+ I− .

where B is the base and SO3CH−3 is an ion that is formed from sulphur dioxide
and methanol.

The amount of water in a sample can be determined from the amount of
iodine that is consumed, as one molecule of H2O consumes one molecule of
I2. In a coulometer, the I2 is produced by electrolysis from a reagent that con-
tains iodide (I−). The amount of I2 that is generated is known exactly from the
integration of the applied electrolysis current strength as a function of time.
The end of the reaction and the consumption of all the water in the sample
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is marked by the appearance of excess I2. This event is detected by measur-
ing the voltage between two electrodes, between which a constant current is
applied.

Before the coulometer is used in our setup, it is prepared for use. The
flow that comes from the mixture preparation device is led directly to the
coulometer and the upc, and bypasses the expansion tube (see Figure 4.13).
The upc is set to maintain a pressure that is slightly higher than atmospheric.
The coulometer is connected via a capillary tube, and the pressure difference
results in a small flow towards the coulometer. Using the three-way valve in
Figure 4.13, the flow from the capillary tube bypasses the coulometer just
before it reaches the device. The flow is set up in this way to flush as much of
the tubing as possible before the coulometer is used.

The KF method yields an absolute water content, for example, in micro-
grams of water. Since we are interested in the relative amount (the molar frac-
tion) of water in our gas mixture, the amount of gas mixture that is supplied
to the coulometer must be known precisely. Therefore, the setup is used as
follows. After flushing, the flow rate is reduced and the upc is closed. All the
gas produced by the mixture preparation device then flows to the coulometer.
Steady state is verified by confirming that the pressures in the mpd and in the
flushing section remain constant. In that case, the molar flow of carrier gas
to the coulometer is equal to the known molar flow through the mass flow
controller. For successful titration, the gas flow to the coulometer should be
between 0.05 and 0.25 L/min.213 For this work, a flow rate of about 0.1 L/min
was used.

A measurement starts by turning the three-way valve so that the flow is di-
rected to the coulometer. The gas mixture then flows through a tube whose
end is immersed in the Karl Fischer reagent, so that the gas mixture bub-
bles through the liquid. The measurement is ended by turning the three-way
valve. The product of the measurement time and the molar flow rate yields
the molar amount of gas whose water content has been determined. To mini-
mize the influence of transient effects that occur when the flow is started and
stopped, the measurement time should be at least ten minutes.

Currently, the tube leading into the titration cell is made of plastic. Ac-
cording to Metrohm,214 the absorption of water by the plastic affects the mea-
surement of the water content, so metal tubing should be used in the future.
In addition, the setup should be changed so that it complies with the ISO
standard215 for this type of measurement.
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4.5 Experimental procedure

The experimental procedure starts by inserting a new membrane between
the hps and the lps. The lps and the hps are then evacuated for about 30
minutes; the evacuation is started in the lps first to ensure that the membrane
bends in the right direction. Not just the hps, but also the flushing tubing and
the static mixer are evacuated. The final pressure in the hps is less than 10 Pa.

With the saturators disconnected from the rest of the mpd, the pressure in
the mpd is set to the desired value by manually controlling the mfcs. Then,
the PID controller that operates the mfcs is activated. Next, the pressure in
the saturators is equalized to the mpd pressure through a needle valve that is
located in the tube leading to the saturators. When the pressure is constant,
the needle valve is opened fully and the saturators are connected to the mpd.

With the mpd fully operational, the filling of the hps is started by opening
the heated metering valve (M in Figure 4.10) slightly. As a result, the gas mix-
ture starts flowing from the mpd into the flushing tube and the hps. Conse-
quently, the pressure in the mpd decreases and the mfcs open to let gas into
the mpd. Gas starts to bubble through the saturators. Slowly, the metering
valve is opened more until the mfc flows reach the desired values.

While the hps is being filled, the pressure in the lps must periodically
be equalized to the hps pressure to prevent a large pressure difference over
the membrane, which may cause a premature rupture. As the pressure in the
hps rises, the pressure difference over the metering valve decreases, and the
valve must be opened more to maintain a constant flow rate. After about 30
minutes, the pressure in the hps reaches the desired value, and the upc opens,
which starts the flushing of the gas mixture through the hps.

The flushing process takes about one hour. When the relative humidity
indicated by the Humicap sensor no longer changes, valve V1 in Figure 4.13
is opened and V2 is closed, so that the gas flow bypasses the hps and flows di-
rectly to waste. The hps is isolated by closing valves V3 and V4. The amplifier
of the dynamic pressure transducer is set to the ‘operate’ mode. Finally, the
trigger of the data acquisition system is armed and the diaphragm is broken.

The signals from the static and dynamic pressure transducers, the pho-
tomultiplier and the photodiode are recorded by a data acquisition device
(LeCroy 6810 Waveform Recorder). Its sampling rate is 200 kHz and the res-
olution is 12 bits.



5Water nucleation in helium

The homogeneous nucleation rate of water is an important quantity. Before
effects of carrier gases are considered, the water nucleation rate should be
known under conditions as ideal as possible – the carrier gas should be in-
ert and the pressure should be low. In that case, the water nucleation rate
should be almost independent of the kind of carrier gas and of its pressure.
The Poynting effect (Eq. 1.25) is negligible at low pressures, so vapour frac-
tion enhancement can be neglected. Furthermore, noble gases like helium
and argon do not significantly influence the surface tension of water at at-
mospheric pressure.216 It is not desirable to remove the carrier gas altogether,
since the thermal equilibration between water clusters and the gas results in
isothermal nucleation, which is one of the assumptions of classical nucleation
theory. For that reason, the carrier pressure should not be too low.

Many experiments to measure the water nucleation rates under these con-
ditions have been performed in the last 30 years; overviews of experiments
are given by Wölk et al.217 and Brus et al.218 In 1993, Viisanen et al.195 com-
pared water nucleation rates in each of the five stable noble gases at pressures
below 1 bar, and found that the rate was independent of the kind of carrier
gas. At high pressures, however, an influence is expected; argon, for example,
is known to affect the surface tension of water.216 A recent example of accu-
rate rate measurements are the experiments by Wölk and Strey,19 performed
between 220 and 260 K in argon in a nucleation pulse chamber. Their data
will be compared to our results.

In 2002, Peeters et al.219 published nucleation rates obtained in our pulse–
expansion wave tube, down to 200 K. A striking feature of these data was
a jump in nucleation rates at 207 K, which was interpreted as a transition
from vapour–liquid to vapour–solid nucleation. To confirm this transition,
we repeated Peeters’s measurements in 2003. Our new data did not show any
transition, so we reanalysed the results of Peeters et al. It was found that an
inaccuracy in vapour fraction calculations had caused the apparent jump; the
corrected data7 show no evidence of a transition in the nucleation process.

It is usually assumed that the supersaturation dependence of the nuclea-
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tion rate is accurately predicted by classical nucleation theory (cnt). Equiv-
alently, it is assumed that cnt correctly predicts the number of molecules in
the critical cluster. Is will be shown that these assumptions do not hold for
our experiments and those of Wölk and Strey.

5.1 Experimental supersaturations

Experiments were performed at pulse temperatures between 200 and 240 K
at constant nucleation pressures of about 1 bar. Figure 5.1 shows the supersat-
uration S during the nucleation pulse, obtained with Eq. 1.29, for our exper-
iments and those of Wölk and Strey.19,202 In the calculation of the supersat-
uration, the Poynting effect (Eq. 1.25) is ignored, because for our nucleation
pressure and temperature it results in a relative change in S of about 0.1%,
which is much smaller than the experimental uncertainty in S. In addition,
helium is considered as an ideal gas, which results in an enhancement factor
(Eq. 1.26) of unity. Equation 1.29 then reduces to the familiar relation

S = yp/ps = pv/ps, (5.1)

where y is the water vapour fraction, p is the total pressure, ps is the equilib-
rium vapour pressure of water, and pv is the partial pressure of water in the
gas phase.

With decreasing temperature, the supersaturation must be increased to
keep nucleation rates within the experimental measurement range, in our
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Figure 5.1: Supersaturation in the nucleation pulse as a function of the nucleation
temperature. Shown are our 2003 and 2004 data sets, and the data of Wölk and
Strey19,202 obtained in a nucleation pulse chamber.
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case 3× 1013 to 3× 1017 m−3s−1. At equal temperature, the supersaturations of
Wölk and Strey are lower than ours, reflecting the lower nucleation rate range
of 1011–1015 m−3s−1 of their nucleation pulse chamber. Wölk and Strey’s data
consists of five isothermal sets spaced roughly 10 K apart, while our 2003
dataset is more evenly spread across the 200–240 K range. In 2004, we also
performed isothermal measurements at 203, 209 and 224 K. Compared to the
isotherms of Wölk and Strey, our isotherms have more scatter in the temper-
ature; at most, a 1 K deviation from the mean isotherm temperature. These
deviations occur because pressure pulses can not always be accurately repro-
duced with our setup.

5.2 Empirical fit of nucleation rates

We proceed now to the way our nucleation rates were obtained. Lacking a
nucleation rate model, the first step was to analyse experiments with the tra-
ditional method, by manually defining the pulse duration and using Eq. 4.1
to obtain J. This procedure yielded a set of preliminary nucleation rates. To
obtain an empirical expression for the nucleation rate, the function

Jfit(T , S) = J0 S exp [a0 + a1T −
b0 + b1T
(ln S)2

] , (5.2)

was then fitted to the preliminary 2003 nucleation rate data, where a0, a1, b0,
and b1 are fitting parameters and J0 ≡ 1 m−3s−1 is included for dimensional
consistency. This function is based on the empirical formula of Miller et al.,18
but has fewer fitting parameters and a pre-exponential factor of S instead of
S2. When the logarithm of Eq. 5.2 is taken, the model becomes linear in the
parameters, so that they can be determined by a least-squares linear fitting
procedure.

After the nucleation rate model had been obtained, the next step was an
analysis using the pulse integration method of Eqs. 4.4–4.6. The maximum
differences of the integration results with the preliminary dataset were 40%
in J, 0.3 K inT , and 0.4% in p. The fact that these differences are not too large
indicates that the accuracy of the traditional method is acceptable. However,
because the pulse integration method eliminates human subjectiveness, it de-
creases the scatter in the results.

To improve the accuracy even further, Eq. 5.2 was again fitted to the newly
obtained data, after which the pulse integration method was reapplied to up-
date nucleation rates, temperatures and pressures. This procedure was re-
peated several times until the fitting parameters changed by less than 0.2%.



150 Water nucleation in helium

The result was

a0 = −1.9, a1 = 0.2737 K−1 ,
b0 = 901.7, b1 = −2.878 K−1 .

(5.3)

The fitted model is valid for temperatures between 200 and 240 K and nucle-
ation rates in the range 3×1013 to 1×1017 m−3s−1. For temperatures lower than
about 224 K, the validity range is smaller, namely 5 × 1014 to 1 × 1017 m−3s−1.
The fit function Jfit reproduces all but five of our 2003 nucleation rates within
a factor of two, which is an acceptable error when the uncertainties of the ex-
perimental rates, temperatures and supersaturations are taken into account.
Of the remaining five experiments, three have rates that differ from the fitted
rate by a factor of five to six, and can be considered as outliers. Refitting the
function to the data without the outliers did not change the fit significantly,
so the original fit was retained.

Finally, to examine the sensitivity of the integration method on the spe-
cific model used, all experiments were reanalysed using the classical nuclea-
tion rate (Eq. 2.75) as the model instead of Eq. 5.2. Although the predictions
of classical theory differ by several orders of magnitude from Jfit, the resulting
Jexp changes only a few percent. It is therefore concluded that the integration
method is relatively insensitive to the rate model and the resulting nucleation
rates are reliable.

5.3 Nucleation rate results

In Figure 5.2, the nucleation rates of the three isotherms in our 2004 series
and those of Wölk and Strey are plotted as functions of the supersaturation.
For comparison, the fit of the 2003 rates has been evaluated at the mean tem-
peratures of our 2004 isotherms and three isotherms of Wölk and Strey that
are in our temperature range. The fit agrees well with those Wölk and Strey
isotherms, both in value and in slope, and provides a plausible extension of
their nucleation rates to lower temperatures and higher supersaturations.

The nucleation rates of our 203 K isotherm of the 2004 series system-
atically deviate about one order of magnitude from the 2003 rates, as can
be seen in Figure 5.2. The data at 209 K are also somewhat lower than the
2003 fit. Possibly, the 2004 results were influenced by a change in measure-
ment position – in 2004, the distance between the laser beam and the end
wall was increased from 5 to 25 mm (see Figure 4.3 on p. 121). The reason
to investigate the effect of different end wall distances was the possible influ-
ence of thermal boundary layers, which are formed as a consequence of the
temperature difference between the cold expanded gas and the tube walls.
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Figure 5.2: Nucleation rates as a function of the supersaturation. The open circles
show the original 2004 results; the filled circles are the results after the supersatura-
tion is corrected for temperature deviations, as in Eq. 5.4, which decreases the scatter.
The isotherms of Wölk and Strey are also shown. The solid curves are isotherms of
the 2003 fit of Eq. 5.2 calculated at the mean temperatures of the 2004 isotherms and
the Wölk and Strey isotherms.

However, according to numerical simulations by Luo et al.,220 this change
should not influence the nucleation conditions. Even at a distance as close as
5 mm from the wall, the thermal boundary layer has a significant influence
only after 7 ms after the end of the nucleation pulse. The issue is therefore
still unresolved.

Correction for scatter

The points of the 2004 isotherms, indicated by open circles, show the scat-
ter that is partially caused by deviations of the nucleation temperature. It is
possible to correct for the scatter in temperatures in a model-independent
way, as follows. For each experiment, we estimate the supersaturation Scorr
that is obtained when the temperature is made equal to the mean isotherm
temperature T̄ , while keeping the nucleation rate constant. In a first-order
approximation, Scorr is then

Scorr = S + (
∂S
∂T
)
J
(T̄ −T). (5.4)

To use this expression, the derivative (∂S/∂T)J is required. Looijmans et al.4
and Luijten et al.,6 who also used Eq. 5.4, calculated it from cnt. Instead,
to analyse our results in a more theory-independent way, we derived it from
our experimental data, as follows. First, Eq. 5.2 was solved for S to obtain S
as a function of J and T ; then, partial differentiation with respect to T gave
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the required derivative. The corrected results, indicated by the filled circles in
Figure 5.2, indeed show that the correction succeeds in reducing the scatter.

Comparison with classical nucleation theory

Let us now compare the experimental nucleation rates with the classical nu-
cleation theory predictions of Eq. 2.75. This is conveniently done by plot-
ting the ratio of the experimental rates and the cnt rates as a function of
temperature, as in Figure 5.3a. Only at 260 K, there is agreement between
experiment and theory; at lower temperatures, the deviation increases – at
200 K, the experimental rates are a factor 104 to 106 higher than predicted.
This deviation, which is caused by the incorrect temperature dependence of
the cnt nucleation rate, is well known and observed in almost all water nu-
cleation experiments217 and also in the nucleation of other substances such
as nonane221 and the n-alcohols.222

Apart from the incorrect temperature dependence, the vertical scatter of
the scaled rates is higher than expected, exceeding an order of magnitude for
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Figure 5.3: Ratio of the experimental and theoretical nucleation rates as a function
of the temperature. (a) Ratio to classical nucleation theory, Eq. 2.75; (b) Ratio to
temperature- and supersaturation-corrected theory, Eq. 5.8.
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several Wölk and Strey isotherms. The Wölk and Strey scaled rates also show
a systematic positive deviation from our 2003 rates, at equal temperature.
This seems to contradict the agreement found earlier in Figure 5.2, but the
difference is actually caused by the incorrect supersaturation dependence of
the cnt nucleation rate, as will be shown in section 5.4.

As the temperature dependence of the experimental rates is smooth, we
assume that down to 200 K water condenses as supercooled liquid drops,
which remain liquid during our measurement time (15 ms). Supercooled
water does not normally exist below 233 K, because a liquid sample that is
cooled down will inevitably freeze at that temperature, due to homogeneous
ice nucleation.223 Since conventional measurements on supercooled water
are thus impossible below 233 K, its properties there can only be estimated
by extrapolations of higher-temperature data (see appendix A). Therefore,
the theoretical predictions of the nucleation rate below 233 K are more un-
certain than those above that temperature.

5.4 Empirical correction of classical theory

The classical nucleation rate expression predicts an incorrect temperature
dependence, as illustrated in Figure 5.3. On theoretical and experimental
grounds, Wölk et al.217 suggested that the discrepancy could be described
by

ln(
Jexp
Jcnt
) = A1 +

B1
T

, (5.5)

where A1 and B1 are constants. An appropriate empirical correction of the
theoretical rate is then

JTcorr = exp(A1 + B1/T) × Jcnt. (5.6)

Wölk et al. determined the constants A1 and B1 from their water nucleation
rate measurements. They then compared the predictions of Eq. 5.6 to a large
amount of data by other experimenters, and found that their new expression
worked well in a large temperature range.

Because of several differences, the A1 and B1 values from Wölk et al. can-
not be adopted. First, in this work, the 1/S correction in the nucleation rate
expression is used, whereas Wölk et al. did not; second, different correla-
tions are used for water’s density, vapour pressure, and surface tension. It was
found that the density correlation from this work resulted in a temperature
dependence of ln(Jexp/Jcnt) that could not be reproduced by a simple func-
tion as in Eq. 5.5; even a cubic function of T was insufficient. Therefore, for
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Figure 5.4: Comparison of experimental nucleation rates and empirically-corrected
classical theory. (a) Temperature-corrected theory (Eq. 5.6); (b) Temperature- and
supersaturation-corrected theory (Eq. 5.8).

the corrections in this section, the Wölk density correlation is used. When
the JTcorr function is fitted to the Wölk and Strey data, the result is

A1 = −50.0 ± 0.5 and B1 = (1.32 ± 0.01) × 104 K. (5.7)

However, when the corrected rates are compared to our results in the J–S plot
of Figure 5.4a, it is seen that the slopes do not agree. That is, the supersatura-
tion dependence of the theory is incorrect. This is an important observation.
In nucleation literature, it has always been assumed that the supersaturation
dependence of the rate is well predicted by classical theory.19 A temperature-
dependent correction is then sufficient. However, it is seen in Figure 5.4 that
for high nucleation rates and low temperatures, the slope of the theoretical
lines differs significantly from the experiments. Therefore, to obtain an ac-
curate empirical correction, a supersaturation-dependent correction must be
included. The following expression was found to be adequate:

JT ,Scorr = exp(A2 + B2/T +C2 ln S) × Jcnt, (5.8)
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where A2, B2 and C2 are constants. The JT ,Scorr function was fitted to the Wölk
and Strey data and the 2003 data from this work, which resulted in

A2 = −68 ± 2, B2 = (2.11 ± 0.06) × 104 K, and C2 = −6.0 ± 0.3. (5.9)

The resulting nucleation rates are displayed in Figure 5.4b. In addition, the
ratio of the experimental rates to JT ,Scorr is shown in Figure 5.3b.

5.5 Critical cluster sizes

To determine the critical size with the nucleation theorem of Eq. 2.101, the
slope of the isotherms must be determined. In most cases the isotherms are
slightly curved, but when a straight line is fitted to the isotherm, the slope
of the line is found to be a good approximation of the slope at the centre of
the isotherm. In the case of isotherms that have much scatter or consist of a
small number of points, another consideration should be made. The scaled
error in ln S (the error in ln S times the slope of the line) is higher than the
error in ln J, so we fitted the lines by applying the least squares method in
the ln S direction. That is, in the ln J–ln S plot of Figure 5.2, we minimized
the sum of squared horizontal residuals. In the case of the isotherms of Wölk
and Strey that have little scatter it is not necessary to specify the direction of
minimization, because it has only a small (2%) influence on the slope. (Only
for the 260 K isotherm, which has more scatter, the difference is 9%.)

For comparison with theory we want to assign a single theoretical n∗
value to the isotherm, which is not straightforward since n∗cl varies along the
isotherm. One could evaluate n∗cl at each isotherm point and then take the
mean, as Wölk and Strey did, but we will specify a single reference temper-
ature and supersaturation at which n∗cl is evaluated. It is reasonable to take
as a reference supersaturation value the mean of ln S of the points, because
the lines are fitted in a plot with ln S as abscissa, and fitting a straight line to
a curved isotherm gives the slope in the centre of this isotherm. As a refer-
ence temperature we will take the mean of the temperatures of the isotherm
points.

The empirical fit of the 2003 data of Eq. 5.2 also allows us to obtain an
estimate of the critical cluster size. In particular, from Eqs. 2.101 and 5.2 we
derive that

n∗fit = (
∂ ln Jfit
∂ ln S

)
T
− 1 = 2(b0 + b1T)

(ln S)3
. (5.10)

Using the experimental temperature and supersaturation values, an n∗fit value
can be calculated for each experiment of the 2003 series.
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Figure 5.5: Experimental critical size found with the nucleation theorem of Eq. 2.101
as a function of the theoretical critical size of Eq. 2.21. All experimental points lie
below the line of slope unity that indicates perfect agreement. The vertical error
bars indicate the 90% confidence intervals representing the uncertainty of fitting in
the ln J–ln S plot. The horizontal error bars indicate the effect of possible systematic
errors in the physical properties; these errors increase with decreasing temperature.

In Figure 5.5, the experimental critical sizes n∗exp, obtained with the nu-
cleation theorem, are plotted as a function of the theoretical critical sizes n∗cl
from Eq. 2.21. In all cases the experimental value lies below the cnt pre-
diction. The vertical error bars shown are 90% confidence intervals. Our
n∗exp values have larger vertical error bars than Wölk and Strey’s because our
isotherms have more scatter and consist of fewer experimental points.

Contrary to our findings, Wölk and Strey19 concluded that their experi-
mental critical sizes did agree with the n∗cl predictions. There are three rea-
sons for this difference. First, we fitted lines to the isotherms by minimizing
horizontal – instead of vertical – residuals in the ln J–ln S plot. Second, Wölk
and Strey used the nucleation theorem in the form n∗ = (∂ ln J/∂ ln S), ignor-
ing the supersaturation dependence of the prefactor K from the nucleation
rate expression (Eq. 2.96). Our expression has (∂ ln J/∂ ln S)− 1 at the right-
hand side, so that we find n∗exp values that are 1 lower than theirs. The largest
difference is caused by our model for the surface tension, which gives up to



5.6 Hale’s scaled model 157

4.5% higher values than the Wölk and Strey fit (see Figure 1.24 on page 50).
As a result, our n∗cl values are higher than those found by Wölk and Strey.

5.6 Hale’s scaled model

Hale224 noted that experimental supersaturations can be scaled in a model-
independent way, such that data sets from different temperatures collapse
into one line in a J–S plot. The scaled supersaturation Ssc is computed from

ln[Ssc(T)] = [
(Tc/Tref) − 1
(Tc/T) − 1

]

3/2

ln S , (5.11)

whereTc is the critical temperature of the vapour andTref is a reference tem-
perature that can be freely chosen. In Figure 5.6, the scaling has been applied
to the 2003 dataset and the measurements of Wölk and Strey. As also ob-
served by Hale, all five isotherms of Wölk and Strey collapse into one line.
This line is extended by the 2003 dataset from this work, which agrees with
the Wölk and Strey data in the range of overlap. The dependence of the nu-
cleation rate on the scaled supersaturation is also well reproduced by the
temperature- and supersaturation-corrected theory of Eq. 5.8, which is plot-
ted as a line.
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Figure 5.6: Application of Hale’s scaled nucleation model. Nucleation rates of this
work and Wölk and Strey19 as a function of the scaled supersaturation Ssc from
Eq. 5.11 with Tref = 240 K. The line is the temperature- and supersaturation-
corrected theory from Eq. 5.8.
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5.7 Conclusion

Homogeneous nucleation rate measurements of water in helium in the range
200–240 K have been presented. In the temperature range where a compari-
son with the Wölk and Strey results is possible (220–240 K) a good agreement
of nucleation rates is found, and the supersaturation dependence also agrees.
The supersaturation dependence of both our rates and those of Wölk and
Strey is lower than classical theory predicts, which means that the number of
molecules in a critical cluster is also smaller than the cnt value. The differ-
ence in supersaturation dependence is most pronounced at low temperature
and high supersaturation. It must be realized, though, that the predictions
of classical theory below 233 K are affected by the uncertain properties of
supercooled water.

Because of the discrepancy in the supersaturation dependence, scaling
the classical nucleation theory with a temperature-dependent factor is insuf-
ficient to correct it. On the other hand, a scaling with a temperature- and
supersaturation-dependent factor does result in an accurate empirical cor-
rection of the classical theory. The current empirical formula of Wölk et al.217
contains only a temperature-dependent correction factor; future empirical
correlations should include a supersaturation correction for better accuracy.



6Water nucleation in methane
and carbon dioxide

In contrast to the nucleation in helium, non-idealities play a significant role
in the high-pressure nucleation of water in methane and carbon dioxide. The
experimental results in this chapter will be analysed with the equation of state
that has been obtained in chapter 1.

6.1 Nucleation rates

Figure 6.1 shows nucleation rates as a function of the supersaturation in the
nucleation pulse. The supersaturation has been computed using Eq. 1.29 or
Eq. 1.31, taking into account the effect of methane and carbon dioxide on the
equilibrium vapour fraction and surface tension of water. All data was ob-
tained at approximately 235 K and 10 bar, with standard deviations of ±0.7 K
and ±0.1 bar. Experiments were performed in pure methane and in mixtures
of methane and carbon dioxide, with carbon dioxide molar fractions of 3%
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Figure 6.1: Nucleation rate of water in methane and carbon dioxide at 10 bar and
235 K, as a function of the supersaturation.
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Figure 6.2: Nucleation rate of water in methane and carbon dioxide at 10 bar and
235 K, as a function of the reduced partial pressure of water.

and 25%. The set without carbon dioxide was repeated, which gave a different
result. Consequently, four distinct measurement sets can be distinguished in
Figure 6.1; these sets are labelled A to D.

At first glance, the effect of 3% carbon dioxide is unclear because of the
discrepancy between the two series without carbon dioxide. A full discussion
of this discrepancy is postponed to section 6.4; here it is important to know
that series B was performed immediately after series A. To assess the effect
of 3% carbon dioxide, therefore, series A and B should be compared. It is
observed that 3% carbon dioxide results in an increase of the nucleation rate
by a factor of about ten, at equal supersaturation.

The influence of 25% carbon dioxide on the nucleation rate is quite large.
To evaluate the effect, series C and D should be compared because these were
performed consecutively. Because of the large gap between these series, the
only supersaturation common to both is S ≈ 9. At that supersaturation, the
25% carbon dioxide increases the nucleation rate by about four orders of
magnitude.

In Figure 6.2, the nucleation rate is plotted versus the reduced partial pres-
sure, which is the ratio of the partial pressure of water and the saturated
vapour pressure. The reduced partial pressure is equal to the supersatura-
tion if the enhancement factor were not taken into account. In Figure 6.2,
the effect of carbon dioxide appears smaller than in Figure 6.1.
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Like the water–helium data, the results were corrected for small devia-
tions of the temperature, assuming that cnt predicts the correct changes in
nucleation rate for small changes in temperature and supersaturation. For
each experiment, we estimate the supersaturation Scorr that is obtained when
the temperature is made equal to the mean isotherm temperature T̄ , while
keeping the nucleation rate constant. Then, in a first-order approximation,
Scorr − S = (T̄ − T)(∂S/∂T)J , with S and T the actual supersaturation and
temperature. As in Luijten’s work,113 the derivative (∂S/∂T)J was evaluated
from the classical nucleation rate expression, Eq. 2.75, ignoring the tempera-
ture and supersaturation dependence of the prefactor. Luijten did not include
the temperature dependence of the liquid density ρ(T); here it is taken into
account. The correlation that has been used for the density is described in
appendix A.2. The corrected supersaturation becomes

Scorr = S + (T̄ −T)
S ln S

2
[

3σ ′(T)
σ(T)

−
2ρ′(T)
ρ(T)

−
3
T
] , (6.1)

where the prime denotes differentiation with respect to T , and σ is the sur-
face tension of water. Deviations in the nucleation pressure can also be taken
into account, using the pressure dependence of the surface tension, as done
by Labetski.10 For our experiments, the correction for pressure deviations is
much smaller than the temperature correction, so it was not applied.

6.2 Critical cluster composition

The number of water molecules in the critical cluster, n∗w, can be obtained
from experimental J–S data using the nucleation theorem of Eq. 2.101,

n∗w = (
∂ ln J
∂ ln S

) − 1. (6.2)

As can be seen in the double-logarithmic plot of Figure 6.1, all four exper-
imental series have nearly the same slope, so the critical cluster size is also
similar. Indeed, application of Eq. 6.2 yields sizes of about 22 molecules; see
Table 6.1. Only the second series without carbon dioxide has a slightly lower
slope. Equation 2.21 gives a theoretical prediction of the critical cluster size.
A comparison of the theoretical and experimental values (Table 6.1) shows
that Eq. 2.21 overpredicts the critical size by 10 to 18 molecules.

The amount of carrier gas molecules in the critical cluster n∗g can be ob-
tained with the pressure version of the nucleation theorem, derived in section
2.9. The Luijten et al.6 or S form (Eq. 2.108) applied to the water–methane



162 Water nucleation in methane and carbon dioxide

Table 6.1: Summary of nucleation results

yc T̄ (K) p̄ (bar) S̄ n∗w(exp) n∗w(theo) σ (mN/m) fe
0 235.0 10.09 11.77 22 ± 2 32 ± 3 80.00 1.11
0 235.5 10.11 10.91 20 ± 1 34 ± 4 79.92 1.11
0.03 235.4 10.07 10.70 22 ± 1 34 ± 4 78.92 1.16
0.25 235.5 10.12 7.80 22 ± 1 40 ± 9 72.35 1.56

The uncertainty of the experimental n∗w is the 90% confidence interval; the uncer-
tainty of the theoretical n∗w is a standard deviation, taking into account the uncer-
tainties of the surface tension σ and the enhancement factor fe. The average of S is
calculated from the mean of ln S, that is, S̄ ≡ e⟨ln S⟩.

system reads

(
∂ ln J
∂ ln p

)
S ,T
= (

pvlw
kT
− xeqm ) n∗w + Zm∆n∗m + 2 ln fe, (6.3)

where vlw is the molecular volume of liquid water, xeqm is the equilibrium molar
fraction of dissolved methane in the liquid, Zm is the compressibility factor
of methane, and fe is the enhancement factor in equilibrium. Furthermore,
∆n∗m is the excess number of methane molecules; that is, the number of me-
thane molecules in the cluster minus the number of methane molecules in
one critical cluster volume in the gas phase.

The Kalikmanov and Labetski11 form or y form (Eq. 2.114) is given by

(
∂ ln y
∂ ln p

)
J ,T
= −

1
n∗w + 1

(
pV̄ gas

w

RT
∆n∗w + Zm∆n∗m + ln fe + 1) , (6.4)

where V̄ gas
w is the partial molar volume of water vapour in the gas phase.

To apply Eq. 6.3 or Eq. 6.4, measurements of the nucleation rate at differ-
ent pressures are required. In Figure 6.3, a collection of water nucleation rates
at 235 K and several pressures is presented. Peeters et al.8 obtained nuclea-
tion rates at 10 bar – as in this work – and at 25 bar. At lower pressures, our
1 bar water–helium data is shown, as well as the water–argon measurements
of Wölk and Strey19 at about 0.6 bar. Of course, the pressure nucleation theo-
rem is intended to be used for measurements with the same carrier gas, but at
low total pressures (1 bar or less) the effect of the carrier gas is expected to be
small. For the following analysis, the data with helium or argon will therefore
be treated as measurements in methane at 1 bar.

For the data of Peeters et al., the supersaturation has been corrected for
temperature deviations in the same way as described before (Eq. 6.1). The en-
hancement factor from the cpa model from this work was used to calculate
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Figure 6.3: Effect of carrier gas pressure on the nucleation rate of water at 235 K. For
water in methane, the two measurement series at 10.1 bar from this work are shown,
as well as the data of Peeters et al.8 at 10 bar and 25 bar. For low carrier gas pressures,
fits to the data from this work and Wölk and Strey19 are given.

S, whereas Peeters et al. used their own model. Consequently, the supersat-
urations differ somewhat (at most 2%) from those obtained by Peeters et al.

To determine the methane content of the critical cluster with the S form
of the pressure nucleation theorem at 10 bar, the nucleation rate at a super-
saturation of S = 11.25 was taken, for all three available pressures. The value
of S = 11.25 corresponds to the middle of the 10 bar data. In Figure 6.4a, the
resulting nucleation rates are plotted as a function of the methane pressure. A
quadratic interpolation through the points was used to obtain the derivative
(∂ ln J/∂ ln p)S ,T = 5 ± 1 at S = 11.25, which was substituted in Eq. 6.3. The
remaining quantities xeqg and fe were computed with the cpa eos. Finally, the
excess number of methane molecules in the critical cluster was found to be
∆n∗m = 5 ± 1.

To apply the y form (Eq. 6.4), supersaturations were taken at a nucleation
rate of 3 × 1015 m−3s−1, which lies in the middle of our measurement range.
The supersaturation values were then converted to vapour fractions with the
help of Eq. 1.29, that is, y = S feps/p. For the argon and helium data, an en-
hancement factor of fe = 1 was taken. The vapour fractions were plotted ver-
sus the pressure (Figure 6.4b), and a quadratic interpolation was employed
again to find the derivative (∂ ln y/∂ ln p)J ,T = −1.1 ± 0.1. The partial molar
volume of water vapour in methane was calculated using the gerg eos61,62
and the relation V̄ = V + (∂V/∂y)T ,p, with V̄ the partial molar volume and
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Figure 6.4: Effect of carrier gas pressure on water nucleation at 235 K. Left: Nuclea-
tion rate as a function of methane pressure, for a constant supersaturation of 11.25.
Right: Water vapour fraction as a function of methane pressure, for a constant nu-
cleation rate of 3 × 1015 m−3s−1 .

V the molar volume, valid for y ≪ 1. Finally, the excess number of methane
molecules in the critical cluster was found to be ∆n∗m = 6 ± 2, which agrees
with the result obtained by the S form, Eq. 6.3.

The actual number of methane molecules in the cluster is the sum of the
excess number of methane molecules and the number of methane molecules
in the gas phase that occupy a cluster volume. For our conditions (10 bar
and 235 K) the actual number is about 0.3 molecules higher than the excess
number. Taking into account the uncertainties of ±1 and ±2 in the results for
the excess number, the absolute number of methane molecules can be taken
equal to the excess number. This means that at the mentioned conditions and
a supersaturation of about 11, the critical cluster consists of approximately 22
water molecules and 5 methane molecules. Accordingly, the liquid fraction of
methane is about 0.2, whereas the equilibrium methane fraction is 2 × 10−3,
a hundred times smaller (see Figure 1.12 on page 37).

6.3 Comparison with theory

In chapter 1, the effect of methane and carbon dioxide on the enhancement
factor and surface tension of water has been quantified. To calculate the the-
oretical influence on the nucleation rate, the classical nucleation rate expres-
sion of Eq. 2.75 was evaluated at the experimental nucleation conditions,
with the surface tension and enhancement factor values from chapter 1. In
Figure 6.5, the experimental results are compared with the theoretical nucle-
ation rates. There is a large discrepancy, of about four orders of magnitude,
between the nucleation rates experiments and theory. On the other hand, the
shift in supersaturation resulting from the carbon dioxide addition is pre-
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Figure 6.5: Comparison of experiment and theory: nucleation rates of water in me-
thane and carbon dioxide at 10 bar and 235 K. The points are the supersaturation-
corrected measurements, the lines represent the theoretical nucleation rate from
Eq. 2.75.

dicted fairly well.
For illustrative purposes, it is possible to adjust the theoretical rate to

match the experiments. For example, the corrected rate

Jcorrcnt (T , S) = 100 × Jcnt(T , S + 2), (6.5)
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Figure 6.6: The classical nucleation theory values have been corrected to agree with
the experimental data (Eq. 6.5). The points are the measurements, the lines represent
the corrected theoretical nucleation rate.
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with Jcnt the original classical nucleation rate, agrees fairly well with the ex-
perimental rates (Figure 6.6).

For the water–methane system, Peeters69 also calculated the theoretical
nucleation rate from Eq. 2.75, but obtained rates of about three orders of
magnitude higher than the rates from this work. This discrepancy is caused
by Peeters’s surface tension model,8 which yields a 7% lower surface ten-
sion at 235 K and 10 bar. The shift brings Peeters’s theoretical rates closer
to the experiments, but that does not imply that his surface tension model
is more plausible than the current model. In fact, the relatively low value of
the Peeters surface tension is the result of a singularity at 227 K, where the
surface tension goes to minus infinity.

6.4 Possible sources of error

The two series of experiments without carbon dioxide clearly disagree. To
identify possible causes of the discrepancy, this section provides a chrono-
logical overview of the experimental sequence. Individual experiments will
be indicated by their number, which is shown in Figure 6.7. After that, it is
discussed whether inaccuracies in measurements can explain the deviation.
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Figure 6.7: Order in which the experiments were performed. Each data point is labelled with the identification
number of that experiment. Note that not all numbers occur because some experiments failed.
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The first series, without carbon dioxide, consists of experiments 10 to 20.
During this series, the water content of the gas mixture was measured with
the Karl Fischer coulometer. Results from these measurements are shown in
Figure 1.10 on page 32.

After the series without carbon dioxide, the mixture preparation device
(mpd) was moved for calibration of the mass flow controller for the carbon
dioxide–methane mixture. Following the return of the mpd, an experiment
without carbon dioxide was repeated (22) to confirm the setup could still
reproduce earlier results; that was the case. Then, the first experiment with
3% CO2 was done (24), after which two experiments (25 and 26) without
CO2 were done as checks. When these proved to agree, the rest of the 3%
CO2 series was performed (27–35). The setup was then unused for some time
during the summer holidays.

After this break, an experiment with 3% CO2 was repeated (36); the result
agreed with earlier experiments. Subsequently, the mpd was moved again to
the calibration room, to prepare for the 25% CO2 measurements. One mfc
was calibrated for the first time with pure CO2. In addition, a lower pressure
upstream of the mass flow controllers (mfcs) was chosen, which necessitated
a recalibration of the other mfcs. The mpd was returned, and an experiment
without CO2 was performed (37) to check the reproducibility. This experi-
ment deviated more from the other experiments than expected; the nuclea-
tion rate was too high, or the supersaturation was too low. Therefore, the cali-
bration of the pressure transducers in the high-pressure section was checked;
it was found to be consistent. A second experiment (42) without CO2 again
deviated from the older measurements. It was suspected that the modified
mfc upstream pressure had influenced the results, so experiments (43–46)
with the original high mfc pressure were performed; this did not change the
deviation. Next, a series of tests of the mixture composition were done. The
vapour fraction was measured again with the Karl Fischer coulometer. The
vapour fraction was found to be about 2% lower than during the first se-
ries. This difference could not explain the discrepancy; on the contrary, a 7%
higher vapour fraction is needed to explain the increased nucleation rates.

To exclude the possibility of liquid water in the mpd outside the satura-
tors, the mpd was evacuated with the saturators disconnected, and the pipes
exiting the saturators were heated. The experiments that followed, 50 and 51,
deviated less, so it was believed that this procedure had solved part of the
problem. The next experiments, however, deviated more.

Finally, the measurement of the hps temperature was checked, by ex-
changing the sensor. Furthermore, the temperature distribution in the hps
could be monitored after installing three additional thermocouples at differ-
ent positions. Temperature differences existed across the hps, but they were
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not large enough to explain deviations in the results.
Because the discrepancy of the new experiments could not be explained,

the 25% CO2 series was started (61 and 62). Several experiments without CO2
were then performed (63-66), after which the three last 25% CO2 experi-
ments were done (67–69). A final measurement (70) without CO2 concluded
the experiments.

Because of the deviation, the absolute J , S positions of all series are some-
what uncertain. Expressed in nucleation rate, the uncertainty is a factor of
four; expressed in supersaturation, it is seven percent. However, the relative
shifts between several series are more accurate. In two cases, experiments of
different series were alternated in a short time period (several days). This
was done between the first series without CO2 and the series with 3% CO2
(experiments 22–27). The offset between those series is therefore reliable. Ex-
periments were also alternated between the second series without CO2 and
the series with 25% CO2 (57–70).

Assuming that a single phenomenon or instrument error is responsible
for the deviation of the second series, we can calculate how large the error
should be, and if it can be excluded.

Vapour fraction

An increase of the vapour fraction by 7% for the second series would ex-
plain its deviations. Such an increase has been excluded by three independent
checks. First, the Humicap humidity measurement in the hps flushing loop
shows that the vapour fraction is at most 1.5% higher. Second, the coulome-
ter indicates that the vapour fraction is not higher at all, but 2% lower. Third,
a plot of growth rates versus vapour fraction (Figure 6.8) shows no signifi-
cant differences between the two series; because of the scatter, the maximum
possible deviation is a 2% lower vapour fraction for the second series.

Pressure

An error of 0.4 bar in the initial hps pressure is required to account for the
difference. The calibration of the pressure transducer was checked several
times during the first and second series; the output of this instrument was
always consistent within 0.01 bar.

The pressure difference of about 15 bar between the initial state and the
state after the expansion was measured by the piezoresistive transducer. An
error of 0.2 bar, which corresponds to a relative error of 1.3% in the sensi-
tivity, would explain the deviation. However, during the entire experimental
programme, the sensitivity varied less than 0.08%.
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Temperature

In the case of the initial temperature measurement, an error of 1 K is required
to account for the deviation. The sensor was verified to be accurate to 0.01 K.
In the measurement region near the end wall, temperature differences of at
most 0.05 K were observed. Furthermore, the time between isolation of the
hps (that is, the end of the flushing process) and the start of the experiment
(the breaking of the diaphragm) was varied between one and ten minutes,
to study the possible thermal equalization between the gas mixture and the
tube. No effect was found.

Nucleation rate

Nucleation rates are three to five times as high. It is unlikely that the mea-
surement of the nucleation rate, or droplet number density, is incorrect. The
calculation of the droplet density only depends on fixed parameters, like the
extinction length and the refractive index of the droplets. During the experi-
ment, only relative light intensities are important; the intensity measurement
does not need to be calibrated.

If the measured nucleation rate is correct, the nucleation rate itself could
have been influenced. For example, a polluting substance may have been
present somewhere in the setup.

Summary

To summarize, the measured nucleation rate has changed significantly be-
tween the first and second series of water nucleation in methane. Expressed
in supersaturation, the relative change is seven percent, and expressed in nu-
cleation rate it is a factor of four. This change cannot be explained by errors or
inaccuracies of instruments in the setup. There is more certainty about the ef-
fect of adding carbon dioxide because experiments with and without carbon
dioxide were alternated, with consistent results. The addition of three percent
carbon dioxide increased the nucleation rate by a factor of ten; twenty-five
percent carbon dioxide increased the rate by four orders of magnitude.

6.5 Droplet growth rates

Besides nucleation rates, droplet growth rates are measured in our exper-
iments. A useful quantity is the initial growth rate of the squared radius,
dr2/dt, which is approximately constant in time at the beginning of the ob-
served growth. In the optical signal analysis, a three-parameter growth model
was fitted to the experimental growth curve (Eq. 4.19, p. 136). The c parame-
ter in that model is the initial growth rate of the squared radius, precisely the
quantity of interest.
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Figure 6.8: Initial growth rate of the squared droplet radius versus the initial water
vapour fraction, at approximately 243 K and 11.5 bar, in methane and methane–
carbon dioxide mixtures. The lines are least-squares fits which are not forced
through the equilibrium vapour fraction yeq at dr2/dt = 0.

Before discussing the experimental growth rates, let us review the ex-
pected dependence on the vapour fraction. At the beginning of the droplet
growth, depletion is negligible, and the growth rate of the squared radius is
given by Eq. 2.139,

dr2

dt
=

2ρgD
xρl
(y − yeq), (6.6)

where ρg and ρl are molar densities of the gas mixture and the liquid, re-
spectively, D is the diffusion coefficient of water in the gas mixture, x is the
water liquid fraction, y is the water vapour fraction, and yeq is the equilib-
rium vapour fraction of water at the droplet growth conditions. According
to Eq. 6.6, the growth rates of different experiments are a linear function of
the water vapour fraction in the experiments, as long as the other quantities
are held constant.

In Figure 6.8, the growth rates of individual experiments are plotted as
a function of the vapour fraction y. As expected, a linear trend is observed
for experiments with the same carbon dioxide fraction. The presence of 25%
carbon dioxide clearly decreases the growth rate. It is more difficult to see
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Table 6.2: Droplet growth conditions

D (mm2/s) ρg xm xc ∆ρl yeq
yc T (K) p (bar) exp. Fuller (mol/m3) (%) (%) (%) (ppm)

0 243.3 11.53 1.37 ± 0.02 1.5 ± 0.2 594.0 0.15 – −0.2 49.7
0.03 242.9 11.41 1.37 ± 0.03 1.5 ± 0.2 589.4 0.15 0.17 −0.3 50.2
0.25 241.7 11.23 1.14 ± 0.04 1.4 ± 0.2 589.4 0.13 1.41 −1.4 58.6

Note: ∆ρl = (ρl/ρw) − 1, with ρl the molar density of the liquid and ρw the molar density of
pure water at the same temperature and pressure. The values xm and xc are the molar liquid
fractions of methane and carbon dioxide, respectively.

that the growth rates of the experiments with 3% carbon dioxide are also
slightly lower, since the effect is small compared to the scatter. A remarkable
result is the agreement of the growth rates of the two series without carbon
dioxide, series A and B. This agreement implies that the vapour fractions of
both series are consistent, so the discrepancy in nucleation rates between the
series cannot be due to an incorrect vapour fraction.

It is seen in Figure 6.8 that the uncertainty of the growth rate is larger for
experiments with a higher water fraction. In those experiments, depletion is
important, and the strong decrease of the growth rate in time results in a less
accurate value for the initial growth rate. Conversely, most experiments with
water fractions below 280 ppm have negligible depletion, so their growth
curve can be analysed with the two-parameter model r2 = c(t − t0), which
leads to accurate values of the initial growth rate c.

While the measurements of the droplet growth rate in methane and car-
bon dioxide are new, growth rates in the methane–water system have been
measured earlier by Peeters et al.200 Their measurements agree with the val-
ues from this work to within the experimental uncertainties.

From the experimental growth rates, the diffusion coefficients were de-
termined in the manner described by Peeters et al.,200 which proceeds as fol-
lows. A straight line is fitted to measurements in Figure 6.8 with a constant
carbon dioxide fraction. According to Eq. 6.6, the slope of the line is equal to
2ρgD/(xρl), so D can be obtained when ρg, ρl and x are known ore estimated.
If the equilibrium water vapour fraction yeq is also known, the accuracy of
the fit can be improved by forcing the line through the yeq on the horizontal
axis, at which the growth rate is zero (Eq. 6.6). In our case, yeq was computed
with the cpa eos. Other quantities from Eq. 6.6, listed in Table 6.2, were ob-
tained as follows. The molar density of pure methane was taken from the nist
webbook73 and the density of the methane–carbon dioxide mixture from the
gerg eos.62 The liquid fractions of methane, carbon dioxide and water were
computed with the cpa eos. The density of the liquid could not be taken di-
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Figure 6.9: Growth rate of the squared droplet radius versus the initial water vapour
fraction, at approximately 243 K and 11.5 bar, for different carbon dioxide fractions.
Error bars smaller than ±0.2 µm2/s are not shown. The solid lines are least-squares
fits which are forced through the equilibrium vapour fraction yeq at dr2/dt = 0. Be-
cause of the enhancement effect, yeq increases with increasing carbon dioxide frac-
tion. The dashed lines are predictions, with slopes given by the Fuller correlation
(Eqs. 6.6 and 6.7). The dotted line is fitted to the no-CO2 data, without constraining
it to equilibrium (it is the fit also shown in Figure 6.8).

rectly from the cpa model because its density predictions are inaccurate, as
shown in section 1.4. The cpa can, however, be used to approximate the rel-
ative density change caused by the solution of methane and carbon dioxide
into water. This value was combined with the iapws14 density of pure water
to obtain the density of the mixture.

The resulting fits are given as solid lines in Figure 6.9, and the diffusion
constants are listed in Table 6.2. The fits through yeq agree with the experi-
ments fairly well, although for the experiments without carbon dioxide the
slope deviates somewhat; the slope of the constrained fit is 17% higher than
the slope of the unconstrained fit. In fact, the slope of the unconstrained fit
is so low that extrapolation down to dr2/dt = 0 yields yeq = 10 ± 7. Such a
value corresponds to an enhancement factor of about 0.2, which is impossi-
ble, given the known behaviour of the methane–water system. In view of this
inaccuracy, it is clear that a fit through yeq results in a more reliable value for
the diffusion constant.
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Comparison with Fuller correlation

The Fuller correlation25 provides reliable estimates of binary diffusion coef-
ficients. Here, the version modified by Luijten113 is used, which reads

DAB =
0.0143T0.75

[(Σv)
1/3
A + (Σv)

1/3
B ]

2 (
1/MA + 1/MB

2 × 103
)

1/2 MA
ρAR

, (6.7)

with Σv the diffusion volume of a component (listed in Ref. 25), M the molar
mass in kg/mol, ρ the mass density of the gas in kg/m3, R the gas constant
in J mol−1 K−1, and subscripts A and B referring to the carrier gas and the
condensing component, respectively.

The Fuller correlation can only be used for binary mixtures, such as the
water–methane system. For diffusion of water in a homogeneous mixture of
methane and carbon dioxide, the effective diffusion coefficient can be ap-
proximated with Blanc’s law,25

Dw = (
yc
Dcw
+

1 − yc
Dmw

)
−1

, (6.8)

where Dcw and Dmw are the diffusion coefficients of water in pure carbon
dioxide and methane, respectively, evaluated at the same pressure and tem-
perature as the mixture.

The resulting diffusion constants are listed in Table 6.2. In addition, purely
theoretical growth rate lines are shown dashed in Figure 6.9. These lines in-
tersect the computed equilibrium point and have a slope given by Eq. 6.6
with the Fuller/Blanc diffusion constant. Clearly, the Fuller approximation
overpredicts the experimental values. In the case of 25% carbon dioxide, the
deviation is 26%, which is larger than the expected uncertainty of about 10%
of the Fuller method.25 On the other hand, the qualitative behaviour of lower
growth rates with increasing carbon dioxide fraction is reproduced.

6.6 Conclusion

The two series of nucleation experiments in pure methane do not have con-
sistent nucleation rates; specifically, the difference in rate is a factor of four,
and the difference in supersaturation (at equal nucleation rate) is seven per-
cent. Possible causes of the discrepancy were extensively investigated, but no
explanation was found. The growth rates of the two series agree; therefore,
the difference in nucleation rates is not caused by an error in the vapour frac-
tion. The earlier water–methane rates by Peeters et al.8 lie between the two
series of this work.
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Because experiments with and without carbon dioxide were alternated,
the effect of carbon dioxide is unambiguous. Three percent of carbon diox-
ide increases the nucleation rate by a factor of ten; twenty-five percent car-
bon dioxide increases the rate by four orders of magnitude. The slope of the
nucleation isotherms in the J–S diagram is unaffected by carbon dioxide;
therefore, the number of water molecules in the critical cluster is also in-
dependent of the carbon dioxide concentration. In the case of nucleation in
pure methane, the critical cluster contains 22 water molecules and 5 methane
molecules, as an application of the pressure nucleation theorem shows. Re-
markably, the methane fraction in the critical cluster is a hundred times as
large as it is in the water–methane system in equilibrium.

Nucleation theory reproduces the influence of carbon dioxide qualita-
tively. The increase in nucleation rate is explained by the reduction in the
water surface tension by carbon dioxide. It is estimated that in the mixture
with 25% carbon dioxide, the surface tension is 13% lower than the pure-
water value; conversely, in pure methane at our conditions, it is 3.5% lower
than the pure-water value.

The influence of carbon dioxide is not only visible in the nucleation rates,
but also in the growth rates. At equal temperature, pressure and water vapour
fraction, the growth rate of the squared droplet radius is about 20% lower in
the mixture with 25% carbon dioxide than in pure methane. Since the mo-
lar densities of liquid and gas are nearly independent of the carbon dioxide
concentration, the lower growth rate is mainly caused by a smaller diffusion
coefficient in the mixture with carbon dioxide. The decrease of the diffusion
coefficient with increasing carbon dioxide concentration is qualitatively re-
produced by the Fuller correlation in combination with Blanc’s law. Quantita-
tively, the experimental diffusion coefficient in the mixture with 25% carbon
dioxide is 20% lower than the Fuller prediction.



Conclusion

The research in this thesis is divided into three topics: (1) the nucleation of
water in methane and carbon dioxide, including a description of the equi-
librium in the ternary system water–methane–carbon dioxide; (2) the nu-
cleation rate of water without carrier gas influence: the water–helium experi-
ments, and (3) a theoretical analysis of the nucleation pulse method with two
equations that describe nucleation and droplet growth.

Both the experimental and the theoretical research relates to our experi-
mental setup, the expansion wave tube. This setup has been improved in col-
laboration with Labetski,10 resulting in better pressure measurements and a
simpler, but more accurate, optical setup. For this work, the data analysis of
pressure signals and optical signals was enhanced, which led to more accu-
rate nucleation pressures, nucleation temperatures and growth rates. Despite
the improvements, it was not always possible to reproduce nucleation rates
from previous experiments. A deviation of a factor of four between measure-
ments of nucleation rates obtained in June and October 2007 was observed.
Within each series of experiments, the reproducibility was better than a fac-
tor of two. An extensive investigation did not reveal the cause, so the issue
remains unresolved.

Nucleation in methane and carbon dioxide

In spite of the uncertainties in the nucleation rates, the influence of methane
and carbon dioxide on the water nucleation rate could be quantified. The
nucleation rate in methane at 235 K and 10 bar was found to be about three
orders of magnitude higher than the nucleation rate of water in helium or
argon at about 1 bar, at equal temperature and supersaturation. The increase
is likely caused by the reduction of the water surface tension by methane; at
235 K and 10 bar, the relative decrease of surface tension is estimated at 3.5%.

The presence of carbon dioxide beside methane increases the nucleation
rate even more. At 235 K and 10 bar, 3% carbon dioxide increases the rate by
one order of magnitude, and 25% carbon dioxide increases it by four orders
of magnitude, compared to the rate in pure methane. This effect is also ex-
plained by a decrease in surface tension. At our conditions with 25% carbon
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dioxide, the estimated relative decrease of the surface tension is 13%, com-
pared to the pure-water surface tension.

The effects of methane and carbon dioxide can only be evaluated when
the enhancement factor of water is taken into account in the supersaturation.
When this is not done, and nucleation rates are plotted as functions of the
partial water pressure, the carrier gas effects diminish. These compensating
influences of enhancement factor and surface tension are also seen in other
systems, such as water–nitrogen and nonane–methane.6,113

To precisely determine the influence of the carrier gas, the enhancement
factors that are used to compute the supersaturations must be accurately
known. Understandably, there are no measurements of the enhancement fac-
tor involving deeply supercooled water, so the use of an equation of state is
inevitable. The cpa eos, used in this work, can be no more accurate than
the experimental data to which it was fitted. Unfortunately, existing litera-
ture data on enhancement factors is not accurate enough for our purposes.
At our nucleation conditions, the relative uncertainty in the predicted en-
hancement factor is 5% to 15%. Still, the effect of 25% carbon dioxide on the
nucleation rate is so large that it remains significant, even if the enhancement
factor has an error of 15%.

In view of the large uncertainties in the enhancement factor and the sur-
face tension, a direct, quantitative comparison between experimental and
theoretical nucleation rates in our systems is of limited value. The effect of
carbon dioxide on the nucleation rate is qualitatively reproduced by classical
theory, however. Nucleation theory should also take into account the large
number of methane molecules in the critical cluster. From an application of
the nucleation theorem to our experimental data, it was found that at 235 K
and 10 bar the molar fraction of methane in the critical cluster is 0.2, which
is a hundred times as large as the equilibrium fraction at those conditions.

Besides nucleation rates, growth rates of water droplets were measured
in methane and in methane–carbon dioxide mixtures. At equal temperature,
pressure and water vapour fraction, the growth rate of the squared droplet
radius is about 20% lower in the mixture with 25% carbon dioxide than in
pure methane. The lower growth rate is caused by a smaller diffusion co-
efficient in the mixture with carbon dioxide; the difference in the diffusion
coefficient is qualitatively predicted by the Fuller correlation. The two sets of
experiments in pure methane, whose nucleation rates do not agree, do have
consistent growth rates. This implies that the water vapour fractions of both
series are reliable.
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Nucleation in helium

The description of the nucleation of water in helium at atmospheric pres-
sure is less complicated than the nucleation in methane, as helium behaves
as an ideal gas. Our nucleation rates agree with those measured by Wölk and
Strey19 in the temperature and nucleation rate range of overlap. The results
provide a plausible extension of nucleation rate measurements to high su-
persaturations and low temperatures. Classical nucleation theory predicts an
incorrect temperature dependence of the nucleation rate, as is well known.217
Our results demonstrate that the supersaturation dependence of the classical
rate is also incorrect, contrary to what is usually assumed.19

Nucleation pulse analysis

The droplet size distribution that results from the nucleation pulse method
was analysed with the kinetic equation and the general dynamic equation
(gde). The gde was found to be inaccurate for droplet sizes near the criti-
cal size and smaller. This inaccuracy is inherent in the gde and cannot be
avoided. In contrast, the number density of larger droplets in the gde can be
made to agree with the kinetic equation by adjusting the initial droplet radius
in the gde.

For short nucleation pulses, a considerable fraction of the droplets that are
formed during the pulse will evaporate after the end of the pulse. This vio-
lates the assumption of the nucleation pulse method that all droplets that are
formed will be detected. Our experimental pulses, however, are long enough;
the number of droplets that evaporate after the pulse is negligible. For long
nucleation pulses, depletion of the vapour may become important, which can
violate the assumption of a constant nucleation rate during the pulse. The
effects of depletion were not computed in this work; in a future analysis, it
should be analysed how long the pulse can be made before depletion becomes
significant.

* * *

The present work has demonstrated that there remains much to study about
the nucleation of water. A comparison of theoretical and experimental nucle-
ation rates is only meaningful if the physical properties of water are precisely
known at the nucleation conditions. This is the case for nucleation above
273 K in a low-pressure ideal carrier gas, such as helium. In that system,
the nucleation rates of the different research groups show a large amount of
scatter,217,218 so the temperature and supersaturation dependence of the nu-
cleation rate is uncertain at some conditions. The empirical rate expression
of Wölk et al.217 is a promising development, but it may be inaccurate for high
supersaturations and low temperatures, as our measurements indicate.
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In the case of water nucleation in natural-gas-like mixtures, the equilib-
rium properties are poorly known. New, accurate measurements of the en-
hancement factor in methane and carbon dioxide are needed. However, since
these measurements are likely impossible when water is supercooled, the
problem of extrapolation to the nucleation temperature remains. Another
difficulty in the description of nucleation is the large number of methane
molecules that enter the critical cluster, something that is not predicted by
the equilibrium data at all. Only experiments can reveal peculiarities as these,
and, in the end, the true nature of water nucleation.



AProperties of
supercooled water

Water is a continuous source of fascination because of its peculiar behaviour
and tremendous importance in all branches of science. Continuous research
efforts are dedicated to answering questions about the physical properties of
water, such as the question whether water possesses a second critical point.
This liquid–liquid critical point, located around 220 K and 100 MPa,225 could
account for the anomalous behaviour of water, such as the apparent singu-
larities in many of its properties. Indeed, in the so-called supercooled state
of liquid water, its thermophysical properties exhibit a pronounced tempera-
ture dependence.108,226 Several of these properties – such as the coefficient of
thermal expansion, the isothermal compressibility and the constant-pressure
specific heat – tend to diverge at a temperature of 228 K, only slightly below
the lowest temperature that has been reached in conventional experiments on
supercooled water. In these experiments, a small amount of water is cooled
down to several tens of degrees below the freezing point, after which mea-
surements are performed. The limit of supercooling (that is, the tempera-
ture at which the water sample freezes) depends on the homogeneous ice
nucleation rate, which strongly increases with decreasing temperature. The
time delay for crystallization decreases by more than a factor of ten when
water is cooled by one degree.223 Using conventional cooling techniques, it
has therefore not been possible to supercool liquid water below temperatures
of 233 ± 2 K, the homogeneous ice nucleation limit. The temperature regime
below this limit is called a ‘no man’s land’.225

The majority of our water–helium nucleation experiments take place in
the no man’s land, where liquid water with unknown properties is formed.
To evaluate the supersaturation and the theoretical nucleation rate, how-
ever, properties such as vapour pressure and density must be known or ex-
trapolated. This appendix describes how the values of those quantities have
been estimated. The surface tension of supercooled water is discussed in sec-
tion 1.9.
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A.1 Vapour pressure

The vapour pressure of supercooled water is known to within 0.2% down to
235 K, but the impossibility of taking measurements below that temperature
results in a large uncertainty at lower temperature. Most correlations are not
fitted to measurements of the vapour pressure itself, but are derived from
heat capacity data, using the Clausius–Clapeyron equation.67 This approach
was followed by Muitjens and Looijmans227 in 1990, assuming a temperature-
independent heat capacity. Their resulting correlation, valid down to 255 K,
has been used by many authors,9,113,228 with Peeters69 using it down to 200 K.

Another equation that is frequently used in nucleation work (for exam-
ple by Wölk and Strey19 and Heath et al.229) was first published in 1981 by
Preining et al.,230 who probably also developed it. The equation is a fit to
Landolt–Börnstein231 vapour pressure data from 273 K to 373 K, but it has
been used19 down to 220 K. A third fit, from the same Landolt–Börnstein231

book of 1960, is also still used, for example by Brus et al.218 in 2008. That
equation is valid down to 273 K, but some workers195,232 have used it below
220 K.

After these fits had been developed, heat capacity measurements down to
236 K were published,233 showing a pronounced increase at low temperature.
In 2005, Murphy and Koop67 reviewed several vapour pressure parameter-
izations and found that none agreed with the new heat capacity measure-
ments. Therefore, they created a new correlation, which is also used in this
work,

ln(ps/Pa) = 54.842763 − 6763.22/T − 4.210 ln(T) + 0.000367T
+ tanh[0.0415(T − 218.8)](53.878 − 1331.22/T
− 9.44523 ln(T) + 0.014025T),

(A.1)

valid between 123 and 332 K. The uncertainty of the fit rapidly increases be-
low 230 K, and is larger than ±5% at 200 K.

From Figure A.1 it can be seen that down to about 235 K, all fits agree with
each other to within 0.2%. At lower temperatures, the Murphy and Koop fit
predicts significantly lower vapour pressures than the three other fits. This
is a result of the anomalous behaviour of the heat capacity, which cannot
be reproduced by extrapolation of the higher-temperature values. The figure
also shows the deviation of the vapour pressure from the iapws-95 model,
which is valid down to 273 K but can be evaluated down to 233.6 K, and
agrees well with the Murphy and Koop fit.

For the experiments where the cpa eos is used to compute phase equi-
librium, the choice of vapour pressure parametrization has no influence on
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Figure A.1: Vapour pressure of supercooled water; deviations of several fits (Refs. 19,
69, 218, 227, 230, 231) from the Murphy and Koop67 fit (Eq. A.1). All equations are
plotted here below their stated validity range because they have been used there by
other authors. The solid line represents the iapws-95 equation of state.14

the calculated supersaturations. That is, the supersaturation follows from S =
y/yeq (Eq. 1.29 or Eq. 1.31), where yeq is predicted by the cpa model.

A.2 Density

The density of liquid water between 0 and 100 °C has been measured count-
less times. Its well-known maximum at 4 °C was used until 1964 to define
the millilitre.234 The experimental data is currently best reproduced by the
iapws-95 formulation,14,15 or the simpler correlation for use at atmospheric
pressure.235

Below the freezing point, measurements of the density of supercooled wa-
ter are more difficult. Even so, already at the beginning of the 20th century,
the density was known down to about −10 °C.236,248 Freezing of the water
could be prevented by using pure water in a capillary. The smaller the capil-
lary diameter (and the amount of water), the further it could be cooled down
without freezing. In the 1960s, several workers238,239 had successfully mea-
sured densities down to−34 °C in capillaries with an inside diameter of 4 µm.
However, in the 1980s, it became clear that surface effects were so impor-
tant in these thin capillaries that the density measurements were affected by
them.249 Therefore, Hare and Sorensen243 made considerable efforts to per-
form measurements in 300 µm capillaries, and succeeded in keeping their
water samples liquid down to −33 °C. Today, their 1987 measurements are
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Table A.1: Measurements of the density of supercooled water

Sample Lowest
Authora Year Methodb diameter T (°C)

Mohler236 1912 capillary 188–380 µm −13
Schufle237 1965 capillary 133 µm −21
Schufle and Venugopalan238 1967 capillary 4, 10 µm −40
Zheleznyi239 1969 capillary 4–18 µm −34
Rasmussen and MacKenzie240 1973 emulsion 3.5 µm −36
Sorensen241 1983 capillary 60–90 µm −25
Hare and Sorensen242 1986 capillary 25 µm −34
Hare and Sorensen243 1987 capillary 300 µm −33
Liu et al.244 2007 nanopore / SANSc 1.5 nm −113
Mallamace et al.245 2007 nanopore / R&F 1.4 nm −90
Liu et al.246 2008 nanopore / SANSc 1.5, 1.9 nm −133
Zhang et al.247 2009 nanopore / SANS 1.4 nm −143

a Additional references to older literature are given by Kell,234 Angell,226 and Debenedetti.108
b Methods: nanopore = 1D cylindrical nanopores, SANS = small angle neutron scattering,

R&F = Raman and Fourier spectroscopy
c Measurement of D2O density

still regarded as the most accurate; in fact, no newer measurements in capil-
laries exist.

With the capillary method pushed to the limit, another way was needed
to reach deeper supercooling. Recently, it has become possible to keep water
liquid below the homogeneous ice nucleation temperature by confining it to
nanopores, tiny cylindrical channels in silica with diameters of about 1.5 nm.
Confined to these pores, the water molecules cannot form a long-range crys-
talline structure,245 which inhibits ice nucleation. Using this method, it was
found that the density of water has a minimum near 203 K.245 Of course,
it cannot be expected that the density of water in nanopores is equal to the
bulk density. Indeed, for heavy water (D2O) the density in confinement is
8% higher than the bulk density.246 However, the clusters that are important
during the nucleation process are as small as the nanopores – our critical
clusters have a diameter of 1 nm. Therefore, use of the nanopore density data
is appropriate for our experiments.

Several models or correlations for the density of supercooled water exist.
The iapws model was fitted14 to the correlation of Kell250 down to 236 K,
which is unfortunate since Kell’s correlation is not valid for supercooled wa-
ter. Kell evaluated his correlation below the freezing point, but warned that
‘values below 0 °C were obtained by extrapolation, and no claim is made for
their accuracy’.250 In spite of the questionable fit, the iapws-95 model agrees
well with the measurements of Hare and Sorensen. The iapws equation of
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Figure A.2: Density of supercooled water: measurements in capillaries by Hare and
Sorensen243 and in nanopores by Mallamace et al.245 Also several correlations are
plotted.15,19,251 For comparison, the density of ice252 is shown as well.

state can be evaluated down to 233.56 K, where it predicts a spinodal. At that
point, the temperature derivative of the density is infinitely large.

Assuming that the spinodal is just an artifact of the iapws model, we ex-
pect the structure of supercooled water to become more ice-like as the tem-
perature decreases. This assumption is supported by the Mallamace et al.245
nanopore densities (Figure A.2), which approach the ice density at 200 K and
below. Based on the structural transition, Wölk and Strey19 developed a cor-
relation in 2001 that shows a smoothly decreasing density with decreasing
temperature. As the nanopore measurements did not exist yet, their correla-
tion could not be based on experimental data below 240 K. Recently, Malila
and Laaksonen251 made a correlation based on the Mallamace et al. measure-
ments,

ρ(T) = 43.51 tanh(T − 234.08 K
17.65 K

) + 345.54(Tc −T
Tc
)

0.2
+ 647.66, (A.2)

whereTc is the critical temperature (647.096 K), and the density is obtained
in kg/m3. Their result is used in this work.

A.3 Refractive index

Knowledge of the index of refraction is required to calculate theoretical light
scattering and extinction by water droplets, which are used to determine the



184 Properties of supercooled water

589.3 nm

632.8 nm

1.3 2 4

1.3 2 6

1.3 2 8

1.3 3 0

1.3 3 2

1.3 3 4

R
ef
ra
ct
iv
e
in
de
x

2 2 0 2 4 0 2 6 0 2 8 0 3 0 0

Temperature (K)

IAPWS

589.3 nm:

Saubade

632.8 nm:

Carroll and Henry

Duft and Leisner

Figure A.3: Refractive index of supercooled water, relative to vacuum, at 1 bar. Mea-
surements are by Saubade,256 Carroll and Henry,257 and Duft and Leisner.258 The
lines represent the iapws correlation,254 which is valid down to 261 K but has been
extrapolated here.

size and number density of the droplets in our experiments. Since the refrac-
tive index has never been measured at some of our experimental tempera-
tures, this quantity must be extrapolated. For wavelengths around 500 nm,
the imaginary part of the complex refractive index is very small253 (about
10−9). Hence, absorption can be neglected.

The iapws published a release254,255 in 1997 that gives the refractive index
as a function of temperature and density, valid down to−12 °C. To include the
dependence of density on temperature and pressure, it must be used in com-
bination with the density values of the iapws-95 formulation.15 By extrapo-
lation of the iapws refractive index correlation, the refractive index can be
determined from the density (described in the previous section) also below
−12 °C. To test the validity of this approach, the extrapolated iapws refractive
index values are compared with several experimental data sets in Figure A.3.

The temperature dependence of the refractive index is similar to that of
the density (Figure A.2), including the steep decrease at low temperatures.
The maximum of the refractive index occurs at approximately 0 °C. The
iapws correlation agrees quite well with the experiments, so that the extrap-
olation is justified at least down to 237 K.

With some confidence in the extrapolation of the iapws correlation, we
proceed to extrapolate it at our laser wavelength (532 nm) down to even lower
temperatures. The result is plotted in Figure A.4. Below 235 K, the Malila
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Figure A.4: Refractive index of supercooled water, relative to vacuum, at 532 nm,
computed with the iapws correlation254 using densities from iapws-9515 and Malila
and Laaksonen.251 For comparison, the refractive index of ice259 is shown as well.

density (Eq. A.2) was used as input for the iapws refractive index correlation.
For the analysis of our experiments, the relative refractive index (the ra-

tio of the indexes of water and the carrier gas) is needed, since that quantity
determines scattering and extinction.204 As the relative refractive index de-
pends on the type of carrier gas and its pressure, both the helium and me-
thane experiments will be discussed.

Experiments in helium

Our nucleation experiments in helium were performed between 200 and
240 K at a pressure of 1.0 ± 0.1 bar. During droplet growth, the temperature
was between 215 and 250 K and the pressure was 1.1±0.1 bar. The wavelength
of the laser was 514 nm, which results in a refractive index that is negligibly
(7 × 10−4) higher than the values plotted in Figure A.4 for 532 nm. The re-
fractive index of the helium itself is estimated at 1.000 05.260 Therefore, the
relative refractive index is not significantly different from the water refrac-
tive index. It varies from 1.315 at 215 K to 1.334 at 250 K. For simplicity, all
helium experiments were analysed using a refractive index of 1.33, which cor-
responds to the high-temperature experiments. Below 220 K, however, the
droplets remain smaller than α ≈ 7 and the effect of the refractive index is
small for those droplet sizes (Figure 4.8 on page 134).
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Experiments in methane

Droplet growth in the methane experiments takes place at about 243 K and
11.5 bar (Table 6.2). To illustrate the effect of pressure on the refractive index
of water, it is plotted in Figure A.4 for 1 bar and 100 bar. The effect of our car-
rier gas pressure of 11.5 bar is sufficiently small to be neglected. The refractive
index of the carrier gas, however, must be taken into account; it is estimated
at 1.0058, independent of the carbon dioxide concentration.10,260,261 At 243 K,
the water refractive index is 1.332 (Figure A.4), so the relative refractive in-
dex is 1.324. For historical reasons, the experiments were analysed with an
index of 1.33, like the helium experiments. This difference is not expected to
significantly affect the analysis.



BWater–methane
composition fits

B.1 Water vapour fraction

The molar vapour fraction of water in the methane–water system is expressed
by the enhancement factor fe of water in methane. Two fits of fe are given
here. The first one is a fit to the Duan and Mao90 model (p. 30), which is
used as input for fitting the cpa model. The second fit represents the result
of the cpa model and is used to analyse experiments.

The fit to the Duan and Mao model is a polynomial fit that is quadratic
in the pressure p and cubic in the temperatureT . The fit is valid forT in the
range of 273 to 375 K and for p ≤ 200 bar, and is given by

fe = 1 + (a0 + a1τ + a2τ2 + a3τ3)pr + (b0 + b1τ + b2τ2 + b3τ3)p2r , (B.1)

with

τ = T
320 K

and pr =
p − ps(T)

100 bar
, (B.2)

and coefficients

a0 = 2.278127, a1 = −3.448200, a2 = 1.804727, a3 = −0.2787907,
b0 = 3.015240, b1 = −7.704825, b2 = 6.648207, b3 = −1.937428.

The form of Eq. B.1 enforces the limit fe → 1 for p → ps(T). To compute an
equilibrium water vapour fraction yeq using the fit of Eq. B.1 and the relation
yeq = feps/p (see Eq. 1.26), the iapws vapour pressure14 ps(T)must be used.

The second fit, which describes the result of the cpa model, can be used
at lower temperatures (230–300 K) than the previous fit. The pressure range,
however, is limited to pressures that occur in our experimental setup (9–
25 bar). Because the iapws vapour pressure cannot be computed below 234 K,
the Wölk and Strey19 vapour pressure was chosen as reference, and must
therefore be used when computing an equilibrium water vapour fraction us-
ing the following fit,

fe = 1 + (a0 + a1τ + a2τ2 + a3τ3)pr + (b0 + b1τ + b2τ2 + b3τ3)p2r , (B.3)
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Figure B.1: Enhancement factor of water in methane as a function of temperature
and pressure. The curves are calculated with the fit of Eq. B.1, and the points are
from the Duan and Mao model.90

with

τ = T
260 K

and pr =
p − ps(T)

20 bar
, (B.4)

and coefficients

a0 = 3.45384, a1 = −7.73395, a2 = 6.01149, a3 = −1.59443,
b0 = 2.91334, b1 = −7.62979, b2 = 6.73142, b3 = −2.00099.

The fit of Eq. B.3 reproduces the fe values of the cpa model with a relative
error of less than 0.1%, in the given temperature and pressure ranges.

B.2 Methane solubility in water

The molar liquid fraction of methane in the methane–water system xm was
also obtained by a fit to the Duan and Mao model, but this fit is fourth order in
p and ninth order inT . The high number of terms was required to reproduce
all digits given by the Duan and Mao computer program. The fit is valid from
273 to 375 K and for p ≤ 100 bar, and is given by

xm =
4
∑
n=1

pnr
9
∑
m=0

cnmτm , (B.5)

with τ and pr defined by Eq. B.2, and coefficients cnm given below.
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Figure B.2: Solubility of methane in water as a function of temperature and pressure.
The curves are calculated with the fit of Eq. B.5, and the points are from the Duan
and Mao model.90

m c1m c2m c3m c4m
0 158.6133 52.73272 −74.29270 −30.41917
1 −1305.244 −492.9723 545.2282 353.0406
2 4788.393 2000.596 −1682.678 −1720.642
3 −10273.14 −4647.372 2761.896 4711.401
4 14199.24 6829.327 −2405.881 −8072.647
5 −13108.30 −6594.469 689.7624 9034.704
6 8080.797 4187.770 663.4206 −6632.963
7 −3207.179 −1686.911 −754.0776 3089.548
8 743.5341 390.9910 302.4264 −830.2570
9 −76.70888 −39.69269 −45.80451 98.23323

The form of Eq. B.5 enforces the limit xm → 0 for p → ps(T).





CNumerical solution of the
kinetic equation

C.1 Numerical integration

The equations describing the kinetics of cluster formation are (Eq. 2.31)

d fn
dt
= Cn−1 fn−1 − (Cn + En) fn + En+1 fn+1 . (C.1)

To solve the set of equations numerically, each equation must be discretized
in time. The time t is divided into steps of size ∆t,

tk = k∆t, k = 0, 1, 2, . . . (C.2)

Although we have a set of ordinary differential equations, we will benefit
from numerical methods developed for partial differential equations. This
is so because the right-hand side of Eq. C.1 is similar to the finite difference
equivalent of a second derivative in space. Indeed, in section 3.2, Eq. C.1 was
converted to a partial differential equation. Now, we apply a simple finite dif-
ference method, called forward differencing, to the time derivative.

d fn
dt
≈

f k+1n − f kn
∆t

, (C.3)

which, when substituted in Eq. C.1, leads to

f k+1n = ∆t Cn−1 f kn−1 + [1 − ∆t (Cn + En)] f kn + ∆t En+1 f kn+1 . (C.4)

In the case of partial differential equations, this finite difference method is
called forward time, centred space (ftcs), and is first-order accurate in time.
It is also explicit, which means that the new value f k+1n can be computed ex-
plicitly from known quantities at timestep k. The ftcs scheme turns out to
be unsuitable for the current problem because it requires a very small ∆t for
stability. Applying the von Neumann stability analysis189 to Eq. C.4 gives the
condition ∆t < 1/(Cn + En). For large n, Cn and En keep increasing with
increasing n (see Figure 2.3 on page 71). The differential equation is called
stiff, which means that a very small ∆t is required for stability.
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To avoid problems related with ∆t values, we examine a scheme which is
stable for any ∆t. We take the same time differencing of Eq. C.3, but evaluate
the right-hand side of Eq. C.1 at timestep k + 1, instead of k, giving

−∆t Cn−1 f k+1n−1 + [1 + ∆t (Cn + En)] f k+1n − ∆t En+1 f k+1n+1 = f kn . (C.5)

This method, known as backward time, centred space (btcs), is implicit, and
the f k+1n values have to be found by solving the set of linear equations that
Eq. C.5 represents. Fortunately, the system is tridiagonal and can be solved
by a simple algorithm.189

An even better method, which is second-order accurate in time, can be
obtained by taking the average of the ftcs and btcs methods.

f k+1n − f kn
∆t

=
1
2
(Cn−1 f kn−1 + Dn f kn + En+1 f kn+1

+ Cn−1 f k+1n−1 + Dn f k+1n + En+1 f k+1n+1 ) (C.6)

with Dn = −(Cn + En), leading to

− ∆t
2 Cn−1 f k+1n−1 + (1 − ∆t

2 Dn) f k+1n − ∆t
2 En+1 f k+1n+1 =

∆t
2 Cn−1 f kn−1 + (1 + ∆t

2 Dn) f kn + ∆t
2 En+1 f kn+1 . (C.7)

This method is calledCrank–Nicolson,189 and it consists again of a tridiagonal
set of equations. In practice, a Crank–Nicolson step corresponds to the ftcs
and btcs methods applied in sequence: an explicit step with step size ∆t/2,
followed by an implicit step with step size ∆t/2. Like the btcs method, the
Crank–Nicolson method is stable for any ∆t.

C.2 Bins in size space

Although the timestep can be taken larger with the Crank–Nicolson scheme,
the number of equations (from i to M) is still excessively large, and so is the
computational time. The size of the system can be reduced by decreasing the
number of points in size space where fn needs to be known. Size space is
therefore divided into a series of intervals, or bins.

Bins are numbered by index N = 1, 2, 3, . . . , begin at b1 , b2, . . . and end at
e1 , e2, . . . . Of course, a new bin starts next to the bin before, so bn+1 = en + 1.
The length of a bin is denoted by ln = bn+1 − bn. To find the evolution of f
in bin N , we sum Eq. C.1 over all included n, that is, from bn to en. On the
right-hand side, many terms cancel, and we finally obtain

en
∑
n=bn

d fn
dt
= Cbn−1 fbn−1 − Ebn fbn −Cen fen + Een+1 fen+1

= Jbn−1 − Jen .
(C.8)
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Figure C.1: Division of size space into bins. In this example, bins N − 1, N and N + 1
have respective sizes of 5, 6 and 7 units.

We introduce the notation Fn for the total f that a bin contains, that is,

Fn =
en
∑
n=bn

fn . (C.9)

By swapping the derivative and summation in Eq. C.8, we obtain

dFn
dt
= Jbn−1 − Jen . (C.10)

This equation states that the change of the contents of a bin only depends on
the fluxes at its boundaries.

The original set of equations of Eq. C.1 has now been reduced to the
smaller set of Eq. C.10, which contains only one equation for each bin. This
small set will be used on its own to solve the entire problem, with Fn as un-
knowns, so that the individual fn values in a bin never need to be computed.
However, to calculate the fluxes at the bin boundaries, we do need the values
of f at those positions. They will be approximated by a linear interpolation,
as follows. First, we define f̄ as a notation for the average f in a bin, which is
the total f divided by the bin length:

f̄n =
1
ln

en
∑
n=bn

fn =
Fn
ln

. (C.11)

The f distribution is assumed to take the value f̄ at the exact centre of a bin.
We now introduce the quantity f apxn , which is the linear approximation of f
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at a point n somewhere between the centres of bins N − 1 and N . It is given
by

f apxn =
dn f̄n−1 + dn−1 f̄n

dn−1 + dn
, (C.12)

with dn−1 the distance from n to the centre of bin N − 1, and dn the distance
from n to the centre of bin N . For the point bn, for instance, the distances are
dn−1 = 12 ln−1 + 12 and dn = 12 ln − 12 . The approximation at bn becomes

f apxbn =
(12 ln − 12) f̄n−1 + (12 ln−1 + 12) f̄n

12 ln−1 + 12 ln
=
(ln − 1) f̄n−1 + (ln−1 + 1) f̄n

ln−1 + ln
.

(C.13)

Note that in the case of bins of unit size (N = n, bn = en = n, ln = 1), Eq. C.13
correctly reduces to f apxn = fn. Similar approximations are made at bn − 1, en,
and en + 1. Equation C.10 becomes

dFn
dt
= Cbn−1 f

apx
bn−1 − Ebn f

apx
bn −Cen f

apx
en + Een+1 f

apx
en+1 . (C.14)

We now perform several steps to arrive at the final result. First, we divide
through by ln, so that Fn at the left-hand side becomes f̄n. Then, we collect
together all terms that involve f̄n−1, f̄n, and f̄n+1.

d f̄n
dt
=Un−1 f̄n−1 +Vn f̄n +Wn+1 f̄n+1 . (C.15)

This equation is the equivalent of Eq. C.1 in the case of bins.U ,V andW are
constants that only depend on Cn, En and ln. For example,U is given by

Un−1 =
1
ln
(ln + 1)Cbn−1 − (ln − 1)Ebn

ln−1 + ln
. (C.16)
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Table D.1: Water nucleation data in methane

Exp. p0 (bar) T0 (K) p (bar) T (K) yw (ppm) ∆t (ms) S Scorr J (m−3s−1)

10 24.946 294.08 10.105 234.77 281.9 0.26 11.49 11.31 1.7 × 1015

14 24.946 295.21 10.025 235.26 281.7 0.26 10.85 10.84 5.9 × 1014

15 24.946 294.25 10.066 234.68 299.4 0.26 12.27 12.03 3.7 × 1015

16 24.946 294.59 10.037 234.80 280.3 0.26 11.32 11.15 8.5 × 1014

17 24.946 294.34 10.130 235.14 327.0 0.27 12.87 12.81 2.6 × 1016

18 24.946 294.66 10.198 235.81 265.2 0.27 9.82 9.96 7.5 × 1013

19 24.946 294.69 10.000 234.67 265.0 0.25 10.81 10.61 3.2 × 1014

20 24.946 293.90 10.078 234.46 338.5 0.26 14.20 13.81 1.4 × 1017

22 24.946 294.33 9.924 233.91 300.2 0.24 13.13 12.55 2.4 × 1016

25 24.946 294.94 10.202 236.07 299.3 0.40 10.81 11.05 8.3 × 1014

26 24.946 294.73 10.136 235.50 299.8 0.29 11.39 11.46 1.5 × 1015

37 24.946 294.37 10.056 234.73 300.5 0.28 12.24 12.03 1.3 × 1016

42 24.946 294.77 10.029 234.91 299.9 0.27 11.97 11.83 1.1 × 1016

43 24.946 295.25 10.067 235.54 298.7 0.27 11.23 11.31 4.0 × 1015

44 24.946 295.31 10.105 235.81 299.1 0.26 10.99 11.15 3.4 × 1015

45 24.946 294.59 10.048 234.87 264.6 0.28 10.62 10.49 1.2 × 1015

46 24.946 295.33 10.061 235.57 239.1 0.32 8.96 9.02 5.1 × 1013

47 24.946 294.75 10.118 235.41 249.1 0.27 9.53 9.56 1.6 × 1014

48 24.946 295.48 10.112 236.00 329.9 0.28 11.90 12.15 3.1 × 1016

49 24.946 294.45 10.039 234.69 300.0 0.29 12.25 12.02 2.8 × 1016

50 24.946 294.47 10.065 234.86 299.6 0.27 12.06 11.89 1.4 × 1016

51 24.946 294.96 10.077 235.35 299.8 0.28 11.50 11.52 4.8 × 1015

52 24.946 295.21 10.111 235.76 299.7 0.29 11.07 11.22 4.0 × 1015

53 24.946 295.21 10.086 235.62 299.9 0.27 11.21 11.31 5.3 × 1015

54 24.946 295.11 10.091 235.56 299.9 0.26 11.28 11.37 6.1 × 1015

55 24.946 294.82 10.553 237.99 299.8 0.30 9.24 9.91 2.4 × 1014

56 24.946 295.39 10.241 236.68 299.8 0.25 10.23 10.63 1.2 × 1015

57 24.946 294.62 10.043 234.86 299.5 0.26 12.03 11.87 1.7 × 1016

63 24.946 294.48 10.063 234.86 300.1 0.29 12.07 11.91 1.4 × 1016

64 24.946 294.77 10.152 235.63 249.1 0.23 9.35 9.44 1.3 × 1014

65 24.940 294.73 10.124 235.45 249.0 0.26 9.49 9.53 1.2 × 1014

66 24.946 294.73 10.098 235.28 249.5 0.24 9.65 9.65 2.0 × 1014

70 24.946 294.58 10.103 235.18 324.7 0.17 12.70 12.65 6.7 × 1016

Note: p0 andT0 are the pressure and temperature before the expansion, and p andT are those
during the pulse, which has a duration of ∆t. The quantity Scorr is the corrected supersatura-
tion (Eq. 6.1) with T̄ = 235.3 K.

195
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Table D.2: Water–methane mixture preparation

Exp. Tsat (K) psat (bar) fe ysw (ppm) Qm (L/min) Q0 (L/min) yw (ppm)

10 290.99 70.00 1.270 370.7 1.852 0.584 281.9
14 290.99 70.00 1.270 370.7 1.752 0.554 281.7
15 291.00 25.34 1.111 896.2 0.725 1.446 299.4
16 291.00 25.34 1.111 896.2 0.716 1.573 280.3
17 291.01 25.34 1.111 896.6 0.743 1.296 327.0
18 291.02 25.34 1.111 897.0 0.572 1.365 265.2
19 291.01 25.34 1.111 896.7 0.610 1.456 265.0
20 291.01 25.34 1.111 896.4 0.725 1.196 338.5
22 291.02 25.34 1.111 897.1 0.636 1.267 300.2
25 291.00 25.34 1.111 896.3 0.732 1.461 299.3
26 291.01 25.34 1.111 896.3 0.667 1.329 299.8
37 291.03 25.34 1.111 897.8 0.764 1.519 300.5
42 291.01 25.34 1.111 896.6 0.578 1.151 299.9
43 291.02 25.34 1.111 896.9 0.591 1.184 298.7
44 291.02 25.34 1.111 896.9 0.742 1.485 299.1
45 291.00 25.34 1.111 896.3 0.612 1.463 264.6
46 291.00 25.34 1.111 896.0 0.553 1.521 239.1
47 291.01 25.34 1.111 896.5 0.580 1.509 249.1
48 291.01 25.34 1.111 896.6 0.764 1.313 329.9
49 291.01 25.34 1.111 896.3 0.604 1.202 300.0
50 291.00 25.34 1.111 896.2 0.600 1.195 299.6
51 291.01 25.34 1.111 896.8 0.600 1.195 299.8
52 291.01 25.34 1.111 896.6 0.600 1.195 299.7
53 291.01 25.34 1.111 896.6 0.626 1.247 299.9
54 291.01 25.34 1.111 896.3 0.619 1.232 299.9
55 291.00 25.34 1.111 896.0 0.619 1.232 299.8
56 291.00 25.34 1.111 896.3 0.625 1.244 299.8
57 291.00 25.34 1.111 896.2 0.612 1.220 299.5
63 291.01 25.34 1.111 896.6 0.609 1.212 300.1
64 291.01 25.34 1.111 896.5 0.464 1.207 249.1
65 291.01 25.34 1.111 896.6 0.475 1.237 249.0
66 291.01 25.34 1.111 896.5 0.481 1.249 249.5
70 291.00 25.34 1.111 896.1 0.719 1.266 324.7

Note:Tsat and psat are the conditions in the saturators. For flow definitions see Figure 4.12.

Table D.3: Water nucleation data in methane and 3% carbon dioxide (yc = 0.0305)

Exp. p0 (bar) T0 (K) p (bar) T (K) yw (ppm) ∆t (ms) S Scorr J (m−3s−1)

24 24.946 294.43 10.067 234.85 299.2 0.26 11.51 11.36 1.2 × 1016

27 24.946 294.81 10.256 236.28 269.2 0.38 9.15 9.39 1.1 × 1014

30 24.946 294.56 10.361 236.68 269.3 0.28 8.88 9.21 1.0 × 1014

31 24.946 295.29 10.148 236.06 269.2 0.43 9.26 9.46 1.7 × 1014

32 24.946 295.25 9.966 234.95 321.1 0.35 12.13 12.00 4.0 × 1016

33 24.946 295.33 9.968 235.03 279.4 0.27 10.48 10.39 1.9 × 1015

35 24.946 295.07 9.902 234.42 321.5 0.33 12.73 12.38 9.6 × 1016

36 24.946 295.52 9.877 234.65 321.6 0.29 12.42 12.17 7.4 × 1016
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Table D.4: Water nucleation data in methane and 25% carbon dioxide (yc = 0.250)

Exp. p0 (bar) T0 (K) p (bar) T (K) yw (ppm) ∆t (ms) S Scorr J (m−3s−1)

61 24.946 294.69 10.056 235.06 299.6 0.22 8.37 8.32 3.9 × 1016

62 24.946 294.72 10.189 235.87 299.4 0.39 7.86 7.97 1.5 × 1016

67 24.946 295.11 10.085 235.59 249.2 0.19 6.66 6.70 2.9 × 1014

68 24.946 294.65 10.129 235.46 273.8 0.22 7.42 7.45 3.4 × 1015

69 24.946 294.53 10.118 235.29 324.6 0.21 8.92 8.91 1.9 × 1017

Table D.5: Water–methane–carbon dioxide mixture preparation

Normal vol. flows (L/min)

Exp. Tsat (K) psat (bar) fe ysw (ppm) Qm Q0 Q1 yw (ppm)

24 291.02 25.34 1.111 897.1 0.545 0.108 0.982 299.2
27 291.00 25.34 1.111 896.3 0.481 0.159 0.962 269.2
30 291.01 25.34 1.111 896.4 0.511 0.169 1.021 269.3
31 291.01 25.34 1.111 896.7 0.508 0.168 1.018 269.2
32 291.01 25.34 1.111 896.5 0.604 0.070 1.014 321.1
33 291.01 25.34 1.111 896.8 0.523 0.148 1.009 279.4
35 291.01 25.34 1.111 896.7 0.601 0.070 1.007 321.5
36 291.01 25.34 1.111 896.8 0.589 0.068 0.987 321.6

Note: y0c = 0.0508 and yc = 0.0305.

Table D.6: Water–methane–carbon dioxide mixture preparation

Normal vol. flows (L/min)

Exp. Tsat (K) psat (bar) fe ysw (ppm) Qm Q0 Q1 yw (ppm)

61 291.01 25.34 1.111 896.5 0.699 0.871 0.522 299.6
62 291.01 25.34 1.111 896.6 0.694 0.866 0.519 299.4
67 291.00 25.34 1.111 896.3 0.546 0.928 0.493 249.2
68 291.00 25.34 1.111 896.2 0.620 0.903 0.508 273.8
69 291.00 25.34 1.111 896.3 0.735 0.788 0.508 324.6

Note: Q1 refers to a pure carbon dioxide flow, and yc = 0.2499 ± 0.006.

Table D.7: Droplet growth in methane and 3% carbon dioxide (yc = 0.0305)

Exp. p (bar) T (K) yw (ppm) n (m−3) dr2/dt (µm2
/s) rm (µm)

24 11.506 242.89 299.2 3.5 × 1012 7.26 ± 0.18 0.574
27 11.551 243.46 269.2 4.6 × 1010 6.45 0.06 –
30 11.526 243.11 269.3 3.2 × 1010 6.60 0.06 –
31 11.417 243.16 269.2 7.7 × 1010 6.51 0.06 –
32 11.350 242.76 321.1 1.5 × 1013 7.68 0.40 0.372
33 11.373 242.96 279.4 5.7 × 1011 6.81 0.14 1.452
35 11.275 242.21 321.5 3.5 × 1013 7.91 0.44 0.270
36 11.308 242.90 321.6 2.3 × 1013 7.85 0.44 0.305
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Table D.8: Droplet growth in methane

Exp. p (bar) T (K) yw (ppm) n (m−3) dr2/dt (µm2
/s) rm (µm)

10 11.555 242.84 281.9 4.9 × 1011 7.09 ± 0.13 1.434
14 11.506 243.57 281.7 1.7 × 1011 7.08 0.06 –
15 11.522 242.81 299.4 1.1 × 1012 7.53 0.14 0.911
16 11.478 242.88 280.3 2.4 × 1011 6.95 0.06 –
17 11.529 242.93 327.0 7.5 × 1012 8.07 0.20 0.454
18 11.666 243.93 265.2 2.2 × 1010 6.59 0.06 –
19 11.454 242.84 265.0 8.9 × 1010 6.55 0.07 –
20 11.544 242.63 338.5 4.1 × 1013 8.25 0.45 0.260
22 11.409 242.28 300.2 6.3 × 1012 7.41 0.24 0.461
25 11.620 243.94 299.3 3.6 × 1011 7.42 0.09 –
26 11.556 243.41 299.8 4.6 × 1011 7.43 0.07 –
37 11.539 243.01 300.5 4.0 × 1012 7.26 0.18 0.564
42 11.558 243.46 299.9 3.2 × 1012 7.31 0.17 0.624
43 11.530 243.73 298.7 1.2 × 1012 7.36 0.14 0.871
44 11.500 243.62 299.1 9.4 × 1011 7.39 0.14 1.002
45 11.547 243.25 264.6 3.6 × 1011 6.42 0.06 –
46 11.520 243.75 239.1 1.8 × 1010 5.82 0.06 –
47 11.448 242.86 249.1 4.9 × 1010 6.17 0.07 –
48 11.507 243.81 329.9 9.7 × 1012 8.04 0.21 0.409
49 11.529 243.02 300.0 8.8 × 1012 7.26 0.20 0.414
50 11.541 243.10 299.6 4.2 × 1012 7.18 0.16 0.563
51 11.474 243.18 299.8 1.4 × 1012 7.28 0.15 0.855
52 11.516 243.62 299.7 1.3 × 1012 7.27 0.15 0.968
53 11.534 243.72 299.9 1.6 × 1012 7.28 0.15 0.839
54 11.547 243.70 299.9 1.7 × 1012 7.25 0.15 0.800
55 11.828 244.92 299.8 7.7 × 1010 7.43 0.06 –
56 11.562 244.02 299.8 3.2 × 1011 7.28 0.06 –
57 11.497 243.00 299.5 4.9 × 1012 7.34 0.15 0.503
63 11.552 243.17 300.1 4.5 × 1012 7.37 0.17 0.525
64 11.486 243.08 249.1 3.3 × 1010 6.01 0.06 –
65 11.501 243.14 249.0 3.4 × 1010 6.07 0.06 –
66 11.492 243.08 249.5 5.3 × 1010 6.07 0.07 –
70 11.529 243.14 324.7 1.3 × 1013 8.13 0.20 0.375

Note: n is the droplet density after the pulse, which is about 10% higher than during the pulse.
The value dr2/dt is the c parameter of Eq. 4.19; it is the growth rate of the squared radius at
the beginning of the droplet growth, found from a fit of the growth curve. The value rm is
the expected maximum droplet radius found from the growth curve fit. If rm is not specified,
depletion is negligible and the dr2/dt value is taken constant for the observed duration of
droplet growth.

Table D.9: Droplet growth in methane and 25% carbon dioxide (yc = 0.250)

Exp. p (bar) T (K) yw (ppm) n (m−3) dr2/dt (µm2
/s) rm (µm)

61 11.189 241.44 299.6 9.4 × 1012 6.19 ± 0.19 0.419
62 11.218 241.59 299.4 6.1 × 1012 6.15 0.16 0.454
67 11.229 241.99 249.2 6.0 × 1010 4.80 0.06 –
68 11.280 241.87 273.8 8.1 × 1011 5.68 0.14 0.792
69 11.223 241.45 324.6 4.4 × 1013 7.08 0.38 0.246
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Table D.10: Water nucleation data in helium: 2003 data

Exp. p0 (bar) T0 (K) p (bar) T (K) yw (ppm) S n (m−3) J (m−3s−1)

25 1.775 296.75 0.987 234.77 3415 15.08 1.38 × 1011 8.2 × 1014

27 1.775 296.45 0.970 232.92 3519 18.50 4.67 × 1012 2.5 × 1016

28 1.775 296.55 0.958 231.81 3479 20.28 1.70 × 1013 9.0 × 1016

29 1.775 296.95 0.992 235.44 3482 14.44 3.56 × 1010 2.7 × 1014

30 1.775 296.75 0.957 231.90 3316 19.13 2.96 × 1012 1.6 × 1016

31 1.775 297.25 0.965 233.06 2793 14.39 1.10 × 1010 6.4 × 1013

32 1.775 297.25 0.964 232.92 3021 15.77 7.06 × 1010 4.1 × 1014

35 1.663 296.75 0.941 236.42 3670 13.07 9.30 × 109 5.6 × 1013

39 1.613 296.35 0.943 239.19 4621 12.51 1.76 × 1010 1.0 × 1014

42 1.713 296.95 1.017 241.17 4525 10.91 6.21 × 109 3.1 × 1013

43 1.853 296.65 1.089 239.96 4518 13.11 1.14 × 1011 6.5 × 1014

44 1.853 296.75 1.094 240.50 4812 13.32 2.62 × 1011 1.4 × 1015

45 1.893 296.75 1.049 234.45 3207 15.55 2.20 × 1011 1.3 × 1015

46 1.913 296.85 1.096 237.65 3552 13.01 5.90 × 1010 3.0 × 1014

47 1.903 296.85 1.053 234.44 3890 18.97 3.42 × 1013 1.8 × 1017

48 1.955 296.85 1.017 228.67 2484 21.52 8.20 × 1012 4.4 × 1016

49 1.955 296.95 1.010 228.05 2252 20.72 2.43 × 1012 1.4 × 1016

50 1.955 296.95 1.013 228.39 1902 16.93 4.36 × 1010 2.7 × 1014

51 2.015 296.75 1.001 224.34 1806 24.93 6.16 × 1012 4.7 × 1016

52 2.013 296.85 0.980 222.67 1763 28.91 3.56 × 1013 2.3 × 1017

53 2.015 297.05 0.973 222.05 1386 24.26 1.12 × 1012 6.4 × 1015

54 2.095 296.65 0.970 218.10 1199 33.58 3.33 × 1013 1.9 × 1017

55 2.095 296.85 0.944 215.84 903 32.53 2.46 × 1012 1.4 × 1016

58 2.095 296.75 0.970 218.18 1202 33.34 3.18 × 1013 1.7 × 1017

59 2.095 296.25 0.974 218.08 1004 28.27 9.14 × 1011 5.8 × 1015

60 2.095 296.05 0.945 215.37 852 32.57 2.60 × 1012 1.5 × 1016

62 2.407 296.25 1.005 208.92 400 37.62 4.97 × 1011 3.7 × 1015

66 2.407 295.85 1.015 209.48 450 39.68 1.52 × 1012 9.5 × 1015

67 2.407 295.75 1.003 208.36 351 35.56 1.96 × 1011 1.3 × 1015

68 2.639 295.85 1.056 205.10 291 48.74 3.74 × 1012 2.2 × 1016

69 2.639 296.35 1.077 207.06 274 35.63 9.19 × 1011 5.5 × 1015

70 2.639 296.25 1.067 206.22 274 39.61 3.93 × 1011 2.2 × 1015

73 2.659 296.45 1.017 201.83 204 52.48 1.61 × 1012 1.0 × 1016

74 2.659 296.35 1.014 201.52 172 46.15 5.93 × 1011 3.6 × 1015

75 2.659 296.20 1.010 201.13 187 52.79 1.05 × 1012 6.1 × 1015

77 2.106 297.25 0.926 214.05 857 37.97 6.34 × 1012 3.9 × 1016

82 2.617 296.65 1.017 203.29 275 57.26 8.62 × 1012 5.6 × 1016

83 2.403 296.85 0.998 208.87 452 42.52 2.47 × 1012 1.7 × 1016

84 2.400 296.85 0.998 209.00 502 46.47 1.94 × 1012 1.3 × 1016

87 1.939 296.05 0.988 226.11 1794 20.04 5.41 × 1010 3.1 × 1014
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Table D.11: Water–helium mixture 2003

Exp. Tsat (K) psat (bar) fe ysw (ppm) Qm (L/min) Q0 (L/min) yw (ppm)

25 290.53 5.199 1.0039 3831 3.915 0.479 3415
27 295.82 5.199 1.0038 5318 3.802 1.953 3519
28 295.83 5.199 1.0038 5319 4.199 2.231 3479
29 295.82 5.199 1.0038 5318 3.373 1.788 3482
30 295.36 5.199 1.0038 5171 3.198 1.798 3316
31 295.82 5.199 1.0038 5318 2.589 2.353 2793
32 295.82 5.199 1.0038 5318 2.829 2.163 3021
35 292.15 5.199 1.0039 4241 4.313 0.674 3670
39 290.68 4.350 1.0032 4621 2.792 0.000 4621
42 290.68 3.980 1.0030 5050 3.418 0.399 4525
43 290.67 3.980 1.0030 5044 3.045 0.356 4518
44 290.67 3.980 1.0030 5045 3.601 0.175 4812
45 290.68 3.980 1.0030 5048 2.185 1.261 3207
46 290.68 3.980 1.0030 5049 2.404 1.018 3552
47 290.68 4.000 1.0030 5024 2.648 0.775 3891
48 290.69 5.039 1.0038 3992 2.389 1.456 2484
49 290.68 4.999 1.0037 4023 1.921 1.517 2252
50 290.69 5.998 1.0045 3356 1.722 1.321 1902
51 290.68 5.998 1.0045 3355 1.804 1.553 1806
52 290.68 5.998 1.0045 3356 1.768 1.603 1763
53 290.69 5.998 1.0045 3356 1.396 1.990 1386
54 290.68 5.998 1.0045 3355 1.202 2.168 1199
55 290.69 5.998 1.0045 3356 0.856 2.332 903
58 290.67 5.998 1.0045 3352 1.187 2.131 1202
59 290.67 5.998 1.0045 3352 1.016 2.385 1004
60 290.67 5.998 1.0045 3352 0.875 2.578 852
62 290.68 7.997 1.0060 2521 0.535 2.850 400
66 290.68 14.091 1.0106 1437 1.187 2.611 450
67 290.68 14.091 1.0106 1437 0.774 2.396 351
68 290.69 14.091 1.0106 1438 0.626 2.465 291
69 290.68 14.091 1.0106 1437 0.457 1.943 274
70 290.68 14.091 1.0106 1436 0.439 1.863 274
73 290.68 14.091 1.0106 1437 0.328 1.985 204
74 290.68 14.091 1.0106 1437 0.277 2.037 172
75 290.67 14.091 1.0106 1436 0.300 2.011 187
77 290.68 5.998 1.0045 3354 0.688 2.011 857
82 290.67 14.191 1.0106 1426 0.526 2.205 275
83 290.67 14.191 1.0106 1426 0.784 1.690 452
84 290.67 14.171 1.0106 1428 0.880 1.624 502
87 290.68 6.018 1.0045 3343 1.001 0.867 1794
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Table D.12: Water nucleation data in helium: 2004 data

Exp. p0 (bar) T0 (K) p (bar) T (K) yw (ppm) S Scorr n (m−3) J (m−3s−1)

08-3, 1 1.921 294.25 0.966 223.55 1345 19.64 19.25 6.74 × 1010 3.9 × 1014

08-3, 2 1.921 295.05 0.981 225.53 1585 18.75 19.44 9.33 × 1010 5.2 × 1014

08-3, 3 1.921 295.45 0.969 224.75 1829 23.35 23.73 5.11 × 1012 2.8 × 1016

08-3, 4 1.919 295.55 0.965 224.59 1716 22.24 22.49 1.21 × 1012 7.4 × 1015

09-3, 1 1.923 294.45 0.968 223.84 1651 23.37 23.06 3.56 × 1012 2.0 × 1016

09-3, 2 1.921 295.05 0.965 224.10 1626 22.27 22.18 7.76 × 1011 4.4 × 1015

10-3, 1 1.921 293.95 0.966 223.35 1596 23.85 23.15 2.10 × 1012 1.2 × 1016

11-3, 1 2.330 294.35 0.984 208.52 416 40.49 40.06 1.08 × 1012 7.0 × 1015

11-3, 2 2.331 295.05 0.980 208.64 403 38.45 38.19 4.23 × 1011 2.9 × 1015

11-3, 4 2.329 295.45 0.980 209.02 397 35.95 36.20 1.53 × 1011 9.6 × 1014

12-3, 1 2.330 294.25 0.985 208.55 439 42.57 42.15 2.10 × 1012 1.3 × 1016

12-3, 3 2.330 295.55 0.984 209.35 419 36.45 37.15 2.75 × 1011 1.7 × 1015

13-3, 1 2.562 294.35 1.025 204.04 304 57.33 59.67 4.88 × 1012 3.0 × 1016

13-3, 3 2.561 295.15 0.988 201.64 235 60.32 – 1.23 × 1012 8.3 × 1015

16-3, 1 2.564 294.55 1.004 202.43 216 50.17 48.86 1.97 × 1011 1.2 × 1015

16-3, 4 2.562 295.95 1.010 203.99 224 41.98 43.40 6.63 × 1010 3.8 × 1014

16-3, 5 2.563 296.05 0.994 202.66 225 50.20 49.35 3.09 × 1011 2.0 × 1015

16-3, 6 2.563 296.05 1.008 203.82 252 48.23 49.64 3.30 × 1011 2.3 × 1015

17-3, 2 2.565 295.75 0.993 202.39 252 58.27 56.56 1.94 × 1012 1.2 × 1016

17-3, 3 2.563 295.85 1.017 204.39 243 43.17 45.29 4.98 × 1010 4.5 × 1014

18-3, 1 2.564 295.65 0.991 202.15 243 58.12 55.85 7.26 × 1011 4.6 × 1015

18-3, 2 2.564 296.25 1.000 203.29 262 53.63 54.11 9.48 × 1011 6.5 × 1015

18-3, 3 2.564 296.55 1.022 205.28 262 41.33 – 1.35 × 1011 9.2 × 1014

18-3, 4 2.563 296.65 0.986 202.47 262 59.42 57.88 3.32 × 1012 2.1 × 1016

19-3, 1 2.563 295.75 0.994 202.50 216 49.16 48.06 2.45 × 1011 1.6 × 1015

19-3, 2 2.563 296.25 0.995 202.88 243 52.43 52.01 9.04 × 1011 5.7 × 1015
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Table D.13: Water–helium mixture 2004

Exp. Tsat (K) psat (bar) fe ysw (ppm) Qm (L/min) Q0 (L/min) yw (ppm)

08-3, 1 290.68 10.004 1.0075 2017 1.682 0.843 1345
08-3, 2 290.67 10.004 1.0075 2017 1.720 0.469 1585
08-3, 3 290.68 10.004 1.0075 2017 2.232 0.230 1829
08-3, 4 290.67 10.011 1.0075 2015 1.951 0.341 1716
09-3, 1 290.68 10.011 1.0075 2016 1.849 0.410 1651
09-3, 2 290.68 10.004 1.0075 2017 1.702 0.410 1626
10-3, 1 290.68 10.004 1.0075 2017 1.516 0.401 1596
11-3, 1 290.68 10.004 1.0075 2017 0.438 1.689 416
11-3, 2 290.68 10.004 1.0075 2018 0.461 1.850 403
11-3, 4 290.68 10.004 1.0075 2017 0.460 1.883 397
12-3, 1 290.68 9.997 1.0075 2019 0.482 1.739 439
12-3, 3 290.67 10.004 1.0075 2017 0.429 1.638 419
13-3, 1 290.68 11.005 1.0082 1835 0.364 1.835 304
13-3, 3 290.68 18.016 1.0135 1127 0.320 1.213 235
16-3, 1 290.68 18.016 1.0135 1127 0.364 1.538 216
16-3, 4 290.68 18.016 1.0135 1127 0.375 1.513 224
16-3, 5 290.68 18.016 1.0135 1127 0.375 1.503 226
16-3, 6 290.68 18.016 1.0135 1127 0.424 1.473 252
17-3, 2 290.68 18.016 1.0135 1127 0.464 1.613 252
17-3, 3 290.68 18.016 1.0135 1127 0.447 1.633 243
18-3, 1 290.68 18.016 1.0135 1127 0.468 1.704 243
18-3, 2 290.68 18.009 1.0135 1127 0.505 1.671 262
18-3, 3 290.68 18.009 1.0135 1128 0.505 1.673 262
18-3, 4 290.68 18.009 1.0135 1127 0.505 1.673 262
19-3, 1 290.68 18.016 1.0135 1127 0.422 1.784 216
19-3, 2 290.68 18.016 1.0135 1127 0.473 1.724 243
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Water nucleation: wave tube experiments and theoretical considerations

This work is an experimental and theoretical study of the condensation of
water. Condensation consists of nucleation – the formation of droplets – and
the subsequent growth of those droplets. In our expansion tube setup, these
processes are separated in time with the nucleation pulse principle, in the fol-
lowing manner. First, a mixture of water vapour and a carrier gas is cooled
down by means of an adiabatic expansion. Nucleation then takes place dur-
ing a period of constant pressure, temperature, and supersaturation; this pe-
riod is called the nucleation pulse. At the end of the pulse, the gas is slightly
recompressed, which ends the formation of new droplets. A state of supersat-
uration is maintained, so that the existing droplets grow until they become
large enough be detected. The number density of droplets is inferred from
the extinction of a laser beam and the scattered light from the droplets. The
ratio of the number density of detected droplets and the pulse duration yields
the nucleation rate: the number of macroscopic droplets that are formed per
unit of space and time.

The fraction of droplets that is detected after use of the nucleation pulse
method has been analysed theoretically by two condensation models. The
first is based on the kinetic master equation, which describes the growth of
molecular clusters of arbitrary size by collisions with monomers. The second
model is based on the general dynamic equation (gde), which is often used
in aerosol science. It was found that the gde is inaccurate for small droplets,
whereas it agrees with the kinetic equation for large droplets. The nucleation
pulse analysis shows that after short pulses, a significant number of droplets
evaporate, resulting in a systematic underestimation of the nucleation rate.
In contrast, for our experimental pulse length, the number of droplets that
evaporate after the pulse is negligible.

The nucleation rates of water have been measured with helium as a car-
rier gas, at a nucleation pressure of 1 bar and nucleation temperatures be-
tween 200 and 240 K. Our nucleation rates agree with accurate measure-
ments by Wölk and Strey in the temperature and nucleation rate range of
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overlap. The results provide an extension of nucleation rate measurements
to high supersaturations and low temperatures. Classical nucleation theory
predicts an incorrect temperature dependence of the nucleation rate; this is
well known. Contrary to what is usually assumed, our results demonstrate
that the supersaturation dependence of the classical rate is incorrect as well.
As the temperature dependence of the experimental rates is smooth, we as-
sume that down to 200 K water condenses as supercooled liquid drops, which
remain liquid during our measurement time (15 ms). Supercooled water does
not normally exist below 233 K and its properties there are unknown, which
makes the theoretical predictions more uncertain.

Water nucleation has also been studied in a mixture of methane and car-
bon dioxide, a system that is important for the natural gas industry. To model
nucleation, a description of the equilibrium composition in the water–me-
thane–carbon dioxide system was required. Therefore, a suitable ‘cubic plus
association’ (cpa) equation of state was selected and fitted to experimental
data. For that purpose, literature data on phase equilibrium in the three bi-
nary systems water–methane, water–carbon dioxide, and methane–carbon
dioxide was summarized and reviewed. The literature data on water vapour
fractions in the two binary systems with water is inaccurate and inconsistent,
and the cpa prediction is accurate to 5%, at best. On the other hand, the solu-
bility of methane or carbon dioxide in water is reproduced well. The validity
range of the cpa equation of state from this work is 220–340 K and 0–50 bar.

Another quantity that is required for the prediction of the nucleation rate
is the surface tension of water. For natural-gas-like systems, the influence of
methane and carbon dioxide on the surface tension should be known. There-
fore, literature data were collected and are summarized by empirical fits that
are accurate to 0.5% in the range of experimental data. The fits can be ex-
trapolated down to 235 K, but the relative uncertainty of the surface tension
is then about 5%, which strongly affects the prediction of nucleation rates.

Water nucleation rates were measured at 235 K and 10 bar in pure me-
thane, and also in two mixtures of methane and carbon dioxide. The nuclea-
tion rate in methane was found to be about three orders of magnitude higher
than the nucleation rate of water in helium at 1 bar, at equal temperature and
supersaturation. The increase is likely caused by the reduction of the water
surface tension by methane; the relative decrease of surface tension is esti-
mated at 3.5%.

In our measurements with carbon dioxide we encountered problems in
reproducing measurements on the long term. Within a measurement series,
carried out in a few months, reproducibility of the nucleation rate was bet-
ter than a factor of two, but we observed differences of a factor of four be-
tween series performed in June and October 2007. The relative effect of car-
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bon dioxide, however, is clear because experiments with and without carbon
dioxide were performed consecutively. This allows drawing the following
conclusions: The presence of 3% carbon dioxide beside methane increases
the nucleation rate by one order of magnitude, compared to the rate in pure
methane. Furthermore, 25% carbon dioxide increases the rate by four orders
of magnitude, compared to pure methane. This effect is also explained by a
decrease in surface tension. For 25% carbon dioxide, the estimated relative
decrease of the surface tension is 13%, compared to the pure-water surface
tension.

In view of the large uncertainties at 235 K in the predictions of the cpa
equation of state and in the surface tension, a direct, quantitative compari-
son between experimental and theoretical nucleation rates in our systems is
of limited value. The effect of carbon dioxide on the nucleation rate is quali-
tatively reproduced by the classical nucleation theory, however.

The so-called nucleation theorem provides a way to deduce the properties
of the critical cluster – the smallest stable molecular cluster – from experi-
mental nucleation rate data. For water nucleation in methane at 235 K and
10 bar, the critical cluster consists of 22 water molecules and 5 methane mol-
ecules. The fraction of methane molecules in the cluster is a hundred times
larger than the equilibrium fraction at those conditions, which indicates that
the properties of small clusters strongly deviate from the macroscopic prop-
erties.

Besides nucleation rates, growth rates of water droplets were measured
in methane and in methane–carbon dioxide mixtures. At equal temperature,
pressure and water vapour fraction, the growth rate of the squared droplet ra-
dius is about 20% lower in the mixture with 25% carbon dioxide than in pure
methane. The lower growth rate is caused by a smaller diffusion coefficient
of water in the mixture with carbon dioxide; the difference of the diffusion
coefficients is qualitatively reproduced by the empirical Fuller correlation.
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