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Chapter 1

Introduction

At the end of the nineteenth century, the general consensus among physicists was
that most of nature was quite well understood, and that nature offered physics as a
scientific discipline no big secrets yet to be unveiled. A few problems still existed,
such as the interpretation of experiments regarding photo-emission from metals,
and difficulties with the concept of the ether as a medium for light propagation, but
these were not labeled as big issues. The general consensus could not have been more
wrong. The emergence of relativity and quantum mechanics during the following
decades not only completely changed our view on the universe, it also fueled the
revolutionary changes to society of the past century, leading to the electronics,
and information eras. The development of a quantum theory of solids, with the
introduction of the concept of band structure, has led to a profound understanding of
solid state materials. Especially the invention of the solid state transistor can be seen
as the starting point of the semiconductor industry and the ongoing miniaturization
of electronic circuitry, leading to ever faster computers, and hand-held consumer
electronics such as mobile phones and palmtops, to name a few examples.

1.1 Spintronics

Quantum mechanics and relativity have also led to the concept of spin, which is the
intrinsic magnetic moment of an elementary particle. The most common elemen-
tary particle, the electron, also has, besides its elementary charge, a finite intrinsic
magnetic moment. The orientation of the spin can be parallel or anti-parallel to a
quantization axis (e.g. the direction of a magnetic field), leading to the terms spin
up and spin down. This electron spin forms the basis of a relatively young, but very
active and successful research field, named Spintronics [1–3]. This research field
tries to utilize the spin degree of freedom in conventional charge based electronics,
or in conceptual new devices, in order to obtain improved device performance and
new functionalities. More fundamentally, it involves the study of the active control
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FM
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‘Low’ resistance ‘High’ resistance
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Figure 1.1: Schematic illustration of the GMR and TMR effect, in
which a parallel alignment of the magnetization of the two ferromagnetic
(FM) electrodes has a lower resistance than an anti-parallel alignment.
In the case of GMR, the non-magnetic (NM) layer is a metal, in the case
of TMR the NM layer is an insulator.

and manipulation of spin in solid state systems. One key achievement that gave
a huge boost to the field is the discovery of the Giant-Magneto-Resistance-effect
(GMR-effect) by Albert Fert [4] and Peter Grünberg [5], who have been awarded
the Nobel Prize in Physics of 2007 for their discovery. The GMR-effect enabled the
tremendous increase in data storage capabilities of computer hard-disk drives over
the past decade by implementing the effect (within an astonishing ten years after
the discovery) into a very sensitive magneto-resistive sensor in the read-head of the
hard-disk. Another key discovery is the large room-temperature Tunnel-Magneto-
Resistance-effect (TMR-effect) in 1995 [6], which nowadays replaces the GMR-effect
in sensors, and which might lead to a universal non-volatile solid state memory, the
magnetic random access memory (MRAM).

Let us briefly discuss the GMR-effect and TMR-effect in more detail, with the
help of Fig. 1.1. Consider a tri-layer consisting of two ferromagnetic (FM) materials,
separated by a non-magnetic (NM) spacer. In the case of GMR, the non-magnetic
spacer is a conductor, such as Cu, with a thickness of the order of a few nanometer.
The tri-layer is referred to as a spin-valve. The resistance of this structure depends
on the relative orientation of the magnetization of the magnetic layers, as a result
of spin dependent scattering of electrons in the magnetic layers. When the electron
spin is parallel (anti-parallel) with the magnetization, the scattering probability is
low (high), which results is a low (high) resistance. The total current is carried by
spin up as well as by spin down electrons. Using the two-channel picture of spin
transport, first introduced by Mott, it can be readily seen that a parallel orientation
of the magnetization of the two FM layers has a lower total resistance than an anti-
parallel orientation. With GMR, the resistance changes that can be achieved with
such a tri-layer are typically of the order 20%. A crucial aspect in this system is
that the thickness of the non-magnetic spacer layer is lower than the spin scattering
length, such that spin is conserved when electrons transverse from one magnetic
layer to the other. When the non-magnetic spacer layer is an insulator of ≈ 1 − 2
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nanometer thickness, it acts as a tunnel barrier. In this case, the tri-layer is referred
to as a magnetic tunnel junction. The tunneling rates of spin up and spin down
electrons are (to first order) dependent on the density of filled states in one electrode
times the density of empty states the other electrode, both at the Fermi level. With
the presence of the FM layers, these tunneling rates depend on the spin type, and
on the relative orientation of the magnetization of the two FM layers. Again, a
parallel alignment of the magnetization results in lower resistance than an anti-
parallel alignment.

These two systems thus convert magnetic information (the relative orientation of
the magnetization of the two FM layers) to electric information (via the resistance),
which can be processed with standard electronics. Engineering of the properties
of the FM layers, e.g. via interlayer coupling and exchange bias, have led to the
development of very accurate magnetic field sensors based on the GMR-effect. Also,
the record high TMR-values of up to 70% with CoFeB as a magnetic electrode and
AlOx as an isolating spacer [7], and well over 500% with CoFeB and MgO [8–10],
pave the way for implementing magnetic tunnel junction as memory elements in a
non-volatile solid state memory. In combination with a design that uses the so-called
spin transfer torque [11, 12] to switch the magnetization of one of the ferromagnetic
electrodes (i.e. the magnetization is switched by a spin polarized current, instead of
with a magnetic field), this could lead to a universal scalable magnetic solid state
memory [13].

Besides the material aspects, also the dynamic properties of the magnetic elec-
trodes are important, e.g. in the case of fast switching of the magnetization of the
electrode. Magnetization dynamics at GHz frequencies takes place in the so-called
precessional regime, which means that the magnetization can only be switched by
a precessional motion. The fasted switch possible is that of half a precession pe-
riod, called a ballistic switch. Experimentally, ballistic precessional switching via
magnetic field pulses has been demonstrated in micron and sub-micron sized mag-
netic elements [14, 15], while similar results are being pursued using spin transfer
switching [16, 17]. These achievements form a complementary step towards the
development of magnetic memories.

The above mentioned spin valve and magnetic tunnel junction are examples of
metallic spintronic applications. In order to fully utilize the spin degree of free-
dom in conventional electronics, a spin polarization must be created, manipulated,
transported, and detected in conventional semiconductors. The research field which
studies these aspects is named Semiconductor Spintronics.

1.2 Semiconductor Spintronics

Semiconductor spintronics has the promise of improved device performance over
current and future charge-based semiconductor technology [18]. Several proposals
and experimental studies include a spin-FET (field-effect transistor [19, 20], see Fig.
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1.2a), a spin-LED (light-emitting diode), a spin-RTD (resonant tunneling diode),
and quantum bits for quantum computation and communication. Typical ques-
tions that are posed in respect of these proposals are: How can a significant spin
polarization be created in a (typically) non-magnetic semiconductor, such as Si or
GaAs? How can a spin polarization be efficiently and electrically detected? What
are the mechanisms for spin relaxation, and can a spin polarization be maintained
long enough to perform spin manipulation and / or transport? What are ways to
manipulate a spin polarization, in order to obtain device functionality? In the past
decade an enormous progress has been made in finding solutions to these questions,
which we will consider in more detail below.

Spin injection and detection

The oldest and most easiest way to create a non-equilibrium spin polarization in a
non-magnetic semiconductor is by optical means [21]. Circularly polarized photons
can transfer angular momentum to the semiconductor via the optical selection rules
of direct band-gap semiconductors, thereby exciting more electrons of one spin type
than of the other. However, for device applications it is desirable to have an electri-
cal method for creating a spin polarization, which is often referred to as electrical
spin injection. First attempts were based on depositing ferromagnetic contacts on
InAs. InAs is one of the few semiconductors with an ideal interface to a transition
metal, resulting in low Ohmic contacts without Schottky barrier formation. How-
ever, later it was realized that the large difference in conductivity between a FM
and a semiconductor results in a low spin injection efficiency, an obstacle referred
to as the conductivity mismatch [22]. Using semiconductors as a source of spin
polarization, either via spin splitting in a large magnetic field [23], or by using a fer-
romagnetic semiconductor such as GaMnAs [24], efficient spin injection into GaAs
could be achieved at low temperatures and / or high magnetic field. These meth-
ods did, however, not allow room temperature spin injection. This conductivity
mismatch problem could be circumvented by introducing a tunnel barrier between
the FM and semiconductor, which acts as a large spin dependent resistance [25].
Indeed, successful electrical spin injection into GaAs has been achieved using a
Schottky-barrier [26], and an insulating barrier such as AlOx [27], and MgO [28].
To prove successful spin injection, most studies used a LED-structure underneath
the injection electrode, a configuration also referred to as spin-LED. The degree of
circular polarization of the electroluminescence originating from this spin-LED is
related to the injected spin polarization. More recently, spin injection into Si was
demonstrated in a similar way [29].

The above demonstrations of spin injection relied, as mentioned, on optical de-
tection of light emission from a spin-LED. Naturally, in view of application in de-
vices, a more convenient way would be electrical detection of spin injection. This
is, however, a much more difficult task, because either a lateral geometry of the
electrodes is needed, or spin transport through a full wafer. Electrical detection of
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Figure 1.2: (a) Schematic picture of the Datta-Das spin-transistor, in
which spins are injected at one FM electrode (right electrode), rotated
by a gate-voltage on the middle electrode via the Rashba-effect [43], and
detected at a second FM electrode. The transistor is ‘on’ (‘off’) when the
spin are parallel (anti-parallel) to the detection electrode. (b) Schematic
picture of a lateral spin injection and detection device with a non-local
geometry.

spin accumulation was demonstrated with a multi-terminal device [30], and later
full electrical spin injection and detection in GaAs [31], and also Si [32], using a
non-local lateral geometry (see Fig. 1.2b). We note that a non-local measurement
is needed in order to rule out spurious effects, such as magnetoresistance in the
electrodes, and local Hall effects. Spin transport through a full 300 µm Si wafer was
demonstrated using hot electron spin injection [33, 34].

A completely different way to generate a (non-equilibrium) spin polarization in
a semiconductor is by exploiting the spin-Hall effect. This is the effect that a charge
current induces a spin polarization of opposite sign perpendicular to the current
direction, similar to the Hall voltage in the ordinary Hall effect. The separation
of spin up and spin down electrons is a spin-orbit effect, and results from a spin
dependent scattering potential seen by the electrons. In this case no ferromagnetic
contact or external magnetic field is needed to create a spin polarization. The spin
Hall effect has been demonstrated in GaAs and InGaAs channels [35]. The investi-
gation of the full potential of the spin Hall effect as a source of spin polarization in
semiconductors is currently an active research topic.
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Spin relaxation, transport, and manipulation

A huge boost to the interest in semiconductor spintronics was the discovery of long
room temperature spin relaxation times in non-magnetic semiconductors, which are
three order of magnitude longer than in metals [36]. Such high relaxation times are
needed to perform spin manipulation and transport. In n−GaAs, spin relaxation
times up to 100 ns were measured at low temperatures (< 5 K) [37], while the spin
relaxation mechanisms were identified for different donor concentrations [38]. Soon
after this discovery, several groups reported on spin transport in electric, magnetic,
and strain fields, using optical injection and detection of spins [39–41]. Later, also
lateral spin transport was optically imaged using electrical injection of spins [42].
These studies proved that spin packages can be transported by electric fields over
more than 100 µm in n−GaAs at low temperature.

Besides spin relaxation and transport, several studies aimed at the active control
of spin dynamics. The Datta-Das spin transistor relies on spin manipulation via the
Rashba-effect [43], but other methods involve controlling the magnitude of the elec-
tron g factor (and thereby the precession frequency) [44], or applying short electric
tipping pulses [45]. Other studies focused on the manipulation of spin relaxation
in n−GaAs with stray fields originating from patterned ferromagnetic structures
[46–48]. Despite this enormous progress, demonstration of a spin-transistor accord-
ing to the Datta-Das proposal remains one of the big challenges for semiconductor
spintronics.

Single spins

Up to now we have only discussed systems in which a spin ensemble is injected,
transported, manipulated, and detected. For applications in the field of quantum
computation and information, however, it it desirable to gain control over single
spins [49]. A single spin is an ideal two-level quantum system, which can be used
as a quantum bit (qubit), the building block of a quantum computer. One way of
isolating a single spin is by using semiconductor quantum dots, either by forming
electrostatically defined quantum dots with lateral gate electrodes [50], or by incor-
porating the dots in a semiconductor matrix via self-assembly during growth [51].
In recent years, experimental studies on ensemble and single dots have confirmed
long spin decoherence times in several quantum dot systems [52]. Also schemes for
single spin manipulation in quantum dots have been demonstrated, thereby taking
the first essential steps for using semiconductor quantum dots as qubits for quantum
computation.

1.3 This Thesis

The main focus of this Thesis is on the dynamic behavior of magnetization and
ensemble spins in various hybrid spintronic devices and semiconductor nanostruc-
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tures. We will focus on magnetization dynamics in an MRAM element, and on spin
relaxation and precession in lateral and perpendicular spin injection devices. Also,
we will explore the possibilities of optical spin injection in semiconductor nanowires,
and try to identify the main spin relaxation mechanism in such wires. Finally, we
will investigate the possibility of controlling the electron or hole g factor in self-
assembled semiconductor quantum dots.

This Thesis is organized as follows. In Chapter 2 we will discuss the basic theo-
retical aspects of magnetization dynamics in ferromagnetic thin layers, and of spin
orientation, relaxation and precession in semiconductors, with a focus on n−doped
GaAs. Chapter 3 gives a description of the measurement techniques used through-
out this Thesis, which are for a large part based on the magneto-optical Kerr-effect.
This effect is explained in detail, and a model is presented which calculates the Kerr-
effect originating from an arbitrary layered structure. This Chapter also presents
unpublished experimental results related to perpendicular magnetized electrodes for
spin injection, and measurements of spin relaxation, precession, and diffusion in a
lateral spin injection device. Precessional magnetization dynamics in a micron sized
ferromagnetic element is the subject of Chapter 4. In this Chapter, the questions
related to uniform magnetization switching via precessional motion in a potential
MRAM element will be addressed. Chapter 5 is devoted to the determination and
understanding of electron spin relaxation in a spin-LED under operational con-
ditions. The influence of important device parameters, such as carrier densities,
temperature, and recombination rate on the spin relaxation rate will be the central
topic. The potential applicability of semiconductor nanowires as building blocks
for spintronic applications will be investigated in Chapter 6, with the emphasis on
carrier and spin dynamics in these nanowires. We will show that by using micro-
scopic techniques, it is possible to optically study individual nanowires. Chapter 7
concludes this Thesis and is dedicated to spin relaxation and precession of electrons
and holes in self-assembled semiconductor quantum dots. The central question is if
it is possible to control the electron or hole g factor by changing the internal electric
field.
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Chapter 2

Magnetization and spin
dynamics

This Chapter discusses the main physical processes and phenomena that are needed

to explain and discuss experimental data in Chapters 3 to 7, but which are not

treated in depth in these Chapters. We will first discuss the general concepts of

magnetization precession and spin waves in ferromagnets, which we will encounter

in Chapter 4. Next, we will focus on optical spin orientation in semiconductors,

and the main spin relaxation mechanisms in bulk and quantum systems, which will

be important in Chapters 5-7. Special attention will be given to spin relaxation in

bulk n−GaAs. The final topic is spin precession and dephasing in semiconductors,

which will be relevant in Chapters 3 and 7.

13
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2.1 Magnetization dynamics in ferromagnets

The magnetization of a ferromagnet is a local quantity that describes in which di-
rection an ensemble of local magnetic moments (spins) is aligned. The direction of
this magnetization can usually be changed by applying a magnetic field. A strong
magnetic field will in general align all the magnetic moments of a ferromagnet in
the same direction, a situation which is called saturation. In magnetic storage de-
vices, such as hard disk-drives or magnetic random access memory, the binary data
is stored as the parallel or anti-parallel alignment of the magnetization direction
with respect to a preset axis in small magnetic grains or elements. Nowadays, it is
required that the writing of the data, and thus the switching of the magnetization,
occurs on a (sub-)nanosecond time-scale. On this timescale, the magnetization dy-
namics in ferromagnets is governed by the Landau-Lifshitz-Gilbert (LLG) equation
[1–3]. This equation describes the motion of the local magnetization vector, and
takes the following form

d~m(~x, t)
dt

= γµ0

(
~m(~x, t)× ~Heff (~x, t)

)
+

α

Ms

(
~m(~x, t)× d~m(~x, t)

dt

)
. (2.1)

Here, ~m(~x, t) = ~M(~x, t)/Ms is the normalized local magnetization vector, γ the gy-
romagnetic ratio (γ = g e

2me
, with g the gyromagnetic splitting factor of the electron

in the magnetic material, and e and me the electron charge and mass respectively),
µ0 the magnetic permeability of vacuum and ~Heff (~x, t) the local effective magnetic
field, Ms the saturation magnetization, and α a phenomenological (Gilbert) param-
eter, which is a measure of the damping in the system [2, 3]. This equation states
that the local effective magnetic field exerts a torque on the local magnetization,
and that this torque is responsible for the motion of the magnetization. This motion
is a precessional motion around the local effective field, since the direction of the
torque is perpendicular to both the magnetization vector, and the local effective
field. Depending on the value of α, the precessional motion can be over-damped,
critically damped or under-damped. In most cases with thin magnetic layers, α ¿ 1,
and the motion is in the under-damped regime, leading to many revolutions of the
magnetization vector (also called ringing). The local effective field is the sum of
several different fields, which include the exchange field, the dipole field (or demag-
netizing field), crystalline and shape anisotropy, coupling fields from neighboring
layers (via exchange bias or interlayer coupling), and the externally applied mag-
netic field. In particular, the exchange and dipole field give rise to short and long
range interactions, respectively, between local magnetic moments, and can thereby
induce spin-waves [4]. We will not discuss all the aspects of spin waves in detail, but
state here three important classes of lateral spin waves encountered in thin magnetic
elements. These classes are defined by the relative orientation of the magnetization
~M , the wavevector, ~q, of the spin wave, and the normal of the sample plane ~n.
For ~n ‖ ~M ⊥ ~q, we have the so-called forward volume magnetostatic mode , for
~n ⊥ ~M ⊥ ~q, it is the Damon-Eshbach surface mode [5], and for ~n ⊥ ~M ‖ ~q, the spin
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Figure 2.1: Geometry for simulating magnetization dynamics with the
LLG-equation. The external bias field (Hbias), and initial magnetization
(Mt=0) of the Py (Ni80Fe20) element are in the x̂ direction. The magnetic
field pulse (Hpulse) is applied in the ŷ direction. The effective field (Heff )
at t = t1 is the sum of Hbias, Hpulse, and the demagnetization field
(Hdem). The motion of the magnetization vector is also indicated.

waves are referred to as the backward volume magnetostatic spin waves (BWVMS)
[6]. These BWVMS will be important in Chapter 4, and are interesting because of
their particular (negative) dispersion relation. In micrometer sized ferromagnetic
elements, quantization of the wavevector of these spin waves can occur when the
wavelength of the waves becomes comparable to the size of the element [7]. Also, in
regions with a strong inhomogeneous internal magnetic field, localization of modes
can occur [8, 9]. This localization is a result of the dispersion relation of the spin
waves, which ensures that waves with a certain wavevector can only exist in a lim-
ited internal magnetic field range. We will encounter such localized spin waves in
Chapter 4.

We will briefly show an illustrative example of the excitation of the magnetization
by a short magnetic field pulse. We consider only a region of a thin ferromagnetic
layer with a spatially uniform magnetization. We neglect the exchange and dipo-
lar fields from neighboring regions, and assume only shape anisotropy is present in
the system. For thin films, the shape anisotropy in the perpendicular direction is
dominant, and we assume there is no preferential in-plane direction for the magne-
tization. The magnetization is in this case no longer dependent on position, and
Eq. 2.1 simplifies considerably to

d~m(t)
dt

= γµ0

(
~m(t)× ~Heff (t)

)
+

α

Ms

(
~m(t)× d~m(t)

dt

)
. (2.2)

This equation can be linearized for all three components of the magnetization vector,
and integrated with the effective magnetic field as input. We use the geometry
sketched in Fig. 2.1, which shows all the relevant contributions to ~Heff for this
particular example. The response of the magnetization to a short (0.25 ns) square
magnetic field pulse is presented Fig. 2.2, with α = 0.01, and Ms = 900 kA/m. The
magnetization is initially aligned along the x̂ direction by an external bias field in
the same direction. For t < 0 this is the only contribution to ~Heff , and as ~M and
~Heff are parallel, no torque is exerted on ~M . At t = 0 ns, a magnetic field pulse
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Figure 2.2: The responses of the magnetization due to a magnetic field
pulses of 0.25 ns, plotted (a) in a my − t, and a mz − t graph, and (b)
in a mz − my graph. In the my − t graph of (a) also the field pulse
(with amplitude 0.4 kA/m) is plotted. In the calculation, α = 0.01, and
Ms = 900 kA/m.

is applied in the ŷ direction, which changes ~Heff , and a finite torque is exerted
on the magnetization in the −ẑ direction. The magnetization rotates out of the
plane, which is accompanied by a strong demagnetization field in the +ẑ direction,
as shown in Fig. 2.1. After t = 0 ns, the effective field is the sum of the bias
field, the field pulse, and the demagnetization field. While the field pulse is present,
the magnetization precesses around the new ~Heff . However, as the duration of
the field pulse is smaller than the period of the precession, ~Heff changes again
when the field pulse ends, and the magnetization starts to precess around the initial
equilibrium axis in the x̂ direction. This precession is clearly shown in Fig. 2.2b,
and its amplitude decays on a timescale set by α. In real experiments, usually the
z−component of the magnetization is measured, and the signals that are obtained
are similar to Fig. 2.2a(top). From such measurements, the precession frequency
and damping parameter can be easily extracted.

2.2 Optical orientation in semiconductors

In contrast to ferromagnets, the traditional semiconductors are not magnetic, and
therefore in equilibrium no net spin polarization is present. However, as stated in the
Introduction, semiconductors are of great interest for spintronic applications. The
reason for this is mainly due to the fact that one is nowadays able to create a non-
equilibrium spin polarization in a wide range of semiconductor systems that lasts
long enough to perform spin transport and manipulation experiments, which may
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Figure 2.3: (a) Schematic band structure of GaAs near the Γ−point,
with the conduction band (CB), and valence bands heave hole (HH),
light hole (LH), and spin-orbit split-off (SO). The bandgap Eg, spin-orbit
splitting ∆so, and the angular momenta of the bands are indicated. (b)
The selection rules for interband transitions between the mj sub-levels
in the valence and conduction band. σ− and σ+ indicate excitations
with left- and right-circularly polarized light, while the circled numbers
indicate the relative transition intensities for each excitation.

lead to useful applications in the (near) future. In this Section we will briefly discuss
the physics of optical orientation, which is the creation of a non-equilibrium spin
ensemble in a semiconductor by optical means. It forms the basis of the experimental
techniques to study spin relaxation in bulk and quantum systems, which we shall
encounter in Chapters 5, 6, and 7.

Optical orientation has been extensively studied, both theoretically and experi-
mentally [10]. In the latter case, the most widely studied material is GaAs, which
is characteristic for III/V and II/VI semiconductors with the zinc-blende crystal
structure. Here, we shall also focus on GaAs, as this is the material which is mostly
used in the devices and nanostructures studied in this Thesis. The band structure
of GaAs near the Γ-point is shown in Fig. 2.3a [11]. The bandgap Eg is 1.52 eV at
T = 0 K, while the split-off band is separated from the light- and heavy-hole band
by ∆so = 0.34 eV. The conduction (CB) and valence (heavy hole, HH, and light
hole, LH) bands are parabolic, with a much smaller effective mass of electrons in the
conduction band, compared to holes in the valence bands. Optical excitation follows
the dipole selection rules for interband transitions for this zinc-blende crystal struc-
ture. The eigenmodes of the photons for such transitions are left- and right-handed
circular polarization, denoted as σ− (negative helicity), and σ+ (positive helicity),
respectively. σ± photons cause transitions with ∆mj = ±1, as indicated in Fig.
2.3b. The relative intensity of the transitions depends on the specific valence elec-
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trons involved: 3 for HH-transitions, 1 for LH-transitions, and 2 for SO-transitions.
It follows that excitation with σ+ photons with an energy Eg < ~ω < Eg + ∆so (~
is Planck’s constant h divided by 2π, and ω the photon angular frequency) results
in a spin polarization of

P =
n↑ − n↓
n↑ + n↓

=
1− 3
1 + 3

= −1
2
. (2.3)

Strictly speaking this is only true for transitions at the Γ-point, as for transitions
away from the Γ-point the electron and hole wavefunctions become coupled to other
bands. For transitions close to the Γ-point, the coupling is small, and Eq. 2.3 is
a good approximation. Excitation with a photon energy ~ω > Eg + ∆so should
thus result in zero spin polarization. However, in this case electrons from the HH-
band and LH-band are excited relatively high in the conduction band, and their
spin polarization will decrease while cooling to the bottom of the conduction band.
Electrons excited from the SO-band have much less excess energy, and cooling is
relatively unimportant. The result is a net positive spin polarization of a few percent.

2.3 Spin relaxation mechanisms

In the previous Section we have discussed a useful method for creating a non-
equilibrium spin polarization in semiconductors. Naturally, this spin polarization
will not last forever as a result of spin relaxation. Several mechanisms for spin
relaxation have been identified: Elliott-Yafet (EY), D’yakonov-Perel’ (DP), Bir-
Aronov-Pikus (BAP), and hyperfine-interaction (HF) [10, 12]. We shall discuss the
basic concepts of these mechanisms below.

Elliot-Yafet-mechanism

In the EF-mechanism, electron spins relax via momentum scattering events, because
the electron wave functions are an admixture of both spin states due to spin-orbit
coupling [13, 14]. At each scattering event of electrons with impurities or phonons,
there is thus a finite (though small) probability of a spin-flip. An analytical formula
for the spin relaxation rate due to the EF-mechanism is given by [15, 16]

1
τs
∝

(
∆so

Eg + ∆so

)2 (
Ek

Eg

)
1

τp(Ek)
, (2.4)

where τp is the momentum scattering time at energy Ek. From this formula, we see
that the EF-mechanism is more efficient in materials with a small band-gap, and
for high electron energy. Also, we see that the spin relaxation time is proportional
to the momentum scattering time, as expected.

Because holes have a non-zero orbital moment (L = 1), spin-orbit coupling in
the valence band leads to complete admixture of orbital and spin moments of holes.
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Due to this complete admixture, the EF-mechanism predicts a hole spin relaxation
time of the order of the momentum scattering time, which is typically less than one
ps in bulk-semiconductors.

D’yakonov-Perel’-mechanism

In the DP-mechanism, spin relaxation is mediated by the internal effective mag-
netic field, which is the result of spin-splitting of the conduction band in crystals
lacking inversion symmetry [17]. The internal magnetic field leads to spin preces-
sion of electrons. When the precession period is much longer than the momentum
scattering time, the electron spin rotates a small angle about the magnetic field
between each momentum scattering event. Because the spin-splitting, and thus the
direction of the internal magnetic field, is k-dependent, the electron spin rotates
in different directions after each scattering event. This leads to a random walk of
the spin orientation, and finally to spin relaxation. In this case, the shorter the
momentum scattering time, the less efficient the DP-mechanism (in contrast to the
EF-mechanism). Also, the higher the electron energy, the larger the spin splitting
in the conduction band, and the faster the spin precession and spin relaxation. An
analytical formula for the spin relaxation rate due to the DP-mechanism is given by
[16]

1
τs
∝ τp(Ek)α2 E3

k

Eg
, (2.5)

with α a dimensionless parameter specifying the strength of the spin-orbit coupling.
From this equation we can see that 1/τs increases much faster with electron energy
than for the EF-case, and it is expected that the DP-mechanism is dominant at
large donor concentration (nD) and high temperature (T ). For degenerate semicon-
ductors, τp is given by [18]

1
τp
∝ nD

E
3/2
F

[
ln(1 + x)− x

1 + x

]
, (2.6)

with x ∝ EF /n
1/3
D , and EF the Fermi level. We see that τp increases with increasing

Fermi level, and decreases with increasing donor concentration. In the absence of
optically excited carriers, EF is determined entirely by the donor concentration, via
EF ∝ n

2/3
D (see also Eq. 2.14). For this case we can rewrite Eq. 2.5 after substitution

of Eq. 2.6, and obtain

1
τs
∝ Eg

n2
D

[
ln(1 + x)− x

1 + x

]
. (2.7)

From this formula it follows that for spin relaxation at the Fermi level τs ∝ n−ν
D ,

with ν < 2 as a result of the (weak) dependence of the term between the square
brackets on nD. In the presence of optically excited carriers, ν will be larger as
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a result of the explicit dependence of τp on EF (which increases with increasing
excitation density). We shall implement the DP-mechanism in the case of n−GaAs,
together with carrier recombination, in a model that calculates the time evolution
of a spin distribution after optical orientation. This is described in the next Section.

Bir-Aronov-Pikus-mechanism

In the BAP-mechanism, electron scattering with holes involving spin flip is the
dominant process [19, 20]. This process is mediated by the electron-hole exchange
interaction. The spin-flip scattering probability depends on the state of the holes
(bound to acceptors or free, non-degenerate or degenerate, fast or slow). For the
case of non-degenerate holes, and including both bound and free holes, the spin
relaxation rate is given by

1
τs
∝

¯< D2
s >

EB

ve

vB

(
nAa3

B

)(
p

nA
|ψ(0)|4 +

5
3

nA − p

nA

)
, (2.8)

with Ds the exchange constant, EB and aB the Bohr-energy, and -radius for the
exciton respectively, vB = ~

meaB
, and me and ve the electron effective mass and

velocity, respectively. p is the free hole density, nA the acceptor density (and thus
the density of bound holes), while |ψ(0)|2 is the Sommerfield-factor, which is a
measure for the screening of the Coulomb-potential between the electron and hole.

For the case of degenerate holes, and fast electrons (ve > vF , with vF the Fermi-
velocity of the holes), the spin relaxation rate is given by

1
τs
∝

¯< D2
s >

EB

ve

vB

(
pa3

B

) T

EF
|ψ(0)|4. (2.9)

The strength of the BAP-mechanism depends on the hole density according to
1/τs ∼ nA for non-degenerate holes (Eq. 2.8), and according to 1/τs ∼ p1/3 for
degenerate holes (Eq. 2.9, with EF ∝ p2/3, see also Eq. 2.14). In the intermediate
regime only a weak dependence on p is observed. The temperature dependence
of τs for degenerate holes is given by Eq. 2.9, from which it follows that (with
ve =

√
3kBT/me, kB Boltzmann’s constant) 1/τs ∝ T 3/2. Measurements of the

temperature dependence of τs in GaAs by Aronov et al. [16], could be well described
by the expression

1/τs = 2.3 · p1/3T 3/2, (2.10)

with τs in seconds, p in cm−3 and T in Kelvin. We will use this equation in Chapter
5 to compare our data with the theoretical predictions. We note that BAP is the
dominant mechanism in heavily p−doped samples at relatively low temperatures.
Due to the strong energy dependence in the DP-mechanism, spin relaxation via DP
will dominate at high temperature, even at high acceptor concentrations.
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Hyperfine-interaction

Finally, in the HF-mechanism, the combined random magnetic moments of nuclei
lead to a fluctuating magnetic field experienced by localized or confined electrons.
The HF-mechanism is too weak in bulk semiconductors to be dominant over EY
and DP, due to the itinerant nature of the electrons. It is, however, an important
mechanism for single-spin decoherence of localized electrons, e.g. electrons confined
in quantum dots or bound to donors. For these electrons, the DP mechanism is
suppressed, leading to very large spin relaxation times.

2.4 Modeling spin relaxation in n−GaAs

Spin relaxation in n−GaAs is extensively studied during the last decades, following
the discovery of large spin relaxation times exceeding 100 ns for moderate doping
levels [18, 21]. For donor concentrations above the metal-insulator transition (thus >

2·1016 cm−3) the spin relaxation is mediated by the DP-mechanism. In Chapter 3 we
will discuss the experimental technique used in this Thesis to study spin relaxation
in several devices and semiconductor nanostructures. An example, presented to
outline the capabilities of the technique, involves a semiconductor heterostructure
with a n−GaAs transport channel. Here, we will present a simple model to describe
spin relaxation in n−GaAs as a function of excitation density, including the effect
of recombination.

In order to model the spin relaxation in a n−GaAs layer, we will assume a uni-
form doping profile, and uniform carrier excitation. Also, we will set the temperature
to T = 0. The electron density due to doping is equal to the donor concentration,
nD, while the density of electrons due to laser excitation is nL. Following the optical
selection rules for zinc-blende crystal structures, the spin up density, n̄↑, right after
laser excitation is given by n̄↑ = 1

2nD + 3
4nL, while the spin down density, n̄↓, is

given by n̄↓ = 1
2nD + 1

4nL. The bar indicates the total spin up and spin down den-
sity respectively, i.e. integrated over all electron energies in the conduction band.
The situation after laser excitation and thermalization is schematically shown in
Fig. 2.4. We are interested in the net electron spin moment, S, as a function of time
after laser excitation, which is given in units of ~/2 by

S(t) = n̄↑(t)− n̄↓(t) =

EF↑(t)∫

Eg

n(E)dE −
EF↓(t)∫

Eg

n(E)dE. (2.11)

Here, n(E) is the density of states function in the conduction band, while EF,↑(↓)(t)
represent the time-dependent electron quasi-Fermi level for spin up (down) electrons.
When the electron quasi-Fermi level for spin up and spin down electrons is different,
there will be a net flow of majority spins to minority spins due to spin relaxation,
until the electron quasi-Fermi level of each spin band is equal, and the net spin
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Figure 2.4: (a) Schematic representation of the spin dependent den-
sity of states after laser excitation in n−GaAs. The conduction band
(CB), valence band (VB), and the processes of spin relaxation and re-
combination are indicated. τs is the spin relaxation time, rr represents
the recombination parameter. (b) Spin relaxation time as a function of
donor concentration in GaAs, adapted from [18]. The DP-calculation for
1016 < nD < 1019 can be approximated with τs ∝ n−1.77

D .

moment is zero. Spin flip events of both spin up and spin down electrons take place
at all electron energies, and since spin relaxation is mediated by the DP-mechanism,
the spin flip rate depends strongly on the electron energy. In the following we will
present the equations of the model for only the spin up density. The spin down
density is found by interchanging the ↑’s and ↓’s. The rate equation for the spin up
density is given by

dn̄↑(t)
dt

= −
EF↑(t)∫

Eg

n(E)
τs(E)

dE +

EF↓(t)∫

Eg

n(E)
τs(E)

dE. (2.12)

The first term on the right hand side represents the loss of spin up electrons due
to spin flips, while the second term represents the gain of spin up electrons due to
spin flips of spin down electrons. τs(E) is the energy dependent spin relaxation time
according to the DP-mechanism. In order to carry out the integrals, it is convenient
to express the total spin density in terms of the (time-dependent) electron quasi-
Fermi level. From the formula for the 3D density of states in the conduction band,

n(E) = 8π
√

2
(me

h2

)3/2 √
E − Eg = n0

√
E − Eg, (2.13)
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with n0 a constant introduced for convenience, it follows that

n̄↑(EF↑(t)) =

EF↑(t)∫

Eg

n(E)dE =
2
3
n0 (EF↑(t)− Eg)

3/2
. (2.14)

We take the dependence of τs on nD, as presented by Dzhioev et al. [18], to calculate
the spin flip time for each electron energy. Their theoretical estimation can be
approximated by

τs(nD) = cDn−1.77
D , (2.15)

with cD a constant which has the numerical value 1.23 · 1022 if nD is expressed
in units of cm−3. As mentioned in the previous Section, the absolute value of the
exponent of nD is slightly smaller than 2 in the absence of optically excited carriers.
However, for simplicity we will also use this expression in the presence of optically
excited carriers, and replace nD with (nD + nL). In doing so, we underestimate
the electron spin relaxation rate at high excitation density. In the experiments
of Dzhioev et al. the electron quasi-Fermi levels of both sub-bands after optical
orientation are nearly equal, and close to the equilibrium Fermi level. This means
that electron spin relaxation takes place at the equilibrium Fermi level. Therefore,
we can replace the donor concentration nD with the electron (spin up or spin down)
concentration, and use Eq. 2.14 with EF↑ = E, to express τs as a function of energy,
yielding

τs(E) = cD

(
2
3
n0

)−1.77

(E − Eg)
−2.66

. (2.16)

Substituting Eqs. 2.13, 2.14, and 2.16 in Eq. 2.12, carrying out the integrals, rear-
ranging, and setting Eg = 0 (which does not affect the calculation), results in

dEF↑(t)
dt

=

(
2
3n0

)1.77 (−EF↑(t)4.16 + EF↓(t)4.16
)

4.16cD

√
EF↑(t)

. (2.17)

This equation, together with its spin down counterpart, describes the electron spin
relaxation in n−GaAs via the DP-mechanism for various donor concentrations, and
excitation densities.

However, besides spin relaxation, also recombination with unpolarized holes (the
hole spin relaxation time is extremely short, as mentioned in the previous Section)
takes place. The recombination of spin up (down) electrons is proportional to the
electron spin up (down), and hole spin down (up) density. The amount of recom-
bination events might thus be different for spin up and spin down electrons as a
result of a difference in their densities. The recombination of spin up electrons can
be expressed as

dn̄↑(t)
dt

|rec = −rrn̄↑(t)p̄↓(t) = −rrn̄↑(t)
1
2
[n̄↑(t) + n̄↓(t)− nD], (2.18)
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Figure 2.5: Calculated spin relaxation times τs as a function of donor
density nD. The inset shows the time traces produced by the model.
Single exponential fits to these traces yield the spin relaxation time pre-
sented in the main graph.

with rr the recombination parameter, and p̄↓ the total hole spin down density. Using
again Eq. 2.14, we can express Eq. 2.18 in terms of the quasi-Fermi levels, and obtain
(with Eg = 0)

dEF↑(t)
dt

|rec = −rrEF↑(t)
3

(
2
3
n0

(
EF↑(t)3/2 + EF↓(t)3/2

)
− nD

)
. (2.19)

The right-hand side of Eq. 2.19 can be added to the right-hand side of Eq. 2.17,
thereby obtaining the full rate equation for the spin up density. Together with
the similar equation for the spin down density this forms a system of two coupled
differential equations, which can be solved in order to obtain EF↑(t) and EF↓(t).
Using Eq. 2.12 we obtain n̄↑(t) and n̄↓(t). Substituting these quantities in Eq. 2.11
finally yields S(t), the evolution of the total spin density as a function of time. We
have employed a numerical technique to solve the coupled differential equations, and
have calculated S(t) for several values of the input parameters nD, nL, and rr.

First, we verified that the model agrees with the paper of Dzhioev et al., which
should be the case because the data of Dzhioev et al. serves as an input. Therefore,
we calculated the spin relaxation time for several donor concentration in the low
fluence limit (nL ¿ nD). This means that we used a laser induced electron concen-
tration of 1 × 1015 cm−3, much smaller than all the donor concentrations. Figure
2.5 shows the calculated spin relaxation times, as well as the time traces produced
by the model in the inset. Comparison with Fig. 2.4b shows that indeed the same
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Figure 2.6: Calculated total spin S, the total carrier (n̄), total spin up
(n̄↑), and total spin down (n̄↓) density for the case of only spin relaxation
(a) and only recombination (b). The input parameters of the model are
nD = 5× 1016 cm−3, nL = 3× 1017 cm−3.

dependence of τs on nD is reproduced.

A more interesting application of the model is to study the spin relaxation in
the case of high fluence (nL > nD). First, we will focus on the effect on S of (i)
only spin relaxation, and (ii) only recombination. We set nD = 5 × 1016 cm−3,
nL = 3 × 1017 cm−3, so n̄ = 3.5 × 1017 cm−3 at t = 0. We choose this value for
nD, because this is the donor concentration of the device discussed in Section 3.3.3.
Figure 2.6 shows the total spin S, the total carrier (n̄), total spin up (n̄↑), and total
spin down (n̄↓) density for the two cases. If only spin relaxation is present, and no
recombination, Fig. 2.6a shows that n̄ is constant. n̄↑ decreases while n̄↓ increases
due to spin flips, resulting in a decay of S, which can be well approximated with
a single exponential decay with time constant τs = 1.13 ns. This time constant is
similar to the case of low excitation density, with nD = 3.5×1017 cm−3. Apparently,
the spin relaxation time is determined by the total carrier density, and is only weakly
changed by an initial large spin up and spin down imbalance. If only recombination
is present, and no spin relaxation, Fig. 2.6b shows a non-exponential decay of the
carrier density, which follows from Eq. 2.18 because p̄↓ is time-dependent. Also,
because at t = 0 n̄↑ > n̄↓, unequal recombination rates for spin up and spin down
electrons are observed. This leads to a net loss of spin polarization, and thus to a
decrease of S.

When both spin relaxation and recombination are present, it is expected that the
spin relaxation rate due to spin flips is time-dependent. This follows from the DP-
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Figure 2.7: Calculated total spin S, the total carrier (n̄), total spin up
(n̄↑), and total spin down (n̄↓) density for three different recombination
parameters. The input parameters of the model are nD = 5×1016 cm−3,
nL = 3× 1017 cm−3.

mechanism, according to which the spin flip rate depends on the spin up and spin
down density. Due to recombination, these densities decrease, thereby decreasing
the spin flip rate. In Figure 2.7 we show the results of calculations (S, n̄, n̄↑, and
n̄↓) with again nD = 5 × 1016 cm−3, and nL = 3 × 1017 cm−3, for three different
values for the recombination parameter rr.

We want to focus on a few aspects of these results. Firstly, the effect of the
recombination parameter on n̄ is clearly visible: the higher rr the faster the decay
of n̄. Secondly, in Fig. 2.7a the relatively little loss of spin down electrons due
to recombination is compensated by spin flips of spin up electrons during the first
ns. In (b) and (c) recombination is initially the dominant process, leading to a
decrease of n̄↓ and a fast decrease of S. Finally, the spin polarization S after full
recombination strongly depends on rr. With a small rr, the densities n̄↑, and n̄↓
remain relatively high for several ns, leading to fast spin relaxation at these high
densities. When rr is large, the laser excited carriers recombine quickly, leaving only
a short time-interval with a high spin flip rate, and a marginal loss of S due to spin
flip events. After full recombination, S is larger when rr is large, as can be seen in
Fig. 2.7.

The model presented above enables the calculation of the relaxation of an opti-
cally induced spin polarization in n−GaAs in the moderate to high fluence regime,
where the optically induced carrier density is comparable or higher than the donor
concentration. In the next Section, we will address spin precession and dephasing in
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n−GaAs, which is the result of application of a transverse external magnetic field.

2.5 Spin precession and dephasing

When a single electron is placed in a magnetic field, its energy depends on the
orientation of its spin with respect to the direction of the magnetic field. The
energy difference between spin up (parallel to the field) and spin down (anti-parallel
to the field) electrons is the Zeeman-energy and is given by

∆EZ = EZ,↑ − EZ,↓ = −gµBB, (2.20)

with EZ,↑(↓) the energy of the spin up (down) electron, g the electronic g factor,
µB the Bohr-magneton, and B the magnetic induction. The eigenstates of the spin
part of the electron wavefunction are ψ↑ (spin up) and ψ↓ (spin down), with respect
the quantization axis in the ẑ direction when the magnetic field is B = (0, 0, Bz). A
spin orientated parallel to the x̂ direction can then be represented as a superposition
of these eigenstates, according to

ψ(t) =
ψ↑
2

exp
(
− ıEZ,↑

h
t

)
+

ψ↓
2

exp
(
− ıEZ,↓

h
t

)
, (2.21)

For this spin wavefunction, the expectation value of the x−component of the spin
is

Sx(t) = 〈ψ(t)∗|σx|ψ(t)〉 =
~
2

cos
(

∆EZ

h
t

)
, (2.22)

with σx the Pauli spin operator for the x̂ direction. A similar analysis for the ŷ and
ẑ direction reveals that the spin evolves according to a precessional motion around
the magnetic field. In the case of optical orientation in a solid, the orientation of the
spin polarization is parallel to the direction of light propagation (or anti-parallel,
depending on the helicity of the photons), and usually normal to the sample surface.
In the presence of a transverse magnetic field, this means that the spins are created
in a coherent superposition of the spin up and spin down states with respect to the
transverse magnetic field. The whole spin density will then undergo a precessional
motion with a frequency given by ω = ∆EZ/~. The frequency is thus proportional
to the g factor.

In solids, the g factor depends on the electron energy [22–24]. For GaAs e.g. the
g factor is given by g = g0 + βE, with g0 = −0.44 and β = 6.3 eV−1. This means
that under optical orientation in the high fluence regime, the g factor of electron
spins is time-dependent due to carrier recombination, because recombination lowers
the (average) energy of the electrons. In the presence of a transverse magnetic field,
and if the carrier recombination time τr is much shorter than the spin relaxation
time τs, this leads to a precession frequency that changes in time.
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Figure 2.8: Schematic representation of the spin dependent density of
states in the conduction band after laser excitation in n−GaAs. The
electron quasi-Fermi levels after excitation (index L), and after recom-
bination (index R), are indicated. τr represents the recombination time.

In view of the example presented in Chapter 3, we will analyze the consequences
of an energy dependent g factor in more detail. For simplicity, and in contrast to the
model of the previous paragraph, we will neglect spin relaxation due to spin flips,
and simulate the recombination process by an exponentially decreasing electron
quasi-Fermi level, as indicated in Fig. 2.8. Using Eq. 2.14, the electron quasi-Fermi
levels of spin up and spin down after excitation are

EF,L↑ =
[

3
2n0

(
1
2
nD +

3
4
nL

)]2/3

, EF,L↓ =
[

3
2n0

(
1
2
nD +

1
4
nL

)]2/3

, (2.23)

respectively, while the electron quasi-Fermi levels after recombination (EF,R↑, and
EF,R↓) can be fixed in order to have a finite remaining spin polarization. We model
the precession of spin up and spin down electrons separately, and keep track of the
precession phase of electrons not lost in the recombination process. The precession
phase as a function of time is given by

φ(t) =

t∫

0

ω(t′)dt′ =

t∫

0

−g(E(t′))
µBB

~
dt′ =

t∫

0

−(g0 + βE(t′))
µBB

~
dt′. (2.24)

We calculate the time-dependent projection of the spin moment on the initial orien-
tation direction for each energy, and integrating over the full energy range between
Eg and Eg +EF↑(↓) gives the total projection of spin up (down) electrons as a func-
tion of time. The net spin projection is equal to the difference between the spin up
and spin down projections. As an example, we plot in Fig. 2.9 the calculated result
for the initial parameters nD = 5 ·1016 cm−3, nL = 2.5 ·1017 cm−3, a recombination
time τr = 300 ps, and a magnetic field of B = 1 T. We fix the final spin polarization
after recombination at 2.0 · 1016 cm−3, similar to the result of Fig. 2.7c.
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Figure 2.9: Calculated total spin S, the total carrier (n̄), total spin
up (n̄↑), and total spin down (n̄↓) density for the case of (a) no energy
dependent g factor (β = 0), and (b) an energy dependent g factor (β =
6.3 eV−1). The input parameters of the model are nD = 5× 1016 cm−3,
nL = 2.5× 1017 cm−3, and τr = 300 ps.

Fig. 2.9a shows the net spin precession if we do not include an energy-dependent g

factor (i.e. β = 0). A constant precession period of 162 ps is observed, which follows
from a g factor of −0.44. Also the separate contributions for spin up and spin down
are shown, as well as the evolution of the spin density in the absence of an applied
magnetic field. We note that the phase of the spin up and spin down contributions is
equal, and that the curve with B = 0 T nicely forms the envelope of the curve with
B = 1 T. Taking the energy dependence of the g factor into account, thus β = 6.3
eV−1, yields the result plotted in Fig. 2.9b. Several differences with Fig. 2.9a can be
observed. Firstly, the precession period is not constant in time, changing gradually
from an initial 236 ps (g = −0.302) to 184 ps (g = −0.387). We thus observe
the effect of an energy dependent g factor on the net precession, which result in a
decrease of precession period with time due to a decreasing carrier density. After full
recombination, the total carrier density is equal to the donor density (nD = 5 · 1016

cm−3). At this carrier density, the absolute value of the g factor is expected to be
slightly smaller than 0.44. Secondly, the separate contributions of spin up and spin
down electrons are no longer in phase. Because the average energy of spin up and
spin down is different due to the large initial spin polarization (which results from
optical orientation), the precession period is different for spin up and spin down
electrons, leading to a phase shift. Finally, the evolution of the spin density in the
absence of an applied magnetic field no longer forms the envelope of the net spin
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precession. For 0.15 < t < 0.85 ns, the maxima of the net spin precession are larger
than the zero field curve, whereas for t > 1 ns, the maxima are smaller than the
zero field data. The former aspect results from the phase difference between spin
up and spin down electrons, which enhances the net spin precession amplitude. The
latter aspect is a result of spin dephasing due to a distribution in g factors. The
effective spin lifetime resulting from dephasing due to a Gaussian distribution of g

factors is given by [21]

Teff =
~
√

2
∆gµBB

. (2.25)

With a final spin polarization after recombination of 2.0 · 1016 cm−3, this means
that the net spin precession occurs within a carrier energy width of ≈ 4.2 meV.
This energy width corresponds to a ∆g of 0.026. Using this ∆g as a measure of the
width of a Gaussian distribution, Eq. 2.25 yields a spin dephasing time of Teff = 0.6
ns, which is of the same order as the decrease of the precession amplitude observed
in Fig. 2.9b.

These results show that spin precession in the moderate to high fluence regime
can result in a time-dependent precession frequency due to an energy dependence
of the electron g factor. Also, a relative large energy window of spin polarized
electrons after recombination strongly increases the dephasing of electron spins,
thereby reducing the effective spin lifetime.
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Chapter 3

Magneto-optical techniques

This Chapter discusses the experimental tools, which are used throughout this The-

sis to study magnetization and spin dynamics in spintronic devices and semicon-

ductor nanostructures. These experimental tools all employ magneto-optical tech-

niques and are referred to as: Magneto-optical Kerr-effect (MOKE), Time-resolved

magneto-optical Kerr-effect (TR-MOKE) and Time-resolved magnetization modu-

lation spectroscopy (TiMMS). This Chapter discusses in detail the magneto-optical

techniques, and the experimental implementation. Also, unpublished experimental

results obtained with these techniques will be presented in order to demonstrate the

power of these techniques. Finally, this Chapter contains simulation results which

facilitate the interpretation of data obtained on complicated multilayer systems.1

1Part of Section 1.5 of this Chapter is published as G. Malinowski, F. Dalla Longa, J. H. H.
Rietjens, P. V. Paluskar, R. Huijink, H. J. M Swagten, and B. Koopmans, Control of speed and
efficiency of ultrafast demagnetization by direct transfer of spin angular momentum, Nat. Phys.
4, 855 (2008).
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3.1 MOKE

In this Thesis, most experimental techniques used to probe magnetism and spin
related processes rely on the magneto-optical Kerr-effect (MOKE). This effect is
used to determine static magnetic properties of magnetic multilayers, such as co-
ercivity, remanence, and switching behavior. Also, time-resolved techniques such
as TR-MOKE and TiMMS, to be discussed in following sections, probe the dy-
namic behavior of the magnetization, and an optically induced spin distribution
respectively, via MOKE. In this Section, we will give a basic description of MOKE,
present an experimental setup for measuring static magnetic properties, and dis-
cuss an illustrative example. Also, we will outline a procedure for calculating the
MOKE originating from an arbitrary system of magnetic multilayers, and present
an important application of this procedure.

3.1.1 Basics of MOKE

The basis of the Kerr-effect is a change in polarization state of incident light upon
reflection from a medium with an unequal population of spin up and spin down elec-
trons, such as a ferromagnetic material or a semiconductor with a non-equilibrium
spin distribution. Microscopically, the Kerr-effect results from spin-orbit coupling,
the coupling of spin angular momentum with the orbital angular momentum. The
dipole selection rules are governed by the orbital angular momentum. Spin-orbit
coupling induces a correlation between the orbital and spin angular momenta, which
allows one to optically probe the spin system via the dipole selection rules. However,
because the orbital momentum in 3d transition metals is largely quenched by crystal
field effects, the Kerr-effect is generally small. For a detailed theoretical description,
the reader is referred to Ref. [1].

In a phenomenological picture, the response of a medium to an incident electro-
magnetic wave is given by the dielectric tensor ~~ε, via ~D = ~~ε ~E. Here, ~E is the electric
field, and ~D is the electric displacement. In general, for an isotropic medium it
follows from symmetry arguments that the non-diagonal elements εij vanish, and
the diagonal elements εii are equal, so that ~~ε reduces to a scaler. However, in
anisotropic media the non-diagonal elements of ~~ε do not necessarily vanish. In the
special case of an isotropic medium with a finite magnetization ~M = (mx,my,mz),
~~ε is given by

~~ε =




εxx εxy(mz) εxz(my)
−εxy(mz) εxx εyz(mx)
−εxz(my) −εyz(mx) εxx

.


 . (3.1)

To first order, the diagonal elements are independent of ~M , and the off-diagonal
elements εij depend linearly on ~M in the direction î× ĵ. Also, εij( ~M) = −εij(− ~M).
The off-diagonal elements εij are sometimes expressed as εij = ıQmî×ĵ · εxx, with
Q = ıεxy/εxx the magneto-optical Voigt parameter, or simply the magneto-optical
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constant. Q is a complex parameter, and is a measure for the magnitude of the Kerr-
effect. When ~M = (0, 0,mz), Eq. 3.1 can be diagonalized by changing to cylindrical
coordinates (i.e. ĉ− = 1/

√
2(x̂− ıŷ), ĉ+ = 1/

√
2(x̂ + ıŷ), and ĉz = ẑ) obtaining

~~ε =




εxx − ıεxy(mz) 0 0
0 εxx + ıεxy(mz) 0
0 0 εxx

,


 . (3.2)

From this, we see that the eigenmodes of propagating electromagnetic waves in
magnetic media are left- and right-circularly polarized light, and that their cor-
responding dielectric (complex) tensor elements ε−− and ε++ (and thereby their
complex indices of refraction, n− and n+) are different. A linearly polarized wave,
which can be viewed as the sum of left- and right-circularly polarized waves, will thus
experience a change in polarization state after reflection from a magnetic medium.
This change manifests itself in a rotation of the polarization axis, and an increase
in ellipticity, and is schematically shown in Fig. 3.1a. The complex Kerr-rotation
can then be defined as

ΘK = θK + ıεK =
r+ − r−

1/2(r+ + r−)
, (3.3)

with r+ and r− the reflection coefficients for left- and right circularly polarized light.
For the case of normal incidence, Eq. 3.3 can be expressed in terms of the dielectric
tensor elements as

ΘK =
2(n+ − n−)
(n+n− − 1)

=
2(ε++ − ε−−)

(√ε++ε−− − 1)(√ε++ +√
ε−−)

=
ıεxy

(εxx − 1)
√

εxx
. (3.4)

When using the Jones-formalism to describe the polarization state of light before
and after reflection from a sample, the components of the Jones-vector represent the
electric field perpendicular (s) and parallel (p) to the plane of incidence [2]. The
sample is represented by a Jones-matrix of the form

(
rss rsp

rps rpp

)
, (3.5)

and the complex Kerr-rotation can be expressed as Θs
K = rps/rss and Θp

K = rsp/rpp

for the case of incident s− and p−polarized light, respectively. We note that three
types of Kerr-effect can be distinguished, depending on the relative orientation of the
magnetization with respect to the plane of incidence, and the sample surface: polar,
longitudinal, and transversal. The geometries of these three types are sketched in
Fig. 3.1b. The magnitude of the Kerr-effect is different for each geometry, and de-
pends on the angle of incidence of the probing light. In general, the polar geometry
gives rise to the largest Kerr-effect. At angles of incidence close to 60◦, the longi-
tudinal Kerr-effect is maximal, with values close to the polar Kerr-effect at normal
incidence. The transversal Kerr-effect is generally an order of magnitude smaller
than the other two. We note that in this Thesis, we will employ only the polar
geometry, that is, the experiments are sensitive only to out-of-plane magnetization
(or to a density of spins aligned normal to the sample surface).
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Figure 3.1: (a) Schematic illustration of the change in polarization
state of linearly polarized incident light upon reflection from a magne-
tized surface. (b) Geometries of the three different types of Kerr-effect:
longitudinal, transversal, and polar.

3.1.2 Measuring MOKE

In order to measure the magneto-optical Kerr-effect, a very polarization sensitive
technique should be used. One such technique is employed in the experimental setup
schematically depicted in Fig. 3.2. This setup measures the Kerr-effect as a function
of an applied magnetic field. As the magnetization of the sample under investigation
changes its direction due to the external magnetic field, a change in the Kerr-signal
is observed. This way, hysteresis loops of the sample can be measured, from which
static magnetic properties such as coercivity, remanence, and switching behavior can
be extracted. In the experimental setup of Fig. 3.2, a linearly polarized laser beam
passes a photo-elastic modulator (PEM), with its main axis 45◦ with respect to the
laser polarization. The PEM retards one of the polarization components of the laser
beam, thereby producing alternatingly left- and right-circularly polarized light at a
frequency of f = 50 kHz. The reflected laser beam from the sample passes a second
polarizer and is focused on a Si-photodiode. Due to the polarization modulation by
the PEM, the intensity on the detector contains components both at 1f (50 kHz)
and 2f (100 kHz). It can be shown that these components are given by [3]

V1f

Vdc
= 4J1(A)εK (3.6)

V2f

Vdc
= 4J2(A)θK (3.7)

with Jn the nth Bessel-function of the first kind, and A the maximum retardation
setting of the PEM, which can be chosen to maximize Jn(A). Thus, by setting
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Figure 3.2: Schematic picture of an experimental setup that measures
the MOKE in the longitudinal configuration, which is used to measure
static magnetic properties of magnetic multilayers.

the reference frequency of the lock-in amplifier either to 1f or 2f , either the Kerr-
ellipticity or the Kerr-rotation can be measured, respectively.

3.1.3 An example: the AlOx / CoFeB / Pd system

As an example of a MOKE measurement let us consider the AlOx / FM / Pd
system, which is of interest because of its potential application as perpendicularly
magnetized electrodes for electrical spin injection into semiconductors [4–6]. As we
have seen in the Introduction, electrical spin injection into semiconductors can be
achieved by using an oxidic tunnel barrier in combination with a ferromagnetic elec-
trode [7]. The advantage of using electrodes with perpendicular magnetic anisotropy,
in contrast to conventional electrodes with in-plane magnetic anisotropy, is that
these electrodes enable optical spin detection without application of a (strong) ex-
ternal magnetic field. When using a LED system for spin detection, the orientation
of the spins are inherently aligned normal to the sample surface, and the degree
of circular polarization of the emitted light can be directly measured. When using
MOKE for spin detection, a polar configuration with maximum sensitivity can be
applied, also enabling lateral detection of spin transport. Co / Pd multilayers (as
well as Co / Pt multilayers) are known to exhibit perpendicular magnetic anisotropy
[8–10], when the individual layers are thin enough, such that the (perpendicular)
surface anisotropy is larger than the (in-plane) volume anisotropy [11].

We have studied the AlOx / Co60Fe20B20 / Pd system, since Co60Fe20B20 layers
are known to grow amorphous with a low coercive field [12]. Figure 3.3a shows the
particular sample which has been studied by MOKE in the polar geometry. By using
a wedge of Co60Fe20B20, and scanning the laser spot of the MOKE-setup along the
sample, we can study the dependence of the magnetic properties of this system on
the thickness of the Co60Fe20B20-layer, dFM .
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Figure 3.3: MOKE measurements on a wedge-sample consisting of Pd
(100 nm) / AlOx (2.3 nm) / Co60Fe20B20 (0-1.5 nm) / Pd (4 nm). (a)
Schematic layout of the multilayer. (b) MOKE hysteresis curve measured
at a Co60Fe20B20-thickness of 0.6 nm. (c-e) Saturation, remanence, and
coercive field as a function of Co60Fe20B20-thickness.

A typical MOKE measurement at dFM = 0.6 nm is shown in Fig. 3.3b. A
clear rectangular hysteresis loop is observed, indicating that at this thickness the
Co60Fe20B20 has a perpendicular magnetic anisotropy, with near 100% remanence,
and a low coercive field of 2 mT. Figures 3.3c, d, and e show the amplitude of the
MOKE-signal at saturation, the remanence, and the coercive field as a function of
dFM . We observe that the amplitude of the MOKE-signal starts to increase from
zero at dFM = 0.3 nm. This implies that the deposited Co60Fe20B20 is not ferromag-
netic below a thickness of 0.3 nm, possibly due to island growth of Co60Fe20B20 on
the AlOx. Between 0.4 and 0.75 nm, the MOKE signal increases linearly with dFM .
The linear trend can be extrapolated to zero signal at zero thickness, as indicated in
Fig. 3.3c. This shows that between 0.4 and 0.75 nm, the saturation signal is a direct
measure of the amount of ferromagnetic material, and that the Co60Fe20B20-layer is
fully ferromagnetic in this region. The linear trend results from the very low dFM ,
compared to the penetration depth of the laser light. In this regime the Kerr-effect
is linearly proportional to the magnetization. For 0.5 nm < dFM < 0.7 nm, the
Co60Fe20B20 has a perpendicular magnetic anisotropy with near 100% remanence,
and a maximum coercive field of 2.5 mT.

This example shows that MOKE enables systematic studies of magnetic prop-
erties as a function of layer thicknesses, and that perpendicularly magnetized elec-
trodes can be grown on AlOx, with various coercive fields.
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3.1.4 MOKE in a general multilayer system

In the previous example we have seen that the Kerr-effect was linearly proportional
to the total magnetization of the system, as a result of the very thin layers used. In
the case of thicker layers or multilayer systems, however, this linear proportionality
is no longer valid. In general, the magnitude of the Kerr-effect depends on the
wavelength, angle of incidence, and initial polarization of the light wave, and on the
direction of the magnetization with respect to the plane of incidence. Also, it is
dependent on the complex refractive index, and complex magneto-optical constants
of each layer. In case of a multilayer system with magnetic and non-magnetic layers,
also multiple internal reflections of the light wave have to be taken into account. A
useful approach for tackling the general problem of an arbitrary magnetic multilayer
is given by Zak et al. [13, 14]. This approach is based on the so-called medium
boundary matrix A, and medium propagation matrix D, which we shall briefly
explain here.

The boundary matrix A facilitates the problem of fulfilling the boundary condi-
tions of the electromagnetic field at each interface. Consider two media separated
by the x̂− ŷ plane as shown in Fig. 3.4. An electro-magnetic wave ~E

(i)
1 is incident

on medium 1 at an angle θ with the ẑ axis, and has components E
(i)
1s (perpendic-

ular) and E
(i)
1p (parallel) to the plane of incidence. Part of the wave is reflected at

the interface, denoted by ~E
(r)
1 , and a part is transmitted, denoted by ~E

(i)
2 . At the

boundary (z = 0), the components of the electric field, ~E, and magnetic field, ~H,
parallel to the boundary are continuous. Defining the vector ~Fm for medium m as

~Fm =




Em,x

Em,y

Hm,x

Hm,y


 , (3.8)

the boundary conditions can be expressed as ~F1 = ~F2. In order to express the
boundary conditions in terms of the electro-magnetic wave components En

m, the
vector ~P is defined as

~Pm =




E
(i)
m,s

E
(i)
m,p

E
(r)
m,s

E
(r)
m,p


 . (3.9)

The medium boundary matrix A connects ~F to ~P via ~F = A~P , and the boundary
conditions can be expressed as

A1
~P1 = A2

~P2. (3.10)

This is a set of four linear equations with the unknowns E
(r)
1s , E

(r)
1p , E

(i)
2s , and E

(i)
2p ,

which can be solved once the medium boundary matrix A is known. In case of
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Figure 3.4: Two media separated by the x̂− ŷ plane. Light is incident
(i) from medium 1, and at the interface between medium 1 and 2 it is
partly reflected (r) back to medium 1, and partly transmitted to medium
2. The angle of incidence is θ, Es and Ep are the electric field components
perpendicular (s), and parallel (p), to the plane of incidence (ŷ−ẑ plane).

more than one boundary (as in multilayers systems) the propagation of the electro-
magnetic wave inside the medium has to be taken into account. This propagation
is expressed by the medium propagation matrix Dm. It connects ~P t

m at the top
interface to ~P b

m at the bottom interface via

~P t
m = Dm(d)~P b

m, (3.11)

with d the thickness of medium m. Using the matrices Am and Dm, we can now
relate the vector ~Pi of the initial medium to the vector ~Pf of the final medium by
repeatedly using Eqs. 3.10 and 3.11:

~Pi = A−1
i A2

~P t
2 = A−1

i A2D2
~P b
2 = A−1

i (A2D2A−1
2 )A3

~P t
3

= A−1
i

l∏
m=1

(AmDmA−1
m )Af

~Pf = M~Pf . (3.12)

Here, the matrix M can be viewed as the full reflection-transmission matrix of the
problem. In order to calculate M and solve Eq. 3.12, the matrices Am and Dm need
to be calculated for every layer. Analytical expressions exist for these matrices for
arbitrary direction of the magnetization. However, we will not write down the full
form here, and refer the interested reader to the papers of Zak et al. [13, 14]. We note
that Am and Dm depend on the photon energy, the angle of incidence on layer m,
and on layer specific parameters, such as the orientation of the magnetization, the
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thickness dm, the complex refractive index Nm, and the so-called magneto-optical
Voigt parameter Qm. This (complex) parameter is a measure of the strength of the
Kerr-effect and is related to the element of the dielectric tensor via Q = −ıεxy/εxx.
N and Q are generally dependent on the photon energy. If all these parameters
are known for each layer of the system of interest, the matrix M can be calculated
for arbitrary angle of incidence. Since there is no light incident from the bottom,
E

(r)
f,s = E

(r)
f,p = 0, and Eq. 3.12 can be written as




E
(i)
i,s

E
(i)
i,p

E
(r)
i,s

E
(r)
i,p


 =

(
G H
I J

)



E
(i)
f,s

E
(i)
f,p

0
0


 . (3.13)

From this equation it follows that
(

E
(r)
i,s

E
(r)
i,p

)
= IG−1

(
E

(i)
i,s

E
(i)
i,p

)
=

(
rss rsp

rps rpp

) (
E

(i)
i,s

E
(i)
i,p

)
. (3.14)

and we see that IG−1 is the reflection matrix from which the complex Kerr-rotation
can be obtained as stated in Section 3.1.3. A computer code has been written to
perform all the necessary calculations in order to extract the complex Kerr-rotation
for an arbitrary multilayer.

Although the effect of absorption is included in the matrices A, and D, the
absorption profile is not part of the program output. The absorption profile is,
however, of interest in many systems, and can be calculated in the following way,
employing the so-called transfer matrix approach [15]. Assuming normal incidence
of the light, the Fresnel coefficients at each interface i are given by

ri =
Ni−1 −Ni

Ni−1 −Ni
, and ti =

2Ni−1

Ni−1 −Ni
, (3.15)

with ri the reflection coefficient, ti the transmission coefficient, and Ni the (complex)
refractive index of the layer i. With these coefficients, the electric field at each
interface can be calculated for an arbitrary multilayer using the transfer matrix.
The transfer matrix links the electric field (propagating in the direction parallel
(+), and anti-parallel (−) to the normal of the multilayer) at interface i− 1 to the
one at interface i, and takes the following form:

(
E

(+)
i−1

E
(−)
i−1

)
=

1
ti

(
exp(−ıδi−1) exp(−ıδi−1)
ri exp(ıδi−1) exp(ıδi−1)

) (
E

(+)
i

E
(−)
i

)
. (3.16)

Here, δi = 2πdiNi/λ is the phase-shift upon traversing layer i, with di the thick-
ness of layer i, and λ the wavelength of the light. Next, using the same transfer
matrix, the total electric and magnetic field at each depth z within the multilayer
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is evaluated, from which the Poynting vector (S = E∗H ∝ E2) can be obtained.
Finally, differentiating the Poynting vector with respect to z gives the absorption
profile A(z).

As an example of the application of the above theory to a physical system, we will
present an important case study regarding Co/Pt multilayers in the next section.

3.1.5 A case study: Co/Pt multilayers

Co/Pt multilayers are a useful system from magnetic point of view, since these
multilayers exhibit out-of-plane magnetization [10], as we have seen in Section 3.1.2.
More importantly, a system consisting of two blocks of Co/Pt multilayers, separated
by a non-magnetic spacer, can be used to study spin angular momentum transfer
between these two multilayer blocks on a sub-picosecond time-scale by performing
laser-induced demagnetization experiments [3]. Here, we will not discuss the details
of the experiment, and refer the interested reader to Ref. [16]. However, as in these
experiments the absorption of a laser pulse is used to heat the system, and MOKE
is used to study the demagnetization of both multilayer blocks, it is important to
know how much of the laser light is absorbed in each block, and what information of
each block is contained in the Kerr-rotation or Kerr-ellipticity. Therefore, we have
applied the methods of the previous section in order to calculate the absorption
profile of the system, and the complex Kerr-rotation and -ellipticity in the polar
geometry.

Before doing so, we like to point out that for very thin layers, the absorption
should scale the same way as the Kerr-effect with increasing depth z in the mul-
tilayer. Due to a finite complex part of the refractive index, k (also called extinc-
tion coefficient), the amplitude of the electromagnetic (EM) wave will decrease as
exp(−2πkz/λ) while propagating in the medium in the direction z. The Kerr-effect
is proportional to the electric field, and in order to measure the Kerr-effect, the light
has to travel backwards through the medium. The magnitude of the Kerr-effect orig-
inating from depth z scales thus as exp(−4πkz/λ). The absorption is proportional
the intensity of the EM wave (thus to the electric field squared), and decreases also
as exp(−4πkz/λ) with increasing z. The absorption thus scales the same way as the
Kerr-effect, and therefore one expects that the ratio of absorption in the top and
bottom blocks is equal to the ratio of the Kerr-effect in the top and bottom blocks.

Let us now turn to the actual calculation. We consider the following system: 10
Pt / [0.4 Co / 0.7 Pt]4 / 0.4 Co / t S / 0.4 Co / [0.7 Pt / 0.4 Co]4 / 2 Pt (units
in nanometer), with S being either Ru or NiO of thickness t. First, we focus on the
absorption profile, and the ratio of total absorption in each Co/Pt-block. In order
to calculate the absorption profile of these samples, we used the transfer matrix
approach as explained in the previous Section. We used literature values for the
complex refractive indices N of each layer: NPt, NRu, and NSi are taken from [17],
NSiOx is taken from [18]. The CoPt multilayer is treated as a single entity with the
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Figure 3.5: Calculated absorption profile for a sample composition
of SiOx 3 / Pt 10 / CoPt 4.8 / Ru 0.4 / CoPt 4.8 / Pt 2 (units in
nanometer). Absorption is calculated as a fraction of the transmitted
light through the top interface, and with a wavelength of λ = 785.0 nm.

complex refractive index taken from [19].

The absorption profile of the Co/Pt-system is shown in Fig. 3.5, for the case
with S = Ru, t = 0.4 nm, and λ = 785.0 nm, which is the laser wavelength used
in the experiment. The much larger absorption coefficient of Ru with respect to
both Pt and CoPt clearly shows up in Fig. 3.5. Integrating the absorption-profile
for the two CoPt-blocks, yields the total absorption in each CoPt-block (ARu

top, and
ARu

bottom). From Fig. 3.5 we find that the ratio of the absorption in the top and
bottom CoPt-block is ARu

top/ARu
bottom = 1.39 (ARu

top = 58.2% and ARu
bottom = 41.8%).

The calculation of the Kerr-rotation and -ellipticity originating from each of the
two CoPt-blocks is performed using the model of Zak et al. [14], as explained in the
previous Section. By artificially setting the magneto-optic Voigt parameter for one
of the two CoPt-blocks (obtained from ref. [19]) to zero, we can calculate the Kerr-
effect for each block separately. We have performed the calculation for both a Ru as
well as a NiO spacer, for various spacer thicknesses, and with λ = 785.0 nm. Figure
3.6 shows the result of this calculation. We will refer to the Kerr-rotation (ellipticity)
originating from the top Co/Pt-block with NiO spacer as θNiO

top (εNiO
top ), and use a

similar notation for the bottom Co/Pt-block and Ru spacer. Let us first focus on
the Kerr-rotation data. For both NiO and Ru spacers, we see that θtop is larger than
θbottom. For the NiO spacer, θNiO

top increases slowly with increasing thickness, most
likely due to multiple reflections between the two Co/Pt-blocks, which contributions
to the total Kerr-rotation increase with increasing spacer thickness. θNiO

bottom remains
fairly constant, because of the transparency of the NiO spacer. For the Ru spacer,
the situation is different. θRu

top remains fairly constant is this case, which can be
explained by the strong attenuation of the multiple reflections between the Co/Pt-
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Figure 3.6: The Kerr-rotation and Kerr-ellipticity originating from a
SiOx 3/ Pt 10/ CoPt 4.8/ Ru 0.4/ CoPt 4.8/ Pt 2 (units in nanometer)
multilayer system, as a function of the thickness of both a NiO-spacer,
and a Ru-spacer. Also the separate contributions from the top and bot-
tom CoPt layer are shown.

blocks due to the high absorption coefficient of Ru. The strong absorption in the Ru
spacer also results in a strongly decreasing θRu

bottom with increasing spacer thickness.
For the small spacer thicknesses used in the actual demagnetization experiment (i.e.
dRu = 0.4 nm), the ratios Atop/Abottom, and θtop/θtop, are indeed equal within a
few percent, confirming the validity of our previous statement.

However, the ellipticity data shows that this statement is not generally applica-
ble. In contrast to the Kerr-rotation, εbottom is larger than εtop for a wide range of
NiO- and Ru-spacer thicknesses. Also, εtop is of opposite sign than εbottom, leading
even to zero total ellipticity signal at a NiO-spacer of 3.6 nm. Clearly, in these cases
the ratio εtop/εtop is very different from Atop/Abottom.

For comparison, we plot in Fig. 3.7 the ratios Atop/Abottom, θtop/θtop, and
εtop/εtop, all as a function of the spacer thickness. We see that for spacer thick-
nesses below 2 nm, within 5% the absorption ratio and Kerr-rotation ratio between
the top and bottom Co/Pt-blocks are identical. For larger thicknesses, especially
with a Ru spacer, large deviations occur. The ellipticity ratio is over the full range
of opposite sign compared to the absorption ratio, indicating the opposite sign of
the Kerr-ellipticity signal originating from top and bottom blocks. The magnitude
of the Kerr-ellipticity ratio is over the full range less than half of the absorption
ratio. Both observations indicate that one has to take care when interpreting the
Kerr-ellipticity data for this particular system.

We conclude this case study with the remark that the procedure outlined above
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Figure 3.7: Comparison between the ratio of the absorption in the
top and bottom Co/Pt multilayers blocks, and the ratio of their Kerr-
rotation and Kerr-ellipticity signal.

gives useful information about the Kerr-effect and absorption in any (complicated)
metallic multilayer, and also that it can be extended to semiconductor heterostruc-
tures, as we will show in Section 3.4.

3.2 TR-MOKE

The Time-Resolved Magneto-Optical Kerr-Effect (TR-MOKE) [3, 20] technique is
used in Chapter 4 of this Thesis to study magnetic field pulse induced precessional
magnetization dynamics in a ferromagnetic element. It is a stroboscopic measure-
ment technique in which a current-induced magnetic field pulse acts as a pump,
and a short laser pulse is used to detect the response of a magnetic system to this
pump pulse via MOKE. Each reflected laser pulse thus gives information on the
magnetization state at the momentary time delay between the arrival at the sample
of the pump pulse and probe laser pulse.

The experimental setup for this measurement scheme is shown schematically in
Fig. 3.8. A commercial AVTECH AVN-1-C-P electronic pulse generator is used as a
pump to excite precessional magnetization dynamics in a micron sized ferromagnetic
element. Voltage pulses (rise time ≈ 200 ps, duration ≈ 600 ps) are applied to a
current line on which the ferromagnetic element is deposited. The resulting current
pulses induce an in-plane magnetic field pulse at the sample, triggering a precessional
motion via the Landau-Lifshitz-Gilbert-equation, introduced in Section 2.1.

A commercial Spectra-Physics pulsed laser system is used as a probe. It consists
of solid state laser diodes, a Millennia unit, and a Tsunami unit. The two solid
state continuous wave (cw) laser diodes (λ = 809 nm) pump a Nd:YVO4 crystal
in the Millennia unit, which emits at a wavelength of λ = 1064 nm. A non-linear
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Figure 3.8: Schematic picture of the TR-MOKE setup, which is used to
detect optically the magnetization dynamics induced by short magnetic
field pulses.

crystal (LBO) converts the Nd:YVO4-emission via second harmonic generation to
a cw laser output (λ = 532 nm) of up tot 10 W. The Millennia output is focused
on a Ti:Sapphire crystal in the Tsunami unit, which has a very broad emission
spectrum, and enables laser operation at photon energies between typically 1.3 and
1.72 eV (720-950 nm). In order to produce a pulsed laser output, the phases of
all longitudinal laser modes must be locked. This leads to constructive interference
at one point in the laser cavity, and destructive interference at all other points,
thereby creating a single circulating pulse in the cavity. This so-called mode-locking
is achieved in the Tsunami-cavity, and the repetition rate of the laser (80 MHz) is
determined by the cavity length.

From the main output of the Tsunami a weak probe beam (photon energy 760
nm, average power 70 mW) is extracted with a beam splitter. In the stroboscopic
measurement scheme, the pulse generator is triggered by the monitor signal from the
Tsunami, such that to each magnetic field pulse corresponds exactly one laser pulse.
The probe beam is directed to an optical delay line, which allows for adjusting the
time delay between the arrival of the pump pulse and probe beam at the sample.
It has a length of 30 cm and consists of three retro-reflectors, so that the optical
path can be extended with 1.20 m, corresponding to 4 ns. This is roughly one third
of the total time between two pulses (80 MHz ≡ 12.5 ns). The zero delay between
pump and probe can be put into the time window of the delay line by choosing the
proper length of the coax cable between the Tsunami and the pulse generator that
carries the monitor signal. After the delay line, the polarization of the laser beam
is set parallel to the plane of incidence, since that polarization state has the highest
transmission when using a beam splitter. The waist of the laser beam is increased
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Figure 3.9: Example of a TR-MOKE measurement obtained on a 13×9
µm magnetic (Ni80Fe20) element. The precessional motion is triggered by
a magnetic field pulse induced by a current line. The external magnetic
field was set to 2.5 mT.

with the use of a beam expander in order to cover the full aperture of a 0.65 NA
(numerical aperture) microscope objective, which focuses the probe beam on the
sample. With this objective, the theoretical diffraction limited spot size is 1.5 µm.
The sample holder is mounted on a x̂− ŷ− ẑ motorized translation stage for accurate
positioning and focusing. A magnetic bias field up to 8 kA/m can be applied parallel
to the current line with a homemade electromagnet. The reflected probe beam from
the sample travels backwards into the objective, and is directed to the detector by
the beam splitter. It passes a second polarizer with its axis 45◦ relative to that of
the first polarizer, and is finally focused on the Si-photodiode. Due to the normal
incidence of the probe beam, the setup is only sensitive to the polar Kerr-effect, and
thus to out-of-plane magnetization. We note that in this configuration preferably
the Kerr-rotation is measured, since its sensitivity to out-of-plane magnetization is
higher than for Kerr-ellipticity.

However, the Kerr-effect is still very small, and in order to detect it, a modulation
scheme is used. The 80 MHz monitor signal from the Ti-sapphire laser system, that
functions as the trigger signal for the pulse generator, is sent through a PIN-diode,
to which a 10 kHz square wave gate signal is supplied. The monitor signal is thus
modulated with 10 kHz, and as a result, the magnetic pulses that induce the fast
magnetization dynamics are modulated into 10 kHz pulse trains, see Fig. 3.8. The
detector signal will then contain a 10 kHz component, which is extracted with the
use of a Stanford Research Systems Digital Signal Processing (DSP) lock-in amplifier
(model SR830). Signal-to-noise ratios up to 200:1 can be achieved this way. It is
important to stress that the lock-in signal is linearly proportional to the change in
Kerr-rotation of the reflected probe beam due to the output current of the pulse
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generator. The intensity signal was measured simultaneously with the lock-in signal,
by extracting the DC-signal with a low-pass filter.

A typical example of a TR-MOKE measurement, taken on a micron sized mag-
netic (Ni80Fe20) element using magnetic field pulses, is shown in Fig. 3.9. At t = 0
ns a precessional motion is launched, which shows similar characteristics as the
modeled response presented in Fig. 2.2a. The response after ≈ 0.6 ns, when the
magnetic field pulse has ended, can be well described by a damped sine wave with a
frequency of 2.4 GHz and a decay time of 2.1 ns. This decay time corresponds to a
damping parameter of α ≈ 0.008 (see Eq. 2.2), which is characteristic for Ni80Fe20

[21]. In Chapter 4 we will explore this precessional motion in more detail, and study
its spatial and magnetic field dependence.

3.3 TiMMS

Time-resolved Magnetization Modulation Spectroscopy (TiMMS) [22] is a very ver-
satile technique to study spin dynamics in semiconductors, and is the main exper-
imental tool in Chapters 5, 6, and 7. It is a stroboscopic measurement technique
according to an all-optical pump-probe scheme. In short, a strong circularly po-
larized laser pulse excites an electron and hole spin population in a semiconductor
via the optical selection rules of the zinc-blende crystal structure. A second, much
weaker probe laser pulse measures the evolution of the spin population via the
magneto-optical Kerr-effect. The time-difference between arrival of the pump and
probe pulse on the semiconductor is controlled by a mechanical translation stage,
thereby enabling time-resolved measurements of the excited spin population. By
tuning the laser photon energy, full spectroscopic data of the semiconductor under
investigation can be obtained. In this Section, we will present the details of the
experimental TiMMS-setup, present the signal analysis, and show some illustrative
examples of TiMMS-measurements on a spin injection device.

3.3.1 TiMMS-setup

The TiMMS measurements shown in this Thesis are obtained with the experimental
setup as schematically shown in Fig. 3.10. The same Spectra-Physics laser system
as used in the TR-MOKE setup is employed as a pulsed laser source. It is extended
with Lock-to-Clock electronics, which enables synchronization of this laser system
with another pulsed laser. This allows two-color experiments with independently
tunable laser photon energies for pump and probe beam, even for small differences
in laser photon energies (e.g. by locking two Tsunami laser systems).

The output beam of the Tsunami is divided into a strong pump and a much
weaker probe pulse with a beamsplitter. The pump beam passes two cube polarizers
and a photo-elastic modulator (PEM) before being directed towards a magneto-
optical cryostat by a second beam splitter. By tuning the relative angle between
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Figure 3.10: Schematic picture of the all-optical TiMMS setup, which
is used to detect spin dynamics in semiconductors.

the two cube polarizers, the intensity of the pump beam can be accurately tuned
via Malus’ law. The second cube polarizer is set at 90◦ (p−polarization) and has
a 45◦ relative orientation to the main axis of the PEM. The PEM retards one of
the polarization components of the pump beam at a frequency of 50 kHz, thereby
alternatingly producing left- and right-circularly polarized light. Thus the pump
beam induces at a frequency of 50 kHz alternatingly an electron spin up and spin
down (and a hole spin down and spin up) population in a semiconductor via the
optical selection rules of the zinc-blende crystal structure (see Section 2.2).

The probe beam is directed towards a computer controlled mechanical trans-
lation stage with a length of 30 cm, which can increase the optical path length
corresponding to a maximum time delay of 2 ns. The retroreflector mounted on the
translation stage ensures that the probe beam is directed backwards parallel to the
incident beam, and that it follows the same path independent of the position of the
translation stage. The probe beam then passes a mechanical chopper and polarizer,
and is finally directed towards the cryostat by the same beamsplitter as the pump
beam.

A high aperture laser objective focuses both pump and probe beam to an over-
lapping spot on the sample in the cryostat. We used objectives with numerical
apertures (NA) of 0.38, and 0.6. In combination with the standard laser beam waist
(which is much smaller than the physical aperture of the objectives), these lead
to spot sizes of ≈ 19 µm, and ≈ 7 µm, respectively. Since both the incident and
reflected pump and probe beam have to fit in the physical aperture (see Fig. 3.11),
it is not possible to cover the full physical aperture of the objectives and thereby
achieve the theoretical minimum spotsize. However, by placing a beam expander
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Figure 3.11: Raster scans of the same part of a marker sample with
semiconductor nanowires, taken with different objectives, laser beam
waists, and position of incidence, as indicated by the schematic illustra-
tions of objective and probe beam. The effect on the spatial resolution
is immediate.

in the path of the probe beam, thereby increasing the laser beam waist by a factor
of 2, the spot size of the probe beam on the sample could be reduced by the same
factor to ≈ 9.5 µm, and ≈ 3.5 µm, respectively. We note that only when the probe
beam is incident on the optical axis of the objective (thus through the center of
the objective), a minimum spot size in the two lateral directions can be obtained.
Figure 3.11 shows the effect of both the laser beam waist, and the position of inci-
dence relative to the optical axis, on the final resolution of a raster scan on a marker
sample containing semiconductor nanowires.

The reflected probe beam passes the beamsplitter, followed by a quarter-wave
plate, a polarizer (the so-called analyzer), and is finally incident on the detector.
The signal from the detector (a silicon photo-diode with amplification electronics)
is sent to a first lock-in amplifier (Stanford Research Systems model SR830) locked
to the reference frequency of the PEM (50 kHz). The output of the first lock-in
amplifier serves as the input of a second lock-in amplifier, locked to the reference
frequency of the chopper (typically 80 Hz). This double modulation scheme allows
the detection of the generally small magneto-optical Kerr-effect, and ensures that
only pump induced changes of the dielectric tensor of the sample are detected. One
has to take care that the inverse time-constant of the first lock-in amplifier is much
smaller than the reference frequency of the second lock-in amplifier, see Table 3.1.

The resulting signal output of the second lock-in amplifier depends on the set-
tings of the quarter-wave plate and analyzer. In the following Section the signal
analysis of the TiMMS technique using the Jones-formalism will be outlined.

Returning to the setup shown in Fig. 3.10, we note that the objective is mounted
to a x̂−ŷ−ẑ−motorized translation stage system, facilitating accurate positioning of
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Table 3.1: Lock-in amplifier settings for the TiMMS-setup.

Lock-in fref 1/fref (ms) tc (ms) cycles
1 (PEM) 50 kHz 0.02 1 50

2 (chopper) 80 Hz 12.5 300 24

the objective with respect to the sample. Positioning of the laser spot on the sample
is achieved by moving the objective in the ŷ − ẑ plane. Because the beamsplitter
moves together with the objective in the ŷ direction, the relative position of the laser
beam to the optical axis is unchanged. In the ẑ direction, however, only the objective
moves, which can lead to a reduced resolution when the probe beam is displaced
from the optical axis. The motorized x̂ axis facilitates accurate focusing of the laser
beams, as the depth of focus is only several micrometers for the 0.6 NA objective.
Furthermore, the probe spot on the sample can be accurately and independently
moved with respect to the pump spot by adjusting the angle of incidence via the
differential micrometer screws on mirror M1 (see Fig. 3.10).

As mentioned, the sample is placed in a magneto-optical flow-cryostat (Oxford
MicrostatHe), that allows optical access via glass windows on all four sides. The
sample can be glued directly on one side of the cold finger, or can be glued on a
chip carrier which can be mounted on the other side of the cold finger in a chip
foot. Electrodes or bondpads on the sample can be connected to the chip carrier by
wire-bonding. The pins of the chip carrier are in turn connected to the output con-
nector of the cryostat via the chip foot and inner wiring. This way, ten connections
to a sample can be accessed from outside, which allows for I − V−measurement,
photocurrent measurement, or simply applying a bias at variable temperatures. The
cryostat is cooled with liquid helium. The temperature can be accurately controlled
between 4.2 K and room temperature by an automated p− i−d−controller (Oxford
ITC503S) that sets the helium flow rate and the heater voltage. A magnetic field
can be applied using a homemade water-cooled electromagnet. The maximum field
strength between the poles of the magnet strongly depends on the air-gap. When
the cryostat is inserted between the poles this air-gap is ≈ 4 cm. The field strength
at the maximum current of the current source (10 A) is ≈ 0.35 T. The poles can
be rotated by ≈ 30◦ in order to change from an in-plane magnetic field to a canted
orientation with an out-of-plane component.

3.3.2 Signal analysis

The TiMMS-signal detected by the Si-photodiode can be calculated using the Jones-
calculus. We can describe the pump and probe beam by Jones vectors containing
the orthogonal transverse components of the electric field. The optically active ele-
ments in the experimental setup, such as the PEM, the sample under investigation,
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polarizers, and quarter wave-plates, are described by Jones-matrices. Let us start
with the pump beam. The polarization of the pump beam at the sample is given by
its initial polarization vector, ~E0

pu, multiplied with the Jones-matrix of the PEM,
MPEM . Following the setup of Fig. 3.10, the polarization vector at the sample
position, ~Esam

pu , is given as

~Esam
pu = Mrot(−45) ·MPEM ·Mrot(45) · ~E0

pu (3.17)

with Mrot(α) the Jones-matrix for a rotation over α degrees. Writing down the full
matrices, we have

~Esam
pu =

1√
2

(
1 1
−1 1

)
·
(

1 0
0 exp[ıA(t)]

)
· 1√

2

(
1 −1
1 1

)
· E0

pu

(
0
1

)
(3.18)

with E0
pu the amplitude of the pump beam, A(t) = A0 cos(2πft), A0 the PEM

retardation, and f the operating frequency of the PEM. Equation 3.18 results after
some algebra in

~Esam
pu = E0

pu

[
A+(t)

1√
2

(
1
ı

)
+ A−(t)

1√
2

(
1
−ı

)]
(3.19)

with A±(t) = (1± ı)(±ı + exp[ıA(t)])/2
√

2. From 3.19 it follows that the polariza-
tion of the pump beam at the sample alternates between left- and right-circularly
polarized light at a frequency f . Via the optical selection rules a net spin population
is induced, proportional to |A+|2 − |A−|2 = sin[A(t)], which leads to non-vanishing
off-diagonal elements of the dielectric tensor of the sample. This in turn leads to a
complex Kerr-rotation of the probe beam, whose polarization state at the detector,
~Edet

pr (following again Fig. 3.10) can be written as

~Edet
pr = MPOL ·MQWP (45) ·Msam · ~E0

pr (3.20)

with ~E0
pr the s−polarization of the incident probe beam, Msam, MQWP (45), and

MPOL the Jones-matrices of the sample, quarter-wave plate and polarizer, respec-
tively. Writing again the full matrices, we obtain

~Edet
pr =

(
1 0
0 0

)
· (1 + ı)

2

(
1 ı
ı 1

)
·
(

rss rspθ(t)
rpsθ(t) rpp

)
· E0

pr

(
1
0

)
(3.21)

with E0
pr the amplitude of the probe beam, and θ(t) = sin[A(t)]. After some algebra,

Eq. 3.21 can be simplified to

~Edet
pr =

Epr

2
(1 + ı)

(
rss − ırpsθ(t)

0

)
. (3.22)

From Eq. 3.23 it follows that the complex Kerr-rotation of the probe beam oscillates
with the frequency of the PEM, as expected. The voltage-output of the detector is
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Figure 3.12: Schematic layout of the semiconductor heterostructure,
which is the basis for an all-electrical spin injection and detection device,
proposed by and fabricated at IMEC Leuven [23].

then given by

Vdet ∝ ( ~E0
pr)

∗ ~E0
pr =

(
E0

prrss

2

)2

×
(

2 +
r2
ps

r2
ss

+ 4
<(rss)=(rps)−=(rss)<(rps)

r2
ss

sin[A(t)]− r2
ps

r2
ss

cos[A(t)]

)
. (3.23)

Expanding the terms sin[A(t)] = sin[A0 cos(2πft)] and cos[A(t)] = cos[A0 cos(2πft)]
in Bessel-function of the first kind, we find for the ratio of the 1f and dc components
of the detector signal

V1f

Vdc
= 4J1(A0)εK . (3.24)

V1f is thus proportional to the Kerr-ellipticity. If the angle of the final polarizer is
set to 45◦, it can be shown that V1f is proportional to the Kerr-rotation.

3.3.3 An example: TiMMS on a spin injection device

As an example of the capabilities of the TiMMS-setup, we show results of spin
relaxation and spin diffusion measurements on samples originally designed for all-
electrical spin injection and detection in GaAs. The samples were grown at IMEC
Leuven [23], and the common layout is schematically shown in Fig. 3.12. All samples
consist of a AlOx tunnel barrier, a 200-nm GaAs spin transport channel, with high
doping layers near the top surface, and an Al0.3Ga0.7As blocking layer at the bottom.
The Al0.3Ga0.7As blocking layer facilitates a confined current flow in the lateral
directions, by prohibiting current flow in the vertical direction. The Si δ-doping in
the Al0.3Ga0.7As layer is inserted to render the device insensitive to surface depletion
and variations in the etching process. The heterostructure is grown on a semi-
insulating GaAs substrate. Ferromagnetic contacts and the tunnel injector are not
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Figure 3.13: TiMMS-measurement on an IMEC spin injection device,
taken with a laser fluence of 40 µJ/cm2, and with an external magnetic
field of B = 0 T and B = 0.34 T. Solid lines are results of the model of
Section 2.5.

shown. The precise doping profile near the top interface is different for different
samples, as well as the technique used for the definition of the structures (wet
etching or ion-milling). These details are, however, not relevant for the present
example. Below, we show three examples of TiMMS-measurements: as a function
of pump-probe delay time, as a function of an external magnetic field, and as a
function of pump-probe spatial distance.

First, we present time-resolved measurements on an IMEC spin injection device
with the external transverse magnetic field B = 0 T, and B = 0.34±0.01 T, as shown
in Fig. 3.13. The error in the magnetic field results from the fact that the position
of the sample in the cryostat is not exactly at the position of the field calibration.
At ∆t = 0 ps a sharp increase in the TiMMS-signal is observed as a result of optical
spin orientation due to the pump pulse. During the first few ps the TiMMS-signal
decays rapidly to approximately half the initial value, which can be attributed to
carrier redistribution, thermalization processes, and hole spin relaxation. After the
first few ps the signal decays in a two-step process, the first on a timescale of several
hundreds of picoseconds, and the second on a multi-nanosecond timescale, since the
signal lasts longer than the time-window of the measurement. For the measurement
at B = 0.34 T this decay forms the envelope of an oscillation, which is the signature
of spin precession due to application of the transverse magnetic field (as discussed in
Section 2.5). The decay of the signal represents a decrease of the spin density in the
heterostructure, which can have several origins. First, the signal might originate
from either the transport channel, or from the substrate. Second, the decrease
of the spin density might result from spin relaxation mechanisms, or from carrier
recombination. It will become clear that the dominant part of the signal originates
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from the transport channel, and that the first (0-400 ps) decay-process is due to
carrier recombination, and the second (> ns) is due to spin relaxation.

A closer look on the measurement at B = 0.34 T reveals that the period of the
oscillation starting from the first maximum at ∆t = 603 ps is constant and equal
to 554 ps. Clearly, this shows that the period of the first full oscillation is longer
by 48 ps (or ≈ 9%). As the phase of the precession at ∆t = 0 is zero (i.e. all spins
are aligned normal to the sample surface, and hence the TiMMS-signal is maximal),
this means that during the first few hundred ps these spins precess with a lower
frequency. A slower precession might be caused by a lower g factor. Also, it is
known that the electron g factor decreases with higher electron energy, as stated
in Section 2.5. With the laser fluence of the experiment, we expect an optically
induced carrier density well above 1017 cm−3. With this density, electrons at the
electron quasi Fermi-level will have a lower g factor than those near the band edge.
Recombination lowers the electron quasi Fermi-level, which increases the g factor.
We thus conjecture that the phase shift is caused by a carrier density effect, via a
time-dependent electron g factor.

This conjecture implies that recombination takes place during the first few hun-
dred ps. We have already examined the effect of a relative high laser induced carrier
density and recombination on the spin relaxation, with the model of Section 2.4.
It was found that initially, recombination is the dominant source of decay of the
spin density, and that after recombination the spin relaxation time is determined
by the donor concentration, see Fig. 2.7c. Qualitatively, the model shows the main
features of the experimental result with B = 0 T, in agreement with our conjec-
ture. It is, however, not possible to simulate the exact measured time-trace with
the model. One reason might be that the recombination parameter is not constant,
as the precise band alignment in the transport channel depends on the free carrier
density. At low carrier densities, a small internal electric field exists due to Fermi
level pinning at the tunnel barrier. This internal electric field can separate free
electrons and holes, leading to a lower recombination rate, and a different decay of
the spin polarization. A second reason might be that the measurement data con-
tains a weak signal originating from the substrate. Because the substrate consists
of semi-insulating GaAs, this possible signal is only expected to be present during
the first few hundred ps [24].

Using the model of Section 2.5 to simulate the spin precession data, we can
achieve a very nice agreement with the experimental data when using an optically
induced carrier density of 1.5·1017 cm−3, a recombination time of 180 ps, a magnetic
field of B = 0.333 T, and a final spin polarization of 1.0 · 1016 cm−3. This result
supports our conjecture that the main experimental features of Fig. 3.13 are the
result of recombination and a carrier density dependent electron g factor.

We already mentioned that the second decay process is due to spin relaxation
in the transport channel. From Fig. 3.13 it is, however, difficult to extract the spin
relaxation time. From the donor concentration, a spin relaxation time of 30 − 40
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Figure 3.14: Measurement of the TiMMS-signal on an IMEC spin
injection device, taken with a laser fluence of 40 µJ/cm2, as a function
of magnetic field at a fixed time delay of ∆t = −5 ps.

ns is expected. However, we have seen in Section 2.5 that spin dephasing due to
a distribution of g factors effectively limits the spin relaxation time, which can be
reduced to a couple of ns. Using Eq. 2.25 with B = 0.332 T and ∆g = 0.005,
an effective spin lifetime of Teff ≈ 9 ns is obtained. The next example shows an
effective way to determine the spin relaxation time.

The second example is a TiMMS measurements as a function of an externally
applied magnetic field, taken at a pump-probe delay time of ∆t = −5 ps, as shown
in Fig. 3.14. At this delay time the probe pulse arrives ≈ 12.495 ns after the pump
pulse (and 5 ps before the next pump pulse), because of the 80 MHz repetition
rate of the laser. Due to the large spin lifetime already observed in Fig. 3.13, the
TiMMS-signal is still detectable at this delay time (although this is not very clear
from Fig. 3.13). The oscillatory signal is a result of spin precession. Increasing
the external magnetic field increases the precession frequency. First, this leads to a
decrease of the signal, which is minimal when the first minimum of the precession
coincides with ∆t = 12.495 ns. Increasing the magnetic field further leads to the
successive coinciding of maxima and minima of the spin precession at this delay
time. Comparing the amplitude of the oscillation with the amplitude of the TiMMS-
signal at ∆t = +1.15 ns (well after full recombination), we extract a spin lifetime
of Ts = 6.5± 0.5 ns. This spin relaxation time suggests that indeed spin dephasing
limits the spin lifetime in the present examples. From the frequency of the oscillation
we can also extract the g factor, via g = ~ω/µB∆t. Fitting the data to the function
cos(ωB) yields ω = 428± 3 T−1. From this we extract a g factor of 0.39± 0.01. We
estimate the error in the g factor somewhat higher than the one obtained from the
fit, to include a small uncertainty in the magnetic field calibration. This g factor is
lower than the literature value of 0.44, but consistent with an energy dependent g
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Figure 3.15: Measured spatial profiles of the pump-induced spin pop-
ulation on an IMEC spin injection device. (a) Measurement points are
extracted from time-resolved measurements at different pump-probe spa-
tial distance. (b) Measurement points are taken by scanning the probe
beam over the pump spot at fixed time delays.

factor at a donor concentration of 5 · 1016 cm−3.
Finally, we show results from spatially resolved measurements, by changing the

position of the probe beam with respect to the fixed position of the pump beam.
This technique allows the study of spin diffusion and/or transport [25]. In Fig. 3.15
we present measurements of spin diffusion and relaxation. In Fig. 3.15a, data from
time-resolved measurements at fixed pump-probe spatial distances is shown. Only
data points for a few delay times are plotted. The data in Fig. 3.15b is obtained by
scanning the probe beam over the pump spot at fixed time-delays. In both figures,
we observe that data points belonging to the same delay time form a Gaussian
profile, and that the amplitude of these profiles decreases with increasing delay
time. In Fig. 3.15b it is more apparent that the Gaussian profile flattens at the
center at longer delay times.

These data show the lateral spin density profile, which is expected to have a
Gaussian shape as the spin density is induced by a laser pulse with a Gaussian spatial
intensity profile. The solid lines in Fig. 3.15a are Gaussian fits to the data, from
which the amplitude and width are extracted for each delay time. In Fig. 3.16 the
square of the width, w2, is plotted as a function of the delay time, ∆t. In a diffusion
process, w2 should scale linearly with ∆t. In Fig. 3.16 we observe two regimes. In
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Figure 3.16: The square of the width of the Gaussian spin profile as a
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the first regime, for 0 < ∆t < 400 ps, a fast increase of the width is observed. It is
in this regime that the flattening of the Gaussian shape develops. This flattening is
likely related to a carrier density effect, as in this regime carrier recombination is an
important process. We have seen in Section 2.3 that carrier recombination can be
different for spin up and spin down electrons, depending on their density. Because
the optically induced lateral carrier density has a Gaussian shape, a spatially varying
recombination rate of spin up and spin down electrons is expected when the excited
carrier density is comparable or higher than the equilibrium carrier concentration.
For such a case we show schematically in Fig. 3.17 the the evolution of the electron
and hole spin up and spin down lateral densities after optical orientation. Because
the recombination rate is proportional to both the electron and hole density, spin up
electrons experience a higher recombination rate than spin down electrons. Thus,
the spin polarization decreases faster at the center of the Gaussian than at its wings
due to this recombination effect, thereby flattening the Gaussian profile.

The second regime in Fig. 3.16, for 600 < ∆t < 1800 ps, is thus related to the
broadening of the (flattened) Gaussian profile after recombination. This broadening
can be attributed to lateral spin diffusion, and from the slope of the curve we can
extract the spin diffusion constant Ds via

Ds =
1
4

d(w2)
dt

. (3.25)

From Fig. 3.16 we find Ds = 40 cm2s−1, which is of the same order compared to
reported values of Ds ≈ 15 cm2s−1 with nD = 5 · 1016 cm−3 [26]. This suggests
that pure spin diffusion is the main contributor to the broadening of the Gaussian
profiles, possibly as a result of a relatively high spin density compared to the donor
concentrations, as shown in Fig. 3.17.
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electrons, and (d) the total spin. The curves in gray-scale correspond to
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In summary, we have shown that microscopic TiMMS is a very powerful tech-
nique to study spin related phenomena in semiconductors, such as spin relaxation,
spin precession and dephasing, and lateral spin transport and diffusion.

3.4 Modeling TiMMS for heterostructures

In the previous Section we have described the TiMMS setup, performed the signal
analysis at the detector, and presented an illustrative example. In this Section we
will describe a model to calculate the TiMMS signal amplitude as a function of
photon energy for an arbitrary semiconductor heterostructure. The spectral depen-
dence is modeled using the analysis of Koopmans et al. [27], and is combined with
a calculation of the Kerr-effect for an arbitrary heterostructure, analogues to the
calculation of the Kerr-effect from magnetic multilayers in Section 3.1.5.

The procedure of the calculation is schematically depicted in Fig. 3.18. First,
the heterostructure, consisting of layers of different material, Ln, is divided in sub-
layers lm of thickness ∆z. Each sublayer lm is assigned the appropriate photon
energy (Eph) dependent complex refractive index Nlm(Eph) and magneto-optical
Voigt constant, using literature values. Second, the absorption profile as a function
of depth z, A(z), is calculated in the low fluence limit for each photon energy using
the transfer matrix approach [15]. This yields A(Eph, z), which is convoluted with
a Gaussian with full-width at half-maximum, ∆, to account for the finite spectral
width of the laser pulse. Next, the complex Kerr-rotation, K, originating from each
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Figure 3.18: Modeling scheme for the TiMMS-signal originating from
heterostructures.

lm is calculated for each photon energy using the matrix approach of Zak et al.
(see Section 3.1.4). This is done by calculating the complex Kerr-rotation of the
full heterostructure, while artificially setting only for a single sublayer lm a nonzero
complex magneto-optical Voigt parameter, in a similar way as in Section 3.1.5 for
the CoPt-multilayer. Finally, the calculation yields K(Eph, z). Using this A(Eph, z)
and K(Eph, z) the TiMMS spectral response of each sublayer lm, T (Eph, z), can
be calculated following Koopmans et al. [27], which we shall briefly discuss in the
following.

The pump and probe pulses from the Ti:Sapphire laser in the experiment have
a Gaussian spectral shape, and can be written as

In(En) = An exp

(
−

[
(E − En)

∆

]2
)

, (3.26)

with An the amplitude, and En the center photon energy, with n = pu, pr for the
pump and probe pulse, respectively. Absorption of a circularly polarized pump pulse
leads, via the optical selection rules, to an excited spin polarized electron (hole) den-
sity in the conduction (valence) band, denoted as ne,σ(E), and nh,σ(E), respectively,
with σ = ± for spin up and spin down. Since the hole spin relaxation rate is much
faster than the electron spin relaxation rate for bulk III-V semiconductors, we will
only consider the electron spin density. Also, we will consider a fully thermalized
electron system, which is appropriate for delay times larger than the electron ther-
malization time of typically one ps. The spectral profile of the electron spin density
is determined by the total amount of excited carriers, Ne, the density of states, and
the temperature, T . In the model, we use the absorption profile A(Epu, z) of the
pump pulse to determine Ne in every sublayer lm for each Epu. Using a 3D density
of states (see Eq. 2.14, and a Fermi-Dirac-distribution of the electrons, the electron
density can be written as

ne(E) = 8π
√

2
(me

h2

)3/2
√

E − Eg

exp E−EF (Ne)
kBT + 1

, (3.27)

with me the electron effective mass in the conduction band, Eg the bandgap of the
material, EF (Ne) the electron quasi-Fermi level after laser excitation corresponding
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Figure 3.19: Schematic picture of the heterostructure at the optical
window of the spin-LED.

to the total excited electrons Ne, and kB Boltzmann’s constant. The excited electron
spin density induces a change in the oscillator strength for left- and right-handed
circularly polarized light, and is given by the spin-polarized joined density of states
profile

f+ − f− ∝ ne,+nh,− − ne,−nh,+ = (ne,+ − ne,−)nh. (3.28)

The pump-induced off-diagonal element of the dielectric tensor, εxy, is related to
the induced difference in oscillator strength by

εxy(Epu) =

∞∫

−∞

f+(E)− f−(E)
E − Epu − ıγ

dE. (3.29)

The complex Kerr-rotation of the probe beam due to the nonzero εxy(Epu), is ob-
tained by weighing εxy(Epu) with the spectral shape of the probe beam, Ipr, and
with K(Epr, z) to account for the depth and photon energy dependence of the com-
plex Kerr-rotation

θK(Epr, z) =

∞∫

−∞
εxy(Epu)Ipr(Epr)K(Epr, z)dEpu. (3.30)

θK(Epr, z) is calculated for every sublayer lm and probe photon energy Epr, finally
yielding T (Epr, z). By summing all T (Epr, z) for which z is within the same layer,
the spectral shape of the TiMMS response originating from a full layer, TLn(Epr),
is obtained.

We will take the spin-LED, which is the subject of Chapter 5, as an example
to exemplify all the steps in the calculation outlined above. The schematic layout
of the spin-LED that we will use in the modeling is shown in Fig. 3.19. Note that
we will only model 5 µm of the substrate, since the penetration depth of light with
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Figure 3.20: (a) Absorption profile A(Eph, z) of the spin-LED. (b)
Kerr-ellipticity profile K(Eph, z) of the spin-LED. The dotted line marks
the interface between the buffer layer and the substrate.

photon energies a few tens of meV above the bandgap is around 1 µm. We are
especially interested in the contributions of the p−GaAs and buffer layer to the
total TiMMS signal. We restrict ourselves to the energy window of 1.3 - 1.8 eV, as
this covers the full range of the Tsunami laser system, and thereby the experimental
results. Also, we consider the degenerate case in which the photon energy of both
pump and probe beam are equal (Epu = Epr), and denote the photon energy as
Eph. The spin-LED is modeled at room temperature, with a bandgap for GaAs of
Eg,GaAs = 1.42 eV, and for Al0.2Ga0.8As of Eg,Al0.2Ga0.8As = 1.67 eV [28].

The first step is dividing the layers of the spin-LED in sublayers of thickness
∆z. We have taken ∆z = 1 nm, which yields 7838 sublayers including a top air
layer, while still giving rise to a manageable computation time. After assigning the
proper (magneto)-optical constants [17, 18], the absorption profile, A(Eph, z), in the
spin-LED can be calculated. The result is shown in Fig. 3.20a, up to a depth of
3.5 µm. Above the GaAs-bandgap at 1.42 eV, the absorption increases strongly,
such that only for photon energies close to the bandgap carriers are excited in the
substrate. The buffer layer thus effectively blocks any signal from the substrate.
Note that at energies slightly above the bandgap, the absorption oscillates in the
p−GaAs layer as a function of depth z, as a result of multiple interface reflections
with the Al0.2Ga0.8As and Al0.3Ga0.7As interfaces.

The calculation of the complex Kerr-rotation for the spin-LED yields information
on both the Kerr-rotation, and the Kerr-ellipticity. Figure 3.20a shows K(Eph, z) for
the case of ellipticity. Several aspects of this Figure deserve further attention. First,
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Figure 3.21: (a) TiMMS-spectrum originating from z = 60 nm (20
nm below the Al20Ga80As / p−GaAs interface), for carrier densities of
ne = 2.3 · 1016 cm−3 and ne = 6.3 · 1018 cm−3. The top part of (a)
shows the density of states for these two carrier densities (b) TiMMS-
spectral profile T (Eph, z) of the spin-LED for ne = 6.3 · 1018 cm−3. (c)
Magnification of T (Eph, z) for the p−GaAs part of (b).

an oscillatory dependence of the Kerr-ellipticity is observed as a function of depth
z. This reflects the alternating phase of the electromagnetic wave in the ŷ direction
(due to a finite εxy), with respect to the main reflection at the air/copper interface.
The oscillation period is simply half the wavelength of the light in the material,
as the light travels back and forth in the spin-LED. For Eph = 1.5 eV e.g., the
oscillation period is 113.7 nm, only slightly larger than the thickness of the p−GaAs
active layer. This implies that the total signal originating from the p−GaAs active
layer will be relatively low, as the positive and negative contributions tend to cancel
each other. Second, the amplitude of the Kerr-ellipticity-oscillation is high over
the full depth range for Eph < Eg, but decreases with depth for Eph > Eg. This
behavior results from the effect of zero absorption for Eph < Eg, and increasing
absorption for higher Eph > Eg, thereby diminishing K(Eph, z) at large z. This
calculation clearly takes not into account the number of excited carriers in each
layer lm, otherwise K(Eph, z) would be zero for Eph < Eg, because no carriers are
excited when the photon energy is below the bandgap.

The next step is the calculation of the TiMMS spectral profile for each sublayer.
Figure 3.21a shows the normalized TiMMS-spectral profile for low (ne = 2.3 · 1016

cm−3), and high (ne = 6.3 · 1018 cm−3) carrier densities at the first maximum of
K(Eph, z) in the the p−GaAs active layer, at z = 60 nm. At this z we can compare
the spectral shapes for low and high fluence without the modulation of K(Eph, z),
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because K(Eph, z) is fairly constant as a function of Eph due to its close proximity
to the surface. The low fluence curve shows a negative peak around the band-gap,
followed by a higher positive peak, which decreases to zero at higher energies. This
behavior follows from the convolution of a Lorentzian curve with the spin polarized
density of states in the conduction band. The curve is in qualitative agreement
with the calculation of Koopmans et al. [27], although in that calculation a two-
dimensional density of states was used. At high fluence, the zero crossing shifts to
higher energies, which is caused by band-filling due to the higher carrier density (as
indicated in the top part of Fig. 3.21a). We note that at this relatively high carrier
density, several effects take place, which are not included in the model. Besides the
already mentioned band-filling, also absorption bleaching near the bandgap (or shift
of the absorption edge), and band-gap renormalization take place [29]. Absorption
bleaching is the result of band-filling, as the occupied states at the bottom of the
conduction band bleach the optical transitions with energies close to the bandgap.
The absorption spectrum will thus experience a blue-shift. Band-gap renormaliza-
tion is a consequence of many-particle interactions, resulting in screening of electrons
(holes), thereby decreasing (increasing) the energy of the conduction (valence) band.
The net result is a decrease of the band-gap, and a red-shift of the absorption spec-
trum. Both effects thus have opposite effects, which makes it difficult to predict the
net change to the absorption spectrum, and thereby to the TiMMS spectral shape.
The TiMMS-spectral shape calculated with the model at all depths z, T (Eph, z),
and at ne = 6.3 · 1018 cm−3, is shown in Fig. 3.21b. Here, both the effects of ab-
sorption via A(Eph, z), and the depth dependent Kerr-ellipticity via K(Eph, z) are
evident. At energies where there is no absorption, the TiMMS-signal is zero, and at
energies with high absorption, the TiMMS-signal decreases significantly at higher
z. Also, the sign of the TiMMS-signal oscillates, the same way as K(Eph, z).

With the information of Fig. 3.21, the TiMMS-spectrum originating from the
p−GaAs and the buffer layer can be calculated by summing the different spectra at
all z within each layer. We performed the calculation for a wide range of carrier den-
sities, thereby obtaining the TiMMS-spectrum of the p−GaAs (Tp−GaAs(Eph, ne)),
and the buffer layer (Tbuffer(Eph, ne)) as a function of carrier density. In Fig. 3.22
we plot Tp−GaAs(Eph, ne), and Tbuffer(Eph, ne) in a two-dimensional graph, and
Tp−GaAs(Eph), and Tbuffer(Eph), for three different carrier densities. An important
observation is that the contributions of the p−GaAs and buffer layer are completely
different for all carrier densities. Firstly, the maximum amplitude of Tp−GaAs is
higher than that of Tbuffer as a result of absorption. Secondly, Tbuffer shows three
peaks (two positive and one negative) of comparable amplitude for all carrier den-
sities, while in the plot of Tp−GaAs only one peak at low carrier density, and two at
high carrier density are observed. This difference originates from the z-dependence
of K(Eph, z), and the summation of contributions for many different z’s. Finally,
the position of the zero-crossing between the main positive and negative peak in
Tp−GaAs shifts to higher energy with increasing carrier density, as a result of band-
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Figure 3.22: (a) Bottom: 2D-plot of the TiMMS-spectrum originat-
ing from the p−GaAs layer of the spin-LED as a function of carrier
density, Tp−GaAs(Eph, ne). Top: Tp−GaAs(Eph) for three different car-
rier densities. (b) Bottom: 2D-plot of the TiMMS-spectrum originating
from the buffer layer of the spin-LED as a function of carrier density,
Tbuffer(Eph, ne). Top: Tbuffer(Eph) for three different carrier densities.

filling effects discussed above.
Comparing experimental TiMMS-spectra taken on the spin-LED with the ones

calculated above, enables discrimination between contributions from different layers
of the semiconductor heterostructure. Full time- and spectrally-resolved TiMMS-
data thus allows us to study the electron spin relaxation mechanisms in the active
p−GaAs layer of this spin-LED, which is the topic of Chapter 5.

To conclude, we have outlined an approach for calculating the TiMMS spectral
profiles of arbitrary semiconductor heterostructures. Although a detailed analysis of
the system in question is necessary, this approach shows that it is possible to extract
information from different layers from the general complicated TiMMS-spectra. This
way, studies of spin relaxation mechanisms, transport and diffusion can be extended
from model systems to complicated spintronic devices.
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Chapter 4

Effect of stray field on local
spin modes in
exchange-biased magnetic
tunnel junction elements

We report on the detection of localized spin modes in a multilayered spintronic

device by means of time-resolved scanning Kerr microscopy. Measurements on this

13×9 µm2 exchange-biased magnetic tunnel junction element at different applied

bias fields indicate a strong effect of the stray field from the pinned CoFe layer

on the magnetization dynamics in the free NiFe layer. This view is supported by

micromagnetic simulations, which also show that the dynamics can be attributed to

the specific shape of the internal magnetic field in the element.1

1This Chapter is published as J. H. H. Rietjens, C. Józsa, H. Boeve, W. J. M. de Jonge, and B.
Koopmans, Effect of stray field on local spin modes in exchange-biased magnetic tunnel junction
elements, Appl. Phys. Lett. 87, 172508 (2005)
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4.1 Introduction

Magnetic tunnel junction (MTJ) elements are currently being implemented in spin-
tronic devices, such as magnetic random access memory [1, 2]. Switching of the
magnetization in the free ferromagnetic (FM) layer of a MTJ can be achieved by
applying an external magnetic field (pulse) [3], and has to be fast and stable. Under-
standing the response of the magnetization in the free layer to an applied magnetic
field (pulse) is therefore crucial for obtaining an optimal performance of the device.
In recent years, the magnetization dynamics in relatively thick NiFe stripes and
elements has been the subject of many studies [4–8], but so far no measurements
on MTJs have been reported. In this chapter, we present spatiotemporal measure-
ments and micromagnetic simulations of the magnetization dynamics in the free FM
layer of an exchange-biased MTJ element. We show that this dynamic is strongly
influenced by the stray field, Hstray, from the pinned FM layer of the MTJ.

4.2 Experimental details

4.2.1 The MTJ element

The MTJ element studied in this work was grown by sputter deposition and struc-
tured by etching, see Figs. 4.1(a) and 4.1(b). The Cu strip line (width 30 µm,
thickness 17 nm) with contact pads at each end was deposited on a Si/SiO2 sub-
strate. The 13×9 µm2 MTJ element, located at the center of the Cu line, consists of
Ta and NiFe wetting layers, followed by an (IrMn 10 nm / Co90Fe10 4 nm / Al2O3 1
nm / Ni80Fe20 5 nm) stack and a 5 nm Ta capping layer. Superconducting quantum
interference device measurements showed an exchange bias field of 31 kA/m acting
on the CoFe layer and a 5 kA/m net FM coupling field HFM between the NiFe and
the CoFe layer. The direction of the exchange bias field (and thus the direction of
HFM ) was set along the Cu line (x̂ direction) by an in-field anneal treatment.

4.2.2 Measurement technique

The magnetization dynamics is triggered by magnetic field pulses Hpulse(t) of ≈ 0.6
ns with Hpulse,max ≈ 1.2 kA/m. These pulses are generated with an electronic pulse
generator that is connected to the Cu line. The response of the magnetization in the
free FM layer to such field pulses is typically a damped precessional motion. The
local out-of-plane component of this response, mz(~x, t), is probed with time-resolved
scanning Kerr microscopy, which is described in detail in Ref. [9]. An example of a
time-resolved measurement is shown in Fig. 4.2.
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Indicated are the coordinate system, the scanning line of Fig. 4.5 (gray),
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4.2.3 Micromagnetic simulations

Micromagnetic simulations of the magnetization dynamics were performed using the
Object-Oriented MicroMagnetic Framework (OOMMF) [10]. The MTJ element is
divided into a two-dimensional grid of 25 nm × 25 nm × 5 nm cells. Reduction of
the cell size gave no different results. The material parameters used for the NiFe
layer are Ms,NiFe = 570 kA/m, α = 0.01, A = 13 × 10−12 J/m, where Ms is the
saturation magnetization, α the Gilbert damping parameter, and A the exchange
stiffness. The dc magnetic field in the simulation is the sum of the experimentally
applied bias field Hbias and 5.0 kA/m representing HFM . A magnetic field pulse
with shape similar to the real pulse (rise/fall time 0.25 ns, plateau 0.1 ns) is used
to excite the spin system. The response to this field pulse is calculated with a time
step of 1 ps.

4.3 Results and discussion

4.3.1 Domain imaging

Let us first consider the experimental case with Hbias = −5.0 kA/m, i.e., the case
when HFM is fully compensated. The domain pattern in the free NiFe layer will
then be the result of the interplay between the demagnetizing field Hdem, shape or
crystalline anisotropy Hani, and any remaining magnetic influence from the pinned
layer. In this situation, no clear precessional motion of ~m(~x, t) could be observed in
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Figure 4.4: (a) Simulated equilibrium magnetization of the MTJ with
Hbias = 5.0 kA/m. (b) Simulated image of mz(~x, t = 0.1 ns).

time-resolved measurements [as can be seen in Fig. 4.3(a)], so no frequency analysis
could be performed. Instead, we used the sign of mz(~x) shortly after application of
Hpulse(t) to determine the static domain pattern ~m(~x, t = 0), as this sign is related
to the orientation of ~m(~x, t = 0) by a torque equation, i.e., the well-known Landau-
Lifshitz equation [11]. At Position 1, e.g., the sign of mz(t = 0.1 ns) is positive,
which implies that ~m(t = 0) at Position 1 has a large component in the negative x̂

direction, since the effective field, Heff ≈ Hpulse, is in the −ŷ direction. Similarly,
a raster scan of the full element, taken at t = 0.1 ns after the onset of the magnetic
field pulse, reveals the domain pattern in the free layer, as shown in Fig. 4.3(b).
Notably, the magnetization is not aligned along the left- and right-hand side edges,
in spite of the demagnetizing field. This suggests a contribution of the stray field
Hstray from the pinned CoFe layer.

In order to investigate this, micromagnetic simulations of the experiment were
performed with the incorporation of Hstray. For this purpose, at each cell, Hstray

is calculated using the formula for the field of a uniformly magnetized element [12],
with Ms,CoFe = 1467 kA/m, the bulk Ms value of CoFe [13]. The distance between
the CoFe layer and the cells is set to 2.5 nm. The equilibrium magnetization of the
free layer, after relaxing from a fully magnetized state, is shown in Fig. 4.4(a). The
spins at the left/right-hand side edges are indeed oriented perpendicular to the edge,
as a result of Hstray. Due to a small anisotropy present in the element (experimen-
tally observed and included in the simulation), the magnetization is aligned along
the ŷ axis in the center of the element. Applying Hpulse to the initial magnetization
state of Fig. 4.4(a), and calculating mz(~x, t = 0.1 ns), results in the image shown in
Fig. 4.4(b). A fair agreement between experiment and simulation can be observed,
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Figure 4.5: (a) Experimental spectral image of the line scan in the x̂
direction with Hbias = 0 kA/m. (b) Simulated spectral image of the
experiment of (a), without and with incorporation of a stray field. The
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The magnitude of the internal magnetic field without and with stray
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x̂.

particularly with respect to the white (black) regions at the left/right (top/bottom)
edges and the grey central region. These features are signs of the competition be-
tween the Hstray, Hdem, and Hani. The difference in shape and position of the
black regions between experiment and simulation is probably due to the absence of
pinning centers in the simulation. These pinning centers are likely to be present in
the real MTJ, e.g., due to edge roughness.

4.3.2 Local spin modes

When Hbias is set to 0 kA/m, the internal field at the center of the element is ≈ 5.0
kA/m. In this case, a precessional motion of mz(~x, t) can be observed, which allows
for a frequency analysis. Therefore, mz(~x, t) has been measured locally along the x̂

direction through the center of the element, see Fig. 4.1(a). Each measurement of
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mz(t) is taken at fixed positions of the laser spot on the sample, in steps of 0.5 µm.
The resulting Fourier transformation of mz(~x, t) at each position is shown in Fig.
4.5(a). A uniform precessional mode can be observed roughly from −3.5 to +3.5
µm, with a frequency, funi, that decreases from 1.85 GHz to 1.76 GHz when moving
from 0 to ±3.5 µm. At the edges of the element, a localized mode with floc ≈ 1.3
GHz can be clearly seen. At +4 µm, a higher-order mode is also observed.

It has been shown [4, 5], that such remarkable localized modes can occur in a
region where the internal magnetic field, Hint, is highly inhomogeneous. Such a
region can arise near the edge of an element due to the demagnetization field, when
an external field [or coupling field (HFM ) as in our experiment] is perpendicular
to the edge. Spin waves propagating parallel to this field become confined in a
potential well created by the inhomogeneous internal magnetic field, leading to a
localized mode. The frequency of the localized mode depends on the precise shape
of the potential well.

We performed micromagnetic simulations in order to calculate the frequency of
the localized mode. The result of this simulation, without and with incorporation
of Hstray, is shown in Fig. 4.5(b). The frequency of the uniform mode agrees well
with the experiment in both simulations. However, both the gradual decrease of
funi when moving from the center to the edge, and floc agree only in the case when
Hstray is included. This can be understood by looking at the internal magnetic
field in the element, see Fig. 4.5(c). The steep increase in Hint at ≈ 4.5 µm [Fig.
4.5(c) right-hand side part] is due to the strong stray field close to the magnetic
pole of the CoFe layer. The gradual decrease of Hint between 0 and 3 µm is also
due to the contribution of the stray field and results in the gradual decrease funi.
Furthermore, Hint clearly behaves differently in the region where the localized mode
is present, which results in a different shape of the potential well and a ≈ 0.3 GHz
lower frequency of the localized mode. Around +4 µm, the simulated spectrum
shows multiple peaks that do not correspond directly to the ones observed in the
experiment. This fact, and the lack of symmetry in the experimental data (there
is a 0.15 GHz difference between floc at the left- and right-hand side edge of the
element) in contrast to the simulations, can be attributed to a slight difference in
the internal magnetic field near the edges, as a result of sample imperfections.

We also measured and simulated funi and floc at different bias fields, as presented
in Fig. 4.6. A good agreement between experiment, simulation, and theory can be
observed for the uniform mode, which depends on Hbias according to

funi = γµ0

√
(Hbias + HFM )(Hbias + HFM + Ms) (4.1)

where γ is the gyromagnetic ratio and µ0 is the magnetic permeability of vacuum.
The dependence of floc on Hbias is similar to the one in the experimental case, but
their absolute values are on average ≈ 0.16 GHz higher. This difference is compara-
ble to the differences attributed to sample imperfections, so a satisfactory agreement
between experiment and simulation is found when the stray field is included. More-
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over, using a more realistic stray field, based on, e.g., a nonuniformly magnetized
CoFe layer, might even improve these results.

4.4 Conclusion

The experimental data and the simulations indicate a strong effect of the stray
field from the pinned CoFe layer on the magnetic behavior of the free NiFe layer.
Most pronounced effects are the orientation of the magnetization at the edges when
HFM is compensated, and the low-frequency localized modes when HFM is uncom-
pensated. These observations can be explained by the specific shape of internal
magnetic field in the element. In view of applications, it is necessary to reduce the
effect of the stray field as much as possible. This will be specifically relevant when
the size of the MTJ’s is reduced to below 1 µm. Coherent precessional switching,
e.g., may become impossible due to the presence of localized modes near the edges
of the element.
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Chapter 5

Current-induced increase of
the electron spin relaxation
rate in a spin-LED

A microscopic time-resolved magneto-optical technique is used to investigate in de-

tail the electron spin relaxation rate in a spin-LED under operational conditions.

We have observed a current-induced decrease of the spin lifetime in the active re-

gion of the device, which scales linearly with the current and laser fluence. Device

simulations and spectral measurements show that the main origin for this effect is

an enhanced Bir-Aronov-Pikus (BAP) electron-hole spin flip scattering via an in-

creased hole density and temperature in the active layer. We discuss the role of

carrier recombination, and show that the effect persists outside the spin-LED, and

scales roughly with the current and temperature distribution in the device.1

1A large part of this Chapter is in preparation for publication as J. H. H. Rietjens, C. A. C.
Bosco, P. Van Dorpe, W. Van Roy, and B. Koopmans, Current-induced increase of the electron
spin relaxation rate in a spin-LED
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5.1 Introduction

Injection of spin-polarized electrons into semiconductors and their subsequent ma-
nipulation are essential ingredients for realizing functional semiconductor based
spintronic devices [1]. One of the fundamental parameters influencing the device
characteristics and efficiency is the spin relaxation time, τs. While most studies of
τs have been performed on bulk or quantum semiconductor systems [2–8], detailed
characterization of τs in the active part of real devices has received little attention
so far. With the advance of spintronic devices, however, it has become of extreme
relevance to understand the spin dynamics under variable operational conditions.

In this chapter, we study the spin relaxation rate of electrons in the active part
of a spin-LED under operational conditions. We have performed detailed spectrally
and spatially resolved experiments as a function of applied bias, laser fluence, and
temperature. We have observed an enhanced spin relaxation rate, τs, of electrons at
a current of 133 mA, which scales linearly with the injected current. We show that
the main mechanism for this effect is an enhanced Bir-Aronov-Pikus electron-hole
spin flip scattering as a result of an increased hole density and temperature in the
active layer. This picture is supported by device simulations, which show that the
increased hole density results from a band re-alignment in the device. Furthermore
we discuss the role of laser photon energy, carrier recombination, and temperature
on the observed effect. Finally, we show by detailed spatial scans that the enhanced
spin relaxation rate persists outside the optical window, and scales roughly with a
combined current and temperature distribution in the device.

5.2 Experimental details

5.2.1 Measurement technique

We have exploited a microscopic magneto-optical pump-probe technique, Time-
resolved Magnetization Modulation Spectroscopy (TiMMS) (see Section 3.3) and
Refs. [9] and [10]), to study the electron spin relaxation in the active region of a
spin-LED. This technique measures the spin lifetime Ts, which is related to τs and
the carrier recombination time τr via

T−1
s = τ−1

s + τ−1
r . (5.1)

In short, a circularly polarized pump pulse from a Ti:Sapphire laser (150 fs dura-
tion, 80 MHz repetition rate) is focused in the spin-LED (spot diameter ≈ 9 µm)
and excites electron spins in the active region. A second, weaker probe beam is
focused to an overlapping spot with a diameter of ≈ 4 µm, and probes the spin
dynamics through the magneto-optical Kerr-effect. Due to the smaller spotsize of
the probe compared to the pump, possible complications resulting from a spatially
inhomogeneous carrier density are reduced. The relative time delay between pump



5.2 Experimental details 81

p-GaAs substrate

p -GaAs buffer
++

p-AlGaAs

p-GaAs

Backside Au contact

Optical window
Top Au contact
Si O

AlGaAs
x y

Cu
NiFe, CoFe
AlOx

(a) (b)
0 50 100

1

2

3
0 mA

133 mA

q
K

e
rr

(a
.u

.)

Delay time (ps)

Figure 5.1: (a) Schematic cross-section of the spin-LED. (b) TiMMS
time-scans for two different currents (0 and 133 mA) taken on LED1 at
292 K with a photon energy of 1.61 eV.

and probe pulse is controlled by a computer-interfaced variable delay line. We note
that unlike electroluminescence [11–13], in which electrons and holes can only be
detected upon recombination, and the spin relaxation rate is obtained in an indirect
way, TiMMS allows for detailed temporal and spatial imaging of electron and hole
spins separately.

5.2.2 The spin-LED

The spin-LEDs under investigation are similar to the one in Ref. [14] and have been
shown to exhibit efficient electrical spin injection from a ferromagnetic (FM) metal
into GaAs via an oxidic tunnel barrier [13, 15].

A schematic cross-section of the spin-LED is shown in Fig. 5.1a. The semi-
conductor heterostructure was grown on a (001) p−GaAs substrate and consists of
a 2.75 µm p−GaAs buffer layer (p = 2 × 1019 cm−3), 200 nm p−Al0.30Ga0.70As
(p = 1× 1018 cm−3), 100 nm p−GaAs (p = 1× 1018 cm−3) active region and 20 nm
Al0.20Ga0.80As (undoped). The highly doped buffer layer with short τr and τs was
inserted to ensure that after ≈ 10 ps the only contribution to our measurements
originates from the p−GaAs active region. This was confirmed by measurements
on the buffer layer after removal of the top AlGaAs and p−GaAs layer from a sep-
arate sample by chemical wet etching, which showed Ts ≈ 6 ps. A contribution of
the substrate is only (weakly) present when the laser photon energy is close to the
bandgap of GaAs (1.42 eV) [16], since in that case the penetration depth becomes
very long due to the small absorption coefficient. The optical window consists of
a 2 nm AlOx tunnel barrier, a 2 nm Co90Fe10 and 8 nm Ni80Fe20 ferromagnetic
layer and a 5 nm Cu top electrode. Au contacts enable application of a bias, while
the 80 × 80 µm2 window allows for optical access. More details of the fabrication
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process can be found in Ref. [15].
During the TiMMS-measurements, part of the laser light is absorbed by the

metallic layers, but any signal from optical spin injection or transient magneto-
optics in the FM layer is absent since the magnetization of the FM layer is in-plane
and perpendicular to the wave propagation. The Al0.20Ga0.80As film (Egap = 1.67
eV [17]) is transparent for most of our laser photon energies used, and does not
interfere in our measurements. Also, we estimate that the local temperature rise
of the p−GaAs active region due to absorption of a single pulse is less than 0.5 K,
and that the DC heating of the p−GaAs active region due to laser absorption is less
than 0.1 K.

5.3 Results and Discussion

5.3.1 Current-induced enhancement of the spin relaxation
rate

Typical TiMMS-measurements, taken at room temperature on the optical window
with a laser photon energy of 1.61 eV, a laser fluence of F = 42 µJ/cm2, and a
current of I = 0 mA and I = 133 mA are shown in Fig. 5.1. For further reference,
we refer to this spin-LED as “LED1”. Fitting this data starting at ∆t = 10 ps with
a single exponential decay yields Ts, and we obtain Ts,0mA = 42 ps and Ts,133mA =
34 ps. A decrease in Ts by 19 % is thus observed when the current is increased from
I = 0 to I = 133 mA. We note that a decrease of Ts by 15− 30% has been observed
for several spin-LEDs with typical laser fluences. Assuming for the moment that
the carrier recombination time τr is much larger than the spin scattering time τs,
it follows that Ts = τs, and the results can be interpreted as a current induced
decrease of τs.

To explore this current induced effect in more detail, we have performed mea-
surements of the electron spin relaxation rate T−1

s as a function of current (with
constant laser fluence), and as a function of laser fluence (with constant current).
These measurements were taken (again) with a laser photon energy of 1.61 eV, and
are displayed in Fig. 5.2. We note that these measurement were taken on another,
though similar spin-LED (“LED2”), but that the measured value of T−1

s at I = 0
mA agrees very well with that from LED1 for the corresponding fluence. How-
ever, for this particular spin-LED, the enhancement in spin relaxation rate is higher
(31% at a current of I = 133 mA, and a fluence of 42 µJ/cm2) than with LED1
(19%). In Fig. 5.2 a linear dependence of T−1

s on both current and laser fluence is
observed. Because both the current and the laser fluence are expected to increase
the hole density in the active region, Fig. 5.2 suggests that an increased hole density
is responsible for the increased electron spin relaxation rate, and that T−1

s scales
linearly with the hole density in the active region. A mechanism which fits this be-
havior is the Bir-Aronov-Pikus electron-hole spin-flip scattering mechanism, since
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Figure 5.2: (a) Current dependence of the electron spin relaxation rate
in the active region of LED2, taken at a laser fluence of 64 µJ/cm2. (b)
Laser-fluence dependence of the electron spin relaxation rate in the same
region at current of 0 mA (5) and 140 mA (4). All data is taken at
room temperature with a laser photon energy of 1.61 eV.

for this mechanism the spin relaxation rate scales linearly with the hole density for
non-degenerate holes [3].

A simple model to correlate the current and fluence dependence

We can apply a simple model to estimate the increase in hole density in the active
region of the spin-LED under operational and experimental conditions. Assuming
a homogeneous electron and hole density (flat bands), and a linear increase of τ−1

s

with the hole density in the active region (only a BAP-contribution to the electron
spin relaxation), it follows that

T−1
s ≈ τ−1

s = (τs,0p0)
−1 (p0 + pI(I) + pF (F ))

≈ (τs,0p0)
−1

(
p0 + I

dpI(I)
dI

+ F
dpF (F )

dF

)
(5.2)

where p0 is the intrinsic hole density due to doping (1× 1018 cm−3), pI and pF are
the electrically and optically injected hole densities, respectively, I is the current,
and F is the laser fluence. Without bias (V = 0 V, I = 0 mA) and laser fluence
(F = 0), we extract from Fig. 5.2b τ−1

s,0 = 0.0144 ps−1 (τs,0 = 70 ps). Using a linear
fit of the data of Fig. 5.2a , and 5.2b, we find
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dpI(I)
dI ≈ 4.9p0 A−1, and dpF (F )

dF ≈ 0.015p0 cm2µJ−1,

respectively. We can compare these values with an estimation of the injected current-
and laser-induced hole densities from experimental parameters:

dpI(I)
dI ≈ τr

Ad , and dpF (F )
dF ≈ fabs

~ωd .

Here, A is the surface area of the spin-LED, d is the thickness of the active region,
fabs is the fraction of the fluence that is absorbed in the active region, and ~ω is the
laser photon energy. We assume that the induced hole density is equal to the induced
electron density, which is certainly true for optical injection, but is less trivial for
electrical injection because of possible hole tunneling from the semiconductor to the
FM layer. With ~ω = 1.61 eV we calculated fabs = 0.044, and using τr = 273 ps,
we find

dpI(I)
dI ≈ 2.7p0 A−1 and dpF (F )

dF ≈ 0.017p0 cm2µJ−1.

We observe a fair agreement for dpF /dF with our simple model, which supports our
assumption that the BAP-mechanism is responsible for the enhanced spin relaxation
rate via an increased hole density. We shall discuss the somewhat higher discrepancy
for dpI/dp and our choice for the recombination time in due course. In this analysis
we neglected the fact that the slopes in Fig. 5.2b at I = 0 mA and I = 140
mA are slightly different. This indicates a stronger fluence dependence of T−1

s at
higher current, and a weaker current dependence of T−1

s at high fluence. We note
that the relative current induced contribution to T−1

s is highest at zero fluence, i.e.
extrapolating the results of Fig. 5.2b to zero fluence yields a current induced effect
of 40% at 140 mA.

Device simulation

In order to explore the physical picture of the enhanced electron spin relaxation
rate in more detail, we performed simulations of the band alignment and the carrier
profile in the spin-LED using the MEDICI software package [18] (see the Appendix
for a comparison of the experimentally and simulated current-voltage characteris-
tics). Figure 5.3 shows the band diagram, and carrier profiles at 0 V and 2.4 V
(corresponding to I = 0 mA, and I = 163 mA). At zero bias, band bending near the
p−GaAs/Al0.20Ga0.80As interface results in a sharp drop of the hole concentration
near this interface, and in a strong local electric field. Optically injected electrons
will reside near the p−GaAs/Al0.20Ga0.80As interface, and experience a low spin-
flip scattering with holes due to the low local hole concentration. For high bias,
the active region is pulled flat, and the hole concentration increases from 8.6× 1017

cm−3 to approximately 9.8×1017 cm−3 throughout the whole device. This increase
results mainly from an increase in electron density (1× 1017 cm−3) in the active re-
gion, where the additional hole density ensures charge neutrality. Since the electrons
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Figure 5.3: (a) Band diagram at 0 and 2.4 V in the spin-LED at 300
K. (b) Hole (p) and electron (n) concentration for 0 and 2.4 V in the
spin-LED at 300 K. At 0 V, the electron concentration is below 1013 in
the region shown.

and holes are not separated, the spin relaxation rate will increase as the electrons
experience an increased hole density, in agreement with Fig. 5.2a.

These simulations also explain the fluence dependence of the electron spin re-
laxation rate. Laser induced free charges (≈ 0.017 × 1018 cm−1µJ−1) can pull the
active region flat by screening the built-in electric field, and increase the hole den-
sity accordingly. The electrons will experience a larger hole concentration, and their
spin lifetime will decrease by the BAP mechanism. We note that at this current
(I = 163 mA), the increase in hole density corresponds to dpI/dp = 1.85p0 A−1,
which is comparable to our simple estimation according to Eq. 5.2, but also lower
than the value extracted from Fig. 5.2.

5.3.2 Other current induced effects

Up to now we have seen strong evidence that the current-induced enhancement of
the spin relaxation rate results from an enhanced spin-flip scattering via the BAP
mechanism due to an increased hole density. However, so far we have not discussed
the potential influence on Ts of a current-induced change of the temperature, and
recombination rate. If present, a current-induced decrease of τr leads via Eq. 5.1
to a current-induced decrease of Ts. A current-induced increase of the temperature
of the spin-LED leads via the BAP-mechanism (see Eq. 2.10) to a current-induced
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decrease of τs. According to Fig. 5.10b the dissipated power in the spin-LED is only
weakly non-linear. As the increase in temperature scales linearly with the dissipated
power, the signature of a current-induced temperature rise might be similar to that
of a current-induced hole density.

In this Section we will discuss the role of recombination, and temperature in
more detail. It will become clear that the BAP-mechanism also reduces the spin
relaxation time via a temperature increase, and that only part of the current induced
decrease of Ts can be attributed to a non-constant carrier recombination rate. We
start with discussing spectral measurements of the current-induced effect.

Spectroscopic TiMMS data

The TiMMS-data presented so far have all been taken at a laser photon energy
of 1.61 eV. Results from spectroscopic measurements, with laser photon energies
between 1.47 and 1.69 eV, and taken at a current of both 0 mA and 133 mA,
are presented in Fig. 5.4. We see that Ts depends strongly on the laser photon
energy, when using a single exponential fit to the data starting at ∆t = 10 ps. The
divergence of Ts is related to a zero crossing of the amplitude of the TiMMS-signal,
see Fig. 5.4(b), which displays the amplitude of the TiMMS-signal at ∆t = 5 ps.
The position of this zero crossing is very sensitive to the carrier density in the device,
and therefore time-dependent in our experiment due to carrier recombination.

We performed simulations of the TiMMS-time traces versus photon energy fol-
lowing the approach of Koopmans et al. [10] taking into account this time-dependent
zero-crossing, the absorption profile, and depth dependence of the magneto-optical
Kerr-effect [19] (discussed in detail in Sections 3.1.4 and 3.4). The simulated time-
traces are also fitted with a single exponential decay in order to extract Ts,sim,
yielding the lines shown in Fig. 5.4. Using τs = 41 ps, and τr = 390 ps, we can
nicely match the experimental data at I = 0 mA. The range in τs and τr which
give a reasonable match are (τs = 39 ps, τr = 480 ps) to (τs = 43 ps, τr = 300
ps). In order to simulate the data at I = 133 mA, we have to take into account a
decrease in τs and/or a decrease in τr, and also a spectral redshift of the TiMMS
spectrum of 7.5 meV. This redshift is experimentally observed (see Fig. 5.4b), and
is attributed to a shift of the band-gap due to current-induced heating of the device.
The data at I = 133 mA is simulated for the cases of a decrease of (i) only τr (ii)
only τs, and (iii) both τs and τr, as shown in Fig. 5.4. In each case, values for ∆τr

and ∆τs are chosen such that ∆Ts is consistent with the experimental data at low
and high photon energy. We see that the data can only be well matched at every
photon energy if a decrease of τs is taken into account, but also that a decrease
in τr cannot be excluded. We note that direct measurements of τr are in princi-
ple possible by measuring the carrier dynamics in the active layer via the transient
reflectivity. However, the interpretation of such measurements performed on the
optical window of the spin-LED proved less trivial. Due to complications related to
the semiconductor heterostructure, such as contributions from other layers, heating
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Figure 5.4: (a) Time constants Ts of a single exponential fit of the
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and corresponding time dependent thermal expansion of the layers, and a strong
photon energy dependence, we could not unambiguously extract τr.

The role of recombination

Let us take a look at the implications of a current-induced decrease of τr. First of
all, a current-induced decrease of τr fits well within the picture given by the device
simulations, as a spatial separation of electron and holes should lead to a high τr at
low current, and to a lower τr at high current when this separation vanishes. We
note that in case (iii) τr = 273±63 ps, which is in good agreement with values for τr

above luminescence threshold obtained at IMEC [20]. A current-induced decrease
of τr therefore seems reasonable. However, the effect of this decrease on Ts is very
limited when τr À τs. If we take for example the values for τr for case (iii) of Fig.
5.4, we have ∆τr = 30%. With τs = 42 ps, this decrease of τr leads to a decrease of
Ts of only ∆T = 3.9%. A much larger current-induced decrease of τs of 16% is then
necessary in order to explain the full current-induced decrease of Ts. Thus although
a current-induced decrease in τr is experimentally observed and in agreement with
device simulations, it cannot explain the full current-induced decrease of Ts.

The role of temperature

We performed TiMMS measurements as a function of temperature on LED2, and
extracted Ts as shown in Fig. 5.5. At low temperatures, the plateau most likely
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indicates a recombination limited spin lifetime, such that Ts ≈ τr < τs. Above 150
K we have Ts ≈ τs, and a decreases of τs with temperature is observed. We can
compare these data with the results of Aronov et al. [3], who found τs = 1/(2.3 ·
p1/3T 3/2) (see Section 2.3), consistent with BAP-theory. Using p = 1.46 × 1018

cm−3, and p = 1 × 1018 cm−3, for the case with and without laser contribution,
respectively, we obtain the lines as shown in Fig. 5.5. An excellent agreement
with the experimental data is observed, confirming that BAP is the dominant spin
relaxation mechanism in this device. Note that Ts at 292 K is different from Ts

in Fig. 5.4, due to the lower fluence used. We can relate the observed shift of the
TiMMS spectrum of 7.5 ± 0.5 meV, and corresponding band-gap shift of the same
magnitude, to a temperature rise by using the Varshni-formula for the temperature
dependence of the band-gap of GaAs [21]:

Eg = 1.519− 5.405 · 10−4T 2

T + 204
(Eg in eV, T in K) (5.3)
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With ∆Eg = 7.5± 0.5 meV, Eq. 5.3 yields ∆T = 17± 1 K.
We can compare this ∆T with the results of the MEDICI-simulation (300 µm × 7

µm 2D-grid), and a simple finite element calculation (FEC) (cylindrical 2 mm × 400
µm quasi 3D-grid), of the temperature distribution in the spin-LED. In the FEC it
is assumed that all electrical energy (P = 0.32 W with V = 2.4 V, and I = 0.133 A)
is dissipated in the active layer under the optical window in the semiconductor. The
boundary condition for the back-contact is T = 292 K, whereas all other boundaries
have Neumann-conditions with no heat transfer. Therefore, the calculated ∆T

can be regarded as an upper limit for the current-induced temperature rise. The
values for the thermal conductivity of each layer were taken from literature [16, 17].
We used a cylindrical geometry and calculated the equilibrium temperature on an
appropriate mesh of height 0.4 mm and radius 1 mm. The result is shown in Fig. 5.6,
from which a maximum temperature rise under the optical window of several tens of
Kelvin is observed. The differences between the MEDICI and the FEC calculation
most likely originate from the different grid sizes used. These simulations indicate
that experimentally observed temperature rise of ≈ 17 K is reasonable. According
to Fig. 5.5, the increase in temperature of ∆T ≈ 17 K corresponds to a decrease of
Ts of ≈ 8%. From this observation we conclude that a current-induced temperature
rise also contributes to the decrease of Ts, however, it is too small to account for
the full observed effect.

We now return to the apparent discrepancy between the measured dpI/dp using
our simple model and the estimation from experimental parameters. From Fig. 5.4
we have observed that the current-induced decrease of Ts is best described by a
current-induced decrease of τs somewhere between 15% (case (iii)) and 22% (case
(ii)). Of this 15− 22%, we have seen that ≈ 8% is due to the temperature rise. The
estimation of dpI/dp should thus also include the effect of temperature, which yields
4.2p0 < dpI/dp < 5.7p0. Now a good agreement with the simple model is observed.
Summarizing, the observed current-induced decrease of Ts is mainly caused by a
decrease of τs, and partly due to the effect of a reduced τr. The current-induced
decrease of τs is mediated by the BAP-mechanism, partly via an increased hole
density and partly via a temperature rise.

5.3.3 Spatially resolved measurements

We have determined the spatial extent of the current-induced effect by performing
detailed spatially resolved measurements on LED1 at 0 A and 133 mA. Figure 5.7
shows the extracted current-induced decrease of Ts as a function of position on the
line scan over the spin-LED (see right inset, showing a reflection image of the spin-
LED). The left inset shows a camera picture of the same spin-LED at I = 133 mA
with the luminescence clearly visible. The magnitude of the current-induced effect is
on average constant in the optical window (≈ 19%, the same as in Fig. 5.1(b)), but
decreases in the surroundings with the distance to the optical window. As stated
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Figure 5.7: The current-induced effect ∆Ts versus position on a line
scan across the spin-LED (see reflection image in right inset), extracted
from measurements taken at 292 K, with a laser photon energy of 1.66 eV,
and F = 42 µJ/cm2. The left inset shows a camera picture of the light
emitted by same spin-LED at I = 133 mA. The solid lines correspond
to the calculated total ∆Ts, and the separate contribution to ∆Ts of the
hole density and temperature.

above, the current-induced effect should scale with the hole density and temperature
in the active region. From the 2D MEDICI simulation, we have extracted the lateral
hole density and temperature profile. We have converted these profiles to a current-
induced decrease of Ts, after accounting for the laser induced hole density, and
scaling of the temperature profile to match the observed ∆T = 17 K. In Fig. 5.7,
the total, as well as the separate contributions of hole density, and temperature, are
plotted. A fair agreement is observed with the experimental data, confirming the
combined action of temperature and hole density on ∆Ts. This result also shows
that the current-induced effect outside the spin-LED is dominated by the effect of
a temperature rise.

5.4 Conclusion

In summary, we have used microscopic TiMMS to investigate the electron spin dy-
namics in the active region of a spin-LED under operational conditions. A current-
induced decrease of the spin lifetime is observed that scales almost linearly with
current and laser fluence. Detailed TiMMS measurements as a function of laser
photon energy, temperature, and position suggest that the reduced spin lifetime
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mainly originates from a current-induced decrease of the spin relaxation time, and
partly from a current-induced reduction of the recombination time. The decrease
of the spin relaxation time is mediated by an enhanced BAP electron-hole spin-flip
scattering via an increased hole density and temperature. This view is supported
by device simulations of the carrier, and temperature profile. These simulations
show that the effective hole density in the active region increases due to a band
realignment and increased electron density, and that the spatial extent of the effect
is in good agreement with the lateral current-induced increase in hole density and
temperature. These results show that the combination of time, spectrally, and spa-
tially resolved experiments in realistic spintronic devices offers great opportunities
for improving our understanding of spin dynamics phenomena under operational
conditions. However, a detailed analysis of the data is needed in order to obtain
valuable information from non-trivial semiconductor heterostructures.

5.5 Appendix

In this Appendix we show the actual measurement data from which some results in
the main part of this chapter have been extracted. First, we focus on the spectral
TiMMS-data, and we will discuss in more detail some of the modeling that has been
performed in order to explain the data of Fig. 5.4. Second, we show the detailed
spatially resolved TiMMS-data, from which the data in Fig. 5.7 was extracted.
Finally, we compare the measured current-voltage characteristic of the spin-LED
with the one obtained from the MEDICI-simulation.

5.5.1 Spectral measurements

In Fig. 5.8a we present the experimental TiMMS time-traces for different laser pho-
ton energies, obtained at room temperature, with I = 0 mA and F = 42 µJ/cm2. A
sign change of the TiMMS-signal is observed around 1.55 eV, similar to the data in
Fig. 5.4b (the zero-crossing in Fig. 5.4b occurs at a slightly higher energy because
the laser fluence is slightly higher). A peculiar time-trace we want to focus on, is
the one indicated by the small arrow. This particular measurement shows an initial
increase of the TiMMS-signal due to spin orientation by the pump pulse. However,
instead of a single exponential decay towards zero signal, it shows a decrease of the
signal to negative values within a few tens of ps. It reaches a maximum negative
signal at ∆t = 35 ps, which is followed by a decay back to zero signal at longer
time delays. When such data are fitted with a single exponential decay, it can lead
to either very short or very long decay times, resulting in the asymptotic behavior
observed near the zero-crossing in Fig. 5.4a. This non-single exponential decay is
the result of a summation of different contributions to the total signal from different
parts (depth’s) of the p−GaAs active region. Recalling Fig. 3.21c, we see that the
TiMMS-signal originating from the first (last) ≈ 50 nm is negative (positive) for
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Figure 5.8: TiMMS time-scans versus laser photon energy, taken at 292
K, with I = 0 mA, F = 42 µJ/cm2. (a) Time-scans from experiment. (b)
Time-scans from simulation. (c) ∆Ts obtained from single exponential
fits of the experimental (open circles) and simulated (solid lines) time-
scans with I = 0 mA and I = 133 mA (see also Fig. 5.4a).

Eph < 1.51 eV, and positive (negative) for Eph > 1.51 eV. The total TiMMS-signal
from the p−GaAs active region is thus effectively the sum of single exponential
decays with different positive and negative amplitudes. However, a summation of
single exponential decays with different amplitudes, but the same time-constant,
will still be a single exponential decay, and not lead to the behavior observed in Fig.
5.8a. It is the finite recombination time of the excited carriers that leads to this
behavior. Due to recombination, the carrier density in the p−GaAs active layer is
time-dependent, and therefore also the TiMMS spectral shape is changing with the
pump-probe delay time. In particular, the position of the zero-crossing will shift
to lower energies, according to Fig. 3.22a. Starting e.g. with a carrier density of
ne = 6.3 · 1018 cm−3, with a laser photon energy of 1.55 eV, the zero-crossing is at
1.56 eV, and the TiMMS-signal is positive. If at larger time-delays the carrier den-
sity has decreased due to recombination to e.g. ne = 5 ·1018 cm−3, the zero-crossing
has shifted to 1.53 eV, and the TiMMS-signal is negative. Using the calculated
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TiMMS-spectrum as a function of carrier density, i.e. Tp−GaAs(Eph, ne) from Fig.
3.22a, we can model the complete time-response for each laser photon energy, via

θK(Eph, t) = Tp−GaAs (Eph, ne(t)) · exp(−t/τs) (5.4)

ne(t) = ne,0 exp(−t/τr). (5.5)

Here, only the initial carrier density ne,0, and a single (constant) value for τs and
τr are the input parameters. Some of the calculated time-traces are shown in Fig.
5.8b. Indeed, an excellent agreement is observed with the experimental data of Fig.
5.8a, when using τs = 41 ps, and τr = 390 ps.

The current-induced change of the time-resolved signal as a function of laser
photon energy is modeled the same way, with reduced values for τs and/or τr for
three different cases as explained in Section 5.3.2. For completeness, we plot in
Fig. 5.8c the current-induced decrease Ts for these three cases as a function of laser
photon energy. Also from this Figure we can conclude that cases (ii), and (iii) are
the most realistic ones.
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Figure 5.10: (a) Current-voltage characteristic of the spin-LED. Open
circles are the experimentally measured data, the solid red (blue) line
corresponds to the total (electron-only) current as extracted from the
MEDICI simulations. (b) The electrical power dissipated in the spin-
LED as a function of current. Open circles are obtained from the exper-
imental I − V−curve, the solid red line is obtained from the simulated
I − V−curve.

5.5.2 Spatially resolved data

In Fig. 5.9 we present the time-traces as a function of position on a line-scan over
the spin-LED, with I = 0 mA (a), and I = 133 mA (b). We observe that the sign
of the TiMMS-signal inside the optical window is opposite to the signal outside the
optical window. This is the result of the presence of a SiOx-layer outside the optical
window, which leads to an additional phase shift of the TiMMS-signal. The time-
traces of Figs. 5.9a and 5.9b are fitted with a single exponential decay, starting
at ∆t = 10 ps, and the extracted time-constants are presented in Fig. 5.9c. We
observe that Ts is larger inside the optical window than outside the optical window,
which is likely due to a higher laser fluence outside the optical window, as a result
of the absence of metallic layers (see Fig. 5.2b). From Fig. 5.9c the current-induced
decrease of Ts can be extracted, via ∆Ts = Ts,0−Ts,133

Ts,0
, thereby obtaining the data

of Fig. 5.7.

5.5.3 Current-voltage characteristic of the spin-LED

The experimentally measured, and with MEDICI simulated, current-voltage char-
acteristic of the spin-LED is shown in Fig. 5.10a. The experimental data shows a
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non-linear I−V−curve, characteristic for these spin-LEDs [15]. The I−V−curve ob-
tained from the MEDICI simulation shows an almost quantitative agreement with
the experimental curve for an applied bias larger than 1 V, which is the regime
above luminescence threshold. This indicates that the MEDICI simulation is rep-
resentative for the actual device. Below 1 V, the simulated current is lower than
experimentally observed. The probable origin for this discrepancy is the fact that
MEDICI does not take into account the filling of surface states at the AlGaAs
interface by electrons tunneling from the electrode.

Figure 5.5.3b shows the dissipated power, P , in the spin-LED as a function of
current extracted from both the experimental as well as the simulated I−V−curve.
Again an good quantitative agreement between the experimental and simulated
curve is observed. We note that for I > 0.05 mA, the dependence of P on I can be
well described by a linear relationship.
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Chapter 6

Probing carrier and spin
dynamics in GaAs-based
nanowires

We have studied the carrier and spin dynamics in multi-segmented GaP / GaAs

nanowires, and in single GaP-capped GaP / GaAs / GaP nanowires using an all-

optical technique. We have identified two different carrier relaxation processes,

carrier thermalization and recombination. The recombination time (≈ 10 ps) is

short compared to bulk GaAs, and independent of temperature, for both the multi-

segmented as well as the GaP-capped nanowires. This indicates a dominant non-

radiative recombination channel via surface and defect states. We show that our

two-color magneto-optical technique is capable of measuring spin dynamics within a

single nanowire. These measurements suggests that for these GaP-capped nanowires

the spin lifetime is recombination limited. This approach enables the study of carrier

and spin dynamics in single nanowires, and is complementary to (time-resolved)

photoluminescence.1

1A large part of this Chapter is in preparation for publication as J. H. H. Rietjens, C. A.
C. Bosco, M. T. Borgström, E. P. A. M. Bakkers, and B. Koopmans, Probing carrier and spin
dynamics in GaAs-based nanowires

99
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6.1 Introduction

During the last decade the growth and use of semiconductor nanowires (NWs) has
seen a tremendous development [1, 2]. Nowadays it is possible to grow NWs exhibit-
ing a wide range of diameters, lengths, and types of semiconductors, with the possi-
bility to combine segments of different materials in a single wire, including varying
the doping profile [3–5]. It has been demonstrated that NWs can be used as light-
emitting diodes [3], photo-detectors [6], field-effect transistors [7], and bio/chemical
sensors [8, 9]. Moreover, NWs provide the possibility to integrate the superior
optical and electrical properties of III/V semiconductors with the well-established
Si-technology [10, 11]. Yet another promising application of semiconductor NWs
could be their use as potential building blocks for spintronic devices, exploiting the
spin degree of freedom. The one-dimensional nature and quantum confinement ef-
fects of NWs can be used to make e.g. spin-based transistors or spin-based qubits for
quantum computation. For this purpose the electron spin decoherence time should
be long enough to perform spin operations. It is therefore important to study and
control the carrier and spin dynamics in individual NWs.

In this Chapter we report on the characterization of the carrier relaxation time,
and electron spin dephasing time in GaAs-based NWs with a microscopic time- and
spatially-resolved all-optical approach. We have chosen for the GaP/GaAs system,
as GaAs is one of the main high performance III/V systems, and can have high
radiative lifetimes and high spin dephasing times in bulk and quantum well sys-
tems under certain temperature and doping conditions. We have studied ensembles
of multi-segmented GaP/GaAs NWs, and performed single wire experiments on
GaP-capped GaP/GaAs/GaP-NWs. We will discuss the observed carrier relaxation
processes in connection with the observed spin lifetime, and demonstrate that using
this technique it is possible to address carrier and spin dynamics in single nanowires.

6.2 Experimental details

A microscopic all-optical time-resolved pump-probe technique is used in order to
directly measure the carrier and spin dynamics in the NW after excitation. A mode-
locked Ti:Sapphire laser produces laser pulses (≈ 100 fs temporal width, 80 MHz
repetition rate) with photon energies ranging from 1.45 to 1.67 eV. The laser pulses
are divided in strong pump and weak probe pulses. Pump and probe beam are fo-
cused to an overlapping spot on the sample in an optical cryostat. In the transient re-
flectivity (TR) configuration, the pump beam is linearly polarized (p−polarization)
and excites (non spin-polarized) electron-hole pairs in the NW, thereby changing the
optical reflection and absorption constants. The time-dependent change in optical
constant is measured via the TR of the s−polarized probe beam. In this way the
setup is sensitive to the carrier dynamics, such as carrier thermalization and carrier
recombination, but also detects other pump related changes to the dielectric tensor
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such as heating. In the Magneto-Optical (MO) configuration, the pump beam is
circularly polarized in order to excite electron spins via the optical selection rules of
zinc-blende semiconductors. The excited spins are probed via the magneto-optical
Kerr-effect (MOKE) experienced by the linearly polarized probe beam after reflec-
tion from the sample. In this configuration the MO-signal depends on the spin
lifetime Ts, which is related to the spin relaxation time τs, and the carrier recombi-
nation time τr via T−1

s = τ−1
s + τ−1

r . Time resolution is obtained by delaying the
probe beam with respect to the pump beam with a mechanical translation stage.
In order to study the ensemble wires, we used an objective resulting in a spot size
of ≈ 20 µm for pump and probe. For single wire measurements we used a different
objective, resulting in a spot size of ≈ 3 µm of the probe (and ≈ 7 µm pump spot
size). Time-resolved measurements were performed at a temperature of 5 K and
room temperature (RT).

6.3 Probing ensembles of multi-segmented GaP /
GaAs nanowires

Let us first consider our measurements on an ensemble of multi-segmented GaP
/ GaAs NWs. Samples for the NW growth were prepared by dispersing 20 nm
diameter Au colloids on a thermally oxidized (500 nm) Si substrate. The NWs
were grown via the Vapor-Liquid-Solid growth technique by using Metallo-Organic-
Vapor-Phase-Epitaxy (MOVPE) with trimethylgallium (TMG), phosphine (PH3),
and arsine (AsH3) as precursors in a H2 environment. The first segment of the
wire is a GaP-segment, which is followed by alternating GaAs and GaP segments
by switching the group V precursors in the growth chamber. Details of the growth
technique have been described in reports on the growth kinetics [12], and interface
chemical composition [5] of such wires. The diameter of the NWs is ≈ 20 nm, and
the length of the smallest segment is ≈ 25 nm, so no quantum confinement effects
are expected. A high-angle annular dark-field transmission microscope (HAADF-
TEM) image of the resulting NW is shown in the inset of Fig. 6.1. The individual
GaP and GaAs segments and the Au catalyst particle are clearly visible. The NW
are oriented in random directions and we estimate the density to be ≈ 108 cm−2.
A microscope picture of a part of the NW sample is also shown in the inset of Fig.
6.1.

6.3.1 Transient reflectivity measurements

We performed time resolved transient reflectivity (TR) measurements on these wires
in order to study the carrier dynamics. With a ≈ 20 µm spot size, we estimate that
we average over an ensemble of 102 to 103 wires. A typical TR measurement taken
at a temperature of 5 K with a laser photon energy of 1.59 eV is shown in Fig. 6.1.
After a fast decrease of the transient reflectivity at ∆t = 0, the signal recovers to
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Figure 6.1: Time-resolved transient reflectivity measurement on the
ensemble wires, taken at a temperature of 5 K, and a laser photon energy
of 1.59 eV. The solid line represents a fit to the data using equation 6.1,
yielding the time constants τ1 = 1.1 ps and τ2 = 8.7 ps. Insets are an
optical microscope picture of the sample and a high-angle annular dark-
field transmission microscope (HAADF-TEM) image, clearly showing
the different segments.

a value slightly above the equilibrium value at ∆t < 0. This apparent offset is due
to a contribution from the substrate, as will be shown later on. As the bandgap of
GaP is 2.26 eV at 5 K, no carriers are excited in the GaP. The time dependence of
the TR-signal can be described according to

∆R =
∫

e−(t/d)2Θ(t)dt ·
[
A1e

−t/τ1 + A2e
−t/τ2 + A3

]
(6.1)

The integral is the convolution of the Gaussian laser pulse (full-width at half maxi-
mum = d2

√
ln 2) with the unit step function, and represents the transient decrease

in reflectivity due to excitation of carriers by the Gaussian laser pulse (in the GaAs
of the NWs, and partly in the substrate). The part between the brackets describes
two carrier relaxation processes with their time constants τ1 and τ2 and amplitudes
A1 and A2. As the decay of the substrate contribution is much larger than the time
window of the measurement, it is described by the constant A3. Fitting the data of
Fig. 6.1 with Eq. 6.1 yields for the two time constant τ1 = 1.1 ps and τ2 = 8.7 ps.

The physical processes related to these time scales can be identified by per-
forming spectroscopy in the TR-configuration. In Fig. 6.2 we plot τ1 and τ2 and
the corresponding amplitudes A1 and A2 vs. photon energy. We see that between
1.50 and 1.59 eV τ1 ≈ 1.2 ps, and that τ1 decreases to ≈ 0.5 ps at higher energy.
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Figure 6.2: Results of transient reflectivity measurements as a function
of laser photon energy on an ensemble of multi-segmented GaP/GaAs
nanowires. (a) Time-scales τ1 and τ2 obtained from a fit of the measure-
ment data to Eq. 6.1. (b) The amplitudes A1 and A2 corresponding to
the time-scales τ1 and τ2 of (a) respectively. (c) Ratio of the amplitudes
A1 and A2. The open symbols represent a transient reflectivity mea-
surement taken at room temperature with a laser photon energy 1.57 eV
(0.15 eV above the room temperature bandgap), and are also positioned
at 1.67 eV (0.15 eV above the 5 K bandgap).
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This decrease is likely to be associated with LO-phonon emission. τ2 is roughly
constant between 1.5 eV and 1.6 eV and also decreases at higher photon energy.
The amplitudes A1 and A2 both decrease when the laser photon energy approaches
the bandgap of GaAs around 1.52 eV. This is a signature that less carriers are ex-
cited (and thus the TR-signal is reduced) due to the lower absorption close to the
bandgap. However, the ratio of A1 and A2 decreases with decreasing photon en-
ergy. This decreasing ratio indicates that the physical process related to τ1 becomes
relatively less important when the photon energy approaches the bandgap of GaAs.
This observation suggests that τ1 is the timescale of thermalization of excited elec-
trons to the bottom of the conduction band, which is expected to be less important
when the excess energy of electrons in the conduction band is reduced. The process
related to τ2 is ascribed to a carrier recombination process, thereby reducing ∆R

from the NWs back to zero, when no excited carriers are present anymore.

The observed recombination time of ≈ 10 ps is low compared to values of bulk
GaAs [13], and surface passivated GaAs-based nanowires [14]. One reason can be
recombination from defect states at the GaAs/GaP or GaAs/air interface, as a result
of the relatively large surface-to-volume ratio due to the small size of the NWs. A
dominating surface recombination has been observed in other nanowire systems [15].
An estimation of the time-scale associated with such a process can be obtained by
calculating the average time it takes for an excited electron to reach the interface.
From the cylindrical geometry of the nanowire it follows that, assuming a random
momentum distribution of the excited electrons, the average distance of an excited
electron to the interface is given by

d ≈ (1 + log 2lave/rave) rave. (6.2)

Here, rave = 8r/3π is the average distance in the radial direction, and lave = l/2
is the average distance in the parallel direction. This expression is accurate within
0.5% for l/d > 5. If we take r = 10 nm and l = 100 nm for the present NWs, we
have d = 23 nm. Using the Einstein relation for the diffusion coefficient, D = µkBT ,
we can estimate the recombination time via d =

√
Dτr. Taking a moderate value

for the electron mobility in GaAs, µ = 1000 cm2/Vs, we estimate τr = 12 ps, which
is in reasonable agreement with our experimental data. Another indication that
non-radiative decay via defects is dominating is given by a room-temperature TR-
measurement with a laser photon energy of 1.57 eV. We note that this energy is 0.15
eV above the GaAs band-gap at room temperature (1.42 eV). This measurement
yields τ1 = 0.55 ps, τ2 = 6.2 ps, A1/A2 = 10.2. If we compare these values with
those of Fig. 6.2 at a photon energy of 1.67 eV (which is also 0.15 eV above the GaAs
band-gap at 5 K), we see that the room temperature measurement nicely follows
the trend at 5 K. From this we conclude that non-thermally activated processes
dominate the carrier recombination.
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Figure 6.3: Time-resolved magneto-optical measurement on the en-
semble wires, taken at a temperature of 5 K, and a laser photon energy
of 1.57 eV. The solid line represents a single exponential fit to the data,
yielding a time constant of 6.0 ps.

6.3.2 Magneto-optical measurements

The short recombination time determined above implies that the timescale of the
spin signal we might detect in a MO experiment is at most of the order of 10 ps,
even when the spin relaxation time is much higher. The carrier lifetime determines
in this case the spin lifetime, and thus the decrease of the MO-signal, via T−1

s =
τ−1
s +τ−1

r . We performed MO measurements on the ensemble of nanowires, of which
a representative result, taken at a laser photon energy of 1.57 eV, is shown in Fig. 6.3.
The signal-to-noise ratio for this measurement is a factor ≈ 103 lower than for the
TR-measurement. We attribute this to the effect of a strong polarization anisotropy
[6] exhibited by these NWs. Due to the polarization anisotropy, the NW effectively
acts as a polarizer, limiting the penetration of circularly polarized light. This leads
to a strongly reduced efficiency of excitation of spins via the optical selection rules,
and also to a strongly reduced detection sensitivity of electron spins via the MOKE,
which decreases the efficiency of optical spin injection and detection. The sharp
increase of the MO-signal at ∆t = 0 is a signature of optical spin orientation due to
the pump pulse, and is followed by a fast decay to its equilibrium value. In order to
extract the time-scale of this decay, we can again use Eq. 6.1 to fit the data. Setting
A2 to zero (single exponential decay) yields for the spin lifetime τ1 = Ts = 6.0 ps.
Although an effect of carrier thermalization on the MO-signal is not observed, we
note that the extracted Ts is close to the recombination time τ2, which might indicate
a recombination limited spin lifetime.
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Figure 6.4: (a) Schematic picture of the capped GaP-GaAs-GaP NWs.
(b) Scanning electron microscope image of the vertically grown NWs. (c)
Optical microscope image of a marker sample onto which several NWs
are transferred, with several NWs labeled. (d) Raster scan of the area
indicated by the white box in (c), showing the spatial resolution of the
setup.

6.4 Probing single capped GaP / GaAs / GaP
nanowires

We now turn to the single wire experiments on especially engineered NWs. In order
to reduce the polarization anisotropy we have grown NWs consisting of a single GaAs
segment sandwiched between two GaP segments on a GaP(111) substrate. After
the perpendicular growth via the VLS growth technique using Au catalyst particles
and MOVPE at 500 ◦C, the NWs are capped with GaP via side-wall deposition at
elevated temperatures. The resulting wires are schematically illustrated in Fig. 6.4a
and shown in Fig. 6.4b in a scanning electron microscope image. The NWs have
a central core with a diameter of ≈ 50 nm, and a thick GaP cap of 150 nm. The
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Figure 6.5: Transient reflectivity (TR) measurement on six different
NWs, labeled according to Fig. 6.4c. The top TR-measurement is taken
on the bare Si/SiOx substrate.

thick capping layer should decrease the polarization anisotropy and enhance our
spin sensitivity. After growth the perpendicular NWs are transferred to a marker-
sample with predefined Au dots for easy recognition of individual NWs in microscopy
studies. An optical microscope image of an area with low NW density, is shown in
Fig. 6.4c. Some of the NWs are labeled for further reference. Fig. 6.4d shows a
raster scan of the area indicated by the white box in Fig. 6.4c. It demonstrates the
spatial resolution of the setup, which enables single wire measurements.

6.4.1 Transient reflectivity measurements

First, we focus on TR measurements taken on wires 1−6 as shown in Fig. 6.5. These
measurements are taken at a temperature of 5 K and a laser photon energy of 1.61
eV. At ∆t = 0 a sharp decrease of the TR is observed, followed by a recovery on a 20
ps timescale. The signal can be well fitted according to Eq. 6.1, of which the main
fit parameters are shown in Table 6.1. A remarkable similarity of the two timescales
is observed with those obtained from measurements on the ensemble wires. Hence,
we can also in this case identify τ1 as the time-scale of electron thermalization,
and τ2 as the carrier recombination time. It appears that also for these wires non-
radiative recombination processes are dominant, and most likely mediated via defect
states at the GaP/GaAs interface. The capping of the GaAs-core with the GaP-
shell does not seem to lead to surface passivation, which has been observed in other
systems [16, 17]. From Table 6.1 it further follows that this fast carrier relaxation
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Table 6.1: Parameters of a fit of Eq. 6.1 to the transient reflectivity
signal of the six labeled NWs in Figure 6.5.

Wire τ1 (ps) τ2 (ps) A1 A2

1 1.3 9.2 -5.7 -1.0
2 1.1 10.9 -6.9 -0.8
3 1.4 7.2 -6.4 -0.7
4 1.2 5.5 -6.7 -1.2
5 1.2 7.5 -6.8 -1.3
6 1.2 12.9 -6.5 -0.6

is characteristic for all wires from which a decent TR-signal could be obtained. The
top TR-measurement in Fig. 6.5 is taken on the bare Si/SiOx substrate, and shows
a step-like signal, which we attribute to excited carriers in the Si, which have a
relatively long recombination time due to the indirect bandgap of Si. We note that
this contribution, to some extend, is present in all single wire measurements, and is
also observed in the ensemble measurement of Figs. 6.1 and 6.2.

In Fig. 6.6 we present measurements performed on different positions on a line
scan over NW 5. It shows the reflection of the probe beam, the TR-signal at a
fixed time delay of 1 ps, and an image containing time-traces, all as a function of
position. The three segments of the wire can be clearly identified in the reflection
scan (Fig. 6.6a), where the reflectivity of the center GaAs segment is slightly higher
than the reflectivity of the two GaP segments. In the TR-scan (Fig. 6.6b) only the
GaAs segment can be recognized, indicating that only in this segment free carriers
are excited. This is expected because the laser photon energy (1.6 eV) is below
the indirect bandgap of GaP (2.26 eV), but above that of GaAs (1.52 eV). The
time-resolved signals in color scale show that for positions < −6 µm and > 6 µm,
the measurement data is similar to the top measurement of Fig. 6.2, and originates
from the Si substrate. Also, as expected from the TR-scan, only on the positions
that match the GaAs segment a clear TR-signal is observed. This proves that we
are indeed probing (parts of) a single nanowire.

6.4.2 Magneto-optical measurements

Let us now turn to the magneto-optical (MO) measurements taken on NWs 1 and
6, which are shown in Fig 6.7. Here we see, surprisingly, an exponentially decaying
signal both in the positive as well as in the negative delay time direction. This can
be understood if we consider the fact that a single nanowire is an effective scatterer,
since the width is much smaller than our laser spot. Therefore, a significant portion
of the pump laser pulse is scattered in all directions, including towards the detector.
This scattered pump light contains information of excited carriers when the pump
beam arrives later at the sample than the probe beam, in a similar way as in the
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Figure 6.7: Time-resolved magneto-optical measurement performed on
wire 1 (a) and wire 6 (b). Also shown are transient reflectivity measure-
ments of the same wires (red lines), which are mirrored in the vertical
axis (positive and negative delay time is reversed).

transient reflectivity measurements discussed above. At negative time delay the
function of pump and probe beam are thus reversed, and the measurement scheme
is that of a standard ellipsometry measurement [18]. We are thus performing time-
resolved ellipsometry, and the measurement is sensitive to changes in the complex
refractive index, e.g. due to excited carriers in the wire. This interpretation is
supported by the fact that the time-resolved MO-signal at negative delay time is
similar to the TR-signal at positive delay time, as shown in Fig. 6.7 where TR-
measurements on NWs 1 and 6 are shown in a red line with the time-axis reversed.
At positive time delays, the technique is only sensitive to pure magneto-optics,
proving we are measuring spin dynamics in a single NW. The exponential decay
in the MO-signal shows a time-constant of 2.4 ps and 1.3 ps for NW 1 and 6,
respectively. A second exponential in the time-resolved signal could not be observed
in this case, due to the low signal-to-noise ratio. We note that the MO-signal-to-
TR-signal-ratio varies from NW to NW and that it depends strongly on the position
on the NW that is probed. For some NW the signal-to-noise ratio was too low to
measure the MO-signal.

Two-color experiments

In order to reduce the pump scattering, and enhance the signal-to-noise ratio, we
performed a two-color pump-probe experiment using two phase-locked Ti:Sapphire
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Figure 6.8: (a) Time-resolved transient reflectivity with pump and
probe photon energy of 1.61 eV, using one laser (black) and two lasers
(red), performed on wire 6 at room temperature. (b) Magneto-optical
measurement at the same wire, with a pump photon energy of 1.58 eV
and a probe photon energy of 1.50 eV. Solid lines are fits to the data
using Eq. 6.1.

lasers. By placing a notch-filter, centered around 1.582 eV with blocking window
1.542-1.623 eV, in front of the detector, scattered pump light (photon energy of
1.58 eV) could be blocked while transmitting the probe beam (photon energy of
1.50 eV). In order to check the effect of phase-locking the two Ti:Sapphire lasers,
we performed two TR-measurement on wire 6, taken at room temperature with the
same pump and probe photon energy of 1.61 eV, using either one laser, or two phase-
locked lasers, as shown in Fig. 6.8a. Due to jitter in the locking electronics, causing
a fluctuating difference between pump and probe delay, the two-laser time-trace is
broadened. We could still use Eq. 6.1 to fit the two-laser data, by increasing the
value for the width of the Gaussian, d, to d = 2.72 ps, thereby effectively treating
the effect of the jitter as a broadened Gaussian pump pulse. The timescales obtained
from this fit are τ1 = 1.8±0.1 ps, and τ2 = 14±1 ps, which are slightly higher than
the timescales at 5 K in Table 6.1.

A two-color MO-measurement (pump photon energy 1.58 eV, probe photon en-
ergy 1.50 eV), taken on wire 6, is shown in Fig. 6.8b. Here, we see again the effect
of electronic jitter, resulting in a broadened peak around ∆t = 0 ps. Also a clear
decay of the MO-signal at positive delay times is evident, while at negative delay
times no signal is present. This confirms our interpretation of the one-color MO-
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measurement, that the signal at negative delay times is due to pump scattering. We
can fit the full time-resolved MO-signal with Eq. 6.1, by fixing the value of d and set-
ting A3 to zero, as no magneto-optical contribution from the substrate is expected.
This way, we find for the two time constants τ1 = 2.6± 0.5 ps, and τ2 = 20± 16 ps.
As there is a reasonable agreement with the timescales of the TR-measurement, the
MO-measurement points towards a recombination limited spin lifetime.

6.5 Conclusion

Summarizing, we have performed time-resolved all-optical experiments on segmented
GaP / GaAs nanowires, thereby addressing both carrier as well as spin dynamics
in ensemble and single nanowires. The carrier recombination is observed to range
between 5 and 15 ps for all addressed single nanowires, which is in the range as
those obtained from the ensemble wires. This, and the fact that the carrier recom-
bination time is independent of temperature, indicates a strong contribution of non-
radiative recombination via defect states at the GaAs/air and GaAs/GaP interface.
By performing two-color experiments on single nanowires, we have demonstrated
that our technique is capable of measuring spin dynamics within a single nanowire.
These measurements suggests that for these nanowires the spin lifetime is recombi-
nation limited. This approach enables studying carrier and spin dynamics in single
nanowires and is complementary to (time-resolved) photoluminescence.
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[14] N. Sköld, L. S. Karlsson, M. W. Larsson, M.-E. Pistol, W. Seifert, J. Träg̊ardh,
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Chapter 7

Optical control over electron
g factor and spin decoherence
in (In,Ga)As/GaAs quantum
dots

We have studied the dependence of the electron in-plane g factor and spin deco-

herence time on the built-in electric field (Ei) at the position of a single layer of

self-assembled (In,Ga)As/GaAs quantum dots (QDs). Control of Ei is achieved by

inducing screening charges in a p− i− n GaAs matrix with a continuous wave (cw)

laser. Using a time-resolved pump-probe technique to measure the spin dynamics

via the magneto-optical Kerr effect, we observe a large hole spin decoherence time of

440 ps. Measurements as a function of the cw laser power and, thus, of Ei show that

the electron spin decay time in the QDs depends strongly on Ei and decreases from

310 to 110 ps with increasing Ei. We attribute this effect to increasing tunneling

rates of electrons out of the QDs at high Ei. We observe a slight increase of the

electron g factor from 0.40±0.03 to 0.46±0.04 with increasing Ei, which might be

a result of a changing wavefunction as a result of a different confinement potential

due to Ei.
1

1This Chapter is published as J. H. H. Rietjens, G. W. W. Quax, C. A. C. Bosco, R. Nötzel,
A. Yu. Silov, and B. Koopmans, Optical control over electron g factor and spin decoherence in
(In,Ga)As/GaAs quantum dots, J. Appl. Phys. 103, 07B116 (2008)
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7.1 Introduction

Semiconductor quantum dots (QDs) are good candidates for buildings blocks of
future spintronic devices, such as single photon emitters for quantum information
applications [1], and qubits for quantum computation [2]. In the latter application,
the electron spin in a quantum dot forms a two-level quantum system that is the
basis of the qubit. Two key ingredients for full functionality of the qubit are a long
spin decoherence time and the ability to manipulate each spin. Spin decoherence
times should be longer than the time needed for performing spin operations. One
way to enable local spin manipulation that might lead to scalable qubits is g factor
engineering in a solid state environment. Methods reported for g factor engineering
include the use of parabolic quantum wells and a gate voltage [3, 4] strain engineering
of the quantum dot growth [5], and electrical tunability of the molecular spin state g

factor in quantum dot molecules [6]. Besides this application driven research, some
fundamental issues still exist, such as the precise dependence of the electron and
hole g factor and spin decoherence time on the size, shape, and composition of the
QDs [7, 8]. In this paper, we study the dependence of the electron g factor and
spin decoherence time on the built-in electric field (Ei) at the position of a single
layer of self-assembled (In,Ga)As/GaAs QDs by a time-resolved magneto-optical
technique. Control over Ei is achieved by screening Ei with photoexcited carriers
by continuous wave (cw) laser excitation. The tunability of the electron g factor
and spin decoherence time will be discussed.

7.2 Experimental details

7.2.1 Quantum dot growth and properties

The self-assembled (In,Ga)As/GaAs QDs are grown by molecular beam epitaxy at
a temperature of 525◦C. The single layer of QDs is situated at the center of the
intrinsic region of a GaAs p − i − n heterostructure which is grown on a p-doped
GaAs substrate, as shown in Fig. 7.1(a). The heavily p++ and n−− regions have
a doping concentration of 5 × 1018 cm−3, which results in a built-in electric field
over the 60 nm intrinsic region of ≈ 240 kV/cm. The (In,Ga)As QDs are grown on
GaAs via the Stranski-Krastanov growth method. Atomic force microscope images
taken at the same sample right after the quantum dot growth indicated that the
QDs have a height of 6.7± 1.5 nm and an average diameter of 24.8± 5.0 nm. The
dot density was determined to be 4.5×1010 cm−2. Photoluminescence (PL) spectra
were taken with a cw laser operating at 1.55 eV as a function of excitation power
(Pexc). A PL spectrum taken with Pexc = 0.4 kW/cm2 is shown in Fig. 7.1(b). It
has a peak at 1.269 eV and a full width at half maximum of 80 meV owing to the
size distribution and, therefore, the ground state energy levels of the QDs. The PL
spectra exhibit a Stark shift as a function of Pexc, with saturation when Pexc > 0.2
kW/cm2. The saturation indicates the full quenching of Ei and by mapping Ei via
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Figure 7.1: (a) Schematic energy diagram of the p−i−n heterostructure
with the quantum dots (QDs) and wetting layer (WL) at the center of
the intrinsic region. The position of the conduction band (CB), valence
band (VB), and Fermi level (EF) is indicated. (b) Photoluminescence
spectrum of the QDs with Pexc = 0.4 kW/cm2. Also, the (low) emission
from the wetting layer at 1.37 eV can be seen. The dashed line rep-
resents the spectral profile of the laser pulses used in the time-resolved
experiments.

the Stark shift to Pexc, we are able to tune Ei from 0 to 240 kV/m. These PL
results will be published elsewhere [9].

7.2.2 Measurement technique: TiMMS

We have studied electron and hole spin dephasing by optical means, using time-
resolved magnetization modulation spectroscopy (TiMMS). The quantum dot sam-
ple is placed in a magneto-optical cryostat at a temperature of 5 K and in a magnetic
field (up to 0.35 T) in the Voigt geometry (parallel to the sample plane). A mode-
locked Ti:sapphire laser, operating at 80 MHz, produces ≈100 fs laser pulses with a
wavelength of 930 nm (1.335 eV, which is below the GaAs bandgap). The spectral
width of the laser pulses is typically 10 nm (14.4 meV) so we probe a relative large
portion of the QDs that emit in the high energy tail of the PL spectrum [see Fig.
7.1(b)]. Consequently, the obtained decoherence times and g factors are averages
over the probed ensemble of QDs. In order to perform stroboscopic time-resolved
measurements, the laser beam is divided in a strong pump beam (≈ 5 mW) and a
weaker probe beam (≈ 1.5 mW). The use of these relatively strong laser powers is
justified by the low absorption of the thin wetting layer and QDs. The time delay
between pump and probe beams is controlled by a motorized translation stage. The
pump beam passes through a photoelastic modulator, producing left- and right-



118 Chapter 7 Quantum dots

circularly polarized light at a frequency of 50 kHz for optical spin injection. Both
pump and probe beams are focused to an overlapping spot of ≈ 12 µm on the
quantum dot sample and the reflected probe light is collected with a Si photodiode,
after passing a quarter wave plate (αqwp = 45◦) and analyzer (αana = 0◦). It can
be shown [10] that the measured signal is proportional to the magneto-optical Kerr
rotation, which originates from differences in the joint density of states of spin up
and spin down carriers. It is thus proportional to the electron and hole spin in
the system. We note that a TiMMS measurement yields the electron and hole spin
decay time (Ts,e and Ts,h, respectively). The electron-hole recombination time (τr)
should be used to extract the true electron and hole spin decoherence times τs,e and
τs,h, respectively, via 1/Ts,e = 1/τr + 1/τs,e.

Additionally, we use a cw HeNe laser with λ = 632.8 nm (1.92 eV, above the
GaAs bandgap) and a laser power of 0− 3.2 mW (PHeNe = 0− 0.4 kW/cm2). The
laser beam is also focused to an overlapping spot of ≈ 16 µm diameter in order
to create charge carriers in the GaAs that screen Ei. We note that the capture of
carriers excited by the pump pulse is much larger than those excited by the HeNe
laser.

7.3 Results and discussion

7.3.1 Spin capture, precession and relaxation

A TiMMS measurement taken with PHeNe = 0.38 kW/cm2 and B = 0.35 T is shown
in Fig. 7.2. The observed time response consists of several parts. First, there is a
peak in the TiMMS signal around zero delay, which we attribute to coherent higher
order processes during temporal overlap of pump and probe beams. Second, after
the coherent peak, the TiMMS signal is negative and rises exponentially toward a
maximum positive value with a characteristic time much larger than the temporal
width of the laser pulses. This exponential rise of the signal can be attributed to the
capture of electron and holes, first excited in the wetting layer, into the quantum
dots. Finally, the signal decays to zero and consists of an exponentially decaying
part and an oscillatory component. In bulk materials, where the spin relaxation
time of holes (τs,h) is typically very short (< 1 ps) (Ref. [11]) due to the mixing of
heavy and light hole states, one would expect a damped sine wave oscillating around
zero due to electron spin precession and dephasing (with characteristic time τs,e)
when B > 0. Here, however, a striking difference is observed, as the signal does not
oscillate around zero. Such a response may arise when τs,h is of the same order as
τs,e. This is very well possible in QDs, where similar to the situation in quantum
wells [12], due to quantum confinement effects, the degeneracy between heavy and
light holes is lifted. Therefore, the hole spins do not precess and τs,h is enhanced
up to several orders of magnitude [13–15]. The fact that the first minimum reaches
nearly zero signal indicates that equal amounts of electron and hole spins are present
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Figure 7.2: TiMMS signal with B = 0.35 T and PHeNe = 0.38
kW/cm2. The solid line is a fit of the data using Eq. 7.1.

in the system with comparable decay times.

Apart from the coherent peak, the full time response can be well described by
the following fitting function:

θ = A[1− e−t/τc ][e−t/Ts,ecos(ωt) + e−t/Ts,h ] (7.1)

Here, A is the amplitude of the signal, τc the capture time (taken to be equal
for both electron and holes, assuming charge neutrality), Ts,e and Ts,h the spin
decay time time of electrons and holes, respectively, and the angular frequency
of the precessing electrons. Fitting the response using Eq. 7.1, gives the following
parameters: τc = 2.0±0.1 ps, Ts,e = 240±9 ps, Ts,h = 307±23 ps, and ω = 13.8±0.3
GHz. Indeed, Ts,e and Ts,h are of the same order of magnitude. Correcting for a
recombination time of 1 ns (obtained from timeresolved PL measurement [9]) yields
τs,e = 316 ps and τs,h = 443 ps and, thus, a large hole spin decoherence time is
observed. From ω = g‖µBB/~, with µB the Bohr magneton, we find an absolute
value of the in-plane electron g factor of g‖ = 0.44, which is in good agreement with
recent theoretical predictions [7, 8]. We note that although we cannot determine
the sign of the g factor, and although the absolute value is similar to the bulk g

factor of GaAs, the observed capture time and the large hole spin decoherence time
are indications that we are truly sensitive to spins in the quantum dots.
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7.3.2 Electric field dependence

We have performed similar measurements as a function of PHeNe, from which we
have extracted the amplitude A of the TiMMS signal, the electron spin decay time
τe and the in-plane electron g factor g‖, as shown in Fig. 7.3. Discussion of the hole
spin decay times is beyond the scope of this paper. We note that in the analysis of
some measurements, we omitted the exponential rise part of Eq. 7.1. We observe
that A strongly depends on PHeNe [Fig. 7.3(a)], rising from 0.02 at low PHeNe (high
Ei ) to 0.14 when Ei is fully quenched. A similar dependence on PHeNe is found for
τe. These observations can be attributed to the increased loss of electron spin due
to tunneling of electrons from the QDs to the GaAs at high Ei. As shown in Fig.
7.1, at high Ei, a triangular barrier between the QDs and the GaAs exists through
which electrons can tunnel. As it is difficult to correct for the exact contribution of
tunneling, we cannot conclude that the observed decrease in τe indicates a decrease
in the electron spin decoherence time τse. Figure 7.3(c) shows the dependence of
the electron g factor on PHeNe. Although the uncertainty in the determination of
g‖ is rather large as a result of the combination of relative low B and small g‖, these
results indicate a slight increase of g‖ from 0.40± 0.03 at high PHeNe to 0.46± 0.04
at smaller PHeNe (thus, increasing Ei). It is known that the electron g factor can
change when the overlap of the wavefunction with the surrounding material changes,
however, it is not trivial to predict what the change will be for these particular QDs.

7.4 Conclusion

In conclusion, we have performed time-resolved magneto-optical measurements on
a single layer of selfassembled (In,Ga)As/GaAs QDs as a function of the built-in
electric field Ei. We have observed electron spin precession and large hole spin
decoherence times in the QDs. The decrease of the observed electron spin decay
time with increasing Ei can be attributed to enhanced tunneling of electrons out of
the QDs. Also, we have observed a slight increase of the electron in-plane g factor
from 0.40± 0.03 to 0.46± 0.04 with increasing Ei, however, additional experiments
are needed to fully resolve the behavior of g‖ at high Ei.

Note added

We already mentioned that the electronic properties of quantum dots, and in par-
ticular the electron and hole g factors, depend strongly on the size and shape of
the dots. According to calculations of Pryor and Flatté, for InAs self-assembled
dots with a circular base, a height of ≈ 3 nm, and an optical gap of 1.3 eV, the
electron g factor is close to +0.4, while the hole g factor is close to −0.15, for both
in-plane directions. These calculation also show that dots with increased height
show a decreased magnitude of electron g factors, and an increased magnitude of
the hole g factors. Elongation of the base of the dot has a more rigorous effect
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on the hole g factor, indicated by a change from −0.15 to −0.8 when the aspect
ratio of the elliptical base is increased from 1 to 1.4 (again for an optical gap of 1.3).
Further analysis of the atomic force microscopy images of the samples in the present
study revealed an average dot elongation of about 1.6. Together with an average
dot height of ≈ 6− 7 nm, this could imply a higher magnitude of the hole g factor
compared to the electron g factor. If this is the case, the correct interpretation of
the experimental data presented in this Chapter is that the observed precession is
in fact precession of the hole spin. In Figures 7.2 and 7.3, the labels for electron
and hole should then be interchanged.
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Summary

Spin dynamics in hybrid spintronic devices and
semiconductor nanostructures

The research described in this Thesis is positioned in the field of Spintronics. The
aim of this research field is to enable spin-based electronics (in contrast to contem-
porary charge based electronics), which should lead to improved device performance
and new device functionalities. A well known example of a spintronics device is the
giant magnetoresistive sensor used in computer hard disk drives to read the mag-
netic information. The development of this sensor followed only ten years after the
discovery of the giant magnetoresistance (GMR) effect, a discovery which has been
awarded with the Nobel Prize in physics in 2007. Another example of a spintronic
device is the magnetoresistive random access memory (MRAM), which has the po-
tential to become a universal non-volatile memory. In order to fully exploit the
spin degree of freedom in conventional semiconductor devices, one has to be able to
inject, manipulate, transport, and detect a spin polarization in a semiconductor sys-
tem. In conventional semiconductors (such as silicon or gallium arsenide), a created
spin polarization will not last forever as a result of several spin scattering mecha-
nisms. Therefore, only a limited amount of time is available for spin manipulation
and transport, which is essential for obtaining device functionality. Knowledge and
control of the dynamic properties of spin in (hybrid) semiconductor devices is thus
essential.

In this Thesis we have used time-resolved microscopic optical techniques to study
spin and magnetization dynamics in hybrid spintronic devices and semiconductor
nanostructures. The technique involves a so-called pump-probe scheme, in which
the system under investigation is perturbed by a pump pulse, and in which the
response of the system to this perturbation is measured by an optical probe pulse.
In order to study magnetization dynamics in a ferromagnetic layer, the pump pulse
is a magnetic field pulse, and the perturbation is measured via the magneto-optical
Kerr-effect of the optical probe pulse. In case of semiconductor materials, the pump
pulse is an optical pulse which creates a non-equilibrium spin polarization, while
the evolution of this spin polarization is measured via (again) the magneto-optical
Kerr-effect.
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The basics of magnetization dynamics, and spin relaxation and precession are
described in Chapter 2 of this Thesis. Also, we discuss the implications of optical
excitation in the medium to high fluence regime on the spin dynamics. A detailed
description of the experimental magneto-optical techniques is given in Chapter 3. In
order to interpret the magneto-optical Kerr-signal originating from magnetic mul-
tilayers, and semiconductor heterostructures, we have performed a detailed anal-
ysis, thereby accounting for multiple interface reflections and the photon energy
of the laser light. We discuss the applicability of the magneto-optical techniques
and analysis with illustrative examples, such as the development of perpendicularly
magnetized electrodes for spin injection, a system of two cobalt-platinum multilayer
blocks suited for demagnetization experiments, and spin relaxation, precession and
diffusion in a lateral spin injection device.

The main systems investigated in this Thesis are presented and discussed in the
next Chapters, and involve a building block for an MRAM, a spin light-emitting
diode, GaAs based nanowires, and (In,Ga)As quantum dots.

Chapter 4 presents spatio-temporal measurement of the magnetization dynam-
ics in the free-magnetic layer of an MRAM-element. The observation of a non-
uniform magnetization precession, in the form of the occurrence of localized modes
at the edges of the micron sized element, implies an obstacle for uniform preces-
sional switching of the magnetization. It is shown that the presence of a significant
strayfield from the pinned layer is responsibly for these localized modes, and that
this strayfield manifests itself in the domain structure of the magnetization of the
free layer.

The dependence of the electron spin relaxation rate on the current through a
spin-LED is investigated in Chapter 5. The main observation is a current-induced
increase of the electron spin relaxation rate. Detailed measurements as a function of
current, laser fluence, laser photon energy, and spatial position, together with device
simulations, give a non-trivial picture of the spin relaxation in the spin-LED. The
dominant contribution to the current-induced increase of the electron spin relaxation
rate is by an increased hole density and temperature via the Bir-Aronov-Pikus spin
flip mechanism.

In Chapter 6 the carrier and spin dynamics in GaAs-based nanowires is investi-
gated. Spectroscopic measurements on an ensemble of multi-segmented GaP-GaAs
nanowires show a rapid recombination rate of the optically excited carriers. This
rapid recombination rate is attributed to a strong non-radiative recombination via
defect or surface states, as a result of the large surface-to-volume ratio of these wires.
It is shown that the experimental technique is capable of performing measurements
on individual GaP-GaAs-GaP nanowires, and that it is possible to study a single
segment of such a nanowire. Measurements on several nanowires show again a rapid
recombination rate, while the spin lifetime seems to be limited by this rapid re-
combination. This limits the accurate determination of the intrinsic spin relaxation
mechanisms.
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The influence of an internal electric field on the g factor of electron and holes in
a single layer of self-assembled (In,Ga)As quantum dots is the topic of Chapter 7.
Measurement of spin relaxation and precession as a function of the internal electric
field, show a decreasing spin lifetime and a small increase of the g factor when the
internal electric field increases. Increasing tunnel probabilities of carriers out of the
quantum dots at high internal electric field, and changing carrier wavefunctions due
to a different confinement potential might explain these effect. These results might
enable g factor (and thereby) spin manipulation in such quantum dots.
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Samenvatting

Spin dynamics in hybrid spintronic devices and
semiconductor nanostructures

Het onderzoek beschreven in dit proefschrift kan worden ondergebracht in het onder-
zoeksgebied ‘Spintronica’. Dit onderzoeksgebied bestudeert en zoekt naar toepassin-
gen die gebruik maken van de ‘spin’ van het electron. Het elektron zelf is het el-
ementaire deeltje met een elektrische lading waarop de hedendaagse elektronica is
gebaseerd. Een electron is echter ook een klein magneetje: het heeft een magnetisch
moment dat ‘spin’ genoemd wordt. Het actieve gebruik van deze ‘spin’ in nieuwe
‘spintronische’ apparaatjes (ofwel devices), zal leiden tot betere prestaties en nieuwe
functionaliteiten. Een zeer bekend ‘spintronisch’ device is de zogenaamde reuzen-
magneto-weerstand sensor, die gebruikt wordt in de leeskop van harde schijven voor
het lezen van de magnetische informatie. De ontwikkeling van deze revolutionaire
sensor volgde slechts tien jaar na de ontdekking van het reuzen-magneto-weerstand
effect, een ontdekking die bekroond is met de Nobelprijs voor de natuurkunde in
2007. Deze sensor heeft de stormachtige groei van de opslagcapaciteit van een hard-
disk gedurende het afgelopen decennium mogelijk gemaakt. Een ander voorbeeld
is het magnetische random-access-memory, dat in de toekomst mogelijk een uni-
verseel niet-vluchtig geheugen zal vormen, waardoor de soms lange opstarttijd van
een computer tot het verleden behoort.

Om de ‘spin’ van het electron volledig uit te buiten in huidige en toekomstige
halfgeleider devices, moeten een aantal problemen worden opgelost. Deze bestaan
onder andere uit het injecteren van een significante hoeveelheid ‘spin’ (ook wel spin
polarisatie) in een halfgeleider, en het transporteren, manipuleren, en detecteren van
deze spin-polarisatie. In de meest gebruikte halfgeleiders zoals silicium en gallium
arsenide (GaAs), verdwijnt deze spin-polarisatie zeer snel, in typisch een miljardste
van een seconde, door allerlei spin-relaxatie mechanismen. Hierdoor is er maar
een beperkte tijd beschikbaar voor het uitvoeren van spin manipulatie en transport,
terwijl dit essentieel is voor het maken van een werkend en functioneel device. Kennis
van en controle over de dynamische eigenschappen van ‘spin’ in halfgeleider devices
(of in halfgeleider-metaal, de zogenaamde hybride devices) is dus essentieel.
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Voor het onderzoek beschreven in dit proefschrift, is gebruikt gemaakt van een
tijd-, plaats- en spectraal opgeloste optische techniek om de dynamica van ‘spin’
en magnetisatie (de geordende spins in een magnetisch materiaal) te bestuderen in
hybride spintronische devices en in halfgeleider nanostructuren. Deze stroboscopis-
che techniek werkt volgens het pump-probe principe. Hierbij wordt een systeem
verstoord (‘gepompt’) door een ‘pump’-puls en wordt deze verstoring gemeten door
een ‘probe’-puls, waarbij de tijd tussen ‘pump’ en ‘probe’ puls nauwkeurig gecon-
troleerd kan worden tot beneden de picoseconde (een miljoenste van een miljoenste
van een seconde). Om de magnetisatie dynamica te meten in een ferromagnetische
laag, wordt als pomp een magnetische veld puls gebruikt en wordt de respons van de
magnetisatie gemeten met een laser puls via het magneto-optische Kerr-effect. Om
spin dynamica in halfgeleiders te meten, wordt als pomp een laser puls gebruikt die
een spin polarisatie creëert in de halfgeleider. Het verval en gedrag van deze spin
polarisatie wordt wederom gemeten met een laser puls via het magneto-optische
Kerr-effect.

Na een introductie van het onderzoeksgebied Spintronica, wordt in Hoofdstuk 2
van dit proefschrift een beschrijving gegeven van magnetisatie dynamica in ferro-
magnetische materialen, en van spin dynamica in halfgeleiders. Met name de spin
relaxatie mechanismen in GaAs komen aan bod en de implicaties van spin relax-
atie en precessie in n−gedoteerd GaAs na optische excitatie met een relatief sterke
laser puls worden met enkele numerieke modellen uitgewerkt. In Hoofdstuk 3 wor-
den de experimentele technieken in detail beschreven, waarbij het magneto-optische
Kerr-effect een centrale rol inneemt. Met name wordt aandacht besteed aan de
analyse van het Kerr-effect dat afkomstig is uit magnetische multilagen en halfgelei-
der heterostructuren, waarbij rekening wordt gehouden met meervoudige grensvlak
reflecties en de golflengte van de laser pulse. Met enkele illustratieve voorbeelden
(zoals de ontwikkeling van loodrecht gemagnetiseerde electroden voor spin injectie,
een systeem van twee blokken met cobalt-platina multilagen voor demagnetisatie
experimenten, en spin relaxatie, precessie en diffusie in een lateraal spin injectie
device) wordt de kracht van deze technieken en analyse toegelicht.

De belangrijkste devices en structuren die in het kader van dit proefschrift zijn
onderzocht, worden gepresenteerd in de Hoofdstukken 4 tot en met 7. Het betreft
hier een bouwsteen van een magnetisch geheugen, een spin-LED, halfgeleider nan-
odraden gemaakt van GaAs, en zogenaamde quantum dots bestaande uit een mix
van indium arsenide en gallium.

Hoofdstuk 4 beschrijft de tijd- en plaats-opgeloste metingen van de magnetisatie
dynamica in de vrije laag van een magnetische tunneljunctie (met afmetingen van
13 bij 9 micrometer), die een bouwsteen vormt van een magnetisch geheugen. Deze
metingen laten een niet-uniforme respons van de magnetisatie op een magnetische
veld puls zien. De precessie van de magnetisatie die volgt op deze magnetische puls
heeft aan de randen van de vrije laag een andere frequentie en uitdoving dan in
het midden van het element. Dit gedrag bemoeilijkt het snel uniform precessioneel
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switchen van de magnetisatie van de vrije laag. Aangetoond wordt dat de oorzaak
van dit gedrag het magnetisch strooiveld afkomstig van de niet-vrije laag van de
tunneljunctie is, en dat dit strooiveld ook de domein structuur van de vrije bëınvloed.

In Hoofdstuk 5 wordt aangetoond dat de effectiviteit van de spin relaxatie van
elektronen in de actieve laag van een spin-LED toeneemt met de stroom door deze
spin-LED. Gedetailleerde experimenten, waarbij zowel de stroom, het laser vermo-
gen, de golflengte van de laser, en de plaats op de spin-LED zijn gevarieerd, laten
zien dat de dominante bijdrage aan de toegenomen effectiviteit van spin relaxatie
kan worden toegeschreven aan een verhoogde gaten-dichtheid en temperatuur in
de active laag van de spin-LED. Het relaxatie-mechanisme dat hiervoor zorgt is
het zogenaamde Bir-Aronov-Pikus-mechanisme. Deze waarnemingen zijn in goede
overeenstemming met numerieke simulaties van de stroom, gaten-dichtheid, en tem-
peratuur van de spin-LED.

De dynamica van ladingsdragers en spins in halfgeleider nanodraden gebaseerd
of GaAs wordt besproken in Hoofdstuk 6. Spectroscopische metingen aan een grote
verzameling nanodraden bestaande uit segmenten van gallium fosfide (GaP) en
GaAs laten een zeer snelle recombinatie zien van ladingsdragers na optische ex-
citatie met een laser puls. Deze zeer snelle recombinatie wordt toegeschreven aan
een sterke niet-stralende recombinatie aan defecten in het rooster of aan het opper-
vlak van de nanodraden, tengevolge van de grote oppervlakte-volume verhouding.
Gedemonstreerd wordt dat de experimentele techniek het mogelijk maakt om metin-
gen te verrichten aan individuele nanodraden, en dat zelfs een enkel segment in een
GaP-GaAs-GaP nanodraad kan worden gëıdentificeerd. Metingen aan verscheidene
nanodraden laten wederom een zeer snelle recombinatie van ladingsdragers zien.
Magneto-optische metingen duiden op een spin levensduur die gelimiteerd wordt
door deze snelle recombinatie, wat een nauwkeurige meting van de intrinsieke spin
levensduur bemoeilijkt.

In Hoofdstuk 7 wordt de invloed van een intern elektrisch veld op de spin relax-
atie en de g factor van elektronen en gaten in een enkele laag van zelf-samengestelde
(In,Ga)As quantum dots onderzocht. Het actief kunnen veranderen van de g factor
moet het mogelijk maken om spins in quantum dots te kunnen manipuleren. Metin-
gen van de spin relaxatie en precessie als functie van het intern elektrisch veld,
laten zien dat de spin levensduur verminderd en de g factor enigszins groter wordt,
naarmate de sterkte van het intern elektrisch veld stijgt. Deze afhankelijkheid van
het elektrisch veld kan mogelijk worden toeschreven aan een veranderende opsluit-
ingspotentiaal van ladingsdragers in de quantum dot, en aan veranderde waarschi-
jnlijkheden voor ladingsdragers om uit de quantum dot te tunnelen.
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