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Preface 

Stochastic or random vibrations occur in a variety of applications of meeharu­

cal engineering. Examples are: the dynamics of a vehicle on an irregular road 

surface; the variation in time of thermadynamie variables in municipal waste 

incinerators due to fluctuations in heating value of the waste; the vibrations 

of an airplane flying through turbulence; the fluctuating wind loads acting on 

civil structures; the response of off-shore structures to random wave loading 

(figure 1). 

Suppose we know the value of a random variabie x at a certain time t0 . 

For future times t > to the value of x will become more and more uncertain. 

lts value becomes less and less correlated to the starting value. It can only 

be specified by probability distributions. The theory of stochastic processes 

aims to describe this behavior. Although x is stochastic, by descrihing it in 

termsof probability distributions and other statistica! characteristics (correla­

tion functions, peak distributions, etc.) calculation procedures and codescan 

be established by which decisions on design issues can be made. 

Attention will be focussed on problems of external noise. That is, we 

shall consider models of mechanica! engineering structures where the souree 

of random behavior comes from outside: e.g. a prescribed random force or 

a prescribed random displacement The statistica! behavior of the souree is 

supposed to be known: for example, a Gaussian random process with known 

power density spectrum. No attention will be given to questions on the origin 

of the noise: how deterministic laws of physics can produce random fluctu­

ations. A classica! example is the chaotic motion of colliding molecules in 

otherwise empty space. Another example, closer to the applications consid­

ered here: how winds blowing over the sea surface can lead to the occurrence 
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of random waves. Answering these questions is not an easy task; they require 

studies of their own and we do not address them here. We focus attention to 

the dynamica! behavior of mechanica} engineering structures subject to ex­

ternal noise of specified form. The structures inhibit inertia, damping and 

restoring, linearand non-linear. The main questions we intend to answer are: 

how do these structures respond to random excitation, and how can we quan­

tify the random behavior of response variables in a manner that an engineer 

is able to make rational design decisions. 

In chapter 1, somebasic notions on probability theory are recapitulated, 

foliowed in chapter 2 by an introduetion to the description of a variabie which 

varies randomly in time. In chapter 3, methods of Fourier transfarm are ex­

tended to problems of random vibration. These methods are used in chap­

ter 4, to analyze a linear spring-mass system subject to Gaussian random ex­

citation in the frequency-domain. The description of a random signal in the 

time-domain is given in chapter 5; it forms the starting point for analysis in 

the time-domain of the spring-mass system; this is presented in chapter 6. 

The tensioned beam subject to random excitation provides an excursion to 

partial differential equations with random right-hand sides. Formulation and 

analytica! methods of salution are presented in chapters 7-9. The stalistics of 

peak values of randomly and Gaussianly varying signals, and the stalistics of 

the extreme value in a signalof a certain duration, are the subject of analysis 

in chapter 10. 

The analysis of non-linear systems is presented in chapters 11-14. In chap­

ter 11 we summarize numerical time-domain simulation techniques applied 

to non-linear systems. Quasi-static non-linear response to random excitation 

is treated in chapter 12, non-linearly damped resonance in chapter 13. Sta­

bility analysis of systems with parametrie random excitation is presented in 

chapter 14. 

Literature: a number of topics presented in subsequent chapters can be 

found in the introductory textbooks of Robson [1] and Crandall & Mark [2]. 

More detailed treatises of stochastic theory are presented in the books of 

Stratonovich [3] and Van Kampen [4]. Other references are given where rele­

vant. 
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Figure 1. mustration of an off-shore structure; by courtesy of Royal Dutch Shell 

Exploration & Production. 



Chapter 1 

Some basic properties of 

probability 

To describe random processes, probabilistic concepts are used. In this chap­

ter, somebasic notionsof probability are explained. 

1.1 Probability 

We define the concept of probability here as the probability Pr of the occur­

rence of a certain event n. This probability is equal to Pr[n] = 0 in case of an 

event which can not possibly occur and Pr[n] = 1 if theevent is certain to oc­

cur. If we consider for example the case of a six-sided die, we can expect that 

the result N of any given throw is equally likely to be any number between 1 

and 6. We can therefore write: Pr[N = n] = p(n) = 1/6 for where n can be 

any number between 1 and 6. 

Probability theory is the mathematica! study of probability and plays an 

important role in many aspects of life. As an example, imagine that a certain 

investment costs 1.000.000 EUR. The chance of earning 10.000.000 EUR with 

the investment is 50%, but it's equally probable that the investment results 

in no profit at all. If faced with the choice whether to invest or not, an in­

dividual with a total fortune of justover 1.000.000 EUR won't choose to go 

ahead with the investment. Because when the gamble has a bad outcome for 
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him, he willlose all his money and can't play the game a second time. A big 

multinational, on the other hand, has the capacity of playing this game many 

times and the theory of probability ensures the company that when playing 

the game many times, 'on average' the in vestment will result in a large pro fit. 

It illustrates the power of capital. Another example of how to deal with un­

certainty, in a rational manner, is insurance. The riskan individual is exposed 

to is covered by mutual insurance via an insurance company. In this way, the 

risk is spread over many people and over a long period of time. The pre­

mium every individual will have to pay to the company will correspond to 

the statistica} expectation (expected or mean value) of the financial risk he is 

exposed to (supplemented with the profit of the insurance company!). 

The above examples illustrate that uncertainty becomes a certainty once 

the game is played many times. lt is this principle which makes probabil­

ity theory a useful tool in practice. Scientific concepts based on probabilistic 

models are verifiable (as should be!) because we can repeat measurements 

and check the outcome. Equally, designers can make rational decisions in 

engineering practice, for example by meeting the standards required by in­

surance companies (such as Lloyd's insuring ships and offshore structures). 

The quantities on which we will focus in the remainder of this text have 

a continuous range of possible values as opposed to the discrete value which 

the random variabie N can have in the case of a die. lt is convenient to define 

a quantity called the cumulative distribution function (CDF) as the probability 

that a random variabie has a value X less than a certain specified value x: 

P(x) = Pr[X:::; x] = j_xoo p(x)dx. (1.1) 

The previously defined quantity p(x), the probability density function (PDF), 

on its turn can be defined as: 

( ) _ dP(x) 
p x - dx · (1.2) 

Figure 1.1 and 1.2 show the typical shapes of both quantities in the special 

case of a zero-mean Gaussian process (which will be discussed in section 1.4). 

The shapes of these graphs give a nice qualitative indication of the nature 

of the random variable. For example, a variabie whose values are closely 
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clustered around a mean value would give a tall narrow p(x) curve and a 

P(x) curve steeply rising near the mean value. The sum of all probabilities, 

and therefore the area under the p( x) curve is equal to one: J~oo p (x )dx = 1. 

Suppose that we measured the room temperature x of a classroom in­

finitely many times and that the CDF on the lower side of figure 1.2 charac­

terizes the temperature distribution P(x). The probability that the measured 

temperature is within the range XJ < x < x2 is equal to P (x2) - P(x1), as 

illustrated in the figure. 

-4cr -3cr -2cr -cr 0 cr 2cr 3cr 4cr 

Figure 1.1. The POF of a zero-mean Gaussian process 

1.2 Expectation or mean value 

An important quantity in probability theory is the expected value E[x] or mean 

value fl of the variabie x. It is also called the first moment of the distribution 

p( x) and is given by 

fl = (x) = j_: xp(x)dx. (1.3) 
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P(x,) 

P(x,) : 
--------~ 
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-4cr -3cr -2cr -cr 0 cr 2cr 3cr 4cr 

Figure 1.2. The CDF of a zero-mean Gaussian process 

The mean value operator (.) is a linear operator, which means that it satisfies 

the following conditions: 

(f + g) 

(af) 

( (f)g) 

(f) + (g) 

a(f) 

(f) (g) 

where x is random variabie and a a constant. 

1.3 Varianee 

(1.4) 

To describe the nature of the spread of x completely would require the con­

struction of either the P(x) or p(x) functions. A measure for the spread of the 

signal around its mean value is given by the varianee of x and is commonly 

denoted by CT2• The varianee is second moment about the mean of the distribu-
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tion p(x) and is defined by: 

(1.5) 

In other words, the varianee is the average of the square of the distance of 

each data point from the mean. In terms of the probability density function, 

the varianee can be written as: 

cr2 = j_: [x- flf p(x)dx. (1.6) 

In the remainder of this text, all random processes will be considered to be 

zero-mean processes if not specified otherwise. In this case, the above equation 

obviously simplifies to cr2 = f~oo x2p(x )dx: the varianee is then equal to the 

mean square value (MSV). The square root er of the varianee is known as the 

root-mean-square value (RMS) and is also called the standard deviation of x. It is 

a direct measure for the amount of variation around the mean. 

1.4 Ga ussian distribution 

Many real-life random processes can often be considered Gaussian meaning 

that their probability density function, see figure 1.1, can bedescribed by the 

following relation: 

(1.7) 

with fl the mean value. A Gaussian distribution is also known as a normal distri­

bution. Equation (1.7) shows that for Gaussian processes, the whole distribution 

is defined by its MSV and mean value. For the CDF we can write: 

P(x) = _1_1x e-(x-~)2/2D2 dx. (1.8) 
. cr-12Tr -oo 

With the definition of the error function as: 

2 rs 2 
erf(Ç) = fo Jo e-1 dt, (1.9) 

this can be written as: 

(1.10) 

The Gaussian distribution has several important properties: 
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• The probability density function is symmetrie about its mean value; 

• 68.27% of the area under the curve is within one standard deviation of 

the mean; 

• 95.45% of the area is within two standard deviations; 

• 99.73% of the area is within three standard deviations. 

A distribution of two zero-mean variables x and y is said to be Gaussian 

if the joint probability density Ju netion (see figure 1.3) is given by: 

(1.11) 

where CT; and CTff are the variances of x and y respectively and CT;y = (xy) is 

called the covariance. 
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Figure 1.3. Example of a joint Gaussian POF of two random variables x and y. 
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1.5 Higher order moments 

In sections 1.2 and 1.3, we defined the first and second moment about the 

mean value. In genera!, the n-th moment about the mean, or n-th central moment 

is defined as follows: 

(1.12) 

The third central moment normalized with the second central moment, 

rt31 rt~12, is known as skewness. Skewness is a measure of the degree of asym­

metry of a distribution. If the left tail (tail at small end of the distribution) 

is more pronounced than the right tail (tail at the large end of the distribu­

tion), the function is skewed to the leftand is said to have negative skewness. 

If the reverse is true, it has positive skewness. If the two are equal, it has 

zero skewness as is the casefora Gaussian distribution. Examples of skewed 

distributions are shown in figure 1.4. 

The fourth central moment normalized with the second central moment, 

rt4 I ft~, is known as the kurtosis or flatness of a distribution. It is a measure 

of the peakedness of a distribution and is equal to 3 fora Gaussian distri­

bution. A kurtosis larger than 3 indicates a "peaked" distribution and when 

rt41 fl~ < 3, the distribution is described as "flat". Examples of peaked and 

flat distributions are shown in figure l.S. 

Instead of moments, one can express statistica! properties in terms of cu­

mulants. The n-th order cumulant, « X 11 » or K 11 , is defined as the moment of 

n-th order minus all sub-order-moments: 

K1 (x) 

K2 (x2 ) - (x) (x) = f/ 2 = CT2 

K3 (x3 ) - 3(x) (x2) + 2(x) 3 = f/3 

K4 = (x4) - 4(x) (x3) - 3(x2) 2 + 12(x)2(x2) - 6(x) 4 

f/4 - 3rt~ (1.13) 

Fora Gaussian distribution, all cumulants of order > 2 are equal to zero. A 

distribution is almast Gaussian when the cumulants of order n (with n > 2), 

normalized with the standard deviation to the power n, are small compared 

to unity: K11 I CT11 « 1 for n ~ 3. 
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Figure 1.4. Examples of skewed distributions. 
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Figure 1.5. Examples of peaked and flat distributions. 
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Chapter 2 

Random Vibrations: 

Introductory remarks 

In the previous chapter we were concerned with the statistica! description of 

some variable. Variatien of this variabie with time wasnottaken into consid­

eration. This will be subject of studyin this chapter. 

2.1 Random events 

Let us consider a quantity x(t) randomly varying with an independent vari­

abie t. This independent variabie will be considered to represent time. The 

quantity x may be any physical quantity such as velocity, pressure or posi­

tion. If we carefully design an experimental setup, it is possible to record a 

randomly varying signal (for example: the velocity of a turbulent flow) over 

a time interval T. Figure 2.1 shows a typical result for such an experiment. 

Although it is possible toplot the measured signal x(t), its random behav­

ier makes it impossible to predict its value at a certain time t1 outside the 

measured interval T. In order to develop a methad to statistically describe 

such random signals, it is helpful to first consider some elementary statistica! 

theories. 

Let x(t) represent the force acting on the wheel of a car during a trip. 

The farces werking on the same wheel during different trips under identical 
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< x(t) > 

0 
t 

T 

Figure 2.1. Example of a random signal x(t) as measured over a time interval T. 

conditions are denoted by x1 (t), x2(t), x3(t), ... ,etc. The ensemble of all these 

random signals is said to constitute a random process {x( t)}. If the conditions 

of all the trips are identical, and if the conditions remain steady during each 

trip, we can in general assume that the processis both stationary and ergodic. 

By stationary we mean that the probability distribution of the quantities 

x1 (t), x2(t), x3(t), ... ,etc. at any instant of time t1 is independent on the choice 

of t1• In other words: all statistica! averages are constant in time. 

By ergodie we mean that the probability dis tribution of the process {x ( t)} 
is equal to the distributions of all the merober functions that constitute the 

whole process. 

So if we restriet our attention to stationary and ergodie random processes, 

by determining the statistkal properties of a single merober function x(t), we 

can define the statistica! properties of the whole random process {x(t)} of 

which x(t) is a member. 
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2.2 Ensemble and time averaging 

The mean, or average, value of a random signal has been discussed before. 

A distinction can bemadebetween the ensemble average (x(t)) and the time 
average value x(t) of a random signal. Imagine that we can perfectly isolate a 

random process in a lab experiment. The process is turned on at time t = 0. 

We then wait until a certain time t has passed and at this time we measure 

quantity x. This is repeated N times, see figure 2.2. The ensemble average 

or statistica[ moment is now calculated by taking the sum of all recorded val­

ues divided by N. We can thus write down the following definition for the 

ensemble average: 

(x(t)) = lim Lf:1 xi(t) . 
N-HXJ N 

(2.1) 

The time average is calculated by averaging the value of the signal over a 

long period of time: 

- 1 loT x(t) = lim -T xi(t)dt. 
T ->oo 0 

(2.2) 

In the special case of a stationary, ergodie process, time averages and ensem­

ble averages are equal (x (t)) = x ( t). 
The above can be repeated for the k-th moment: 

(2.3) 

- 1 loT xk(t) = lim -T xf(t)dt. 
T ->oo 0 

(2.4) 

For stationary ergodie processes: 

(2.5) 

The probability P(X) is defined as the number of realizations for which at 

timet the value of x(t) is smaller than a prescribed value X divided by the 

total number of realizations N and letting N - oo. So, at some time t, one 

has simply to count the number of realizations for which x(t) < X and divide 

this number by N; see figure 2.2. This can be repeated for any other value of 

X and then results in a complete distribution of P(X) at timet. If the process 
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realization 1 

realization 2 

realization 3 

realization N 

0 t 

Figure 2.2. Illustration of the principle of ensemble averaging over N realizations. 

is non-stationary, the distribution of P(X) will vary with timet! Howèver, if 

the process is stationary, P(X) will be the same at any time. Furthermore, if 

the process is also ergodic, one can construct the probability distribution of 

a single time record. In this case, P(X) is the amount of time that X < x(t) 

divided by the total time T and letting T --7 oo: see figure 2.3. In genera!, for 

stationary ergodie process the statistics of x(t) can be derived from a single 
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time record of the process. 

x(t) r 

0 

Figure 2.3. Determination of probability distribution from a stationary time record 

according to P(x) = Pr(X < x) = t Li M;. 



26 RANDOM VIBRATIONS: lNTRODUCTORY REMARKS 

2.3 Correlations in time 

The extent to which two random variables x(t) and y(t) are correlated can be 

quantitatively expressed in the magnitude of the covariance O"~Y = (x(t)y(t)), 
which we already encountered in section 1.4. In the case that x(t) and y(t) 

are completely independent of each other O";Y = 0. The same concept can also 

be used to assess the correlation of signals measured at different times with 

the definition of the cross-correlation 

Rxy(T) = (x(t)y(t + T)). (2.6) 

T is called the time separation *. Fora stationary process, the cross-correlation 

only depends on T because statistica} properties of such a process do not 

change with time. In the same way, the correlation of a variabie x(t) at timet 

withitself at time t + T is defined as 

Rxx(T) = (x(t)x(t + T)) (2.7) 

and is called the auto-correlation function. The calculation processis as follows: 

we multiply the value of a (zero-mean) quantity x(t) at timet with the value 

of the same quantity when a T amount of time has passed, we do this for 

all realizations and then take the ensemble average of all such products. If 

we assume to be dealing with a stationary ergodie process, Rxx ( T) will be 

the same for all merober functions of the process. In that case, (x(t)x(t + 
T)) = x(t)x(t + T); the latter can be calculated from a single realization by 

time averaging according to equation (2.2). That is, we multiply x(t) with 

its value x(t + T) when a time T has passed and treat the product as Xi in 

equation (2.2). Definition (2.7) shows that the autocorrelation for zero time­

separatien is equal to the MSV of x(t), Rxx(O) = (x2 (t)). The auto-correlation 

function, and correlation functions in general, is therefore often normalized 

as follows: 
Rxx(T) = (x(t)x~ + T)) 

(}"XX 

(2.8) 

*Definition (2.6) applies to zero-mean random variables. In case of non-zero-mean x(t) 
and y( t), we have to subtract their mean values when calculating their correlations. Cor­

relations are then indicated by double brackets and are defined as: ((x(t)y(t + r))) = 
([x(t)- (x(t) )] [y(t + r)- (y(t + r))]) = (x(t)y(t-'- r))- (x(t))(y(l + r)). The general defi­
nition of correlation is thus similar to that of cumulant: cf. eq. (1.13) 
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An example shape of the auto-correlation function is shown in figure 2.4. For 

very large time separation T the value of Rxx ( T) must be zero as the following 

consideration will show. For very large time separation T, the two values x(t) 

and x(t + T) will be quite uncorrelated toeach other, so that some products 

x(t)x(t + T) will be positive and some negative, the values being symmetri­

cally scattered on each side of the value zero. The ensemble average of these 

values will therefore be zero, resulting in Rxx ( oo) =Ü. 

1/e -------------------------

0 ____.. 
Time separation ('r) 

Figure 2.4. Example of a correlation function 

The shape of the autocorrelation fundion supplies us with information 

about a random signal. The value of T at which R(T) effectively falls to zero 

gives an indication for the suddenness of the fluctuations in the signal. The 

lower this value of T, the more sudden the fluctuations in the signal, in other 

words: the memory of the system gets shorter. This idea can be quantified 

with the use of the typical correlation time, Tc, of the process. This can be 

defined as the time at which an autocorrelation fundion normalized with the 

MSV drops to a value of 1 Ie as illustrated in the figure. 

Another property of the autocorrelation function, fora stationary random 
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process, is symmetry around T = 0: 

Rxx(T) = Rxx( -T), (2.9) 

which logically results in: 
aRxx(O) = O 

ar . (2.10) 

Property (2.9) can easily be demonstrated as follows: 

Rxx(T) = (x(t)x(t + r)) = (x(t- r)x(t)) = (x(t)x(t- r)) = Rxx( -r). 
(2.11) 

where, in step 2, we used the property that statistica! averages of a stationary 

process do not change with a shift in time. 



Chapter 3 

Fourier transform i11 case of 

random vibration 

A powertul method for analyzing the time-dependent behavior of linear sys­

tems is the Faurier transfarm. With some amendments, this method can also 

be applied to random vibrations. 

3.1 Fourier integrals and transfarms 

Any periadie signal can be expressed as a series of harmonically varying 

quantities, called a Faurier series. Non-periadie functions, such as a transient 

loading, can only be expressed as a Fourier series if we consider it to be peri­

adie, with infinite period. This gives rise to the concept of the Faurier integral. 

The following set of equations give the Fourier integral expression for the 

non-periadie function x( t): 

x( t) - A(w)eiw1dw 1 !00 
2rr -oo 

(3.1) 

A(w) 1: x(t)e-iw1dt (3.2) 

The quantity A(w) is called the Faurier transfarm of x(t). It is in general com­

plex and shows how x ( t) can be considered to be distribu ted over the fre­

quency range. On its turn, x(t) is said to betheinverse transfarm of A(w). The 

two quantities tagether form a Faurier transfarm pair. 
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3.2 Speetral density 

The theories of Fourier series and integrals can not be applied directly to ran­

dom signals. This is because the periadie requirement for the Fourier series 

is notmet which rules out the Fourier series. Moreover, if we consider a ran­

dom signal to continue over infinite time, neither the real or imaginary part 

of the Fourier transfarm converges to a steady value which is why it is not 

possible to use the concept of Fourier integrals: see also the text subsequent 

to eq. (5.28). Instead, we will introduce a new quantity, the speetral density, 

which has no convergence problems. 

Consicier a stationary ergodie random process x(t) which is assumed to 

have started at t = -oo and continue until t = oo. Such a signal is not peri­

adie and it is thus impossible to define its Fourier transform. It is possible, 

however, to de termine the Fourier transfarm AT ( iw) of a signal xr (t) w hich 

is equal to x(t) over the interval-~ < t < ~ and zero at all other times. In 

line with Robson [1]: 

1 JT / 2 
-T x}(t)dt 

-T/ 2 

1 !co T -co xr(t)xr(t)dt 

~ J: xr(t) [2~ i: Ar(w)eiwtdw] dt 

2~T i: Ar(w) [J: xr(t)eiwtdt] dw (3.3) 

lf wedefine the complex conjugate of A(w) as A* (w) = J~co x(t)eiwtdt, equa­

tion (3.3) can be written as: 

1 JT /2 
-T x}(t)dt 

-T/ 2 2~T J: Ar(w)Ay(w)dw 

= 2~T i: IAr(w) 1
2 dw 

:T loco 1Ar(w)l2 dw (3.4) 

where use is made of the fact that 1Ar(w)l2 is an even fundion of w. If we 

now let T -t oo, we obtain an expression for the MSV of the original signal 
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x( t): 

_ 1 JT /2 !ooo ( 1 2) (x2(t)) = x2 (t) = lim -1 x 2 (t)dt = lim - 1 IAr(w)l dw 
T->oo -T/ 2 0 T->oo 'Tf 

(3.5) 

The speetral density or power density of x(t) is now defined as: 

S(w) = lim (J_r 1Ar(w)12) 
T ->oo 'Tf 

(3.6) 

so that 

(3.7) 

The power density indicates how the harmonie content of x(t) is spread over 

the frequency domain. The amount of ( x2 ( t)) associated with a narrow fre­

quency band f:.w is equal to S(w)!':.w. Different realizations of a stationary 

ergodie random process have a common S(w). The power density S(w) is 

thus a constant, non-random, statistica! parameter of the random process 

x(t). This contrasts with the Fourier transfarm A(w) of x(t) which varies 

randomly itself: see also section 5.3. If a signal has a spectrum that is uni­

form (constant) over the whole frequency domain, the spectrum is said to be 

'white' and the signalis referred to as white noise. Clearly, this is a theoretica} 

abstraction; real power densities are never constant. But the abstraction can 

be useful to handle certain problems such as lightly damped resonance: see, 

amongst others, chapters 13 and 14. A more realistic power density spectrum 

is that of the algebraic function: 

2a-2o-1 
S(w) = n(1 + (w/0)2)' (3.8) 

Here, 0. is a parameter which scales the frequency of the spectrum, while o­

is standard deviation: 

!ooo 2 !ooo (J2 diJ 2o-2 
1 

oo 
S(w)dw =- --2 =- arctan(YJ) = o-2. 

0 'T[ 0 1+1] 'T[ 0 

Another, more peaked, spectrum is: 

5( ) - 2o-20 -20. /w w - 2 e . 
w 

(3.9) 

(3.10) 
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In this expression, 0 is a parameter which determines at which frequency 

the power density has its largest value. By differentiation with respect to 

w, one can show that S(w) reaches its maximum at w = 0. The standard 

deviation is represented by er. One can easily verify that the integral of S ( w) 
according to equation (3.10) equals cr2 as should be (see equation (3.7)). The 

above mentioned spectra are shown in figure 3.1. 

(fJ 
N 

I 
tl c: 

5 

Figure 3.1. The power density spectra according to eqs. (3.8) and (3.10). 

6 

w/D. 

3.3 The Fourier transform of the autocorrelation func­

tion 

There is a direct analytica! relationship between the autocorrelation function 

and the speetral density of a stationary random signa!. To show this, we 
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express the autocorrelation as: 

1 JT/2 R(T) = (x(t)x(t + T)) = x(t)x(t + T) = lim -T x(t )x(t + T)dt. (3.11) 
T-H)O ---T/ 2 

For its Fourier transform we have 

j oo . [ 1 joo fT 12 . ] R(T)e-zwrdT = lim -T dT x(t)x(t + T)e- zwrdt . -oo T-->oo -oo ---T/ 2 
(3.12) 

To evaluate the term between square brackets, we take the same approach as 

in the previous section: we consider a signa! xr(t) which is equal to x(t ) over 

the interval-T / 2 -:::; t -:::; T /2 and zero at all other times. Wethen have 

-T1 joo dTjT12 x(t )x(t + T)e-iwrdt -oo ---T/2 

= + j_: [/_: xr(t )xr (t + T)e-iwrdt] dT 

= _!_ joo [Joo xr(t )xr(t + T)eiwte- iw(t+r)dt] dT 
T -oo -oo 

= _!_ joo [foo xr(t )xr(s)eiwte-iwsdt] ds 
T -oo -oo 

= _!_ joo xr(t)eiwtdtjoo xr(s)e-iwsds 
T -oo -oo 

= ~AT(w)Ar(w) 
1 2 

= T IAr(w) I (3.13) 

lmplementing (3.13) in the right-hand side of (3.12), dividing by n and using 

the definition of the power spectrum density (cf. eq. (3.6)) we find: 

S(w) 1 !00 . - R(T)e-zwrdT 
7r ---00 

1 !00 n -oo R(T) cos(wT)dT 

21o00 - R(T) cos(wT)dT. 
7r 0 

(3.14) 

There is thus a Fourier transform relationship between speetral density and 
the autocorrelation function, S(w) being the Fourier transform of n---1 R(T). 
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From the definition of the Fourier transfarm of section 3.1 it follows that: 

R(r) = ~i: 5(w)eiwTdw = l;o 5(w)eiwTdw =loco 5(w) cos(wr)dw. 

(3.15) 

As fora stationary random signal R ( T) is a symmetrical function with respect 

toT (see eq. (2.9)), 5(w) is symmetrie as well: S(w) = 5( -w). These symme­

tries were used in eqs. (3.14) and (3.15). In case of white noise, i.e. 5 ( w) is con­

stant with respect to w, R(r) will behave like Dirac's 6-function: R(r) = 6(r ). 

White noise processes are therefore also called 6-correlated processes. The 

correlation functions associated with the spectra of eqs. (3.8) and (3.10) are 

shown in figure 3.2. The correlation function associated with spectrum (3.8) 

is a simple exponential function: R(r) = (J'2e-T!0- 1: see Stratonovich [3], 

Vol.I, Table 1 of §2.1, where a number of analytica! relationships for power 

density spectra and correlation functions are given. Note that Stratonovich 

applied a different normalization to S(w); his S(w) equals the present one 

multiplied with the factor 2rr. The present normalization corresponds to that 

of Van Kampen [4], §III.3. 

The correlation function associated with eq. (3.10) has been calculated nu­

merically. It is seen that also this correlation function decays with time. While 

decaying, it becomes negative and then approaches zero. A behavior of de­

caying and oscillating around the neutral axis is not uncommon to correlation 

functions. 
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Figure 3.2. The auto-correlation functions associated with the spectra (3.8) and (3.10). 
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Chapter 4 

Single degree of freedom 
system: analysis in the 
frequency domain 

Many systems encountered in mechanica! engineering practice can be mod­

eled by a single degree of freedom system. This holds for simple spring-mass sys­

tems, but also for multi-degree of freedom systems, which are decomposed 

intheir natural modes: see chapters 7-9. In the present chapter, we shall pay 

attention to an ordinary spring-mass system with linear damping and subject 

to random forcing: see figure 4.1. The equation of motion of such systems fel­

lows directly from Newton's second law (the sum of all forces equals mass 

times acceleration): 

mx+dx+cx = P(t) (4.1) 

where x(t) is displacement response, m mass, c linear spring stiffness, d linear 

damping constant and P(t) excitation force. 
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Figure 4.1. A spring-mass system. 

4.1 Fourier transform 

Using the concepts of Fourier transform introduced in section 3.1, we can 

write the excitation force as a Fourier integral: 

1 !00 P(t) = -2 Ap(w)eiwtdw. 
'T[ - 00 

(4.2) 

The response of the system, x(t), can be written in a similar form with a 

different, frequency dependent, amplitude Ax: 

1 !00 x(t) = -2 Ax(w)eiwtdw. 
'T[ -00 

(4.3) 

If we now differentiate equation (4.3) with respect to time we get the follow­

ing equations for the time derivatives of the response: 

x( t) 1 !00 . - Ax(w)iwe1w1dw 
2n -oo 

(4.4) 

x( t) -- Ax(w)w2eiwtdw. 1 !00 
2n -oo 

(4.5) 
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Substituting equations (4.2)-( 4.5) into the governing equation for this sys­

tem (4.1): 

-mi: Ax(w)w2eiw1dw +di: Ax(w )iweiwtdw + c i: Ax(w)eiwtdw 

=i: A p(w)eiwtdw (4.6) 

This can of course be simplified to: 

i: [( -mw2 + diw + c) Ax(w)- Ap(w)] eiwtdw = 0 (4.7) 

=? [ (-mw2 + diw + c) A x ( w) - A P ( w ) J eiwt = 0 

Ar(w) 
=? Ax(w) = 2 d" . 

-mw + zw+c 
(4.8) 

which, in combination with equation (4.3), gives a complete description of 

the system response x(t). 
For further analysis of the system, it is convenient to introduce the dimen­

sionless frequency w* = :;:0 and the natura! frequency or eigenfrequency of the 

system Wo = ~- With the introduetion of these quantities, the expression 

for the Foutier amplitude of the system response can be rewritten as: 

Ax(w) Ar(w) (-m w~w5 + id.!::!_w0 + c) -1 

Wo wo 

Ar(w) ( -mw5w*2 + idw0w* + mw5) - 1 

- Ar(w) ( ( -w*2 + ~:: + 1) mw5) -l (4.9) 

An even further simplification is possible after normalizing Ap with mw5, 
A[,(w*) = Ap(~), and introducing a dimensionless damping coefficient o = 

mw0 
_d_ . 
mwo· 

* A[,(w*) 
A x(w) = - w*2 + ibw*+1" (4.10) 

Ifwe multiply this equation with the complex conjugate of Ax(w), A:(w ), 
we can derive an expression for the speetral density of the response of the 
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system: 

Sx(w*) lim J.__T [Ax(w)[ 2 
T ->CO 7T 

lim --~~P~~--1 I A"(w*) 12 
T _,oe nT -w*2 + it5w* + 1 

5" p 

(4.11) 

because 

Sj, = lim J.__T [Af,(w*)[ 2 . 
T->co 7T 

(4.12) 

4.2 Types of system response 

Objective is to analyse the types of response we can expect from a spring­

mass system under conditions of random excitation using salution (4.11). 

For this purpose, we shall use the spectrum of equation (3.10) to represent 

the power density of excitation. Our spring-mass system is linear: the mag­

nitude of response will be linearly related to the magnitude of excitation. 

Therefore, the standard deviation of response is directly and linearly pro­

portional to the standard deviation of excitation. It is of no use to study this 

relationship any further: hence, we put CT= 1 in eq. (3.10) (the same would be 

achieved by dividing the left-and right-hand side of salution (4.11) by CT2 and 

re-normalizing Sx by CT-2). The example excitation spectrum we henceforth 

use is: 

Sn ( *) _ 20* -20' I w* p w - --e w•2 0* = 0/wo fooo Sj,(w*)dw* = 1. 

(4.13) 

The power spectrum of response is given by (solution (4.11)): 

S (w*) = Sj,(w*) 
x (1 - w*2)2 + t52w•2. (4.14) 

System response is now governed by two parameters: t5 and 0*. The parame­

ter t5 determines the magnitude of damping; its effect will be analyzed below. 

The parameter 0 * determines the frequency where most excitation energy 
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occurs in comparison with the natura! frequency w0 of the spring-mass sys­

tem. The shape of SJ.>(w*) versus w* / 0 * = w/0 was shown in figure 3.1 

(curve conesponding to eq. (3.10)). Most excitation energy is located around 

w* /0* = 0(1). So if 0* « 1, i.e. 0 « wo, most energy is at low values 

of the dimensionless frequency w *; so at low frequencies compared to the 

natural frequency of the system. For 0 * » 1, i.e. 0 » w0, the opposite is 

true: excitation occurs mainly at frequencies that are large in comparison to 

the natural frequency. Depending on the value of 0 *, three types of system 

response can now be distinguished. These are discussed in the subsequent 

sections. 

4.3 Quasi-static response (0* << 1) 

The first type of response is known as quasi-static or sub-critica[ and is illus­

trated in figure 4.2 for 0* = 0.25 and b = 1. The spectrum SJ.> can only reach 

high values in case w* I 0* "' 1, and thus w* rv 0.25. The major part of the 

system response is therefore found at small dimensionless frequencies where 

the denominator in salution (4.14) is practically equal to 1. When w* is very 

small, we can approximate Sx by 

(4.15) 

This corresponds toa spring-mass system with negligible mass and dam ping. 

Energy of excitation is concentrated at low frequencies where the response of 

the system is governed by stiffness only! This is illustrated in figure 4.2: SJ.> 

and Sx according to (4.14) are almast equal. 

4.4 Dynamica! response (0* >> 1) 

The second type of response is called dynamical or super-critica[ response and 

is illustrated in tigure 4.3 for 0* = 4 and b = 1. For this situation, phenom­

ena occur at dimensionless frequencies w* » 1. Energy of excitation occurs 

predominantly at frequencies that are large in comparison with the natural 
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Excitation spectrum tor 0*=0.25 
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(J)* 

Response spectrum tor 0*=0.25, 0=1 
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Figure 4.2. Quasi-static or sub-critica) response. 

(eigen)frequency of the spring-mass system. The term invalving w *4 in the 

denominator of salution (4.14) will dominate. Therefore, response is gov­

erned by inertia farces only: i.e., for large values of w * the system response 

can be approximated by 
sn 

5 r-..J p 
x -4, 

w* 
(4.16) 

which is depicted in the figure with the dashed line. Note the scale on the 

horizontal axes in comparison with those of figures 4.2 and 4.4. 

4.5 Resonant response (0* = 0(1), b << 1) 

The third response type is known as resonant response. The spectra are plotted 

in figure 4.4 for .0* = 1 and b = 1 and b = 0.25. Note the different scales on 
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Figure 4.3. Dynamica} or super-critical response. 
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To analyze the behavior of resonant response, consider the response spec­

trum Sx(w*) of equation (4.14) when o « 1. Disregarding terms containing 

o one has: Sx ~ (1_J.2)2 • Clearly, this expression explodes as w* ~ 1, that 

is: for frequencies close to the natural frequency of the system. The explosion 

is a consequence of dropping the damping term in the denominator of the 

response spectrum. For w* ~ 1, the damping term cannot be neglected any­

more. To show this in mathematica! terms, we introduce a 'new' frequency 

v* such that: w* = 1 + ov*. We consider now the situation of w* close to the 

natural frequency, such that v* = 0(1). Then we have for the denominator 

of eq. (4.14): 

(4.17) 
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Figure 4.4. Resonant response. 

(4.18) 

and 

S?(w*) = S?(w* = 1) + O(b) ( 4.19) 

The result is that, with a relative error of O(b): 

S (w*) = b-2S'f,(w* = 1) 
x 4v*2 + 1 

(4.20) 

This result is shown in figure 4.5. The response peaks at v* = 0, i.e. w* = 

1. Theheightofthepeakisb-2S? (w* = 1);thewidthisb,sothemeansquare 

response related to resonance scales as b- 1 S? ( w* = 1). The exact value of the 
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--------------+----· 
ûl·=1+öv* : 

o-----.-: 
V 

Figure 4.5. The response spectrum as a fundion of frequencies v* and w*. 

mean square response can be calculated using relation (3.7): 

(4.21) 

As we have seen, in case of resonant response, most of the response energy 

is concentrated around the natural frequency (w* = 1). Therefore, we can 

approximate S'P by S?(w* = 1), so that 

2 - (<) S?(w* = 1) dw* - sn(w* - 1) {oo dw* 
CTres - Jo (1 - w*2)2 + Pw*2 - P - Jo (1 - w *2)2 + §2w*2 

(4.22) 

An exact salution can be found for this integral when using the following 

transformation: w*2 = x and thus w * = x112 and dw* = 1 / 2x-112dx. Us­

ing integral rule 3.252.12 in Gradshteyn & Ryzhik (which gives a thorough 
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overview of exact integral solutions) [5], we can write: 

1 ("' x-112dx 

2 Jo (1- x)2 + Px 
1 rXJ x-112dx 

2}o 1+x2 - (2-b2)x 
7[ 

26 
(4.23) 

The expression for the resonant part of the varianee of the system response 

therefore simplifies to: 

CT?e5 = ~Sp (w* = 1) (4.24) 

To check whether the system response is dominated by resonance we 

have to campare the value of CTres with the total value of the variance, CJ~1 • 

Even for systems with an eigenfrequency that differs a lot from the typical 

excitation frequency 0, the response can still be dominated by CJ:e5 if only o 
is small enough. This is shown in figure 4.6 where the response of a system 

with high natural frequency (0* « 1) and light damping (o « 1) is shown 

(in this case 0* = 0.25 and b = 0.25). The response spectrum reveals two 

peaks: one close to w* = 0.1 where the response is quasi-static (Sx = 5?) 

and one around w* = 1 which is due to resonance. The total varianee of the 

system is: 

(4.25) 

where the varianee due to the quasi-static response is: 

(J2 = 100 sn (w*) dw* q-s p 
0 

(4.26) 

Although S?(w* = 1) is small as 0 * « 1 (see equation (4.13)), the contri­

bution of the resonance peak can be large if b « 1! With the help ofêqu\ 
tion (4.24) one can calculate the minimum required damping necessary to . 

suppress resonance under random excitation. . 
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Figure 4.6. Quasi-static system with little damping applied. 
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Chapter 5 

The description of a stationary 

Gaussian signal in the 
time-domain 

An alternative to the frequency domaio analysis of the previous chapter is 

analysis in the tirrie-domain. To be able toperfarm such an approach, it is nec­

essary to have explicit descriptions of the external noise in the time-domain. 

These descriptions are presented in this chapter. 

5.1 Random signa! described by sinusoirlal waves with 

random phase angles 

A conventional way to describe a stationary Gaussian random time signalis 

by ad dition of large numbers of sinusoidal waves with random phase angles: 

N 

x(t) - L (25(wn)ów )112 cos(wnt + Cf>n ), 
n=1 

nów , 0 :::; t :::; T , T = 2n I ó w (5.1) 

The amplitude of each wave is defined in accordance with (25(wn)ów) 112 

where S(wn) is the value of the power density taken at the frequency Wn 

of the corresponding sinusoidal wave, and ÓW11 is the width of the parts in 
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which the power spectrum is braken up: see figure 5.1. The phase angle (/Jn 

S(ro) I 

Figure 5.1. Break-up of the power density spectrum in discrete parts to generate a 
random time-series. 

is random. For each n its value is chosen at-random according to a prob­

ability which is constant and equal to 1/ (2n) in the range 0 ::;:; (/Jn ::;:; 2n. 

The randomly selected value of (/Jn is constant in time. The duration of the 

time-series is limited to 2n I b.w in order to avoid repetition. This implies: to 

achieve long time duration, the partsin which the spectrum is divided, have 

to be sufficiently small. The argument of the sinusoidal wave can apart from 

qJ11 be expressed as 

Wnt = nb.wt = 2nnt / T = 2nnz , 0::;:; z ::;:; 1. (5.2) 

It shows that the series representation of eq. (5.1) corresponds to a Fourier 

series expansion of the signal over the time interval for which it is valid. Such 
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a representation of a random signa} can also be found in Van Kampen (4], 

§III.3. In the subsequent sections we shall show that the signal generated 

according to equation (5.1) approaches for N -> oo a stationary Gaussian 

process with power density equal to 5 ( w). 

5.2 Gaussianity of the time-series 

The series of sinusoidal waves can also be written as 

N 

x(t) = [ anXn (5.3) 
n=1 

where 

(5.4) 

and 

(5.5) 

Consider now a fixed moment in time. The variabie Xn is a random variabie 

of which the probability distribution can be derived from the probability dis­

tribution of C{Jn using transformation of variables invoking relation (5.5). The 

variabie cp11 is two-valued for -1 :::; Xn :::; + 1: for every x 11 there exist two 

values of C{Jn in the interval 0 :::; C{Jn :::; 2n. Let us first restriet attention to 

the irtterval 0 :::; C{Jn :::; n where the conneetion between Xn and C{Jn is single­

valued. In this case, the probability that Xn :::; Xn is equal to the probability 

that <f>n :=:; cp11 : 

(5.6) 

Using the conneetion between cumulative probability and probability den­

sity (cf. equation (1.2}), we have 

(5.7) 

or 

(5.8) 
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Now p( q>11 ) is constant and equal to 1 I (2rr), while from equation (5.5) it fol­

lows that 

so that (5.8) becomes 

1 
p(xn) = 2rr(1- x~)l / 2 - 1 :S X 11 :S + 1. (5.10) 

We only considered the interval 0 ::; q>11 ::; rr. Because the conneetion be-

tween x 11 and q>11 in the interval 0 :S q>11 :S 2rr is the same, we just have to 

multiply the right hand side of (5.10) by 2 to obtain the complete probability 

distribution of p(xn): 

1 
p(xn) = rr(1- x~)l / 2 - 1 :S X 11 :S + 1. (5.11) 

The surface underneath this probability density distribution is 1 as should 

be. Because p(xn) is a symmetrical function of X 11 , uneven momentsof X 11 are 

zero. The second moment can be calculated as follows: 

For the fourth moment, we can write 

_!_ r cos2 epdep 
n Jo 

:Ion (~ + ~ cos2ep) dep 
1 
2' 

!_ rn cos4 epdep 
n Jo 

:Ion (~+~ cos2ep + ~ cos4ep) dep 
3 
8' 

(5.12) 

(5.13) 

We can now conclude from representation (5.3) that at any moment in 

time x equals the sum of a large number of independent stochastic variables 

x 11 , each having the same probability distribution. According to the central 
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limit theorem (Van Kampen [4], §1.7), the probability distribution of x ap­

proaches the Gaussian distribution. This is even true if Xn, n fixed, is non­

Gaussian, as is the case above. This feature is responsible for the dominant 

role of the Gaussian distribution in all fields of statistics. 

To make the Gaussianity of x plausible, consider the so-called charaderistic 

Ju netion of p( Xn ), defined as: 

(5.14) 

Expanding the exponential term, noting that uneven momentsof Xn are zero 

and using eqs. (5.12) and (5.13), we can write 

J+ l ( . 1 2 2 i 3 3 1 4 4 ) ( ) Gxn(k) = -1 1 + zkxn- 2k xn- 3!k Xn + 4!k Xn + ... Px Xn dxn 

1,2 1 4 6 
1- 4~r + 64 k + O (k ). (5.15) 

The characteristic function associated with a11 xn then reads 

(5.16) 

The charaderistic fundion of the sum of random variables equals the product 

of the charaderistic fundion of the individual terms. Therefore, 

Here, 

Ga1x1 (k)Ga2x2 (k) ... GanXn (k) 
N 

TI GanXn (k) 
n= l 

N N 
La~= 2 L S(wn) ~w = 2C72, 

n = l n=1 

(5.17) 

(5.18) 
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if N --. oo, while 

(5.19) 

where N is the number of parts of width !J.w into which the power density 

spectrum is subdivided. We now have, 

(5.20) 

so that 

as N--. oo. (5.21) 

This is the charaderistic function of the Gaussian distri bution with zero-mean 

and standard deviation CJ. In conclusion, the distribution of x approaches that 

of a stationary Gaussian distribution with the desired properties (zero-mean, 

standard deviation equal to o"). The larger the number of termsin the series 

representation, i.e. the smaller !J.w in the break-down of the power spectrum, 

the smaller the higher order terms will be in comparison to the term retained: 

the series representation will represent more and more a Gaussian distribu­

tion with increasing Nor decreasing !J.w. 

5.3 Power density spectrum of the time-series 

The Fourier transferm of x(t) can be expressed as: 

(5.22) 
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where, in line with (5.1), we have discretised the frequencies: i.e. Wm = 

m!lw = m2rr IT. Substituting (5.1), we can write: 

N 112 j+T/2 . 
A(wm) = E (2S(wn)tlw) -T/2 e-'wmt cos (w11 t + cp11 )dt 

N 1!2j+TI2 L (2S(wn)!lw) (coswmt- isinwmt) 
n=1 -T/2 

(COS q>11 COS W 11 f -Sin ({J11 sin W 11 f) dl 

N 112 {J+T/2 E (2S(wn)!lw) -T/2 (cos q>11 COSWmlCOSW11l 

+i sin ({Jn sin Wml sinw11 t) dt 

j+T/2 
- (sin q>11 cos Wml sin W11 t 

-T/2 

+i cos <Pn sin Wml cosw.t) dt}. (5.23) 

The term in the first integral is an even fundion with respect to t, the term in 

the second is uneven. Hence, 

N 1 2 j+T/ 2 L (2S(wn)!lw) 1 (coscpnCOSWmlCOSW 11 t 
n=1 -T/ 2 

+i sin ({Jn sin Wml sin W11 l) dt 

N 1/2 [1 j+T/ 2 E (2S(wn)flw) 2 cos ({Jn -T/ 2 { cos(wm- W11 )t 

+ cos(wm + W11 )t} dt 

-2
1 i sin q>11 j+T/

2 { cos(wm- W11 )t- cos(wm + Wn)t} dt] 
- T/2 

+ 

~( () )1 /2[1( .. )sin(wm-Wn)ti +T/2 
L..,; 25 W11 !lw 2 coscpn + z sm <Pn (w _ W ) 
n=1 m n -T/ 2 

+ 
1 .. sin(wm+wn)ti +T/ 2] 
-2 (coscpn- z sm q>n) ( ) 

Wm + Wn -T/ 2 

~ (2S(wm)!lw) 112 T(cos ({Jm +i sin <Pm), (5.24) 

where we used the properties 

(wm- Wn)T /2 = (m- n)rr, (5.25) 
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(wm + Wn)T /2 = (m + n)n, (5.26) 

sin((wm- Wn)T /2) 
T/2 for n = m 

Wm-Wn 
sin((wm- Wn)T /2) 

0 for n o:l m 
Wm -Wn 

(5.27) 

sin((wm + Wn)T / 2) 
0. 

Wm+Wn 
(5.28) 

From (5.24) it can be concluded that the Fourier transfarm of a random func­

tion varies itself randornly through its dependency on Cfm· Furthermore, the 

Fourier transfarm grows unboundedly with time T. Quite different is the 

situation if we consider the power density of x(t) which is related to A(w) 
as: 

S(w) = lim 1T IA(w) 12 . 
T ->oo 7T 

(5.29) 

Substituting (5.24), we obtain 

S(w) = lim [2T S(wm)~w(cos2 Cfm + sin2 Cfm)] = S(wm)· (5.30) 
T ->oo 7T 

because T~w/ (2rr) = 1. So, we have shown that S(wn) in series expres­

sion (5.1) corresponds to the discretised value of the power density S ( w) of 

x(t) at W = Wn. 



Chapter 6 

Single degree of freedom 

system: analysis i11 the 
time-domain 

Methods are presented to analyze a single degree of freedom system in the 

time-domain. The approach is complementary to the frequency-domain anal­

ysis presented in chapter 4. Methods and results given can be used to back-up 

direct numerical simulations of systems in the time-domain. 

6.1 Time-domain description of the excitation 

In the previous chapter, a description in the time-domain was presented for 

a stationary Gaussian process. This representation is used to generate a time 

signa! for the excitation of the spring-mass system we intend to analyze: 

P* (t*) 

w* n 

N 

L (2S?(w~)~w*) 1 1 2 cos(w~t* + q>n), 
n=l 

n~w* 0 :::; t* :::; T T=2n/~w* (6.1) 

The break-up of the power density spectrum in discrete parts to generate the 

above time-series was shown in figure 5.1. An illustration of a time-domain 

realization of the excitation according to equations (6.l)is shown in figure 6.1. 
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The power spectrum was described according to eq. (4.13). MATLAB was 

used. We took .0* = 1, !Y.w* = 3 · 10-2, T = 200, N = 103. Random phase 

angles were generated by a random generator, normalized to values between 

0 and 2n. From the generated signal, various interesting statistkal properties 

can be calculated. For this purpose, one can adopt the time averaging meth­

ods of chapter 2. In this way, results for standard deviation, auto-correlation 

and probability distribution can be calculated. Note that the standard devi­

ation should be equal to 1, the auto-correlation should be equal to the cor­

relation shown in figure 3.2 and the probability distribution should be close 

to the Gaussian distribution. The accuracy of the results can be assessed as 

a function of the value of !Y.w*. Also a range of different realizations can be 

generated from which ensemble averages can be determined. Stationarity 

and ergodicity can thus be verified. 

An illustration of the Gaussianity of series representation (6.1) with the 

power density spectrum according to eq. (4.13) has been given in figure 6.2. 

The probability distribution was calculated according to the procedure out­

lined in figure 2.3. While .0* = 1, the spectrum was braken down taking 

!Y.w = 3 and !Y.w = 3 · 10-3 with N = 10 and N = 103, respectively. It is 

seen that Gaussianity impraves with increasing N as forecasted by eqs. (5.17)­

(5.21) in the previous chapter. 
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Figure 6.1. Illustration of a time-domain realization of the excitation for 0* = 1. 
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Figure 6.2. Probability distribution of excitation according to representation (6.1) 

and spectrum (4.13) with 0 * = 1. 
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6.2 Solution in the time-domain 

We shall analyze the response behavior of the spring-mass system formulated 

in dimensionless form: 

x+ o.x +x= P*(t*), 

where 

P* (t*) = P(t) I c, 

t* = w0t . 

(6.2) 

(6.3) 

(6.4) 

The dots denote differentiation with respect to climensionless time t*, c is 

the stiffness or spring constant and wo is the eigenfrequency of the system. 

Eq. (6.2) follows from eq. (4.1) using (6.3), (6.4) and 

wo= JCTm o = d/(mwo). (6.5) 

Given P* ( t*) as described by equation (6.1) and clisregarding any transient 

response, the salution of equation (6.2) can be found by descrihing x as: 

N N 

x= L LXn cos(w~t* + o/n) + L f3n sin(w~t* + rp 11 ). (6.6) 
z=n n=l 

Substitute (6.6) in (6.2) and equate coefficients of terms like cos( w~t* + o/n) 

and sin(w,~t * + (jJn): 

(6.7) 

(6.8) 

from which it follows that: 

(6.9) 

f3 = (2Sn (w*)L1w*/ /2 ow~ . 
n p n (1 - w~2)2 + o2w~2 (6.10) 

Using the property (we sametimes repeat basic algebra to brush-up the an­

alytica! mind; for an overview on algebraic rules and properties of known 
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mathematical functions, see Abramowitz & Stegun [6] which is now also 

available in digital form; property (6.11) can be found under 4.3.17 of [6]): 

cos(z1 + z2) = cosz1 cosz2- sinz1 sinz2. (6.11) 

equation (6.6) can be written as: 

N 

x= L (a~+ ,8~) 112 cos (w~t* + cf>n- arctan(,8n/ an)), (6.12) 
n= I 

where 

( 6.13) 

and 

(6.14) 

From (6.12) and (6.13) it can beseen that the speetral density of the response 

equals solution (4.11) (as should be!). 

The above results can be used to back-up direct numerical simulation re­

sults of the spring-rnass systern. The eguation, i.e. eg. (6.2), can be split-up 

into two first order equations: 

y 

-by- x- P*( t* ). (6.15) 

Implementing the excitation according to eg. (6.1), the above two eguations 

can be integrated nurnerically by standard routines. As initial conditions, one 

can take: x = y = 0 at t = 0. The numerically calculated result will exhibit 

a transient response which decays as e-w: for further details on transient 

response, see section 6.4. Once the transient response has vanished, the result 

should, in statistkal sense, be the sarne as the analytica! solution (6.12) which 

does not exhibit transient behavior. 

6.3 Resonant response 

Insection 4.5 we have seen that resonant response (0* 0(1), J « 1) is 

governed by a small band of freguencies around w* = 1. To describe this 
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behavior, we write 

w~=1+bv~, n=m+No, No=1/!::.w. (6.16) 

Oscillations at natural frequency w* = 1 thus correspond to n No or 

m = 0 in the series representations of the solution. Substituting this in solu­

tion (6.12) and droppingtermsof magnitude b directly compared withorder 

unity we have 

x = ( 
nS?(w* = 1)) 1/ 2 N-No ( 4!::.v* ) 112 

2b mfNo n(1 + 4v~?) 
cos { t* + v:n T* + f{Jm + arctan ( 2~:n) } , (6.17) 

where 

T* = bt*. (6.18) 

Note that v:n = m!::.v* and that v:n extends from -No!::.v* to +(N- N0 )!::.v*. 

Salution (6.17) can also be written as: 

where: 

x = (nS?(~; = 1)) 112 {h(T*)cost* - h(T*)sint*} 

( nsn (w* = 1)) 112 
P 26 a(T*)cos{t* +1/J(T*)}, 

a( T*) = {ff(T*) + J?(T*)} 1/ 2' 

ljJ(T*) = arctan {h(T*)I h(T*)}. 

(6.19) 

(6.20) 

(6.21) 

Here, h ( T*) and h ( T*) are Gaussian random signals: 

N-No ( 4!::.v* ) 1/2 ( ( 1 ) ) 
h(T*) = m].;No. n(1 +4v:n2) cos v~T* + f{Jm + arctan 2v:n ' 

(6.22) 

N-No ( 4!::.v* )1 12 ( ( 1 )) 
h(T*) = m"J;No n(1 + 4v:n2) sin v:n T* + f{Jm + arctan 2v:n , 

(6.23) 
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which are stochastically equivalent to: 

N ( 8~v* ) 112 
h(T* ) =]; n( 1 + 4v~2) cos(v~T*+ q>11 ), (6.24) 

N-No ( 8~ * ) 1/ 2 
h(T*) = L ( ~ *2 ) sin(v~ T*+ q> 11 ). 

n~1 7T 1 + vn 
(6.25) 

These signals hold over the time interval 

0 < T* < T.* - - 0 ' T0 = 2n/ ~v*. (6.26) 

The power den si ties of the signals equal 4 I ( 7T (1 + 4v*2)) implying that their 

standard deviations are equal to unity: 
00 

(ff(T*)) = (f?;(T*)) = (oo (/dv: 2 ) = ~ arctan (2v*) = 1. (6.27) 
Jo n + v* n 

0 

Furthermore, !J(T*) and h(T*) are uncorrelated. This can be shown as fol­

lows: 

(h(T*)h(T*)) 
1 r 

lim T.* ( 0 h (T*)h(T*)dT* 
r0_,oo 0 Jo 

N N 8~v* 
lim \' \' ---:-----;:-,:-:------=-:-:=-

r0_,oo!='o;;;o n (1 +4v~2)(1 + 4v~?) T0 
f Tö' ( T* ) ( T* ) x Jo cos 2nn Tà + q>11 sin 2nm Tà + q>m dT* 

(6.28) 

Here, 

1 Tà ( T* ) ( T* ) Tà la cos 2nn To + q>,1 sin 2nm To + q>m dT* 

fo1 cos(2nnz + q> 11 ) sin(2rrmz + q>m)dz 

= ~ fo 1 [sin(2n(m- n)z + q>m- q>n) + sin(2rr(m + n)z + q>m + q>n)] dz 

1 (1 
2 Jo [sin(q>m- q>n) cos(2n(m - n)z) + cos(q>m- q>n) sin(2rr(m- n)z ) 

+ sin(q>m + q>n) cos(2n(m + n)z ) + cos(q>m + q>11 ) sin (2rr(m + n)z)] dz 

0. (6.29) 
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because the integrals of the oscillatory terms are zero over the interval 0 ~ 

z ~ 1. Hence, 

(fi(T*) /2(T*)) = 0. (6.30) 

The mean-square value of response can now be calculated as follows (using 

eq. (6.19), (6.27) and (6.30)): 

rrS?(~; = 1) ((fi(T*)cost*- /2(T* ) sint*)2) 

rrS?(~; = 1) [(f[(T*)) 2 cos2 t*+(f?(T*))sin2 t* 

-2(h (T*)h(T* )) cos t* sint*] 

rrS?(w* = 1) 
2b 

which is the same as eq. (4.24)! 

(6.31) 

From salution (6.19) it is seen that resonant response to random excita­

tion consists of quasi-deterministic sinusoidal behavior around the natural 

frequency with an amplitude and phase which vary randomly and slowly 

with time (T* = bt*). An illustration of this behavior is given in figure 6.3, 

taking b = 0.02 and T0 = 600. 

Calculating resonant response by direct numerical integratîon of the dif­

ferentîal equation of the spring-mass system can be quite cumbersome. The 

damping term in the equation is very small and at the same time, the deter­

mîning factor for the magnitude of the resonant response: a recipe for prob­

lems! While performîng numerical integration, round-off errors are made. 

These can create an artificial form of damping, which is larger than the real 

damping. To avoid this, very small time steps are required which leads to 

long calculation times. 
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Figure 6.3. Resonant response (0* = 1, b = 0.02) 
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~ 6.4 Transient response 

The solutions presented so far did nottake transient behavier into account. 

Both the solutions for response in the frequency-domain presented in chap­

ter 4 and the solutions in the time-domain given in the previous sections de­

scribe response that is statistically stationary *. In the present section, we 

shall present descriptions for transient behavier due tosome initial condition 

imposed at time zero. More specifically, we shall consider the case where 

displacement and velocity are zero at time zero. 

A description in the time-domain for transient response is simply ob­

tained by using the linearity of the governing differential equation: cf. eq. (6.2). 

A salution can be written as 

x(t*) = xH(t*) + xs(t*), (6.32) 

where x5 (t*) is the stationary salution given by eqs. (6.12)-(6.14). Because 

x5(t*) satisfies eq. (6.2) with random right hand side P*(t*), xH(t*) will be 

the salution of the homogeneaus problem 

(6.33) 

The two basic solutions of this problem are: 

XH = Ae- ó1*12 cos ((1 - b2 /4)112t*) + Be-ó1*12 sin ((1- b2/4)112t*) . 
(6.34) 

At time zero, we require that displacement and velocity are zero: 

x(t*) = x(t*) = 0 at t* = 0 (6.35) 

From eq. (6.32) it then fellows that 

xH(t* ) = -xs(O) , xH(t*) = -xs(O) at t * = 0, (6.36) 

where xs(O) and is(O) are specified by eqs. (6.12)-(6.14) substituting t* = 

0. Given conditions (6.36), the constants A and B of salution (6.33) can be 

evaluated to: 

A = - xs(O) (6.37) 

*With stationary response we mean response of which the statistics (mean value, standard 

deviation, etc.) do not vary with time. The response signa! itself obviously varies with time 

(in a random way) 
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( 2) -1 I 2 ( . IJ ( ) ) B = 1-!J -xs(O)- 2xs 0 (6.38) 

The statistics of response can be determined as follows. The excitation P* ( t* ) 
is a Gaussian process. In that case, any variabie that is linearly related to 

P* (t*) will be Gaussian as well. Also variables that suffer from a time-lag 

with respect to P* ( t*) because of inertia and/ or dam ping. Therefore, the 

probability distribution of x(t*) will be Gaussian. All that remains to be spec­

ified are the parameters that determine this distribution, i.e. mean and stan­

dard deviation. The mean of x(t*) equals the mean of xH(t*) plus the mean 

of x5(t*), which are bath equal to zero (because (P*(t*)) equals zero). Hence, 

(x(t*) ) = 0. 

The standard deviation follows from the mean-square response as: 

u2 (x2 (t*)) = ((xH(t*) + xs(t*)) 2) 

(x~(t*) + x~(t*) + 2xH(t*)xs(t*)) 

(6.39) 

(x~(t*)) + (x~(t*)) + 2(xH(t*)xs(t*)) (6.40) 

Substituting solutions (6.34) and (6.37)-(6.38) we end up with moments 

of productsof xs(t) with xs(O) and .Xs(O). The determination of these cor­

relations, though not impossible, can be quite laborious, depending on the 

shape of the power density spectrum of P*(t*). A more simple situation 

arises in case of resonant response. Such response occurs when damping 

is light, IJ « 1, and the total response is governed by the resonance peak in 

the power density spectrum. When IJ « 1, the time domain description for 

transient response given by eqs. (6.34) and (6.37)-(6.38) can be simplified to: 

XH(t*) = -xs(O)e-T* 12 cos t*- .Xs (O)e-T' 12 sint*, (6.41) 

where, as before, T* = !Jt*. For resonant response, x5 ( t*) can be described by 

the right hand side of eq. (6.19): 

xs(t*) = uo {h (T*) cos t*- h(T*) sint*}, (6.42) 

where h (T*) and h(T*) are uncorrelated Gaussian signals described by eqs. (6.24)­

(6.25). The total response (transient and stationary) is then given by: 

x(t*) = uo (!t(T*)- h(O)e- T* /2) cast* -uo (h(T*)- /2(0)e-T* 12) sint*. 

(6.43) 
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The standard deviation can be assessed as: 

c? (x2 (t*)) 

C/t\ (h(T*)- h(O)e-T' 12f)cos2 t* 

+(/J \ (iz(T*)- fz(O)e-T' 12f) sin2 t* 

-2C/J ( (Iz(T*) - fz(O)e-T' 12) (h (T*) - h (O)e-T' 12)) 

x sin t* cos t* . (6.44) 

Now 

Ul(T*)) + Ul(O))e-r+ 

-2(/1 (T*)h (O))e-T* 12. (6.45) 

Here, 

Ul(T*)) = (ff(O)) = 1: (6.46) 

see eg. (6.27). The auto-correlation of h (T*) follows from its power den­

sity spectrum which is 4/ n(1 + 4v*2. The Fourier transfarm of this spectrum 

(cf. eg. (3.15)) yields the autocorrelation function being e-T' 12: this result is 

easily obtained from eg. (3.8) setting 0 = 1/2, C/ = 1 and noting that the 

auto-correlation associated with eg. (3.8) is C/2e-o.r• (see text subseguent to 

eg. (3.15)). The net result for eg. (6.45) is now: 

(6.47) 

Clearly, the same result is obtained for the second term on the right hand side 

of eg. (6.44): 

\ (Iz(T*) - fz(O)e-T* 12) 
2

) = 1- e-T*. 

For the third term we can write: 

( (h (T*) - h (O)e- T' 12) (Iz(T*) - fz(O)e- r• 12)) 

= (h (T*)fz(T*)) + (h (O)fz(O))e-r 

(6.48) 

- ( (h (O)fz(T*) ) + (fz(O)h (T*))) e-r· 12 (6.49) 
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In view of result (6.30), 

(h (T*)h(T*)) = (h (0)/2(0)) = 0. (6.50) 

Furthermore, using a procedure similar to that of eqs. (6.28)-(6.29) one can 

show that: 

(fi(0)/2(T*)) + (h(O)fi(T*)) = 0 (6.51) 

Here it is noted that the separate correlations are not equal to zero! These 

values can be calculated in the following way: 

(fi (O)f2(T*)) = (fi (T)f2(T + T*)) = lim (Tó h (T)(f2(T + T*)dT. (6.52) 
T0---.oo Jo 

The right hand side can be evaluated upon substituting series representa­

tions (6.24)-(6.25), using addition formulae for trigonometrie functions tobring 

the terms back to productsof terms like sin(2mnT !T0) and cos(2mnT !T0) 
and evaluating the integrals; all this similar to the procedure of eq. (6.29). The 

result is 

(fi(O)h(T*)) = f 2~vsin(vnT*) = {00 2sin(vT*)dv (6.53) 
n=l n(l + 4v~) Jo n(l + 4v2) 

Similarly it can be shown that 

(fz(O)fi(T*)) = _ {00 2sin(vT*)dv 
Jo n(l +4v2) 

(6.54) 

The above cross-correlation functions are zero if T* = 0 but have nonzero but 

opposite values for T* > 0. 

The standard deviation now follows from eq. (6.44) as 

(6.55) 

The Gaussian probability density distribution for transient response is then 

given by 

(6.56) 

The distribution approaches a Dirac b-function around x = 0 as t ----+ oo. For 

T* ----+ oo the distribution evolves to a stationary Gaussian distribution with 
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Figure 6.4. Transient cumulative Gaussian response behavier in case of zero initial 
response. 

standard deviation O'Q. An illustration of the distribution is given is figure 6.4. 

The cumulative Gaussian distribution for transient response reads as 

(6.57) 

where erf is the error function: cf. eq. (1.9). An illustration of the cumulative 

distribution is given in figure 6.5. lt is seen that the cumulative distribution 

evolves from a Heaviside function at T* = 0 to the stationary Gaussian dis­

tribution as T* --> oo. 
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Figure 6.5. Transient cumulative Gaussian response behavior in case of zero initial 

response. 



Chapter 7 

Multi degree of freedom system: 

the tensioned beam 

The beam is a basic element of many constructions of mechanica! engineer­

ing. lts stiffness against lateral deflection can be increased by applying lon­

gitudinal tension at bath ends. A guitar string is a nice example of such 

application. In off-shore structures we find beams and tensioned beams at 

various places. For example, as elements of steel jacket structures; as risers 

in which oil or gas flows from the wellat the sea floor to the production plat­

form (Brouwers [8]); or as ancharing devicekeepinga floating platform at its 

position, see figure 7.1 for examples of such structures. Direct wave loading 

and wave-induced lateral displacement via a floating structure are the cause 

of random response behavior in time. Analyzing the random behavior of the 

tensioned beam is the objective of subsequent chapters. In the present chap­

ter, we shall focus on the tormulation of the governing partial differential 

equations. Furthermore, we shall identify the conditions under which bend­

ing stiffness and stiffness by pre-tensioning prevail. In chapter 8, analysis is 

focussed to the case of a tensioned string, in chapter 9 to the beam. 



74 MULTI DECREE OF FREEDOM SYSTEM: THE TENSIONED BEAM 

Figure 7.1. Illustration of various types of off-shore structures; by courtesy of Royal 

Dutch Shell Exploration & Production 

7.1 Basis equations 

Attention is focussed on the so-called marine riser which connects a floating 

off-shore structure to the oil or gaswellat the sea bottom: Brouwers [8]. The 

riser can be modeled as a tensioned beam which undergoes lateral deflection 

as aresult of direct wave forcing and lateral motion of the floating structure, 

see the sketch in figure 7.2. 

Basic equations can be formulated when applying Newton's second law 

in horizontal direction to an infinitesimal element of the beam, see figure 7.3: 

-dD + d(Tre ) + Fdz = (m ~:~ + d~~) dz. (7.1) 

Equilibrium of moments yields: 

dM= Ddz. (7.2) 

The bending moment is related to deformation according to the Bernoulli-
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Figure 7.2. Riser configuration. 

Euler relation 

(7.3) 

while for small angles, angle and displacement are related to each other by 

the geometrical relation 

(7.4) 



76 MULTI DEGREE OF FREEDOM SYSTEM: THE TENSIONED BEAM 

X+dX 
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dz 

] ........ .............__ Fdz 

miJ 

x 

z 

Figure 7.3. Infinitesimal element of a tensioned beam. 

Substituting equations (7.2)-(7.4) into equation (7.1) yields the partial differ­

ential equation of the tensioned beam: 

(7.5) 

where: 
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x = horizontal deflection 

z = vertical distance from riser base 

t = time 

E = modulus of elasticity 

I moment of stiffness against bending 

Tr = riser tension (Tr > 0) 

m = mass per unit length 

d = damping constant per unit length 

F = external force per unit length 

The bottorn end of the riser is assumed to be fixed to the base: 

x= 0 at z = 0 (7.6) 

and subject to a rotational eenstraint 

E/Px = eb àx at z = o, 
àz2 àz 

(7.7) 

where eb is the rotational stiffness. At the top, the riser is connected to the 

floating structure by a hinge: 

x= V(t) 

Elà2x = 0 
àz2 

at z = L, 

at z = L, 

(7.8) 

(7.9) 

where V(t) is the time-dependent horizontal displacement of the floating 

structure and L is the length of the riser. 

7.2 Tensioned string versus beam 

Two kinds of stiffness can be distinguished in the tensioned beam: bending 

stiffness and stiffness due to tensioning. The question now is: which is the 

important one? To answer this question, consider a beam of length L subject 

toa typicallateral deflection of magnitude a. The magnitudes of the bending 

and tension terros in equation (7.5) are then: 

Elà4x ""' Ela 
()z4 ""' L4 ' (7.10) 

à2x Ta 
T àz2 ~ L2" (7.11) 
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Hence, bending and tension farces campare to each other as: 

(7.12) 

In case of low pre-tension, D1 will be large and bending stiffness dominates. 

The tension farces can be disregarded and we end up with the problem of the 

beam: see chapter 9. 

On the other hand, when D1 « 1, the stiffness of the beam against lateral 

deflection is mainly due to pre-tension (the guitar string!) and bending forces 

can then be disregarded. However, when neglecting bending farces, the gov­

erning partial differential equation reduces from fourth- to second-order in 

z, so that 2 out of 4 boundary conditions have to be dropped. A singular 

perturbation problem results (just as the resonance problem in case of light 

damping in the spring-mass system; see section 4.5). To solve this problem, 

boundary layers have to be introduced at both ends of the tensioned string 

(so boundary layers not only occur in fluid mechanics!). At the bottorn end, 

the boundary layer is described by a local coordinate: 

YJ = 0(1),E « 1. (7.13) 

In termsof this coordinate, we have: 

Eia4x EI a4x 
~ ----

az4 L4t4 ary4' 
(7.14) 

a2x T a2x 
T az2 ~ 

L2E2 ary2. (7.15) 

Bending and tension farces become of the same magnitude as: 

~ _ 0 112 
<::; - 1 . (7.16) 

For large pre-tension, such that E « 1 or D1 « 1, bending forces will only be 

important in small areasof length LE = (EI I T) 112 at both endsof the beam: 

(EIIT) 112 « Lwhen D1 « 1. Outsidetheseareas,i.e. themainsectionofthe 

beam, lateral deflection, angles and curvatures are governed by pre-tension 

farces rather than bending forces. The boundary layers at the top and bottorn 

serveto adjust deflections, angles and curvatures to the values prescribed by 
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the boundary conclitions. Because bencling and tension forces are 4th and 

2nd order derivatives with respect to vertical distance, these terros can be 

assumed todomina te in comparison to all other termsin the boundary layers. 

To show this in explicit terms, introduce the boundary layer coordinate 1J 

defined by equation (7.13) into basic equation (7.5). This gives, after some 

re-ordering of terms: 

(7.17) 

For small €, the right hand side becomes smalland can be disregarded. Be­

cause the boundary layer is very short in length, inertia, damping and exter­

nal forces are relatively small. The boundary layers are areas where response 

is quasi-static in nature. Solutions describe exponential decaying behavior 

over the distance (EIIT) 112• In case of clamped ends (Cb ----. oo in equa­

tion (7.7)) they reveallocal bencling stress increase due to increasing curva­

ture. To avoid any local stress increase, hinges or baH-joints should be in­

corporated at the ends of the tensioned string (like the guitar string). In the 

subsequent analysis, we shall pay no further attention to the boundary layers 

at the top and bottom: for further details, see Brouwers [8]. We shall consider 

the case of the beam without pre-tension (chapter 9) and the string without 

bending stiffness (chapter 8) only. 
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Chapter 8 

Random Vibrations of a 

tensioned string 

As we have shown in the previous chapter, for cases where the dimensionless 

ratio D1 given by eq. (7.12) is small, D1 « 1, forces due to bending stiffness 

can be disregarded. Furthermore, the pre-tension is assumed to be constant 

with respect to z: Tr ( z) = Tr (which is justified if the total weight of the 

riser is much less than the pre-tension applied at the top). The governing 

equation of the tensioned beam, i.e. eq. (7.5) canthen be simplified to that of 

the tensioned string: 

(8.1) 

We disregard lateral displacement imposed at the top. The boundary condi­

tions are: 

x(z, t) = 0 at z=û and z = L. (8.2) 

The effects of boundary conditions imposed on angle and curvature are ac­

commodated by boundary layer type solutions at the top and bottom, see 

section 7.2. These are not considered here. 
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8.1 Separation of variables 

Drop the excitation and damping farces in equation (8.1): 

I a2x(z, t) _ a2x(z, t) 
r az2 - m at2 (8.3) 

To solve this equation we will apply separation of variables [7]. This involves 

expressing the salution x(z, t) as a product of two fundions which only de­

pend on zand t, respectively: 

x(z, t) = g(z)h(t) (8.4) 

Substitution in (8.3) and dividing through g(z)h(t) gives: 

Ir_1_a2g(z) = m-1_a2h(t) 
g(z) az2 h(t) at2 

(8.5) 

The above equation can only hold if the terms on the left-and right-hand side 

are equal toa constant -À (the minus sign is chosen for convenience). This 

results in the following ordinary differential equations: 

À 
--g(z) 

Ir 
À 

--h(t) 
m 

(8.6) 

(8.7) 

We will start with finding a salution for the first differential equation (8.6), 

using x(z, t) = 0 at z = 0, Las boundary conditions. These boundary condi­

tions can now be expressedas g(z) = 0 at z = 0, L because h(t) = 0 leadstoa 

trivia! salution x = 0 for all times t. The general salution for such an equation 

is: 

(8.8) 

The constant A and B can be determined using the boundary conditions. The 

first boundary condition (g(O) = 0 leads to B = 0). The second boundary 

condition only leads to non-trivial solutions in case [Ii;L = nrr with n an 

integer. This leads to the following eigenvalues: 

(nrr)2 
Àn =Ir L n = 1, 2, 3, ... ,co (8.9) 
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with the conesponding eigenfunctions or natural modes: 

gn(z) =sin (nZz) n = 1,2,3, ... ,oo (8.10) 

Following the same procedure for the second differential equation (8.7) 

only leads to trivia} solutions using the initia! conditions h(O) = 0 and dh(O) I dt = 

0: h(t) = 0. This means that the total salution x(z, t) = g(z)h(t) equals zero 

in this case. A non-zero salution is only obtained by introducing a forcing. 

This will be considered in the next section. 

8.2 Expansion in eigenfundions 

The salution of equation (8.1) is written as an infinite series of eigenfunctions 

with time-dependent amplitudes: 
00 

x(z, t) = L Xn(t)gn(z) (8.11) 
11=1 

with gn(z) = sin(mrz/ L). The equation for the amplitudes Xn can be found 

by substituting the above equation into the PDE: 

00 
[ n2n2 . (nnz) ( d2xn(t) dxn). (nnz)] ]; Tr--vxn(t) sm L + m dt2 + ddt sm L = F(z, t) 

(8.12) 

This equation can be solved for xn(t) using well-known properties of orthog­

onality of eigenfunctions gk and gn: 

loL gn(z)gk(z)dz = 0 if k =/: n (8.13) 

and 

(8.14) 

In order to use this property we multiply (8.12) with gk and integrate from 

z = 0 to z = L: 

loL~ [ Tr n~~\n(t) sin (nZz) sin (kZz) + 

( d2xn(t) ddxn) . (nnz) . (knz)] d 
m dt2 + ----;[[ sm L sm L z 

{L (knz) =Jo F(z, t) sin L dz. (8.15) 
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Using the orthogonality properties this can be simplified to: 

(8.16) 

Equation (8.16) can also be written in a form which is equal to that of a spring­

mass system (equation (4.1)): 

where: 
2 2 Tr 

Cn = n l[ L2' 

2 (L (nnz) 
Pn(t) = L Jo F(z, t) sin L dz. 

(8.17) 

(8.18) 

(8.19) 

We see that by expanding the salution in termsof eigenfundions of the ten­

sioned string, the amplitude of each eigenfundion can be described by the 

equation of a single degree of freedom spring-mass system. In chapters 4 

and 6, we have presented methods for analyzing the behavior of xn(t) in case 

of random excitation. 

An interesting question is how the overall response is dominated by one 

of the eigenfundions or eigenmodes. One important factor is the axial shape 

of the excitation. If the axial shape of F(z, t) equals one of the eigenfunctions, 

say F(z, t) = gk(z)f(t), then Pn(t) will only have a value different from zero 

if n = k. This follows directly from property (8.13)-(8.14). Furthermore, if 

F(z, t) is constant with respect to z, F(z, t) = F(t), then: 

Pn(t) = _i_F(t) for n odd, nn 
Pn(t) = 0 for n even. 

(8.20) 

(8.21) 

A nother factor which can lead to do mi nation of one eigenmode are the values 

of the natural frequency of the string: 

_ (Cn)l/2 _ nn (Tr) 112 
Wno- - , 

m L m 
n = 1, 2, 3, ... , oo. (8.22) 
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If one particular natura! frequency, say WkJ has a value which is in the center 

of the power density spectrum of excitation and the others (wk_1, wk+J, etc.) 

have values where energies of excitation are much less, the standard devi­

ation of xk(t) will dominate over the others. This follows directly from the 

results presented in chapters 4 and 6. In other words: as designers we can 

influence response with the value of the eigenfrequencies which depend on, 

amongst others, the amount of pre-tension which is applied. 
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Chapter 9 

Random vibrations of a beam 

As was shown in chapter 7, whenever D1 » 1, bending forces dominate 

over tension forces in differential equation (7.5). Disregarding the tension 

and external forces, we have: 

d4 x d2X dX 
El ()z4 + m é)t2 +dat = 0 (9.1) 

The boundary conditions at z = 0 are: 

x(O,t) = 0 and (9.2) 

and at z = L: 

x(L,t) = V(t) and (9.3) 

The second boundary conditions in eqs. (9.2) and (9.3) describe the situation 

of zero bending stress apparent in case of frictionless bali-joints or hinges. 

Condition (9.3a) describes prescribed random motion at the top (for example 

the motion of a floating structure to which the beam is connected via a hinge). 

9.1 Quasi-static response 

Assume for the time-being that response is quasi-statie, denoted by Xp. In 

that case, we can disregard all dynamica! termsin equation (9.1), so that: 

a4x 
El dZ: = 0. (9.4) 
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Integrating this expression twice gives: 

a2x p-azz - C]Z + Cz. (9.5) 

The constants c1 and c2 are determined using the following boundary condi-

tions: 
a2x 

El-P= 0 
az2 

a2x 
EI azJ = 0 

which yields c1 = c2 = 0. Hence: 

Again, we integrate this equation twice: 

at z = 0, 

at z = L, 

Apply the two remaining boundary conditions: 

Xp = 0 at z=O 

Xp =V at z=L 

which yields c3 = V I Land c4 = 0, so that: 

z 
xp(z) =V· L." 

The total salution of equation (9.1) is written as: 

(9.6) 

(9.7) 

(9.8) 

(9.9) 

(9.10) 

(9.11) 

(9.12) 

(9.13) 

Substituting this in equation (9.1) and using equation (9.12) yields for xh: 

The boundary conditions for this problem at z = 0 as well as z = L are: 

a2xh 
Xh = az2 = 0. 

(9.14) 

(9.15) 



9.2 SEPARATION OF VARIABLES 89 

In conclusion, by adding the salution for quasi-static response we have trans­

formed our problem from a homogeneaus POE with inhomogeneous bound­

ary conditions (equations (9.2)-(9.3)) toa POE with prescribed excitation at 

the right-hand side and homogeneaus boundary conditions: equations (9.14)­

(9.15). This problem is similar to that treated in the previous chapter, except 

that we now have a fourth-order spatial derivative representing bending stiff­

ness instead of a second order spahal derivative representing stiffness due to 

tensioning. 

9.2 Separation of variables 

To apply separation of varia bles, drop the damping and excitation terms: 

a4xh (JZxh 
EI az4 +m atz =0 (9.16) 

Now write x(z, t) as a product of fundions g(z) and h(t): 

x(z, t) = g(z)h(t) (9.17) 

Differential equation (9.16) then becomes: 

EI-1_a4g(z) = -m-1_a2h(t) 
g(z) az4 h(t) at2 

(9.18) 

This equation can only be valid if both fundions are equal toa constant +A. 

This results in the following ordinary differential equations 

(9.19) 

d2h(t) = -,\h(t) 
dt2 m 

(9.20) 

In order to obtain the eigenfunctions we solve equation (9.19). Therefore, we 

choose ea:z as basic salution for the differential equation. It then follows that 

tx2 =±JA! EI and we end up with the following four values fora: 

. (À)! 
IX4 = -l EI (9.21) 
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The solution of g(z) canthen be written as: 

g(z) = A 1e"'' + A 2e"'' +A3 cos [ (:I) l z] +A4 sin [ (:I/ z] (9.22) 

Applying 3 out of the 4 boundary conditions, we find 

(À)! g(z) =A4 sin( EI z) (9.23) 

Implementing the boundary condition g = 0 at z = L, one gets (i1 ) 114 L = 
nn with n an integer. The eigenvalues thus are: 

n = 1, 2, 3, ... , oo. (9.24) 

The associated eigenfunctions are: 

gn(z) =sin (nZz) (9.25) 

9.3 Eigenfundion expansion 

lf we now add the excitation and damping force, we can solve eg. (9.14) by 

expansion in eigenfunctions: 

()4 x ()2 x d x z ( .. . ) 
EI é1z4 + m é1t2 + d éJt = - L mV + dV . (9.26) 

Substitute x(z, t) = E~=l xn(t)gn(z) into equation (9.26) to obtain: 

E [ Eln~~ Xn sin (nZz) + ( m d;~n + dd:tn) sin (nZz)] = 

-i (mV + dV). (9.27) 

As in the previous chapter, multiply the left-and right-hand side of this equa­

tion with gk(z) and integrate over z from z = 0 to z = L. Using the orthogo­

nality property 

for k -/= n (9.28) 

for k = n (9.29) 
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we have: 

The integral can be evaluated as: 

1 loL z . (nnz) - -sm - dz 
L o L L 

so that equation (9.30) becomes 

fo1 xsin(nnx)dx 

_ _!__ rl xd[cos(nnx)] 
nn Jo 
xcos(nnx) 1

1 1 lol ( )d - +- cos nnx x 
nn 0 nn o 

cos(nrr) 1 . 1
1 

- + -( )2 sm(nrrx) 
nn nn 0 

cos(nrr) ( -1)n+I 

nrr nrr 

El n4rr4 d2xn ddxn = 2( -1)n ( v·· dV.) 
L4 Xn + m d 2 + d m + . t t nn 

91 

(9.30) 

(9.31) 

(9.32) 

Each amplitude of an eigenfundion is thus described according to an ordi­

nary rnass-spring system with random excitation. The eigenfrequencies are: 

- n2rr2 {Ei 
Wno- L2 y -;;;· (9.33) 

Note the difference with the eigenfrequencies of the tensioned string that are 

given in equation (8.22). Equation (9.32) can be solved further according to 

the methods presented in chapters 4 and 6. 

9.4 The general problem of the tensioned beam 

The general problem of the tensioned beam as described by equation (7.5) 

and boundary conditions (7.3)-(7.4) can be solved by combining the methods 

presented in chapter 6 and the previous sections of the present chapter: 
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1. Derive a quasi-static salution associated with the prescribed motion at 

the top: 

(9.34) 

subject to the boundary conditions as given in eguations (9.2)-(9.3). The 

salution will be of the form: 

Xp = j(z)V(t). 

2. The total salution is: 

x= Xp + xh 

where xh is a salution of the problem 

subject to the homogeneaus boundary conditions: 

êPxh 
Xh = -- = Ü 

()z2 
at z=Ü and 

(9.35) 

(9.36) 

z = L. (9.38) 

3. Expand xh in eigenfunctions E11 (z) with eigenvalues Àn which are the 

solutions of 

Eld4En - !!_ (T ( )dEn)- A E = 0 
dz4 dz r z dz n n 

subject to the four boundary conditions: 

En= d2En = 0 
dz2 

at z=O and z=L 

(9.39) 

(9.40) 

4. The solutions of equation (9.37) are an infinite series of eigenfunctions, 

n = 1, 2, 3, ... , oo with prescribed values for À 11 , n = 1,2, 3, ... , oo; the 

eigenvalues. The salution for xh can be written as: 

00 

Xh = L Xn(t)En(z). (9.41) 
n=l 

The amplitude of each eigenfundion is described by an equation which 

is similar to that of the single degree spring-mass system. lt is ob­

tained by substituting equation (9.41) into (9.37), multiplying the left-
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and right-hand side by the adjoined eigentunetion Ek(z ), integrating 

with respect to z from z = 0 to z = L and using the orthogonality prop­

erty: 

laL En(z)Ek(z)dz = 0 for k-:/:: n (9.42) 

laL En(z)Ek(z)dz = i:\:: 11 for k = n (9.43) 

Note that Ek(z) is not necessarily the same as En(z). Methods for deriv­

ing Ek or its governing adjoined differential equation can be found in 

Courant & Hilbert [7]. 

5. The equation for each amplitude of the eigentunetion is now obtained 

by substituting equation (9.41) in POE (9.37), multiplying leftand right 

hand with Ek(z) and integrating with respect to z from z = 0 to z = L: 

laL~ {xn(t) (Eld4~;iz)- :zTr(z)dE;;z))Ek(z) 

( d2xn dxn) ( - } + m dt2 + ddt E11 z)Ek(z) dz 

=laL F(z, t)Ek(z)dz- (mV + dV) laL f(z)Ek(z)dz (9.44) 

Substituting equation (9.39) into the first term, using the orthogonality 

property (9.42)-(9.43) and dividing all terms by i:\:: 11, we have for each 

amplitude of the eigenfundions the ordinary spring-mass type prob-

lem. 

(9.45) 

where 

Pn(t) = a;;-1 laL F(z, t)E11 (z)dz -a;;-1 (mV + dV) laL J(z)En(z)dz. 

(9.46) 

The natura! frequencies are Wno = ( Àn I m) 112, n = I, 2, 3, ... , oo. This 

problem can be further handled in the usual manner. 
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Chapter 10 

Peak and extreme stafistics 

Given a Gaussian randomsignalof the variabie x(t), the probability density 

of all possible values of x is given by a Gaussian distribution. The Gaussian 

distribution is determined by the mean value and standard deviations, see 

equation (1.7). The previously presented methods enable specificatien of the 

standard deviation of x(t); its mean value (if relevant) can be calculated by 

standard methods of static structural analysis. So the probability distribution 

of instantaneous values of x, that is the percentage of time that x(t) lies be­

tween certain values, is fully specified. Given a record of random fluctuations 

x(t) in time (see figure 10.1), however, the statistics of the peak values of x(t) 
are different from those of the instantaneous values. Furthermore, the extreme 

value of x( t ), i.e. the value of the large st peak in a given record of certain du­

ration is subject to uncertainty; it will be different for different realizations of 

the process. Also, the statistics of extreme values will be different from those 

of Gaussianly distributed instantaneous values. Peak values are important 

for assessing Jatigue damage in mechanica! structures; extreme val u es are im­

portant for analyzing the possibility of yield. This means that there is a great 

need in deriving expressions for these statistics in mechanica! engineering 

practice. Deriving these expressions is the objective of this chapter. 
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Figure 10.1. Peaks and extreme of a random record. 

10.1 Peak statistics 

The simplest case for determining the statistics of peaks is that of narrow-band 

response. That is, response which is governed by a narrow-band of frequen­

cies as, for example, is the case for resonant response: sections 4.5 and 6.3. 

Response can then be described by a sinusoirlal wave of which the amplitude 

varies slowly and randomly with time. Clearly, the statistics of peaks in such 

a signal are those of the amplitude: see figure 6.3. To derive its probability 

distribution, we write (see also equation (6.19)): 

x= p(T*) sin {t* + tp(T*)}, {10.1) 

where T* is 'slow' time defined as: 

T* = t5t*, (10.2) 
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with 6 « 1. For the time derivative, we have: 

d (T*) 
p(T*)cos{t* + 1/J(T*)} +6 ~T* sin {t* + 1/J(T*)} 

d•11(T*) 
+ 6 ~T* p(T*)cos{t*+l/J(T*)}. (10.3) 

Because 6 « 1 we can approximate x with a relative error of 0(6) by: 

x= p(T*) cos { t* + 1/J(T*)}. (10.4) 

Response x and its time derivative are uncorrelated, i.e. their covariance is 

zero, because for stationary processes we can write: 

(xx) = xx lim -T1 fr x(t*)x(t*)dt* 
r _,oo Jo 

lim _Tl fT xdx 
r -+oo Jo 

f~ ~ (~x2 (t*)) ~ = 0. (10.5) 

The standard deviation of x is equal to that of x. This can be seen as fol­

lows. The standard deviation of x is related to the power density of x by (see 

equation (3.7)): 

a} = fooo Sxdw. (10.6) 

According to the theory of chapters 3 and 4, we have for the power density 

of the time derivative of x: 

so that the standard deviation of x is given by 

(J; = !ooo w2Sxdw. 

(10.7) 

(10.8) 

In case of lightly damped (6 « 1) resonant response, the power density of x 

peaks sharply in a narrow band of frequencies near the natural frequency. As 

wis made dimensionless with the natura! frequency, Sx will peak at w = 1. 

So the value of the integral in equation (10.8) is mainly deterrnined by values 

of Sx at and very close to w = 1. Therefore, for 6 « 1, 

(10.9) 
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The joint Gaussian distribution of x and x can now be expressedas (cf. equa­

tion (1.11)): 

(10.1 0) 

The value of pand lp, 0 ::; p ::; co, 0 ::; lp ::; 2rr is uniquely related to that of x 

and x, -co ::; x ::; co, -co ::; x ::; co. That is, for any particular value of x and 

x there is only one conesponding value for pand lp, and vice versa. In this 

case, the joint probability that X ::; x and X ::; x is equal to that of p ::;p and 

'Y ::; tp: 

P(p,lp) = P(x,x)l 
x=x(p,lJ! ),x=x(p,lJ!) 

Cumulative probability is related to probability density as: 

( . ) _ a2 P (x, x) 
p x,x - axax . 

(10.11) 

(10.12) 

so that we can derive from (10.11) the following relation for probability den-

si ties: 

{ I dxdx I} p(p,lp) = p(x,x) - . 
dpdlp x= x(p,lJ! ),x= x(p,lJ! ) 

(10.13) 

The Jacobian can be evaluated as: 

I ~~ ~~ - ~~ ~~ I 
p [cos2(t* +lp)+ sin2(t* +lp)] = p. (10.14) 

Noting that x2 + x2 = p2, the joint distribution of p and lp now becomes 

(10.15) 

This can also be written as the product of two independent probability den­

sities of amplitude and phase: 

p(p,lp) = p(p)p(lp). (10.16) 

where 

0 ::; p ::; co. (10.17) 



10.1 PEAK STATISTICS 

and 

Note that 

1 
p(l/J) = 2rr 

loco p(p)dp = 1 and 
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0 ::::; lfJ ::::; 2rr. (10.18) 

r2rr 
Jo p(lfJ)dlfJ = 1: (10.19) 

the total surface underneath the probability density must be equal to one as 

should be (because the cumulative probability must become equal to one at 

the upper boundary of the domain, see equation (1.1)). 

The probability density according to equation (10.17) is known as the 

Rayleigh distribution. It is shown in figure 10.2. 

0.2 0.4 0.6 1.2 1.4 1.8 2 -
Figure 10.2. The Rayleigh distribution: eguation (10.17). 

The above shown distribution for peaks applies to a narrow-band pro­

cess as is the case in, for example, resonant response. For more general non­

narrow-band processes, the peak distribution is more complicated. In fact, it 

canthen bedescribed by Rice's distribution: see Robson [1]. The high-tails end 
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of this distribution, that is the probability density of the high values of p in 

Rice's distribution, can be conservatively approximated by the Rayleigh dis­

tribution [1 ]. Therefore, the Rayleigh dis tribution represents a conservative 

estimate to the real peak distribution. In this sense it can be used to estimate 

fatigue damage due to a large number of stress peaks apparent in a mechan­

ica! structure. 

10.2 Fatigue damage 

The cumulative damage which occurs at some place in a mechanica! engi­

neering structure due to cyclic stresses can be assessed using Miner 's hypoth­

esis. It implies that the total damage equals the sum of the damage due to 

each individual stress cycle. The damage d; due to a single cycle with stress 

amplitude p; is given by 

(10.20) 

where f3 and i\. are material constants. Their values are assessed from cyclic 

fatigue tests. The total damage is: 

n 

d = Lf3P~· (10.21) 
i=1 

To avoid failure during lifetime, 

d < 1. (10.22) 

The coefficient i\., i\. > 1, in equation (10.21) reflects the fact that larger stress 

peaks contribute more than smaller ones. For welds, i\. can have values of 

about 4: American Welding Society. In that case, a stress amplitude which 

is two times larger leads to an accumulated damage which is 16 times larger, 

implying that the total number of cycles before failure will be 16 times smaller. 

In our problem, the stress cycle is random in nature. We can write for 
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large numbers of cycles n: 

d 

(10.23) 

where p(p) is probability density of peaks. The number of cycles can be cal­

culated from the average frequency of the random stress record: 

-2 fooo w2Sdw 
w = .:....:<...-=---

J;sdw ' 
(10.24) 

where 5 is the power density of the stress record. The number of cycles now 

is: 
T 

n = 2nlw' (10.25) 

where 2rr I w is average time between peaks and T is total time. 

The damage can now be calculated once we know the probability density 

of peaks. Because i\ is relatively large, the con tribution to the integral in equa­

tion (10.23) will mainly come from large values of p, i.e. the large tails end of 

p(p). Fora Gaussian random process, this part of the peak distribution can 

be conservatively described by Rayleigh's distribution: cf. equation (10.17). 

In this case, 

Taking 1J =pI(]' 

(J'À2À/ 2 fooo tAI2e-tdt 

(J'À2À12r(l + i\12) 

{10.26) 

(10.27) 

(10.28) 

where r is the Gamma function which can be found in Abramowitz & Ste­

gun [6], chapter 6. The fatigue damage then becomes: 

(10.29) 
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For À= 4, r(1 + À/2) = 2 in which case d = 8{3nu4. 

The above relations can also be used to calculate the amplitude of an 

equivalent deterministic sinusoidal stress cycle: that is, a sinusoidal stress 

cycle which leads to the same fatigue damage as that caused by the random 

cycle. The equivalent amplitude Peq follows from the equality 

(10.30) 

which can be evaluated to 

( roo ) 1/ À 

Peq = Jo p"-p(p)dp (10.31) 

Substituting the expression for the integral given by eqs. (10.26)-(10.28), one 

has 

Peq = uJ2 (f(1 + À/2) )11 A. (10.32) 

For À = 4, this becomes Peq = 1.68u. 

10.3 Extreme stalistics 

Consicier the probability P(p) that any of the peaks out of a time record hav­

ing n peak.s will be less than a particular value p. The probability that all of 

the n peak.s are less than pisthen (see also Longuet-Higgins [9]): 

Pp({J) = pn(p) I ' 
p=p 

(10.33) 

where P(p) is the CDF of peaks: 

P(p) = fop p(p )dp. (10.34) 

As shown insection 10.1, for narrow-band processes peaks are described ac­

cording to the Rayleigh distribution (which represents, as mentioned before, 

also a conservative estimate to the distribution of the larger peaks in case of 

more general non-narrow-band Gaussian processes): 

(10.35) 
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so that 
Pp({J) = (1-e_f32/(2o'2) r 

The POF of extremes is then 

103 

(10.36) 

(10.37) 

In figure 10.3 we have shown the density of extremes for number of peaks n = 

103 and n = 104. The density shifts to highervalues when n increases, as to 

be expected! Knowing the duration of a stationary state of random excitation, 

i.e. the number of peaks n, we can quantify the possible values of the largest 

peak which are some multiple of the standard deviation. This enables us to 

estimate the likelihood of overstressing leading to yield at sensitive places in 

a mechanica! engineering structure. In off-shore structures, one considers in 

general the so-called 100-years storm: a stationary sea-state lasting about 3 

hours and having a probability of occurring once in 100 years. The number 

of peaks in such a period is typically 103. Methods of random analysis as 

presented in previous sections are used to calculate the standard deviation 

of stress during such a sea-state. The statistics of extremes are subsequently 

used to analyze the possibilities of overstressing. 
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Figure 10.3. Probability density of the extreme peak normalized with standard devi­

ation for different values of n (number of peaks). 



Chapter 11 

Non-linear analysis: Some 

general observations and 
numerical time-domain 

sin1ulation 

The methods of analysis presented in the previous chapters were concerned 

with linear systems subject to Gaussian random excitation. In case of linear 

systems subject to Gaussian excitation, response is also Gaussian. Governing 

probability distributions of response variables are thus known; all that is nec­

essary is specificatien of the parameters of these distributions, e.g. standard 

deviations, using the methods presented in the previous chapters. lf the sys­

tem is non-linear, however, the situation is rather different. The probability 

distributions of instantaneous response become non-Gaussian, peak statis­

tics become non-Rayleigh or non-Rice, etc. For each particular non-linear 

system, the probability distributions as well as their parameters have to be 

determined. 

A crude method to handle non-linear systems is by numerical time-domain 

simulation. It is in fact straightforward application of the results presented 

in chapter 5. Gaussian excitation is generated by a series of sinusoidal waves 

with randomly chosen phase angle: equation (5.1). The differential equa-
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tion which describes the system to which the excitation is applied is solved 

numerically in the time-domain (and space-domain if necessary). Statistica! 

parameters of response can be derived from the generated random record us­

ing previously presented methods. Ensuring that instationary transients are 

removed from the time-record, the probability distribution of instantaneous 

response can be assessed according to the procedure presented in figure 2.3. 

Momentsof response can be calculated according to equation (2.4). By gen­

erating a large series of different realizations, statistica! parameters can also 

be gathered from ensemble averaging: see figure 2.2. But in all these cases, 

the numerical approach is lengthy and time-consuming; in particular, if one 

wants to achieve accuracy in the assessment of the tails of the distributions, 

such tails being of prime importance for the evaluation of fatigue damage and 

extreme response. Moreover, numerical results yield only data; obtaining in­

sight into the effect of design variables on design criteria from these data is 

rather cumbersome. Analytica! methods for handling random processes are 

therefore the preferred way for the designer. But such methods only exist for 

specific non-linear problems. Some of these that are particularly important 

for mechanica! engineering practice, will be considered in the next chapters. 
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Non-linear quasi-static response 

Whenever there is a direct non-linear relation between two stochastic vari­

ables, the statistica} relationships between these two variables can be derived 

using well-known methods of probability theory. With direct relationship 

we mean a relation without time-delay. In dynamica} systems such as the 

spring-mass system of chapters 4 and 6 and the tensioned beam of chap­

ters 7, 8 and 9, a direct relationship will occur when the inertia and damping 

forces play a minor role. This will happen if the center of gravity of the power 

density spectrum of excitation is at frequencies which are much lower than 

the natural frequency of the system. Response is then primarily governed 

by excitation forces and static restoring forces. The restoring forces can be 

non-linear as a result of non-linear, non-elastic behavior of the structure. But 

non-linearity can also occur through the excitation force. An example of the 

latter is the non-linear drag force acting on members of off-shore structures 

due to water veloeities associated with random waves on the sea surface. 

These drag forces are particularly important in case of large waves acting on 

relatively small members of off-shore structures. We shall treat this problem 

in some detail as an example of how to praeeed in case of quasi-static non­

linear behavior. 

The drag force acting on a bluff body in fluid is proportional to the square 

of the velocity v of the fluid perpendicular to the body. In case of alter­

nating fluid velocity, the force will be proportional to vlvl. Fora linearly 

quasi-statically responding structure, the response variabie will also be pro-
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portional to v I v 1. Therefore, 

x= twlvl, (12.1) 

where x is response varianee and IX constant of proportionality; the value of IX 

can be calculated by applying static analysis under unit force. The velocity of 

the fluid due to wind-generated waves can, in genera!, be well-presented by 

a Gaussian distribution. To derive the distribution of x given relation (12.1) 

we note that there exists a one-to-one relationship between x and v: for each 

value of v there is only one value of x and vise versa. In this case, the proba­

bility that X < x is equal to the probability that V < v(x): 

P(x) = Pv(v) 
v=v(x) 

where v = v(x) fellows from the inverse of relationship (12.1). 

v = (IXI xl)-1 /2 x, 

(12.2) 

(12.3) 

(to derive this relation consider first v > 0, x > 0 and subsequently v < 
0, x < 0 and combine the results). Cumulative probabilities are related to 

probability densities as 

Pv(v) = dPv(v) 
dv 

( ) _ dP(x) 
p x - dx ' 

so that we can derive from equation (12.2): 

p(x)={pv(v)~~vl} . 
X v=v(x) 

For Pv ( v) we take the Gaussian distribution 

Furthermore, 

Pv(v) = 1 e-v2/ (2u~) . 
f7vv'2ii 

(12.4) 

(12.5) 

(12.6) 

(12.7) 

Relation (12.4) can now be evaluated to the following probability density of 

x : 

(12.8) 
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The standard deviation (/x of x follows from: 

(12.9) 

where wetook x= 2tx(/'/;t. In (12.9) ris the Gamma function: Abramowitz & 

Stegun [6], chapter 6. In termsof (/x, equation (12.8) becomes: 

(12.10) 

For the cumulative probability density we can write: 

!x 1 ft=.J3x/(2o"x) , 
P(x) = p(x)dx = - iti - 112e- 11'dt, 

-00 2fo -00 

(12.11) 

with x = 2(J"xt I J3. The integral on the right-hand side can also be expressed 

in terms ofthe incomplete Gamma fundion ')'(x1, xz): Abramowitz & Stegun [6], 

chapter 6: 

(12.12) 

In fact, this result could have been directly obtained by substituting eq. (12.3) 

in eq. (12.2) using eq. (1.10) and noting that the incomplete Gamma function 

can be expressed in the error function: Abramowitz & Stegun [6], property 

6.5.16. In figure 12.1, the above distribution has been shown and compared 

with the Gaussian distribution. It is seen that for large values of x I (/x, the 

probability of nat being exceeded is less in case of the above distribution. lt 

reflects a larger probability of obtaining large values at equal standard devi­

ation due to quadratic loading. 

Given a non-linear direct relationship between wave loading and response, 

it is also possible to derive descriptions for the probability distributions of 

peaks invoking the narrow-band model. In this way it is possible to derive 

analytical expressions for fatigue damage and extreme statistics in case of 

non-linear quasi-static behavior: Brouwers and Verbeek [11]. This approach 

can be applied to many other non-linear problems as long as the non-linear 

behavior is quasi-statie. 
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Figure 12.1. CDF for Gaussian process and for drag loading. 



Chapter 13 

Non-linearly damped resonance 

As mentioned before, analytica! methods for handling non-linear problems 

of random vibration are only available for specific cases. One of these cases 

is non-linearly damped resonance of a rnass-spring system. In case of light 

damping, the governing eguation can be reduced using two-scale expan­

sions. The resulting stochastic problem can be treated by a Fokker-Planck 

eguation. 

13.1 Two-scale expansions 

Attention is focussed to a rnass-spring system with non-linear power-law 

damping: i.e. the damping force eguals dil x la. In dimensionless form ap­

plying the non-dimensioning of egs. (6.2)-(6.5), the eguation of motion is: 

.x+ oxlxla +x= P*(t*), (13.1) 

which becomes equal to eg. (6.2) for IX = 0 (linear damping). The excitation is 

a stationary Gaussian process described according to eguation (6.1). When­

ever o « 1, damping will be unimportant in solutions of eg. (13.1) except 

for freguencies close to the natural freguency w* = 1. This becomes appar­

ent when disregarding damping and analyzing the behavior of the salution 

of the resulting equation in the freguency domain: see section 4.5. Therefore, 

when focussing on the salution appropriate for resonance, we can limit atten­

tion to the behavior,of the excitation in a narrow band of freguencies around 
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w * = 1. This can be modeled as: 

w* = 1 + ol'>v* v* = 0(1). (13.2) 

The exponent f3, f3 > 0, is 1 in case of linear damping; its value appropri­

ate for non-linear damping will be determined below. The excitation de­

scribed by eq. (6.1) can now be approximated by (analogous to the procedure 

of eqs. (6.16)-(6.25)): 

(13.3) 

where 

v~ = m!:J.v* (13.4) 

Eq. (13.3) can also be written as (see again eqs. (6.16)-(6.25)) 

P(t* ) = 2otli 2S~ 12 (h (T*) cos t* + h(T*) sint*), (13.5) 

where 
N 

h (T*) = L (!:J.v*) 112 cos(v,:T* + IPn), (13.6) 
n=I 

N 

h(T*) = - L (!:J.v*)112 sin(v~T* + <pn)· (13.7) 
n=I 

Here, h (T*) and h(T*) are Gaussian white-noise processes of power density 

1/2 (compare the above equations with eg. (5.1)). Furthermore, h (T*) and 

h(T*) are uncorrelated: 

_ 1 J +T / 2 
(/I/2) = hh = lim -T /IhdT* = 0: 

T---too -T/2 
(13.8) 

the prove of this is similar to the procedure of egs. (6.28)-(6.30). 

The excitation consists of sinusoidal waves with randomly and slowly 

varying amplitudes: cf. egs. (13.5)-(13.7). In view of the two times t* and 

T* apparent in the excitation, we also assume that the salution of eg. (13.1) 

exhibits the two times t* and T*: 

(13.9) 
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so that 
x= dx gf3 dx 

at*+ aT*' 

x= d2x 2Jf3 d2x O(J2f3). 
dt*2 + dt*dT* + 

Substituting eqs. (13.9)-(13.11) and (13.5) into (13.1) yields: 

2Jf3 d2x b dx I dx ltt 
x+ dt*dT* + at* dt* 

2Jf312S} 12 (h (T*) cos t* + h(T*) sint*) 

+0(J2f3) + O(J1+f3) + O(ó1+ttf3). 

For small b we can disregard all terms except the first two: 

d2x 
dt*2 +x= 0 if b- 0, 

the solution of which is: 

x= Pa(T*) cos(t* + cp(T*)), 

113 

(13.10) 

(13.11) 

(13.12) 

(13.13) 

(13.14) 

where amplitude and phase can vary with the second and slow time T*. The 

value of the exponent 1 has yet to be determined. 

A problem like eq. (13.12) gives rise to supposing a solution for x in terms 

of a perturbation expansion in powers of b as: 

(13.15) 

Equations for x1, x2, etc. are obtained by substituting expansion (13.15) in 

eq. (13.12) and equating terms of equal order in b. The largest or leading 

order are the terms formed by the first two termsin eg. (13.12) expressed in 

d2X1 
dt*2 + XJ = 0, (13.16) 

which is of course the problem formed by eq. (13.13) with solution: x1 = 

a(T*) cos(t* + cp(T*)). The next order of terms lead to the problem: 

-2Jf3-~J a2xl - g1+tt')'-~JdX] I dX] ltt 
dt*dT* dt* iJt* 

+2Jf3 12-'l'-~J 5~ 12 (h (T*) cos t* + h(T*) sint*) (13.17) 
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Now, meaningful solutions are only obtained if the terms on the right hand 

side are all of order ó0 . Hence: f3- fl = 1 +IX"(- fl = {3/2 - ry- fl = 0, so 

that 
2 

{3=2+1X 
1 

ry=-2+1X. (13.18) 

In termsof these values and substituting the salution for x 1, eq. (13.17) be­

comes: 

2d~* (a sin(t* + <P)) + ai+a sin(t* + <P) I sin(t* + <P)Ia 

+25~ 1 2 (ficost * + /2sint*). (13.19) 

Here, the term that is due to damping can be expanded in a Fourier series: 

sin(t* +<P)I sin(t* +<P)Ia = IXt sin(t* +<P) +a2sin2(t* +<P) + ... (13.20) 

where 

(13.21) 

where Bis Beta function and ris Gamma function: Abramowitz & Stegun [6], 

chapter 6. 

Implementing eq. (13.20) and using addition formulae for trigonometrie 

functions, eq. (13.19) becomes 

{ 2 d~* (a cos <P) + IXJ aa+ 1 cos <P + 25~ 12 h ( T*)} sint* 

+ { 2 d~* (a sin <P) + a1aa+I sin <P + 25~ 1 2 h (T*)} cos t* 

+1X2 cos 2</J sin 2t* + a2 sin 2</J cos 2t* + ... (13.22) 

The basic solutions of the homogeneaus part of the above differential equa­

tion are sin t* and cos t*. Terms like sin t* and cos t* on the right hand side 
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of eq. (13.22) then give rise to particular solutions of the type t* sint* and 

t* cos t*. These grow unboundedly with increasing t*. To arrive at meaning­

ful solutions, we have to avoid this behavior; that is, we have to set the coef­

ficients of the terms like sint* and cos t* on the right-hand side of eq. (13.22) 

equal to zero. This criterion for avoiding secular behavior is at the heart of the 

two-scale method. lt leads to specification of the equations governing ampli­

tude and phase: 

d 
2 dT* (a cos 4J) + lXIaHa cos 4J = -25~ 12 h (13.23) 

2_!j_(asinm) +a al+asinm= -25I1 2f dT* 't' I 't' 1 I (13.24) 

The above equations determine the amplitude and phase of solution (13.14). 

13.2 Derivation of the Fokker-Planck equation 

Eqs. (13.23) and (13.24) are two-coupled first order equations for amplitude 

and phase with white-noise excitation. These equations can be transformed 

into a so-called Fokker-Planck equation for the transient joint probability 

density distribution of amplitude and phase. Advantage of this transforma­

tion is that the resulting Fokker-Planck equation is a linear partial differen­

tial equation, in contrast to eqs. (13.23) and (13.24), which are non-linear for 

general values of a. As we shall see later, the Fokker-Planck equation asso­

ciated with eqs. (13.23)-(13.24) can be solved yielding explicit descriptions of 

the stationary probability distribution of amplitude and phase. The Fokker­

Planck equation was initially derived in conneetion with modelsof random 

motion of molecules. In later years, the approach has been extended to non­

linear problems: e.g. Stratonovich [3] and Van Kampen [4]. Below, we shall 

present a heuristic derivation of the Fokker-Planck equation associated with 

eqs. (13.23)-(13.24). These two equations can be formulated as: 

du - I /2 * dT* - - g(u) +SI f(T ), (13.25) 

where 

(13.26) 
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1 
g (u) = 2/XJu (uf + u~)a: 1 2, 

f(T*) = -(h(T*),/J(T*)), 

where h and h are white noise or ó-correlated processes. 

(13.27) 

(13.28) 

Objective is to derive an equation that describes the probability density 

Pu(u, T* ) given equation (13.25) . From (13.25) it follows that 

u(T* + flT*) = u(T*)- g (u(T* + flT*) )M + S~ 12F(flT*) +o(flT*), (13.29) 

where o(flT*) is used to indicate a rest term that goes to zero more rapidly 

than flT* if flT* ___., 0. The function F(flT*) is defined as 

T*+t>T* 
F(flT*) = { f(r)dr. 

}p (13.30) 

The white-noise is zero-mean. Hence, 

(F(flT* )) = 0. (13.31) 

Furthermore, 

(13.32) 

where we used the property that h and h are mutually uncorrelated white 

noise processes of power density 1/2, in which case the autocorrelation func­

tions of h and h are Dirac ó-functions with intensity ~ : see eq. (3.14). Fur­

thermore, we note that higher ordermomentsof Fm are o(flT*). 

Equation (13.29) provides arelation between the statistkal values of u(T* + 
l':lT*) denoted by u' and of u(T*) and F(flT*) denoted by u" and F: 

u" =u'+ g(u')flT* - S~ 12F (13.33) 
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Using methods of transformations of random variables (Van Kampen, §IS [4]), 

the following relation between the probability densities of u' , u" and F de­

noted by Pu(u', T* + !Y.T*), Pu(u", T*) and PF(F,!Y.T*) can be given: 

Pu(u', T* + !Y.T*)dVu' = j PF(F, !Y.T*)pu(u", T*)dVFdVu" (13.34) 

where use was made of the property that Fis statistically independent of u". 

Invok.ing (13.33) we can expand as 

Pu(u", T*) Pu(u' + g(u')!Y.T*- S~ 12F, T*) 

Pu(u', T*) + L dpu~u'; T*) (gk(u')!Y.T*- S~ 12h) 
uk 

1 d2 pu(u') * 
+-251 L a 'a I FjFk + o(!Y.T ). (13.35) 

uj uk 

Expanding the left-hand side of equation (13.34) for small tY> T* and imple­

menting (13.35) in the right-hand side, we have 

( 1 *) dp11 (u', T*) AT*= dVu" J (F AT*) { ( t T*) Pu u I T + ar· L.l dVu' PF I L.l Pu u I 

+ L dpu~u'; T*) (gk(u)!Y.T*- sv2Fk) 
uk 

1 "d2 pu(u', T*) } ( *) 
+2S1L- dujdu~ Fjh dVF+o!Y.T 

= I du" I { ( 1 T*) "dpu(u', T*) ( )!Y.T* 
d t Pu U ' + L- :. t gk U 

u ouk 

+ ~nS "d2 pu(u',T*)!Y.T*}+o(!Y.T*) (13.36) 
4 1 L.- duf · 

where we used equations (13.31)-(13.32) to evaluate momentsof F. The Jaco­

bian can be assessed as fellows: 

I d "I 1 + ~tY>T* ~tY>T* a ~ = au] auz. = 1 +" gk !Y.T* + o(!Y.T*) 
du' ag2 tY> T* 1 + ~ tY> T* L- du' · au; au2 k 

(13.37) 

Leaving out the primes and collecting terms like tY> T*, one finds from equa­

tions (13.36)and (13.37): 

dp11 (u, T*) = "~ ( ( ) ( T*)) 7r S "d2 pu(u, T*) (13.38) 
~T* L- :. gk u Pu u, + 4 1 L- :. 2 , 
u · ouk ouk 
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which, in vector notation, reads as 

(13.39) 

The above equation is the Fokker-Planck equation associated with the fluc­

tuation equation (13.25). It describes the evolution of the joint probability 

density of u1 and u2 as a function of time given some initial distribution at 

T* = 0. For example, if u1 and u2 have fixed deterministic values u10 and u2o 

at time zero, the initial conditions for equation (13.39) are: 

at (13.40) 

where bis Dirac delta function. The solution of Fokker-Planck equation (13.39) 

then describes the evolution of a fixed initial value to an uncertain future 

value described by a probability distribution. 

13.3 Solutions for stationary response 

If the solution of eq. (13.39) evolves to a stationary probability distribution, 

this probability distribution is described by: 

(13.41) 

In termsof the cylindrical variables a and cp related to u1 and u2 by eq. (13.27), 

this becomes 

(13.42) 

where 

(13.43) 

and 

(13.44) 

The solution of (13.42) can be written as the product of two independent prob­

ability distributions of a and cp: 

p = p(a)p(cp), (13.45) 
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where 

while p(a) satisfies 

1 
p(cp) = 2n 0 :S:: cp :S:: 2n 
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(13.46) 

(13.47) 

Integrating once and requiring that p tends to zero exponentially fast as a ---+ 

oo, we have 
n a (P) gap+ 4S1ada -;; = 0. (13.48) 

The salution of this equation is: 

p = Coa exp (- 7T~1 ja gada) = Coa exp (- 7T~=1~a~251 ) (13.49) 

where the integration constant fellows from the requirement that J0co pda = 1: 

rco ( 2tt a«+2 ) 
Cü1 =Jo a exp - n(a: 1+ 2)51 da. 

Substituting 

eq. (13.50) can be evaluated to: 

C-1 -
0 -

2 

( 7T(tt+2)51)a+2 1 loco 2-1 -td -- tm e t 
2tt1 lt + 2 0 

2 

( 7T(tt+2)5J)HZ f(2/(tt+2)) 
2tt1 lt + 2 

(13.50) 

(13.51) 

(13.52) 

With this result, we have obtained an expression in closed-form for the proba­

bility distribution of amplitudes for non-linearly damped resonant response. 

The mean-square response can be assessed as follows: 

1 j+T/2 
er; f~co T -T/2 x2(t)dt 

6-T-h j+T/2 
lim -T- a2(T*) sin2(t* +q>(T*))dt* 
T-tco - T/2 

lim rT-h (~ j +n"/2 sin2 rydry) _Tl j +T/2 a2(T*)dT* 
T--<co 7T -rr / 2 -T/2 

- ~6-2i. loco a2 p(a)da, (13.53) 
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where we substituted eqs. (13.14) and (13.18) and made use of the property 

that the sinusoidal wave sin(t + cp(T*)) varies much more rapidly (if 6 « 1) 

than the random variables a and cp. Upon substituting the distribution found 

for p(a) (cf. eqs. (13.49) and (13.52)), we have 

(}"2 
x -r2+• Co a3 exp - 1 da 1 2 looo ( 2a: aa+2 ) 

2 o n(a: + 2)51 
2 4 

6- 2-a (rr(a:+2)SI)" -~ 2 ( 00 _L_ 1 _ 1 

2 (a: + 2) Co 2a:1 Jo t -+2 e dt 
2 

r(4/(a:+2)) (rr312(a:+2)f((a:+4)/2)S[.,(w* = 1)) •+(1,354) 
2f(2/(a:+2)) 46r((a:+3)/2) . 

where we also used the latter of eqs. (13.4). Eq . (13.54) describes the standard 

deviation of response in case of non-linearly damped resonance. For the spe­

cial case of linear damping, a: = 0, the right-hand side of eq (13.54) becomes 

equal to the previous result obtained by Fourier transform: cf. eq. (4.24) (as 

should be). 

The probability distribution ofpeakresponse, p = ao-l l(2+«) (cf. eqs. (13.15) 

and (13.18)), normalized with standard deviation of instantaneous response, 

O"x, now becomes 

(a:+2) f[4/(a:+2)] p [{ f[4/(a:+2)] }1 /2 pl a+2 
p(p)= 2 f2[2/(a:+2)]0";exp- 2f[2/(a:+2)] O"x ' 

(13.55) 

In figure 13.1 we have shown plots of the probability density of amplitude or 

peak value consiclering the cases a: = -1 (Coulomb or dry friction), a: = 0 

(linear damping) and a: = 1 (quadratic damping). For a: = 0, the salution 

becomes equal to the Rayleigh distribution (as should be). With increasing 

value of a:, the probability density of larger val u es of pI O"x becomes less in 

magnitude: higher peak values are better damped with highervalues of a:! 

With the distribution of amplitudes, it becomes possible to derive analyt­

ica! expressions for statistica! parameters that govern non-linearly damped 

resonant response of mechanica! structures subject to random excitation. An 

example is lightly damped response of a moaring riser of a floating oil pro­

duction system: Brouwers [12] . Here, response is governed by resonance in 
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0.7.---.-------.-------.------r===========j] 
-a=O: linear damping 
-- -a=-1 : dry friction 
..... .. a=+ 1: quadratic damping 

-----
2 4 5 6 ---
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Figure 13.1. Probability density of peaks or amplitudes fora lightly damped reso­

nant system with power law damping. 

the first natural mode. The amplitude of this mode can be described by an 

equation equivalent to a non-linearly damped rnass-spring system. Using 

the methods of the previous sections, it is possible to assess parameters as ex­

pected fatigue damage and expected extreme response under conditions of 

non-linear damping. 

To illustrate the possibilities to assess fatigue damage consider the ampli­

tude of the equivalent deterministic stress cycle discussed in section 10.2: i.e. 

the sinusoidal cycle with deterministic amplitude Peq described by eq. (10.31) 

which leads to the same fatigue damage as that caused by the random cycle 

with probability according to eq. (13.55) above. Substituting eq. (13.55) into 
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Table 13.1. Amplitude of deterministic stress cycle leading to equivalent fatigue 
damage for the case that À = 4 in Miner 's law. Considered are Coulomb friction 
a= -1, linear damping a= 0 and quadratic damping a= 1. 

a: Peq/ Clx 

-1 1.91 

0 1.68 

+1 1.57 

eq. (10.31) one has 

Peq { (a:+2) r(4/(a:+2)) { 00 l+A 
Clx 2 [f(2 / (a:+ 2) )]2 Jo x 

f( 4/ (a:+ 2) )x2 - 2 ( 
«+2) } 1/A 

exp - [ 2r(2 / (a:+ 2)) ] dx (13.56) 

Implementing 

«+2 
[ f( 4/ (a:+ 2) )x2] - 2 = 

2f(2/ (a:+ 2)) t 
(13.57) 

we obtain 

Peq 
J2[f(2/(a:+2))p i2-1 / A { {oo m-1 -t }1 /A 

Clx [f(4/(a:+2))Jl l2 Jo t«+ e dt 

[2f(2/(a:+2))] 112 [f[(A+2)/(a:+2)]] 1/A 
Clx f(4/(a:+2)) f(2/(a:+2)) ' 

(13.58) 

The right hand side of this equation has been calculated takinga power À = 4 

in Miner's law for fatigue damage: cf. eq. (10.20) . Furthermore, damping 

powers were taken as a: = -1, a = 0 and a: = 1. Results have been plotted 

in table 13.1. lt is seen that with increasing a:, Peq decreases. Because with 

increasing power of damping, the probability density of higher peaks be­

comes less (figure 13.1), fatigue damage normalized with standard deviation 

decreases as well. 
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The probability density clistribution of the extreme peak in a record of 

n peaks can be calculated accorcling to eqs. (10.33)-(10.34) substituting for 

p(p) the dis tribution according to eq. (13.55). The result has been shown in 

figure 13.2 taking a record of 1000 peaks and consiclering a: = -1, a: = 0 and 

a: = 1. The extreme value normalized with standard deviation shifts to lower 

values with increasing a:. 

2 

1.5 

0.5 

. . 

,, ,, 
'' . ' 
I I 

~L---~'~3~--~~--~~----~----~--~~8==----~9 

Figure 13.2. Probability densities of extremes for Coulomb friction a = -1, linear 
damping a: = 0 and quadratic damping a: = 1. 

13.4 Transient response behavior 

So far, emphasis was laid on solutions of the Fokker-Planck equation for sta­

tionary response. In this section, attention is focussed on non-stationary solu­

tions. We shall restriet ourselves to linear damping. It will be shown that the 
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time-dependent solutions of the Fokker-Planck eguation for linear damping 

are consistent with the previous results for non-stationary resonant response 

of sectien 6.4. Time-dependent solutions of more complex versions of the 

Fokker-Planck eguation will be dealt with in the next chapter. 

We shall return to the formulation of the Fokker-Planck eguation in terms 

of the variables u1 and u2: cf. eg. (13.39) . In case of linear damping, IX = 0 

and IX1 = 1 so that g = 1 / 2u: see egs (13.1), (13.21) and (13.27). Eg. (13.39) 

now becomes: 

(13.59) 

In line with the situation considered in sectien 6.4, we assume zero dis­

placement and velocity at time zero. Noting that (cf. egs. (13.14), (13.18) 

and (13.26)) 

x = ó1 12( u 1 sint+ u2 cos t), 

i= ó112(u1 cos t- u2sin t), 

the initial conditions taken for eg. (13.59) are: 

u1 = u2 = 0 at T* = 0. 

(13.60) 

(13.61) 

(13.62) 

Eg. (13.59) is the Fokker-Planck eguation appropriate fora Gaussian process: 

Van Kampen [4], §VIII6. The salution of eg. (13.59) is thus given by the two­

dimensional Gaussian distribution (eg. (1.11)): 

Here, CTu 1, CTu 2 and CTu 1u2 are time-dependent standard deviations and covari­

ance. Descriptions for CTuJI CTu2 and CTu 1 u2 can be obtained by substituting 

salution (13.63) into differential eg. (13.59) and eguating coefficients of like 

terms. An alternative way is presented here. Therefore, multiply each term 

of eg. (13.59) with ui and integrate with respect to u1 and u 2 from -oo to +oo. 

Because 

(13.64) 
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the first term yields, 

(13.65) 

Adopting partial integration, the integral of the first term on the right hand 

side yields: 

u1=+oo 
1 J ·1-oo J+oo 

- 2 - oe du2 - oo UtPuduf 

(13.66) 

where we assumed that ufpu tends to zero as u1 ---> ±oo, which is likely, 

because probability densities generally tend exponentially fast to zero at the 

extreme ends of the distribution. 

For the integral of the second term on the right hand side of eg. (13.59) 

one can write: 

+oo 

= 0 (13.67) 
- 00 

Similarl~ the fourth term is also found to be equal to zero. For the third term, 
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2' (13.68) 

because 

(13.69) 

Collecting the above results, we obtain from eg. (13.59) an eguation for (Ju 1 

which reacis as 

(13.70) 

In view of condition (13.62), (Ju1 = 0 at T* = 0. The salution to eg. (13.70) 

then is: 
2 = rr51 (1- -T*) 

(Jul 2 e (13.71) 

In a similar way, one can show that 

2 rrS1 ( -T*) 
(Juz = 2 1- e . (13.72) 

Multiplying eq. (13.59) with u1 u2, integrating with respect to u1 and u2 over 

the range -oo ~ u1 ~ +oo and -oo ~ u2 ~ +oo, and evaluating terms a.o. 

by partial integration as above, one arrives at: 

(13.73) 

Because of condition (13.62), (Ju1u 2 = 0 at T* = 0, so that eg. (13.73) yields 

(13.74) 
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Similarly, it can be shown that the mean values of u1 and u2 are zero, a feature 

already adopted in salution (13.63). The transient joint probability density of 

u1 and u2 now becomes: 

- ex - 1 2 1 ( u2 + u2) 
Pu - 2n:(J~(T*) p 2(J~(T*) 

where 

where (Jo is standard deviation of stationary u valid as T* ---+ 

eqs. (13.60)-(13.61) one can verify that 

Moreover, 

so that 

(13.75) 

(13.76) 

oo. From 

(13.77) 

(13.78) 

(13.79) 

where (J(T*) is the standard deviation of transient resonant response given 

befare (cf. eqs. (6.31) and (6.55)): 

o:*2 
_2,- _o 

CTc) - J ' (13.80) 

(Jo being standard deviation of stationary resonant response. Because x and x 
are uncorrelated, we can express the right hand side of eq. (13.79) as the prod­

uct of two one-dimensional Gaussian distributions for x and x with standard 

deviations (J( T*). The re sult for x thus obtained is entirely consistent with 

the results presented in section 6.4: see eqs. (6.55)-(6.56). 

Applying eqs. (13.26) and (13.43), one can derive an expression for the 

joint probability density of amplitude and phase from eqs. (13.75) and (13.76) 

as: 

(13.81) 
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Integrating over all possible phase angles in the range 0 ~ cp ~ 2rr, we have 

for the one-dimensional probability density of amplitude the description: 

a ( a2 ) 
p(a) = cr~ ( T* ) exp - 2cr~(T*) . (13.82) 

The evolution of the distribution with time has been shown in figure 13.3. It 

illustrates the development of a Dirac type distribution near a = 0 at T* = 0 

towards the Rayleigh distribution asT* --+ oo. 

3r-----~----~----~----~----~~~ 
-r·=a.o5 

2.5 

2 

a. 
• 0 1.5 
1:) 

0.5 
, 

, , 
~ .·· ,' .. ····· 

, ~-···· · 

---r·=1 
· .. ... T.=5 

_. ...... --- ....... 
.. :-.. "':' ........... :..: ·~ ··· 

- ··· ..... ...... '·· ... 
·· .... 

---! ··· --- --
%L------0~.5--~~~-------1.~5------~2------~2~.5~~--~3 

a I cr*0 

Figure 13.3. Transient probability density distributions of amplitude in case of linear 

dam ping. 



Chapter 14 

Stability in case of randomly 
fluctuating restoring 

It is known that a sinusoidally varying component in the stiffness term of a 

mass spring system can give rise to instability, even if the magnitude of the 

asciilation is small in comparison to the total stiffness: e.g. Verhulst [13]. The 

phenomenon is also known as Mathieu instability. It occurs for oscillations 

with a frequency which is twice the natural frequency of the system. De­

pending on the damping, the system can exhibit an asciilation solely due to 

the smal! asciilating component in the stiffness terms and without any exter­

nal excitation applied. 

A nice example is the pendulum mounted in a frame that osciilates verti­

cally, see figure 14.1. For smal! swing angles of the pendulum, the equation 

of motion becomes that of a linear spring-mass system with a fluctuating 

component in the restoring force. For frequencies of asciilation of the frame 

that are twice the natura! frequency, 0 = 2wo, a salution exists other than 

that of the pendulum at rest; i.e., a salution for which the pendulum exhibits 

a swinging motion, even if the amplitude of vibration of the frame is very 

smal! (E « 1; see figure 14.1). The amplitude of swing-oscillations grows 

with time unless sufficient damping is applied: Verhulst [13]. 

There are many examples of mechanical systems exhibiting an asciilating 

parametrie component: Notably floating structures in water where restoring 
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occurs according to Archimedes' law. When the water surface oscillates in 

height and as a result, the degree of submergence of the structure as well, 

restoring exhibits some degree of fluctuation. The system is prone to Math­

ieu instability. Examples are among others roll motion of ships and hori­

zontal displacement of tensioned leg platforms for oil production: see fig­

ure 14.2. In these applications, the fluctuating component in the restoring 

forcesis caused by waves that vary randomly in time. Question now is: does 

the phenomenon of instability also occur in case of random fluctuation of the 

restoring force? The answer will be given below. lt is an illustration of how 

to apply stochastic theory in case of questions on stability. 



Kinetic Energy: T = ~ml2 é2 
Potential energy: U= ml(g + s) cos(} 
Lagrangian: L = T - U 

Lagrange's equation· !i ( 8~) - 8L = 0 . dt 88 88 

=? Ö +w5 (1 + ~) sinO = 0, 
where w5 = ~ 

If (} « 1 and s(t) = so sin fU: 

Ö + w5(1 +EI sin D.t)O = 0, 

where El = -3 (Bi) ( 7>") 

Figure 14.1. Pendulum with oscillating support. 
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Newton's second law in horizontal direction: 

x 
mi + 2T sin L = 0 

ForT= To(l + E27J(t)) and x/L « 1: 

.. 2To ( ( )) mx + L 1 + E27] t x = 0 

Figure 14.2. Horizontal motion of a tensioned leg platform. 

Sea level 

Mean sea level 
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14.1 Basic equations 

The governing equation of motion can be written as: 

(14.1) 

The equation is in dimensionless form as before: cf. eqs. (6.3) and (13.1). 

Damping is light, t5 « 1, as well as parametrie excitation. Now rewrite 

eq. (14.1) as: 

Setting t5 = 0 gives rise to the solution 

x= a cos(t* + 4>) 

Amplitude and phase are chosen such that 

x= -asin(t* + cp), 

so that 

4> = -t* - arctan(.X/x) 

(14.2) 

(14.3) 

(14.4) 

(14.5) 

(14.6) 

Differentiating (14.5) and (14.6) with respect to t * and imptementing (14.2), 

one obtains: 

a :t~ =x( x+ x)= -blxl~~:+2 - t5112xxf(t*) (14.7) 

a2 :~ = -x( x+ x) = bxxlxltt + t5112x2 f(t*) (14.8) 

Upon substituting (14.3)-(14.4) and dividing by a and a2, respectively, we 

have the following equations for amplitude and phase 

:~ = -baa+ll sin(t* + 4>)1~~:+2 + t5112asin(t* + 4>) cos(t* + cp)j(t*) (14.9) 

:~ = -batt cos(t* + 4>) sin(t* + 4>)1 sin(t* + 4>)1~~: + t5 112 cos2 (t* + cp)f(t*) 

(14.10) 
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Question now is: how do amplitude and phase behave with increasing time 

t* given some initial value at t* = 0: 

a= a0 4> = 4>o at t* = 0. (14.11) 

The answer to this question will give us a clue to whether the system is stabie 

or not. 

14.2 Fokker-Planck equation 

Because f(t *) is random, a and 4> will be random as well. Their behavier 

can be studied from the transient probability density of a and 4> which is 

governed by a Fokker-Planck equation associated with eqs. (14.9)-(14.10). In 

sectien 13.2, we derived a Fokker-Planck equation fora fluctuating equation 

of the type of eq. (13.25). The present fluctuation equation is rather different: 

the derivation has to be revisited. For this purpose, rewrite eqs. (14.9)-(14.10) 

in the form: 

~i= = -bgn(q, t*) + b112hn(q, t* )j(t* ) 

where q = (q1,q2) = (a,4>), while 

g2 = tft cos(q2 + t*) sin(q2 + t*) I sin(q2 + t* ) IA 

h1 = q1 sin(q2 + t*) cos(q2 + t*) 

h2 = cos2(q2 + t*) 

(14.12) 

(14.13) 

(14.14) 

(14.15) 

(14.16) 

Cernparing eq. (14.12) with eq. (13.25) the following differences are observed. 

First of all, the functions gn and hn on the right hand side of eq. (14.12) vary 

with time. In fact, they oscillate with t* which is fast compared to the change 

of q which is slow because the time derivative of q is small when b « 1. 

Secondly, the second term on the right hand side of eq. (14.12) contains prod­

uctsof functions of q and the random excitation f(t * ). It reflects parametrie 

excitation in contrast to direct excitation in eq. (13.25). Thirdly, the random 

excitation is a regular finite band-width Gaussian process. In eq. (13.25), the 
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excitation is white noise being the outcome of applying a limit process in­

volving J -+ 0. Such a limit process still needs to be applied to eq. (14.12). 

The derivation of the Fokker-Planck eguation associated with a fluctuat­

ing eguation like eq. (14.12) applying the limit process J-+ 0 has been given 

by Stratonovich: Vol. I, §4.8-4.9 [3] . The denvation is not repeated here. In 

terms of the present variables, the result of the Stratonovich derivation, i.e. 

eg. (4.194) of Stratonovich; Vol. I, §4.9 [3], is: 

dp 
()T* 

where p = p( q, T*) is transient probability density of q, T* = Jt* and g1 = 
gJ(q,t*), h1 = hJ(q,t*), hmr = hm(q,t* + r), f = j(t*), fr = f(t* + r). 
Angular brackets denote statistica} averaging over fluctuations of f taking q 

fix ed. 

Compared to Fokker-Planck equation (13.38) derived in section 13.2 it is 

noted that coefficients in eq. (14.17) have yet to be averaged. This will be 

done in the paragraph below. Furthermore, it is seen that eg. (14.17) contains 

an extra term, viz. the second term on the right hand side, in comparison with 

eq. (13.38). This term is due to correlation between q and f when the term 

hn( q, t) preceding the random excitation in eq. (14.12) varies with q. In fact, 

the presence of this extra term has provoked debate amongst mathematicians. 

It is known as the Jtó -Stratonovich dilemma: Van Kampen [4], IXS. It is now 

agreed that the derivation of the Fokker-Planck equation by Stratonovich is 

correct. It leads to consistent formulations which are invariant to the choice 

of the Markov variables q. 

To evaluate the statistica} averages in the coefficients of the Fokker-Planck 

equation, we note that the net contribution of rapidly oscillatory terms can 

be calculated by averaging over one period of oscillation. Thereby, one can 

assume that q is constant because q varles over the much larger time scale 
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T*. Accordingly, 

(14.18) 

(14.19) 

where a1 is given by eq. (13.21). 

The ditfusion terms in Fokk.er-Planck equation (14.17) contain integrals 

of correlations of the second term on the right hand side of the fluctuation 

equation. To illustrate how to praeeed in this case, consider: 

loco (h1h1rf fT)dr =loco drqr(sin(qz + t*) cos(q2 + t*) sin(q2 + t* + r) 

cos(q2 + t* + r)f(t*)j(t* + r)) 

= lqr looo dr(sin(2t* + 2q2) sin(2t* + 2q2 + 2r)f(t*)j(t* + r)) 

1 {co 
= sqÎ Jo dr([cos(2r)- cos(4t* +4q2 + 2r)] f(t*) f(t* + r)) 

= ~qr foco drcos(2r)(f(t*)j(t* + r)) 

a2 !co = - 6 (f(t*)j(t* + r)) cos(2r)dr 
1 -co 

= !!_a2S2 
16 

(14.20) 

where we used multiplication and multiple-angle formulae of trigonometrie 

functions. Furthermore, we implemented eq. (3.14) relating auto-correlation 

to power density: S2 is the value of the power density of f ( t*) at w* = 2, the 

frequency that corresponds to twice the undamped natural frequency of the 

system. 

In a similar manner we can evaluate the other coefficients in the ditfusion 
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termsof eq. (14.17). We shall illustrate this for two terms: 

loco (hzhzTf fT)dr =loco dr ~cos2(qz + t*) cos2 (qz + t* + r)f(t*)f(t* + r)) 

=~loco dr([1 + cos(2qz + 2t*)][1 + cos(2qz + 2t* + 2r)]f(t*)f(t* + r)) 

= ~loco dr([1 + cos(2q2 + 2t*) + cos(2q2 + 2t* + 2r) + ~ cos(2r) 

1 
+2 cos(4qz + 4t* + 2r)]f(t*)f(t* + r)) 

1 {co 1 
= 4 Jo dr[1 + 2 cos(2r)] (f(t*)f(t* + r)) 

rr rr 
= 8So + 16Sz, (14.21) 

where So is the value of the power density of f(t*) at w* = 0. 

where 

and 

looo (~~~hzTf!T)dr= looo dr(2cos(qz+t*)sin(qz+t*) 

cos2 (qz + t* + r)f(t*)f(t* + r)) 

= ~ looo dr(sin(2qz + 2t*) [1 + cos(2qz + 2t* + 2r)]f(t*)f(t* + r)) 

= ~ looo dr ( [sin(2q2 + 2t*)- ~ sin(2r) + ~ sin(4q2 + 4t* + 2r)] 

f(t*)j(t* + r)) 
= -~ foo sin(2r)(f(t*)j(t* + r))dr 

4 Jo 
Tr­

= -852 

_ 2lo+co S(w) =- R(r) sin(wr)dr, 
rr o 

Sz = S(w = 2). 

(14.22) 

(14.23) 

(14.24) 

The procedures for eliminating oscillatory terms can also be found in Vol. 11 

of Stratonovich [3], chapter 10. 

Eliminating all oscillatory terms in Fokker-Planck equation (14.17) ac­

cording to the previously presented procedures and returning to the original 
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variables a and q>, we obtain: 

ap_1 a ~~:+I n52a( 3 a(p)) n( )a2p n-ap 
aP -2a:1 aa(a p)+l6aa a aa ; +16 52 + 250 acp2+8 52 acp' 

(14.25) 

where p = p(a,q>, T*) is the joint probability of amplitude and phase as a 

function of time and T* = ót*. One-dimensional probability densities for 

amplitude and phase follow from pas: 

r2n: 
Pa= Jo pdq> Pep = looo pda. (14.26) 

Integrating (14.25) with respect to 4> and a respectively, and applying ap­

propriate boundary conditions, i.e.: p --+ 0 and (a I aa) p --+ 0 as a --+ oo; 

p(q> = 0) = p(q> = 2n), (a;acp)p(q> = 0) = (a;acp)p(q> = 2n), 

apa _ ~ ~ ( tt+l ) n52~ ( 3~ (Pa)) 
aT* - 2 a:1 aa a Pa + 16 aa a a a a ' (14.27) 

apep n- apep n a2p 
aT* = 852 acp + 16 (52 + 25o) acp2' (14.28) 

subject to initia} conditions 

Pa= ó(a- ao) Pep= ó(q>- 4>o) at T* = 0. (14.29) 

It is also possible to formulate fluctuation equations for amplitude and phase 

that correspond to eqs. (14.27)-(14.28): i.e., 

da _ -~ Ha n52 .J2S2 f (T*) 
dT*- 2a:1a + 8 a+ 4 al , (14.30) 

dep = - nS2 + ~(25 + 45 )1 12! (T*) dT* 8 4 2 0 2 . (14.31) 

where h (T*) and h(T*) are uncorrelated Gaussian white noise processes 

of power density unity. By applying transformation rules (14.17), one can 

easily verify that the Fokker-Planck equations associated with eqs. (14.30) 

and (14.31) correspond to eqs. (14.27)-(14.28). In this way, it is possible to 

reconstruct fluctuation equations from a Fokker-Planck equation. The thus 

obtained equations, cf. eqs. (14.30) and (14.31) are stochastically equivalent 
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to the original equations, viz. eqs. (14.9)-(14.10) taking the limit ó - 0. That 

is, they lead to the same statistics for transient behavior when ó - 0. 

Unbounded growth of response will depend on the behavior of a(T*) as 

T* increases. To study this behavior, we can focus attention to the description 

of a(T*) in the time domain by eq. (14.30) or on the probability distribution 

given by eq. (14.27). This will be clone in the subsequent sections. Thereby, at­

tention will be focussed on a combination of linear and non-linear damping: 

i.e. in eq. (14.1) we replace the damping force by: 

(14.32) 

in which case, 

(14.33) 

with 

~a: = {3alXJ, (14.34) 

in eqs. (14.27) and (14.30). So we shall consider the problems 

da 1 1 - Ha nSz V'2S; ) 
dT = -2,{3oa- 2,f3aa +Sa+ -4-aft (T 

a= ao at T = 0, (14.35) 

and 
dpa = ~{3 dapa ~{3- dal+« Pa nSz ~ ( 3 ~ (Pa)) 
ar 2 ° da + 2 a da + 16 da a da a 

Pa= ó(a- ao) at T = 0; (14.36) 

for convenience, we leftout the asterisk of T* (hence T = bi *). As we shall 

see in the next sections, the combination of linear and non-linear damping 

leads to a range of interesting phenomenae as T - oo. 

14.3 Time-domaio behavior 

It appears possible to solve eq. (14.35) in closed form. The solution is given 

by (Brouwers [14]): 

( nSz V2S; ) a= yexp 'Y--gT + - 4-w(T) , (14.37) 
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where 

y = ao if ~it = 0, {14.38) 

i.e. for linear damping, and more general 

{14.39) 

i.e. for non-linear damping. In the above solutions, 

(14.40) 

while 

w(T) =foT /J(r)dT {14.41) 

is a Wiener or Brownian motion process of unit intensity. The correctness of the 

above solution can easily be checked by substitution in the original differen­

tial equation and boundary conditions. 

Statements a bout the behavier of a(T) asT -+ oo can be made because it is 

known that for Brownian motion with probability 1, lw(T) I :::; (2Tln In T)112: 

Ariaratnam and Tam [15] . We shall first illustrate this for linear damping 

(~it = 0). The first term in the exponent of solution (14.37), if 'Y =/= 0, grows 

linearly with T which is faster than w(T). Therefore, the value of 'Y deter­

rnines the behavier as T -+ oo. If 'Y < 0, a decays exponentially, if 'Y > 0, a 

grows exponentially. Hence, stability is ensured if 'Y < 0, i.e. if f3o > ( nS2) I 4. 

If the magnitude of linear damping is sufficiently large in comparison with 

the value of the power density at twice the natura} frequency, the system is 

stable: any initia} disturbance decays with time. Interestingly, also for deter­

rninistic sinusoidal parametrie excitation, a threshold for the amount of linear 

damping necessary to ensure stability has been established: Verhulst [13]. 

We shall now investigate the case of non-linear damping. Distinction will 

bemadebetween (A)~ > 0 and (B) ~ < 0, as wellas between (I) 'Y > 0 and 

{Il) 'Y < 0. 

(Al) ~ > 0 and 'Y > 0 

Inspeetion of the right hand side of eq. {14.39) shows that forT-+ oo, the sec-
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ond term in square brackets grows exponentially in magnitude in compari­

son with the first. The first term, which represents the effect of the initia! con­

dition, can thus be disregarded when T __, oo. From eqs. (14.37) and (14.39) it 

then follows that 

a rv [1 T ( 5 J2S2 ) ]-1/a: 2 cx~a:fo exp tx{7T8
2 (r-T)+cxT(w(r)-w(T)) dr 

as T __, oo. (14.42) 

From this expression, it can be concluded that the amplitude of response re­

mains finite with probability 1 as T __, oo. Furthermore, the amplitude does 

not tend to zero with probability 1 as T __, oo. 

(AII) tx > 0 and 1 < 0 

In view of the negative value of [, rather than growing exponentially, the 

integral on the right hand side of eq. (14.39) now approaches a constant as 

T __, oo, with the result that 

a rv 

as T--. oo (14.43) 

where 

(
00 

( rr52 J2S2 ) Co= Jo exp tx{-8- + cx-4-w(r) dr (14.44) 

Bearing in mind that lw(T)I ~ (2Tlnln T) 112 asT--. oo with probability 1, it 

follows from eq. (14.43) that the amplitude of response decays exponentially 

to zero with probability 1 as T __, oo. Furthermore, it is noted that, apart 

from the constant Co, the asymptotic result of eq. (14.43) corresponds to the 

salution for linear damping given by eqs. (14.37) and (14.38). In fact, the right 

hand side of eq. (14.43) can be made a salution of the linear problem by adapt­

ing the initia! value for amplitude imposed at time zero. As the value of Co 

varies with realizations of w(T), the adapted initial value will also vary with 

realizations of w(T) . The asymptotic result of eq. (14.43) thus corresponds to 

the salution of the linear problem subject to variabie initial condition at time 

zero. 
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(BI) tx < 0 and r < 0 

The integral on the right hand side of eq. (14.39) increases exponentially with 

time. Because of the negative value of tx, for each realization there is a mo­

ment in time, To, defined by 

-IX 1 - f'To ( rrS2 J2S2 ) 
a0 + 2 af31X Jo exp tx[B + tx-4-w(r) dr = 0, (14.45) 

for which y and hence the amplitude of response becomes zero. The salution 

given by eqs. (14.37) and (14.39) then only holds for 0 :::; T :::; T0 . 

The contribution of a(T) as T > T0 is as follows . For -1 < tx < 0 it can 

be shown that a(T) = 0 as T ~ 0. This continuation satisfies eq. (14.35) and 

joins smoothly the salution appropriate forT :::; To. For tx :::; -1, however, we 

arrive at an irregularity. As can be verified from eq. (14.35) for tx < 0, 

da 1 - IX+l 
dT"' -2f31Xa as a---+ 0 (14.46) 

from which it follows that da I dT =!= 0 as a ---+ 0 when tx = -1 and that 

da I dT ---+ oo as a ---+ 0 when tx < -1. Furthermore, for any positive value 

of a, the slope dal dT is negative. Hence, when tx < 0 and "( < 0, differential 

equation (14.35) tends to reduce the amplitude to zero but the value zero itself 

is not allowed when tx :::; -1. 

The above mentioned irregularity suggests impraper formulation. A de­

scription of the damping force with tx < -1 is not conceived as being realistic 

and will be exduded from the present analysis. For tx = -1, which represents 

Coulomb friction, the irregularity may be ascribed to reducing the original 

equation of motion (14.1) to approximate eq. (14.35). Such a reduction is jus­

tified as long as the damping force in equation (14.1) is small in comparison 

to the acceleration force; that is if: 

(14.47) 

For tx < 0, this condition is no langer satisfied for small values of a such that 

a"' b-l/IX. Solutions derived from eq. (14.35) can thus be expected to become 

inaccurate or even invalid if a ---+ 0 and tx < 0. 

lt can be concluded that for -1 :::; tx < 0 and "( < 0, the amplitude of re­

sponse approaches in a finite time (To) some fini te value close to zero ("' 61 I IX). 
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(BIJ) ex < 0 and 'Y > 0 

Just as for case (All), ex > 0 and 'Y < 0, the integral on the right hand side 

of eq. (14.39) approaches a constant as T --+ oo. The salution then reduces to 

that given by eq. (14.43), according to which response grows exponentially as 

T--+ oo. The asymptotic result corresponds to the salution for linear damping 

subject to variabie initial condition at time zero. 

It is noted, however, that the above result is only valid as long as the 

coefficient preceding the exponential term in salution (14.43) is positive of 

magnitude, i.e. if 

(14.48) 

a condition which, in view of the negative value of ex, is not satisfied when 

consiclering all possible realizations of the random process w(T). For those 

realizations for which the above-mentioned condition is not satisfied, there is 

a moment in time, To, defined by eq. (14.45), for which the amplitude becomes 

zero. Salution (14.43) is then only valid if 0 ::::; T ::::; Ta. The continuabon of 

a(T) asT > To is equal to that discussed under the previous case (BI). 

It can be concluded that for realizations of the excitation to the extent that 

condition (14.48) is satisfied, the amplitude of response increases exponen­

tially as T --+ oo. On the other hand, for those realizations for which condi­

tion (14.48) is not satisfied the amplitude of response approaches in a finite 

time, To, some fini te value close to zero ("' b1 I a). 

14.4 Solutions for transient probability density and sta­

tistica! moments 

A general salution can be derived from partial differential equation (14.36): 

Brouwers [14]. To derive this solution, use is made of the Laplace transforma­

tion (Abramowitz & Stegun [6], chapter 29): 

1 1e+ioo 
Pa(a, TI)= -2 . Pa(a,s)e5T1ds, 

TCl e-ioo 
(14.49) 

For pa(a, s) wethen have the ordinary differential equation: 

_ ( )-8~ad(I+a-) d( _ d(apa)) 
spa- b a- ao - rcS 2 da a Pa + da -2'}'apa +a da (14.50) 
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where 1 is given by eq. (14.40) and 6 is Dirac's delta function. 

Solutions for Pa (a, s) can be constructed analogous to the derivation of 

Green's fundions (Morse and Feshbach [16]): 

_ (a s) = { fl! (a, s) 
Pa ' -2( ) Pa a,s 

for 0 ~a~ ao 

for ao ~a~ oo 

where p~'2 (a, s) are solutions of the homogeneaus equation 

(14.51) 

(14.52) 

As boundary conditions we require that ap~ and ap~ tend to zero as a ----+ 0 and 

a ----+ oo, respectively. Furthermore, integrating eq. (14.50) over the interval 

ao - E ~ a ~ ao + E and letting f: ----+ 0, we have the additional conditions 

-2 -1 
Pa= Pa at 

d -2 d -1 Pa Pa -2 ----a 
da - da 0 

a = ao 

at a= ao (14.53) 

For further analysis, it is useful to make distinction between the cases (A) 

tx > 0 and (B) tx < 0. 

(A) tx > 0 

Upon substitution of the variabie ry, defined by 

8~1X IX 

YJ = nS2tx a 

and 

eq. (14.52) reduces to 

where 

d2J (-~ ~ 1/4-112)!=0 
d 2+ 4+ + 2 I 

YJ YJ YJ 

1 I K=-+-
2 tx 

(14.54) 

(14.55) 

(14.56) 

(14.57) 
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Eq. (14.56) is known as confluent hypergeometrie equation, the two basic solu­

tions of which are given by Whittaker's fundions Wq1 (YJ) and Mq1 (IJ): Abramowitz 

& Stegun [6], chapter 13; see also [17]. Application of the boundary condi­

tions then yields the solution, 

r( 1 ) ( ) ')'/ IX-1/2 
- 2 ( ) 11 - 'Y a: :

0 
e-17 12+1Jol2wK,1i (n)Mx," (l]o) (14.59) Pa a, s = a:aryof(1 + 2J1) ., ., ,. 

where f is the gamma function [6] and YJo follows from eq. (14.54) tak.ing 

a= ao. 

The problem that now remains is to re-transform the description given 

above from the s-domain to the T-domain using eq. (14.49). In this conneetion 

it should be noted that the function Pa(a,s) as defined by eqs. (14.51), (14.58) 

and (14.59) is a many-valued function of s withits branchlinealong -oo ~ 

s ~ -ry2: see figure 14.3. Furthermore, when "( > 0, Pa(a,s) has simple poles 

at s = na: (na: - 2ry ), where n = 0, 1, 2, ... , j with j < "(I a:. 

Laplace integral (14.49) is now evaluated using Cauchy's theorem 

1 J-2ni Pa(a,s)esTlds 

= L residu es of Pa (a, s )e5T1 at the poles within the contour of integration. 

As contour of integration, we have chosen the path ABCDEFA shown in 

figure 14.3 when "( > 0, and the path AGOHFA when "( < 0. Here, the 

paths BCDE and GOH are defined by the equations (s + ry2) 112 = ir and 

(s + ry2) 112 = ir + l"fl, respectively, where risrealand -oo ~ r ~ oo. The re­

sulting expressions for the probability density of amplitude are given below. 

(Al) a: > 0 and ry > 0 
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Figure 14.3. Branch line, poles and contours of integration in the complex plane. 

In this case 

(14.60) 
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where i = V-I. The summatien in the series term is up to 'Y I IX (but ex­

cluding n = 'YIIX). Furthermore, L~2"f/a- 2)(YJ) is Laguerre's polynomial and 

WK,ir(YJ) is Whittaker's fundion [6]. 

According to eg. (14.60), the salution for the probability density consists 

of a fini te series and an integral. The fini te series corresponds toa discrete and 

finite number of eigenvalues associated with Fokker-Planck equation (14.36), 

whereas the integral corresponds to a continuous spectrum of eigenvalues. 

Such a hybrid situation is not special; it has also been encountered in a num­

ber of solutions of the Schrödinger equation in quanturn mechanics [16]. 

From the series term in salution (14.60), it is noted that the first term 

(n = 0) describes a stationary probability density distribution. The other 

terms of the series, if present, decay exponentially with T1 as T1 ____, oo. Fur­

thermore, using expansions of Whittaker's fundions for r ____, 0 [6, 17], the in­

tegral in salution (14.60) can be shown to decay as Tf 12e-"r2T1 when T1 ____, oo. 

Salution (14.60) thus describes a transient probability density which decays 

exponentially with time to a stationary form given by 

- 2"(/ (); -

Pa(a, TI)~ f(2~I1X) (!tiX) a2"f-l exp (- ~;:~) as T1 ____, oo (14.61) 

Statistica! moments of amplitude, defined by 

E[ak] =loco ipa(a, T1 )da, (14.62) 

can be shown to approach a constant as T1 ____, oo. The steady-state value is 

equal to the value obtained when substituting the result of eg. (14.61) into the 

right hand side of eg. (14.62). 

(All) IX > 0 and 'Y < 0 

Using the variables and parameters YJ, T1 and K, the probability density of 

amplitude can be described as 

( () T) - (YJIYJo)K Tfo /2-1J /2J+co r(-2'YI~X+iri1X) H( ) -r2TI-2"firTid· 
Pa a YJ I 1 - 2 e r( 2 I 2' I ) YJ,r e 1, 7TaYJ -co - 'Y IX + tr IX 

where 
for YJ ~ YJo 

for YJ 2 YJo 

(14.63) 

(14.64) 
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with 

fl = ir I rx - ry I rx. (14.65) 

Applying methad of steepest descent to the right hand side of eg. (14.63), it is 

possible to derive an asymptotic expression for the probability density which 

is valid for T1 -. oo: see 14.6 Appendix. The asymptotic expression can be 

written as 

P (a Tl) rv G(r ao)e-(Z')'Tt-ln(alr)) 1(4Ttldras Tl_. 00 1 looo 2 

a ' 2a(nT1)112 0 ' ' 

(14.66) 

where 

The path of integration C in eg. (14.67) starts at +oo on the real axis, circles 

the origin in the counterclockwise direction and returns to the starting point. 

The asymptotic result given by eg. (14.66) is equal to the salution for linear 

damping, i.e. the salution of eg. (14.36) with ~a = 0 subject to the initia! 

condition that Pa (a, T1 ) = G ( ao, a) at time zero. It represents the pro babilistic 

description of an exponentially decaying amplitude. The result is in line with 

the asymptotic expression for time-domain solutions given by eqs. (14.43) 

and (14.44). 

For the kth moment of the amplitude, defined by eq. (14.62), one can de­

rive the asymptotic expressions 

k a~f2( -ry I rx)e1Joi2W (IJ ) e _ 'Y2Tt looo 1J-312+KI«+'YI«e-1JI 2W (7J)d7J 
E[a l rv 2 112 3 K+kla K,O 0 T312 K,O 

n fX 1Jo I o 
as T1 -. oo if k > -ry (14.68) 

and 

a~f( -2ry I rx- kl rx)eYJoiZ W k(k+2'Y)r1 

r(-2k I rx - 2ry I rx) IJ~+kl a K,-')' I a-ki a ( IJO )e 

as T1 -. oo if k < -ry. (14.69) 
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This shows that any statistica! moment, except for the zero's, decays expo­

nentially to zero as time increases. The result presented in eg. (14.69) is in 

line with that for pure linear damping where the kth moment is found to be 

proportional to exp( k(k + 21) TI) as T1 ----> oo when k > 0 [15]. The re sult 

given in eq. (14.68) indicates that the presence of a non-linear term in the 

damping force which increases more than linearly with velocity causes sta­

tistica! moments with k > -21 also to decay to zero (as opposed to the result 

for pure linear damping). 

(B) ex< 0 

A convenient transformation of variables is one invalving q, defined by 

and 

B~a 2 q =---a 
rrS2cx 

fJ!'2 = a1'-1q-112eqf2J(q). 

(14.70) 

(14.71) 

Eq. (14.52) then reduces to the confluent hypergeometrie equation 

d2f (-~ K] 114- flf) j = 0 
d 2+ 4+ + 2 I q q q 

(14.72) 

where 

K1=1lfX]-112 fX] = -{X (14.73) 

Applying conditions (14.53) and the boundary conditions imposed at a = 0 

and a = oo, we obtain the solutions 

_1 ( ) _ f(1-1/cx1 + tLd ( 1 )- ')'!a 1- 1!2 q!2-qoi2W ( )M ( ) 
Pa a, s - f(1 + 2 ) q qo e KJ,/Jl qo KJ,/JJ q ' cx1 aqo ]11 

(14.74) 
_2 ( ) _ r(1-1lcx1 + ]11) ( 1 )-')'/a1-1!2 q!2-qol2w ( )M ( ) 
Pa a, s - cx1aqof(1 + 2]11) q qo e 1CJ,/JJ q KJ,/JJ qo . 

(14.75) 

It is noted that fJ!'2 (a,s) is a many-valued function of s withits branch line 

along -oo:::; s:::; -12: see figure 14.3. Furthermore, when 1 > cx1, p!'2(a,s) 

has simple poles at s = ncx1 ( ncx1 - 21 ), where n = 1, 2, 3, ... , i with i < 1 I cx1. 

Note that there is no pole at s = 0! 
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To re-transform the desCiiptions given above into the time-domain us­

ing Cauchy' s theorem, the contours discussed under the case (A) above and 

shown in figure 14.3 have been used again: contour ABCDEFA for 1 < 0 

and contour AGOHFA for 1 > 0. The resulting expressions for the probabil­

ity density of amplitude are given below. 

(BI) a > 0 and 1 > 0 

In terms of the variables q and T1, the probability density of amplitude can 

be expressed as 

(14.76) 

From salution (14.76) it can be verified that 

Pa(a(q), Tl) 

According to this result, the probability density decreases to zero as T1 ---.. co 

so that J0
00 p1(a, T1)da ---.. 0. Apparently, probability 'escapes' as time in­

creases. This may be explained by the time-domain solutions given in the 

previous section. According tothese solutions, fora < 0 and 1 > 0, any real­

ization of a(T) approaches zero (or almost zero) in a finite time. The above­

mentioned probability distribution now describes this process except for the 

behavier at a = 0 itself. The phenomenon of ' escape of probability' is not un­

familiar for stochastic processes where variables reach, in a finite time, some 

deterrninistic value [18]. 

The kth order moment of response can be shown to be 

a~f2 (1 - 1 I al) -qo / 2 e-"?T1 
2rr1 / 2 2 3 WK],o(qo)e T3/2 

qoa1 1 

loco (ql qo) - 1'11XJ-kl o;J-312WK] ,o(q)eq /2dq 

as T1 ---.. co if k < -1 (14.78) 
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and 

From these expressions, it is seen that the kth moment decreases exponen­

tially to zero whenever k < -2"(. The kth moment, however, grows exponen­

tially if k > -2"(. A similar condusion can be drawn for pure linear damp­

ing where the kth moment is found to be proportional to exp ( k( k + 2"() T1) 

as TI ----> oo [15] . In other words, provided that "( < 0, the presence of a 

non-linear term in the damping force which increases less than linearly with 

velocity (a < 0) does not alter, in a qualitative sense, the conclusions with 

re gard to the behavior of E [ ak] as T1 ----> oo obtained for pure linear dam ping. 

(BIJ) a < 0 and "( > 0 

Using the variables and parameters q, T1, x1 and a1, the probability density 

of amplitude can be described as 

( () T) - (qolq)KJ q/2-qo /2j+oo f(1 +ir/al) H( ·) -r2TJ-2')'irTid 
Pa a q' 1 - 2 e f(2 I 2. I ) q,1 e r, naq -oo "( LX1 + zr LXI 

where 

with 

for q:::; qo 

for q 2:: qo 

(14.80) 

(14.81) 

(14.82) 

Applying methods of steepest descent, it can be verified from salution (14.80) 

that the asymptotic expression for pa(a, T1) valid as T1 ----> oo is equal to that 

given in eg. (14.66) but with G(1·, ao) defined as 

G(ao, r) = iaqo (ao)lt e(l l2)qo r (2tt)2+2')' /lt (1 +4tî(aofr)1t)-1 /2 
4rrr r Je [- 1 + (1 +4tf(ao/r)tt )l /2]1+2')' /tt 

e-qot1 - (1 / 2)qo(l+41f(ao/r)")112 dt1. (14.83) 

The pathof integration Cis equal to that described for the integral in eq. (14.67). 
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As discussed before, the asymptotic result given by (14.66) corresponds to 

the salution for linear damping, subject to the initial condition that pa(a, T1 ) = 

G(a0, a) at time zero, but with G(ao, a) defined by eq. (14.83) above. In view 

of the positive value of 1 in the exponent of eq. (14.66), the result represents 

the probabilistic description of an exponentially increasing amplitude. The 

result is in line with the asymptotic expressions for time-domain behavior of 

amplitude as given by eqs. (14.43) and (14.44) in the previous section. 

As we have seen in the previous section, however, apart from growing 

exponentially with time when tt < 0 and 1 > 0, there is also a chance of the 

amplitude approaching zero or some value close to zero as T1 --> oo. Indeed, 

if we integrate the right hand side of eq. (14.66) over the entire a range and 

take account of the result given in eq. (14.83), we find 

fooo Pa(a, T1)da'"'"' 1- P(211ttl,qo) as T1--> oo (14.84) 

where Pis an incomplete Gamma fundion [5] . Noting that 0 < P < 1, it follows 

from eq. (14.84) that the integral is less than unity, which implies that the solu­

tion given by eqs. (14.66) and (14.83) does not describe the entire probability 

density of amplitude. As found under case (BI) above, the given probability 

density distributions do not describe the behavior of amplitude at a = 0. 

The kth moment, k 2: 0, associated with the above-mentioned probability 

distribution can be shown to be 

E[ak] rv a~f(1 + k/ tti) e-qo 12qKJ+k / a1 w (q )i(k+2')')TJ (14.85) 
f(2k/tt1 +21/tt:I) 0 KJ ,kl aJ+')' / IlJ 0 

as T1 --> oo 

According to this description, any statistica! moment, except from the zero's, 

grows exponentially as T1 --> oo . 

14.5 Conclusions 

Analytica! descriptions have been derived for the non-stationary response of 

a randomly parametrically excited second-order system. Damping consisted 

of a combination of linearand non-linear power-law dam ping. Response was 

initiated by some disturbance at time zero. 
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The description of the response consists of a sinusoidal wave with fre­

quency equal to the undamped natural frequency of the system. Ampli­

tude and phase of the sinusoidal wave vary slowly, instationary and ran­

domly with time. Amplitude and phase are described by fluctuation equa­

tions with the time as independent variabie and by Fokker-Planck equations 

for the probability density of amplitude and phase. These descriptions hold 

asymptotically in the limit of small damping and small parametrie excitation. 

Fluctuation equation and Fokker-Planck equation for amplitude have subse­

quently been solved in closed-form using methods of mathematica! physics 

invalving higher transeendental functions. Although lengthy and compli­

cated, the procedure was worthwhile performing: it led to concrete results 

enabling clear and unequivocal conclusions to be drawn on stability of the 

system. The designer can use this information to design safe structures. Re­

sults derived for the behavior of time-domain realizations of amplitude, of 

probability distributions of amplitude and of statistica! moments of ampli­

tude, as time increases, have been summarized in table 14.1. 

The asymptotic results for time domain realizations and for probability 

distributions as time tends to infinity are complementary toeach other. From 

these results, three types of response can be identified. 

(a) When the linear part of the total damping force is sufficiently large in 

comparison to the parametrie excitation force, i.e. when 1 < 0 or f3o > 
rrS2/ 4, response decays to zero as time increases. In other words, there 

is no apparent effect due to parametrie excitation when 1 < 0 or f3o > 
rrS2/ 4. 

(b) For smalllinear part of damping force or large parametrie excitation to 

the extent that 1 > 0 or f3o < rr52 / 4, on the other hand, every tirne­

domain realization of response remains finite only if the non-linear part 

of the damping force increases more than linearly with velocity (t:t > 0). 

Response then tends with time to a stationary state of random finite­

amplitude response. The magnitude of this 'limit-cycle' response type 

is independent of the initial disturbances imposed at time zero but is 

strongly determined by the magnitude of the parametrie excitation force 

and the non-linear part of the damping force. 
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(c) For smalllinear part of damping force in combination with a non-linear 

part of the damping force which increases less than linearly with ve­

locity, i.e. for 'Y > 0 and IX < 0, however, time-domain realizations of 

amplitudes may either tend in a finite time to zero (or almest zero) or 

grow exponentially. Either possibility has a finite chance of occurrence. 

Parametrie excitation can be minimized by appropriately designing the 

natural frequency such that 52 is small and 'Y < 0, i.e. 52 < 4f3o I Tr, where 

{30 is the coefficient of linear damping. In many applications of mechani­

ca! engineering, linear damping is provided by a fluid surrounding the vi­

brating structure. But the Reynolds numbers of the fluid flow are generally 

large, so that linear damping must come from boundary layer behavior. The 

magnitude of this damping is generally small [19]. Soit may well be that 

52 > 4f3ol n. In that case, a type of damping that is strenger than linear 

damping is necessary to ensure that response does not grow unboundedly. 

Such damping is provided by fluid drag occurring on bluft bodies moving 

over distances cernparabie to their own cross-sectional dimension. lt leads 

to quadratic damping and the resulting response is of a stationary type as 

described under case (b) above. The magnitude of the quadratic damping 

can be enhanced by mounting plates to the vibrating structure in a direction 

perpendicular to its motion. Examples are bilge keels on ships and small di­

ameter braces on floating marine structures. They can genera te the necessary 

quadratic damping even at relatively small excursions of the structure. The 

solutions given under case 'Y > 0 and IX > 0 can be used to quantify this 

response. Parameters as fatigue damage and extreme response can be calcu­

lated as a tunetion of design variables. 
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Table 14.1. Behavior of time-domain realizations of amplitude a(T), of probability 

distributions of amplitude pa(a, T) and of statistica! momentsof amplitude E[ak] as 

time increases. 

a:>O 

a:<O 

a:>O 

a:<O 

a(T) asT---+ oo Pa(a, T) as T ---+ E[ak] as T ---+ oo 

00 with k > 0 

Decays exponen­

tially to zero 

Describes an am- Decays exponen-

plitude which tially to zero 

tends to zero 

Decays exponen- Describes an am­

tially to zero plitude which 

tends to zero 

Vanishes and 

does not de-

Decays to zero if 

k > - 2"}'; grows 

exponentially if 

k < -2{ 

Decays to zero if 

k < - 2(; grows 

Decays in a finite 

time to zero ( or 

almast zero) scribe the behav- exponentially if 

ior at a = 0 k > -2"}' 

Neither grows 

unboundedly 

Becomes a sta- Becomes a con­

tionary distribu- stant 

nor decays to tion 

zero 

Grows exponen- Describes an am­

tially plitude which 

tends to oo 

For certain 

realizations 

exponential m-

Describes an am­

plitude which 

tends to oo; does 

crease; for others not describe the 

decay in a finite behavior at a = 0 

time to zero or 

almast zero 

Grows exponen­

tially 

Grows exponen­

tially 
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14.6 Appendix: Derivation of asymptotic expressions 

for probability density and statistica! moments 

Procedures are described for deriving expressions for probability density and 

statistica! moments of amplitude which are asymptotically valid as T1 ___.. oo. 

Use will be made of techniques to compute the asymptotic behavier of inte­

grals such as the methad of steepest descent or saddle-point method: e.g. see 

Morse and Feshbach [16], §4.6 and De Bruin [20]. Results presented apply 

to the case where LX > 0 and 1 < 0, as presented in sectien 14.4. Similar 

procedures can be adopted to derive asymptotic results valid for the ether 

parameter ranges of LX and I· 

Probability density as T1 ___.. oo 

From the time-domain solutions, it is known that for LX > 0 and 1 < 0 the 

amplitude of response decays exponentially to zero as T1 ___.. oo. Accordingly, 

when studying the behavier as T1 ___.. oo, our main interest concerns the be­

havior of pa(a(IJ), T1 ) given by eqs. (14.63) and (14.64) at IJ « 1. Using the 

asymptotic expression [5]: 

MK rv IJ1 /2+ir / IX-"( / IX (1 + ir- 21 . IJ+···) 
'~ IX- 21 + 2zr 

as IJ ___.. 0, (14.86) 

salution (14.63) reduces to 

eYJo /2 j +oo f(-211LX+irltX) · 1 
Pa(a(IJ),TI) rv 2TWIJ~ /2+"( / IX -00 r(-2IILX+2irltX)IJlT IXWK,~(IJo) 

as IJ ___.. 0 

Furthermore, use will be made of Hankel's Contour Inlegral [5] 

r-1 ( -21 I IX+ 2ir I LX) = - 1-· r ( -t1)2'Y / IX- 2ir /1Xe- 11 dt1, 
2rr Je 

(14.87) 

(14.88) 

where the contour C is described in the discussion of eq. (14.67), and the 

integral representation for Whittaker's function [5] 

-IJo /2 1 /2+"( / IX 00 . 

W ( ) - e IJo lo -12(1 t I )ir/1Xtn/IX-2"f/IX-1dt (14.89) 
K ~ IJO - r(. I 2 I ) e + 2 IJO 2 2· ' zr IX- 1 LX o 



14.6 APPENDIX: DERIVATION OF ASYMPTOTIC EXPRESSlONS FOR 

PROBABILITY DENSITY AND STATISTKAL MOMENTS 157 

Upon substituting the above relations into the right hand side of eg. (14.87) 

and introducing the coordinate transformation 

(14.90) 

we obtain, aftersome algebraic manipulation, the expression 

r+co 2 

lv=-co e-v dv as YJ -+ 0, (14.91) 

where 

F(t1, t2) = 1T{ 12 - \ 12 ln (YJ (1 + t2IYJo) tz/tf) . 
2aT1 

(14.92) 

It is noted that the right hand side of eg. (14.91) will reach a maximum value 

for values of YJ where I F( t1, t2) I is of unit order of magnitude. These val u es 

of YJ define the location and extent of the main part of the probability den­

sity function . From eg. (14.92), it can then be verified that the main part of 

the probability density fundion shifts exponentially to zero as T1 -+ oo. The 

same result would have been obtained if we had considered the complete de­

scription of the probability density, as done in the next section, rather than the 

simplified expression valid for small values of YJ only, as given by eg. (14.87). 

As the main part of the probability density shifts exponentially to zero as 

T1 -+ oo, we can replace the limit YJ -+ 0 on the right hand side of eg. (14.91) 

by T1 -+ oo. Furthermore, 

(14.93) 

Applying the coordinate transformations 

(14.94) 

and dropping the asterisk of t; then enables the asymptotic result presented 

by egs. (14.66) and (14.67) to be derived from egs. (14.91) and (14.92). 
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Statistica! moments as T1 ____., oo 

Making use of the integral representations for the Whittaker fundions given 

by eq. (14.89) and [5] 

e1JI21]1 l 2+ir/ a-')'! ttr(1 + 2ir I fX - 2{ I fX) 
MK(1J) = f(irlrx- 2rlrx)f(1 + irlrx) 

11 e-1Jilt;r/a(1- h/r/a-2')'/a-1dt1 
11 = 0 

(14.95) 

substitution of the expression for the probability density of amplitude given 

by eqs. (14.63) and (14.64) into eq. (14.62) yields 

where 

1+oo ['1° 11 2(ir- r)WK,fl k/ a-I+irl atir / a 

r=-oo J1J=O t1 =0 rxf(1 + ir I fX) 1J 1 

(1 _ lt) - 1- 2')'/a+ir /ae-1Jil - r2Tl-2')'i1·T1dltd1Jdi, 

and 

Upon applying the coordinate transformation 

r =i ( _, + 2rx\1 ln (1Jlt (1- lt))) + r]/2 
eq. (14.97) becomes 

where 

(14.96) 

(14.97) 

(14.99) 

(14.100) 

(14.101) 
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Furthermore, introducing the transformations 

and 

the integral 12 becomes 

159 

(14.102) 

(14.103) 

To derive asymptotic expressions valid as T1 ~ oo from the descriptions 

of 11 and !2 given by eqs. (14.100) and (14.104), distinction is made between 

the cases k < -')' and k > -')'. 

k < -')' 
The contribution to integration with respect to r on the right hand side of 

eq. (14.100) will be largest for values of IJ where IF1 1 is of unit order of magni­

tude. From eq. (14.101) it then fellows that, provided that k < -')',as T1 ~ oo, 

the contribution to the integral sterns predominantly from values of 1J close 

to zero. Furthermore, taking IF1 1 = 0(1), ras defined by eq. (14.99), reduces 

to ik as T1 ~ oo. Using these properties and eq. (14.93) we can write 

2(k + ')')7T1 / 2é(k+2r)TI 
- Tl /2 WK,-k /a-r !a(IJo) 

IX 1 

(
10 

{
1 (1- t1)-1-2r!a-k/a{lk /ae-Fldi] d1J 

}IJ=O Jt1=0 IJ 
(14.105) 

The integrals on the right hand side of this equation can be evaluated by 

changing from the coordinate IJ to the coordinate F1 defined by eq. (14.101) . 

Integration with respect to t1 subsequently reduces to a Beta Function [5]. 
Noting that h decays to zero as T1- 1 12e-r2r1, it then fellows from eqs. (14.96) 

and (14.105) that E[ak] approaches zero as T1 ~ oo in the manner described 
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by eg. (14.69). This result would also have been obtained when the asymp­

totic result for the probability density given by egs. (14.66) and (14.67) would 

have been substituted into the right hand side of eg. (14.62) . 

k > -ry 
Inspeetion of the integrals on the right hand sicles of egs. (14.100) and (14.104) 

shows that for k > -ry, there is no local area of IJ-values where the centribu­

tien to integration with respecttor is dominant. Accordingly, all values of IJ 

between 0 and oo have to be considered. An asymptotic approximation can 

then be derived by applying the transformation 

r = -iry + ~1 2 (14.106) 
T1 

to the integral on the right hand side of eg. (14.63). Making use of the relations 

and 

lV 

fl = aT1 !2 
1 

Mq, (IJ) '"'"' - fl WK,O (IJ) r( -ry I a) as T1 --+ oo 

f(2rt)""' (2rt)- 1 as T1 --+ oo 

one finds from egs. (14.63) and (14.64) that 

(14.107) 

(14.108) 

(14.109) 

e_'~'2rl (IJ IIJor'eiJo /2-IJ /2 
p(a( IJ), Tl) '"'-' 2T3!2 r( -ry I a) WK,O( IJ) WK,O( IJo) 

na 1 aiJ 

as T1 --+ oo. (14.110) 

Noting that 

j +oo 2 nl / 2 
v2e-v dv = --, 

-()0 2 
(14.111) 

substitution of eg. (14.110) into eg. (14.62) yields the asymptotic result given 

by eg. (14.68). Note that this result would nothave been obtained when the 

asymptotic expression for Pa(a(IJ ), T1 ) given by egs. (14.66) and (14.67) would 

have directly been substituted into the right hand side of eg. (14.62) . Hence, 

while evaluating the asymptotic value of the right hand side of eg. (14.62), 

it is not allowed to interchange integration with respect to a and the limit 

process invalving T1 --+ oo! 



Abstract 

Stochastic or random vibrations occur in a variety of applications of mechani­

ca! engineering. Examples are: the dynamics of a vehicle on an irregular raad 

surface; the variation in time of thermadynamie variables in municipal waste 

incinerators due to fluctuations in heating value of the waste; the vibrations 

of an airplane flying through turbulence; the fluctuating wind loads acting on 

civil structures; the response of off-shore structures to random wave loading. 

Attention is focussed on problems of external noise. That is, models of 

mechanica! engineering structures are considered where the souree of ran­

dom behavior comes from outside: e.g. a prescribed random force or a pre­

scribed random displacement The structures inhibit inertia, damping and 

restoring, linear and non-linear. Questions addressed are: how do these 

structures respond to random excitation, and how to quantify the random 

behavior of response variables in a manner that an engineer is able to make 

rational design decisions. 
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