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Introduction

One of the branches of mathematics is applied mathematics. In this field, the mathematics is
studied that originates from applications. Here, we restrict ourselves to physical applications.
One usually translates the physical problem into ordinary or partial differential equations and
their initial and boundary conditions. This process is called mathematical modelling. In
many cases, the governing equations can not be solved exactly. Therefore, one looks for an
approximate solution. There are two approaches for obtaining approximate solutions : an
analytical and a numerical one. As a first step in the modelling process, the governing equa-
tions are made dimensionless. This process often yields one or more small dimensionless
parameters. After comparing the order of magnitudes of terms in the governing equations,
we can neglect the terms that are apparently too small to be of relevance. If the remaining
model still contains a small parameter (¢), we can utilise perturbation methods. Based on
this parameter, we assume that the solution of the governing equations can be expanded into
an asymptotic expansion. After substitution of the expansion into the governing equations,
each coefficient of ¢ must vanish and a sequence of differential equations results that has to
be solved successively. In some cases, the geometry (the domain of interest) of the problem
leads to the small parameter. For example, if there are two different length scales and their
ratio is small, then we have this ratio as a small parameter.

In this thesis, we apply the above procedure to the modelling of glass flow and heat
flow problems. The former modelling leads to Stokes flow, while the latter is related to a
heat conduction model problem, and a microwave heating problem. We will consider two
different approaches to solve the Stokes flow problem, namely perturbation and operator
methods. To solve the heat conduction problem, we use perturbation methods Finally, using a
fundamental-mode approximation of an eigenfunction expansion, we consider the microwave
heating problem. First, we will discuss the glass flow problem.

Glass is a widely used packing material, for example in the form of jars and bottles in
the food industry. The production of glass forms like jars goes more or less as follows. First,
grains and additives, like soda, are heated in a tank. Here, gas burners or electric heaters
provide the heat necessary to warm the material up to about 1200°C. At one end the liquid
glass comes out and is led to a pressing or blowing machine. To obtain a glass form a two-
stage process is often used. First, a blob of hot glass called a gob falls into a configuration
consisting of a mould and plunger. As soon as the gob has fallen into this mould, the plunger
starts moving to press the glass. This process is called pressing (see Figure 0.1). At the end,
the glass drop is reshaped into the preform of a bottle or a jar called a parison. After a short
period of time, for cooling purposes (the mould is kept at 500°C), the parison is blown to its
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final shape in another mould. This process is called blowing (see Figure 0.2). In this thesis
we only consider the glass flow during the pressing phase.

Figure 0.1: Pressing phase
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Figure 0.2: Blowing phase

The glass flow at temperatures above 600°C can be described by the Navier-Stokes equa-
tions for incompressible Newtonian fluids. Moreover, in view of the geometry of plunger
and mould, we choose axisymmetric cylindrical coordinates. Therefore we have a two-
dimensional problem in the (r, z) plane. Next, we make the Navier-Stokes equations di-
mensionless using appropriate scalings. Note that we concentrate our analysis on the glass
flow in the narrow annular duct between plunger and mould, in other words, the annular duct
is slender. Therefore, we have two relevant length scales, namely the wall thickness of the
parison (D) and the length of the plunger (L), with D < L. So, we can introduce a small
parameter ¢ = D/L. There are two ways of scaling :
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1. We scale both z and r with D. Using the characteristic data of the glass flow such
as velocity, viscosity, length scale, etc, we obtain that the glass flow is highly viscous
(the Reynolds number is small). Therefore, we can ignore the inertia terms of the
Navier-Stokes equations and we arrive at the Stokes equations. To proceed, we make
arescaling Z = ¢z and assume that the velocity and the pressure can be expanded into
asymptotic expansions based on €.

2. We scale z with L and r with D. Next, we expand the velocity and the pressure into
asymptotic expansion to obtain a set of equations called Reynolds lubrication-flow
equations. This approach is still valid if the Reynolds number (Re) is O (1), because
Re occurs only in the combination ¢Re.

Since we assume that there are no more length scales in the z direction, we can use both
scalings. To solve the system of equations completely, we need to consider the boundary
conditions.

During the formation process of glass, a lubricant like graphite powder is extensively used
in order to improve the sliding conditions of the glass inside the mould. Lack of lubrication
will affect the final quality of the glass product. The presence of this lubricant suggests us
to consider slip-type boundary conditions. This means that the tangential component of the
glass velocity v at the wall differs from the wall velocity v, the difference being called the
slip velocity. In this research, we consider Navier’s slip condition, which assumes that the
slip velocity is proportional to the tangential (shear) stress. The slip factor (s) measures the
amount of slip. There is no slip if s = 0, while there is no friction if s = oo. The other
boundary conditions describe that the walls of plunger and mould are solid. This implies
that, the normal component of the velocity is zero. To determine the velocity completely,
we have to know the pressure gradient. This pressure gradient can be found, if we know
the value of the flux for every level z. As shown in Figure 0.1, as the plunger goes down, it
causes the glass to move upward through a varying cross section such that the volume flux for
every level z is not constant. Using Gauss’ theorem, we can determine the value of this flux.
Finally, we can determine the velocity and the pressure gradient of the glass flow analytically.
Further, using the results obtained, we can derive a formula for the total force on the plunger.

Next, we discuss two examples. In the first one, we use simple parabolic profiles for the
plunger and the mould, while the velocity of the plunger is given. We find a good agreement
between the velocity obtained analytically and numerical results from the Finite Element
Method. Using the given velocity of the plunger, we calculate the total force on the plunger.
In the second example, we use a geometry of a real plunger and mould, while the plunger
force is prescribed. Using this force, we can determine semi-analytically both the velocity of
the plunger and the position of the top of the plunger as a function of time.

Now, we consider the second approach to solve Stokes boundary value problem. We use
the method described in Padmavathi et al [40] and Sheng and Zhong [46] to translate the
Stokes equations into an operator equation on the boundary 0€2 of the domain €2 with a tan-
gent vector field e on the boundary d€2 as unknown. To obtain the operator equation, we have
to solve Dirichlet and Neumann problems. This operator equation leads to the solution of the
Stokes boundary value problem that can be parameterized by a,,, the harmonic extension of
a to the interior of the domain €2.
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As an application of the above method, we give some examples of solving Stokes boun-
dary value problems for some simple domains such as the interior and the exterior of the unit
disk and of the unit ball, a half space, an infinite strip, etc.

Besides of the Stokes flow, in this thesis we also consider heat flow problems. First, we
discuss heat conduction in correspondence with the type of the geometry of the problem,
and second, nonlinear heat conduction related to microwave heating. Following van Dyke
[13,14], we investigate two types of geometry, a slowly and a slightly varying geometry. In
the former geometry, the variation of the length scale in one direction is slower than in the
other direction. Mathematically, we write the boundary as y = R(ex). We solve this problem
by rescaling X = ex. In the latter geometry, the boundary varies a little but not slowly. We
write the boundary (typically) as y = eR(x). For each geometry we present examples of
heat conduction problem to describe the difference of both geometries.

Next, we consider the microwave heating problem. Recently microwave radiation for
heating is more and more applied, with applications like cooking, melting, sintering, and
drying. This heating technique has advantages over the use of a conventional heating, such
as speed of heating, the potential to heat the material without heating its surroundings, etc.
However, the widespread industrial application of microwave heating faces the formation of
hot-spots, that is small regions of very high temperature relative to the surroundings. Such
a phenomenon can either be desirable, such as in metal melting, or undesirable, such as in
ceramic sintering.

In general, the modelling of the microwave heating involves a coupling of electromag-
netic and thermal phenomena. These phenomena can be expressed mathematically as a sys-
tem of a damped wave equation derived from Maxwell’s equations governing the propaga-
tion of the microwave radiation and a forced heat equation governing the heat flow. In this
research, we assume a temperature independent of the electrical conductivity of the material
and microwave speed. Therefore, we may solve the damped wave equation separately, which
leads to a single forced heat equation governing the heat flow. Next, we focus on solving the
heat problem to investigate the effect of the inhomogeneity of conductivity on the formation
of a hot-spot. The governing equation is

% — V- (k(0)VO) + S|E £ (0),

with 6 the temperature, k(6) thermal conductivity of the material, § a positive parameter
related to the intensity of electric field, | E| is the amplitude of the electric field, and f(6) the
rate of the microwave energy absorption by the material. Here, we take it to be of Arrhenius
type. We consider a one-dimensional unit slab consisting of three layers of material with
different thermal conductivity. We assume the thermal conductivity of the form k(0) =
,ue’”e, where 6 is the temperature, while the parameter p has different values in each of
the three layers. This © measures the magnitude of the thermal conductivity of the material
and the inner layer has the smallest value of the parameter . To simplify the problem, we
consider only the steady-state solution and use the Dirichlet boundary conditions on each
layer. The other boundary conditions require that both the temperature and the heat flux are
continuous across the layers.
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To solve the problem, we use an eigenfunction expansion based on the Galerkin method
and we consider only the fundamental-mode approximation. In [1], Andonowati has shown
numerically that this fundamental mode is dominant for some geometries such as a unit
sphere, a finite cylinder, a rectangular block and for Dirichlet boundary conditions. There-
fore, we focus on this fundamental mode. For three layers, we obtain a system of equations
that is solved numerically.

First, as an example, we consider a unit slab geometry. In this geometry, we show that
the bifurcation diagram of possible steady-states of the temperature 6 and § is S-shaped.
This means that there is an interval with three solutions, two of which are stable. So, there
are critical values 8., and 8, for which a slight change in § yields a catastrophic increase
or decrease in the temperature. Next, we consider a unit slab consisting of three layers of
material with different thermal conductivity (). We assume the inner layer has the smallest
value of . We find the temperature in this layer is higher than that in other layers. It means
that a smaller u yields a higher temperature. The larger the difference of w in the inner and
outer layers, the larger the discrepancy of the temperature between the inner layer and the
rest of the region will be. Further, we consider only the inner layer. For fixed value of §, we
get a temperature jump near some values of p. This jump shows that there is a critical value
of 1 and indicates the formation of a hot-spot.

Let us briefly outline the structure of this thesis. Chapters I and II present the pertur-
bation method. Chapter I contains some notions from the perturbation method such as the
symbol O and o, asymptotic expansion, regular and singular perturbations of boundary layer
type. We discuss two types of geometry, the slowly and slightly varying geometry. Finally,
we close this chapter by investigating the Stokes equations in a semi-infinite slowy varying
geometry. This investigation gives a motivation to derive a general theory for solving the
Stokes boundary value problems.

In chapter II, we discuss the modelling of the glass flow including an investigation of the
boundary conditions. We solve the glass flow problem using asymptotic expansions based on
the slowly varying geometry of the plunger and the mould. This (slightly adapted) chapter
appeared in the Journal of Engineering Mathematics 39:241-259, 2001.

Chapters III - IV present the operator method. In chapter III, we derive the operator
equation from the Stokes boundary value problems. Some examples of solving the prob-
lems are presented for domains such as the interior of a disk and of a ball. This (slightly
adapted) chapter is accepted to be included into the Proceedings of 4" European Conference
on Elliptic and Parabolic Problems, Rolduc, June 18-22, 2001.

Next, further application of the operator method for solving Stokes boundary value prob-
lems with as domains such as the exterior of the unit disk and of the unit ball, a half-space,
an infinite strip, etc, are discussed in Chapter IV.

Finally, in chapter V, we consider a simplified model of the microwave heating of a
one-dimensional unit slab. Using an eigenfunction expansion for the problem based on the
Galerkin method with a fundamental-mode approximation, we investigate the effect of ther-
mal conductivity on the formation of hot-spots. This chapter appeared in the Journal of
Engineering Mathematics 38:101-118, 2000.



Introduction



Chapter I

Perturbation methods

1 Introduction

The mathematical solution of a “real world” problem starts with the modelling phase, where
the problem is described in a mathematical representation of its primitive elements and their
relations. As the solution is not served by unnecessary complexity, we are interested in
an adequate mathematical description with the lowest number of essentially independent
parameters and variables.

A very important aspect in the modelling is therefore the introduction of a hierarchy
of importance: to distinguish the important, a little bit important, and unimportant effects.
Based on this hierarchy it is decided which aspects can be included and which can be ne-
glected in the model.

For exactly this reason some effects in any modelling will be small: sometimes small but
not small enough to be ignored, and sometimes small but in a non-uniform way such that
they are important locally.

For an efficient solution, and to obtain qualitative insight, it makes sense to utilize this
“smallness”. Methods that systematically exploit such inherent smallness are called “pertur-
bation methods”.

Perturbation methods have a long history. Before the time of numerical methods and
computers, perturbation methods were the only way to increase the applicability of avail-
able exact solutions to difficult, and otherwise intractable problems. Nowadays, perturbation
methods have their use as a natural step in the process of systematic modelling, since they
provide insight in the nature of singularities occurring in the problem and in typical parameter
dependencies, and sometimes they increase the speed of practical calculations.

We will consider here a class of perturbation problems connected to Stokes flow (flow of
high Newtonian viscosity) confined by slightly deformed simple geometries. The problem is
inspired by glass flow, which is an important problem of such flows, although of course there
are other types of confined Stokes flow, e.g. lubrication flow in bearings.

To illustrate the methods we will sometimes consider the simpler problem of stationary
heat flow, which amounts to solving the more easily accessible Laplace equation. Both prob-
lems are, however, of elliptic type, and therefore the heat problem may serve as a suitable
model problem.
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2 Preliminary definitions

In this section, we discuss some definitions that will be used frequently in the subsequent sec-
tions. First, since we are only interested in comparing the behaviour of functions f(¢) with a
gauge function ¢ (¢) as a parameter ¢ — 0, we introduce order symbols to define an asymp-
totic approximation. For example, f(g) = &> tends to zero faster than ¢(¢) = € as ¢ — 0.
The following definitions describe a notation for this behaviour.

Definition 2.1. ( Large O)

1. For a given e—interval I = {¢ | 0 < ¢ < g1}, we say that

f(e) = 0(p(e)) ase — 0, (2.1)
if there exists a positive number k independent of ¢ and a neighbourhood N of ¢ = 0
such that
| f(e)] <kl|gp(e)| forallein NN I. (2.2)
Note that if the limit
im L&) 2.3)
e=0 ¢ (¢)

exists and is finite then f(¢) = O(¢p(¢)) ase — 0.
2. Similarly, for a given domain D C R" and e¢—interval I, we say that
f(x;e) =0(p(x;¢))ase — 0, (2.4)

if for each x € D, there exist a positive number k(x) and a neighbourhood N (x) of
& = 0 such that

|f(x;8)] <k(x)|p(x;e)| forallein N(x) N 1. (2.5)

Definition 2.2. (Uniformity)
f(x;e) = O(¢(x; ¢)) 1s uniformly valid in D if in (2.5) both k and N are independent
of x.

Definition 2.3. ( Small o)

1. We say that

f(e) =0(¢p(e)) ase — 0, (2.6)
if for any given § > 0, there exists an e—interval 1(§) = {¢ | 0 < ¢ < £1(6)} such that
| f(e)] <b|p(e)| forall ein [. 2.7
Note that if
lim 2 _ 2.8)
e=>0 ¢ (&)

then f(e) = o(¢p(e)) ase — 0.
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2. Similarly, for a given domain D C R", we say that
f(x;e)=o0(p(x;e))ase — 0 (2.9)

if for each x € D and any given § > 0, there exist an e —interval
I(x,8)={¢]0<¢e <ei(x,¥d)} such that

|f(x;8)] <b|p(x;e)| forall ein I. (2.10)

Definition 2.4. (Uniformity)
f(x;¢e) =o0(¢p(x; ¢)) is uniformly valid in D if in (2.10) &; depends only on § but not on
x.

Note that f = o(¢) implies f = O(¢) but the converse is not true. We write f = O;(¢)
if f = 0(¢)but f # o(¢) (see Example 2.5).

Example 2.5
We have

gcos(e) = O(e) as € — 0, 2.1
since |e cos(e)| < |eg| for all &€ > 0. At the same time, ¢ cos(¢) # o(e), and therefore
== Os (8)
Example 2.6

f _ _of- 0 (2.12)

= as &€ —> U, .
g —1 In(e)
1
because lim £ In(e) =1
e—0 ¢ — 1
Example 2.7
We have
e*=o0(l) wherea > 0, ase — 0, (2.13)

since for any given § > 0, (2.7) holds provided that ¢ € 1(§) = {¢ | 0 < & < §'/%}.

Example 2.8
Since
e V¢ = o(e"), ase — 0, for any n, (2.14)

e~!/¢ is called a transcendentally small term (TST) or an exponentially small term (EST)
and can be ignored asymptotically against any power of ¢.

Example 2.9
Let D = {x | 0 < x < 1}. We have cos(3) = O(1) as ¢ — O uniformly valid in D since
we can choose k£ = 1.1 such that |cos(’8—‘)| < k for all x € D. However, cos(’s—‘) =0(x)
as ¢ — 0is not uniformly valid in D since there is no constant k such that | cos(3)| < kx
forall x € D.
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Example 2.10
Let D = {x | 0 < x < 1}. Then, x> +e** = O(?) as e — 0in D, since
k(x) =1+ 7 such that

x> +e7/| < (1+ H)x?, forallx € D. (2.15)

There is no k(x) possible independent of x, so this is not uniformly. On the other hand,
for Dy ={x |0 < A < x < 1}, we can choose &, = A/In A~? and k = 2 such that
now

e =2 (14x2e ™) <22 (14472e747) <262 forall x € Dy, (2.16)

and x> + e/ = 0O(x?) uniformly on Dy.

Figure 2.1: Comparison between y(x; €) = x? + e~*/¢ and its asymptotic approximation x>

for ¢ = 0.1.

Figure (2.1) shows the graph of y(x; &) = x? 4+ e~*/¢ and its asymptotic approximation
x2 for & = 0.1. It appears that the approximation is good for x not near 0. For x too
close to zero, x> does not approximate y(x; &) asymptotically, no matter how small &
is. The region x near zero is an example of a boundary layer. We will discuss boundary
layers in more detail in the next section.

Example 2.11
Let D ={x|x > 0}. Then

x&e% = o(x?) where ¢ > 0, as ¢ — 0, (2.17)

since for any given § > 0, (2.10) holds provided that ¢ € [(x,8) = {¢ | 0 < ¢ <
(x8)'/}. Since this interval depends on x, (2.17) is not uniformly valid in D. However,
if we restrict D to D; = {x | 0 < x < X, } with X is a fixed constant, then (2.17) is
uniformly valid in D, since the interval becomes I (8) = {¢ | 0 < & < (X;8)'/%}, which
does not depend anymore on x.
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Next, we give the definitions of asymptotic sequence and asymptotic expansion. This
expansion can be either uniform or non uniform. Those definitions play an important role in
perturbation methods that we will discuss in next section.

Definition 2.12. (Asymptotic Sequence)
A sequence {1, (e)}°2 ; is called an asymptotic sequence, if j1,11(¢) = o(u,(€)), as e — 0,
foreachn =1,2,---.

Example 2.13
The following are examples of asymptotic sequences (as ¢ — 0)

pa(e) = ", wa(e) = &%, p,(e) =tan"(e), p,(e) =In(e)™",

() = e’ In(e)? where p=20,1,2..., ¢ =0...p and n = %p(p +3) —gq. (2.18)

In terms of asymptotic sequences, we can define asymptotic expansions as follows

Definition 2.14. (Asymptotic Expansion)

Let f (x; &) be defined in some domain D and some neighbourhood of ¢ = 0. Let {1, (£)}°2
be a given asymptotic sequence. Then f(x; &) has an asymptotic expansion to N terms as
& — 0 with respect to this asymptotic sequence given by

N
fe8) ~ Y fu@pa(e), (2.19)
n=1
if
M
Fxi8) =Y fu@)pn(e) = o(uuu) as e — 0, (2.20)
n=1

foreachM =1,2,---, N.
Another definition of an asymptotic expansion which is equivalent to (2.20) is

M
fie) =Y ful®)ua(e) = O(ups1) as e — 0, (2.21)

n=1

foreachM =1,2,---, N — 1.

We call f;(x) a shape-function, and by definition it is independent of €. The expansion
(2.19) is called a Poincaré, classical, or straightforward asymptotic approximation (see [24],
p. 25). If u,(e) = ", we call the expansion an asymptotic power series. In ([15], p. 16) the
expansion (2.19) is called regular expansion or Poincaré expansion. Different from ([15]),
we define a regular expansion as a uniform Poincaré expansion (see Definition 3.1).
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The dependence of the form of a Poincaré expansion on the choice of independent vari-
able x cannot be overstated. This is illustrated by the following examples

Example 2.15

e sin(x + ¢ + &2) = sin(x) + e cos(x) + O(e?), but sin(£ + &2) = sin(&) + 0(e?)
if we introduce £ = x + ¢.

e sin(ex + &) = ex + ¢ + O(e?), but sin(X + ¢) = sin(X) + O(¢) if we introduce
X = ex. Note that in either expansion x and X are taken fixed. This means, for
example, that if X is fixed, effectively x = O (e }).

e e ¥/* =04 o(e"), while x > 0, bute~* = O(1) if we introduce £ = x/¢.

Note that in asymptotic expansions, we only consider a fixed (N) number of terms, since
for N — oo, the series can be either convergent or divergent (see Example 2.17). Also, it
is not necessary that a convergent asymptotic expansion converges to the expanded function
(see Example 2.18).

For a given asymptotic sequence {u,(€)}72 |, fu.(x) can be determined uniquely by the
following formulas (we assume that u,, are nonzero for ¢ near zero and that each of the limits
below exist)

A = tim L9528 (2.22a)
e=>0 ()
) — tim 8 = Ao e) (22b)
e—0 u2(e)
n—1
foe8) =) filo) (e
fu(x) = lim k=1 (2.22¢)
e—>0 Mn(€)
We will give some examples of asymptotic expansions for & — 0.
Example 2.16
Given some different asymptotic sequences, a function may have different asymptotic
expansions.
tanh(e) = ¢ — %83 + %85 + 0" (2.23a)
= sinh(g) — 3 sinh*(¢) + 3 sinh’(e) + O (sinh’ (¢)) (2.23b)

= gcos(e) + (s cos(e))’ + -h(e cos(e))’ + O ((s cos(e))) . (2.23¢)
In fact, re-expanding the expansions (2.23b, 2.23c) into Taylor series around ¢ = 0 will
yield the expansions (2.23a). We say that two functions f and g are asymptotically
equal, to N terms, if f — g =o(uy) ase — 0.

Example 2.17 N
If ¢ # 0 then the asymptotic expansion Z ne" diverges as N — oo.

n=1
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Example 2.18
Two different functions may have the same asymptotic expansion.

cos(e) =1 — 1e® + Le* + 0(e%). (2.24a)
cos(e) +e /f =1—1e? + Let + 0(9). (2.24b)

Note that the asymptotic expansion in (2.24b) converges to cos(e) instead of cos(e) +
e~ /¢,

3 Regular and singular perturbations

3.1 Regular perturbations

In applied mathematics, one usually formulates a mathematical model for a physical problem
by establishing the governing equations. These equations usually consist of a (system of)
differential equation(s) L(f, x; ¢) = 0 and boundary conditions B(f; &) = 0, where ¢ is a
parameter or a parameter vector. For the moment we will consider just a single parameter
and this parameter is assumed to be small. As discussed in the introduction, the occurrence
of at least one small parameter is very natural in any result of modelling, because the process
of modelling is essentially a distinction between main effects that should be included, and
effects that are too small to be included. Therefore, in this hierarchy there will almost always
be effects that are relatively small but not small enough to be ignored.

For example, in a fluid flow problem, the (dimensionless) viscosity may be small, but
without viscosity an airfoil would not have drag or lift, and therefore viscosity cannot be
discarded from the modelling.

The usual situation is that the resulting equations can not be solved exactly, and we need
to seek for approximations of the solution. Generally speaking, there are two major me-
thods to obtain approximate solutions, namely numerical methods and perturbation methods.
Perturbation methods are analytical in nature, but not all analytical methods to construct a
solution are of perturbation type. Some analytical methods produce explicit solutions in the
form of integrals or infinite series, but since these will have to be evaluated numerically we
will for simplicity categorize them among the numerical methods.

This section will be about perturbation methods. They are based on the smallness of the
problem parameter €. We assume that the solution f (x; €) of the governing equation will be
expanded into a Poincaré expansion. This expansion can be either uniform or non uniform.

Definition 3.1. If f(x; ¢) can be expanded into a Poincaré expansion (2.19) and the expan-
sion holds uniformly in x € D (uniformly valid in D), we say that f(x; ¢) has a regular
perturbation expansion in D. Otherwise, f(x; €) has a singular perturbation expansion in D.
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Below, we give two examples to illustrate this notion of uniform expansion.

Example 3.2
Consider an asymptotic expansion below with D = R,

cos(x + &) = cos(x) cos(e) — sin(x) sin(e)
= cos(x) (1 — 36> + O(e")) —sin(x) (¢ — z&° + 0(&”))

= cos(x) — esin(x) — %82 cos(x) + é83 sin(x) + O (g*).

Since | cos(x)| and | sin(x)| are bounded (< 1) for all x € R, it follows that the above
asymptotic expansion is uniformly valid for all x € R.

Example 3.3
cos(x + ex) = cos(x) cos(ex) — sin(x) sin(ex)

= cos(x) (1 — 1&°x> + O(e*x*)) —sin(x) (ex — t&°%° + 0(°x"))

= cos(x) — ex sin(x) — %82)62 cos(x) + é83x3 sin(x) + O (84x4) .

Note that each coefficient of &" is bounded in interval 0 < x < X(¢) provided that
X(e) = O(1) as ¢ — 0. Therefore, the asymptotic expansion is uniformly valid for
in this interval. Consider the second term. The value x sin(x) oscillates but increases
linearly with x. As a result, ex sin(x) will become O(1). Consequently the asymptotic
expansion is not uniformly in an interval 0 < x < X (¢), with X (¢) = O(%).

After assuming an asymptotic sequence of order functions {u, (¢)}, and formally expand-
ing f(x; ) into the corresponding Poincaré expansion

fx;e) = pole) folx) + pi(e) filx) +..., (3.25)

we substitute this expansion into both L(f, x; ¢) = 0 and B(f; ¢) = 0, and again formally
expand the equations into a Poincaré expansion based on the same order functions

L(f, x;¢) = pno(e)Lo(fo, x) + pn1(e)Li(f1, fo,x)+...=0 (3.26)

(Note that L or B may have to be rescaled, but this is unimportant as the right-hand side is
zero anyway). Since each term in such an expansion is independent of ¢, each term must
vanish and we obtain a sequence of governing equations L, = 0, yielding f,(x), which can
be solved successively.

It should be noted that the problem formulation usually presents at least one natural
choice of independent variable x, for example by the interval considered, or any given x-
dependent source term or coefficient.

The following example illustrates the above sketched iterative procedure to solve an al-
gebraic equation. Finding a suitable sequence of order functions is especially crucial.

Example 3.4
We would like to find an asymptotic expansion for the solution of

X4l —x—1+e=0,e - 0. (3.27)
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Note that for ¢ = 0, the roots of (3.27) are x = 1, —1, —1 (of order 1). As the corrections
seem to be O(¢g), we assume an expansion of the form

X =x0+ex; + &3+ 0(). (3.28)

Substituting the expansion (3.28) into (3.27), and equating the coefficients of like powers
of ¢ yields

O(l): xj+xj—x—1=0 (3.292)

O(e): 3xgx;+2xox; —x1 +1=0, - (3.29b)

We obtain xg = 1, —1, —1 and x; = L - For xo = 1, then x; = —1. Therefore,

3x§+2x0—
we obtain the asymptotic expansion of the solution of (3.27) is

x=1-1e+ 0(). (3.30)

For xo = —1, however, x; is undefined. Therefore, we reconsider our assumption of a
power series expansion, and re-expand the expansion (3.28) into

x =—14¢&% + 0(™), (3.31)
to obtain
=22 xf +xje 4+ 1=0. (3.32)
Considering the balance between the terms in (3.32), there are several possible values
for a.
1. Fora = %, we obtain x; = 0. Considering the next order, 0(£??),leadsto 1 = 0.

Therefore, we neglect this possibility.

2. For o = %, it follows that x; = i%ﬁ and the asymptotic expansions for the
solution of (3.27) are

x=—141V2/e + 0(e), (3.33a)
x=—1-1IV2/e+ 0. (3.33b)

3.2 Singular perturbation of boundary layer type

In this section, we will consider a phenomenon that is sometimes associated to a singular
perturbation, namely a boundary layer which is a narrow region where the solution of the
governing equations changes rapidly. It means that there is a nonuniformity in that region.
Some examples of physical processes where boundary layers may occur are viscous fluid
flow near a solid wall, the temperature of a fluid near a solid wall, etc.

To illustrate the procedure to solve this problem, we consider, for example, the differential
equation

LD (x; ), D'(x; ), P(x;8),x,6) =0, x e D=]0,1], ¢ = 0, (3.34)
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with boundary conditions ®(0) = A and ®(1) = B, where A and B are constants of O(1).
Mathematically, we can anticipate the existence of boundary layers if small parameter ¢ is
multiplied with the highest derivative (here, the second derivative) in the differential equa-
tion (see [9], p. 145). As the order of the equation reduces when ¢ — 0, not all boundary
conditions can be satisfied and another Poincaré expansion, based on another choice of inde-
pendent variable, is locally necessary.

We assume here just one boundary layer, located at x = 0, and we assume that @ (x; €)
can be expanded into an asymptotic expansion. Because of the boundary layer, ® (x; ¢) does
not have a regular expansion on the whole of [0, 1]. Therefore, we divide the interval [0, 1]
into 2 asymptotically overlapping subintervals. In the subinterval called outer region, we
introduce a regular expansion (called outer expansion) using the original variable. Next, for
the other subinterval called inner region, we introduce an expansion (called inner expansion)
describing the rapid changes using a magnified scale. Finally, to match those asymptotic
expansions, it is necessary that they have the same functional form on the overlap region.
Hence, we find an asymptotic approximation (but not a Poincaré expansion) to the solution
that is uniformly valid over the whole interval [0, 1].

First, we consider the outer region [D1, 1] for any fixed D; > 0, with x = O(1). We
assume P (x; £) can be expanded as

N-1
D(x;e) = ) pn(e)Pn(x) + O(un), (3.35)

n=1

with ©1(¢) = 1 since the boundary conditions are of O(1). Substitute this outer expansion
(3.35) into the differential equation (3.34). Since the second derivative is multiplied by ¢, we
obtain for each n, a first order differential equation. Therefore in general, ®, (x; &) can not
satisfy both boundary conditions. Since the boundary layer is located at x = 0, we consider
the boundary condition at x = 1 to obtain &, (x).

Now, we consider the inner region [0, D28 (¢)] for fixed D, > 0. Here we introduce the
inner variable £ = 82‘—8), x = 0O(8(g)), where §(¢) represents the thickness of the boundary
layer. (If the boundary layeris at x = 1, we rescale x as x = 1 + 8(¢)&). In this inner region,
besides the independent variable, we also rescale the dependent variables as

D(S(e)ée) = A(e)W(E: &). (3.36)

If we assume the outer expansion is of O(1) as x — 0 and since the boundary condition at
x = 01s of O(1), we have the inner expansion is also of O(1). Therefore, we get A = 1. By
introducing (3.36) into the differential equation (3.34), we obtain a differential equation, say,

L* (V&5 8), W'(Ese), W(Ese), £, 8(e): ) =0. (3.37)

We solve this differential equation (3.37) together with the boundary condition at x = 0.
But, first we have to determine §(¢). We choose §(¢) such that the differential equation
(3.37) has the richest structure, that is, it contains the largest number of terms that satisfy
the boundary condition and matching condition with the outer expansion. Recall that in the
outer solution, the second order differential equation is reduced to the first order differential
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equation. Therefore, the differential equation (3.37) should also contains the missing term
(here, the second derivative) of the differential equation (3.34) in the leading order of the
outer expansion. This principle to find the §(¢) is called the principle of the least degeneracy
(see [12], p. 86). The chosen §(¢) that has this property is called a distinguished limit or
significant degeneration.

Next, we assume the inner expansion of the form

N-1

W(Ee) =) (o) Wn(€) + 0N, (3.38)

n=1

with ¢; = 1, since the inner expansion is of O (1). Substituting this expansion into (3.37) and
considering the boundary condition at x = 0, we obtain W, (§). For each n, we have a second
order differential equation with only one boundary condition. Therefore the solutions W,, (&)
will contain one undetermined constant. To obtain this constant and to obtain a uniform
solution for the whole interval [0, 1], the inner and the outer expansions are matched over the
overlap region. Figure (3.2) represents a boundary layer phenomenon.

W(;e)

d(x;¢)

x=00()
;C_n’ x = 0(1)

Figure 3.2: Boundary layer

There are two common matching principles, viz.

1. Matching by an intermediate variable (see [25], p. 52, or [31], p. 24). We introduce an
intermediate variable x, = % that is located in the transition region or overlap region
between the outer region O(1) and the inner region O(g). As an Ansatz, usually we
take n(e) = ¢" with 0 < n < 1. Next, we follow the procedure below
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(a) Substitute the intermediate variable x,, into the outer solution and assume there is
an 7n1(¢) so that it is still an asymptotic approximation of outer solution for any
n(e) that satisfies n1(e) K n(e) < 1.

(b) Similarly, substitute the intermediate variable x,, into the inner solution and assume
there is an 1, (¢e) so that it is still an asymptotic approximation of inner solution
for any n(e) that satisfies ¢ < n(e) K n2(¢).

(c) Assume that there is an overlap between the outer and the inner region, that is
ni1(e) K na(e), where the outer and the inner solution have the same functional
form.

2. Matching by Van Dyke’s rule (see [12], p. 90). In this technique, we rewrite the outer

expansion in the inner variable and the inner expansion in the outer variable as follows

the m-term inner expansion of (the n-term outer expansion)

= the n-term outer expansion of (the m-term inner expansion), (3.39)

where m and n are any two integers which may be equal or not. Usually, m is chosen
as either n or n + 1. For the left-hand side of (3.39), we rewrite the first n-terms of the
outer expansion in inner variable, expand it for & — 0 with the inner variable fixed,
and consider the first m-terms of the resulting expansion. Next, we do conversely for
the right-hand side of (3.39). Finally, a single uniformly valid expansion, called a
composite expansion, can be formed as follows

composite expansion = outer expansion + inner expansion

- outer expansion rewritten in inner variable, (3.40)

or

composite expansion = outer expansion + inner expansion

- inner expansion rewritten in outer variable. (3.41)

Example 3.5
We start with an algebraic example that illustrates the search for distinguished limits.
Suppose we would like to find the asymptotic expansion for the solution of a quadratic
equation

ex* —x+2=0,¢e —> 0. (3.42)

Note that (3.42) is a quadratic equation and therefore has two roots although ¢ is very
small. For ¢ = 0, however, (3.42) reduces into a linear equation which only has one root.
So, (3.42) behaves differently when ¢ — 0 and when ¢ = 0. This phenomenon leads to
a singular perturbation problem. A similar phenomenon occurs in solving a differential
equation when the highest derivative is multiplied by a small parameter (see Example

(3.6)).

In a similar way as in Example (3.4), we assume the expansion of the form

x = xo+ ex; + 0(g?), (3.43)
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to obtain

o(l): xy=2, (3.44a)
O(): xy=x3=4--. (3.44b)

Therefore, we obtain the asymptotic expansion for the solution of (3.42) as

x =2+ 4e + O(£?). (3.45)

To obtain the other root, we make a rescaling x = 52‘—8) As an Ansatz, we choose

8(e) = &". Substitute this rescaling into (3.42) yields
g5 — e ¥ +2=0. (3.46)

Note that, using the expansion (3.43), the quadratic equation (3.42) is reduced to a linear
equation (3.44a). Therefore, we have to choose n such that (3.46) contains the largest
number of terms and includes the missing quadratic term. Considering the balance bet-
ween terms in (3.46), we observe that there are 3 candidates for the distinguished limits,
vizn =0,n = % and n = 1. Geometrically, those candidates are the intersection
points of the graphs of the powers of ¢ in (3.46) that is 1 — 2n, —n, and O (see Figure

(3.3)).

power

—n 1—2n

Figure 3.3: The candidates for distinguished limits

We will analyse each of the candidates to determine the distinguished limit as follows

1. For n = 0, we get x = 2, which is the same solution as (3.45). Therefore, we
ignore this possibility.

19
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2. Forn = %, the term ¢~ '/2x dominates, which yields x = 0. It means that the
non-trivial leading order term is not O (s~'/?). Therefore, we also ignore this po-
ssibility. Geometrically, this could be seen directly from the Figure (3.3), because
below the intersection point (%, 0), there is another line.

3. Forn =1, we get

P—xi=0, (3.47)

which yields x = 0 or x = 1. For similar reasons as above, we ignore the possibi-
lity of x = 0. Next, for x = 1, we assume the expansion

™ =1

=L(l+eki+0(M)) =L+ 5+ 0). (3.48)

X =

Substituting this expansion into (3.42) yields x; = —2. Therefore, the other
asymptotic expansion of the solution of (3.42) is

x = é — 24 0O(e). (3.49)

Note that, geometrically, it seems that the lowest intersection point yields the best can-
didates for the distinguished limit.

Example 3.6
Next, we consider a problem described by a differential equation, which exemplifies
more the types of problem we will be dealing with. We consider the boundary value
problem

ey'+y =xas e—0, y0 =0, y(l)=1. (3.50)

Note that, for ¢ = 0, the order of the differential equation (3.50) reduces from 2 to 1.
Therefore, it can not satisfy both boundary conditions and we may anticipate a boundary
layer at either end. Since the coefficient of y’ is positive throughout 0 < x < 1, it follows
that the boundary layer is located at x = 0 (see [9],p. 155)". If the boundary layer were
at x = 1, one would obtain an unbounded inner expansion as ¢ — 0, which would not
match with the outer expansion which appears to be of O(1). Now, we consider the
outer expansion by assuming an expansion of the form

(x5 8) = yo(x) + ey1(x) + O(&?). (3.51)

Since the boundary layer is located at x = 0, we use the boundary condition y(1) = 1.
Introducing the expansion (3.51) into the differential equation (3.50) yields

ol): y,=nx, yo(1) = 1, (3.52a)
O(e): yp=—yyx), »(l)=0, (3.52b)
0@ : yy=—y/(x), »1)=0,---. (3.52¢)

Solving the above differential equations, we obtain the outer expansion

y(x;e) = 5x7 + 5+ el —x) + 0. (3.53)

lif the coefficient of y’ is negative throughout 0 < x < 1, then the boundary layer is located at x = 1.
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Next, we consider the inner expansion. We rescale x = ¢"§. Since both the boundary

conditions and the outer expansion are of O(1), we rescale the dependent variable as

yv(e"&;e) = Y(&; ¢). Introducing these rescalings into the differential equation (3.50),

we arrive at

10, d?Y  _dY
—_— _|_ £ —
dg? dé

Using the similar analysis as in Example (3.5), we have to choose n such that (3.54)

I3 e"k. (3.54)

contains the largest number of terms and the second derivative j‘f—i. Considering the
balance between terms of (3.54), we find a boundary layer thickness of order O(e)(n =
1). Therefore, (3.54) turns into

d’y dy

o2
= E E. (3.55)

It is easily verified that the other possibility of # leads to an inner expansion that will not
match with the outer expansion. Next, we assume an inner expansion of the form

Y (&; ) = Yo(&) + eYi(§) + &°Ya(£) + O(&7), (3.56)
to obtain
oY, | dYy _

o) : @ + & 0, Yy(0)=0, (3.57a)

0(e) : &1, M v =0 3.57b

(e) : @‘FE—, 1(0) =0, (3.57b)

0(e?) : @+%_5 Y>(0) =0, --- (3.57¢)

& . d§2 d%‘ =g, 2 =V, . D/C

We obtain the inner expansion
YE e )=A(l—e ) +eB(l—ef)+&* (C(1—e )+ 162 — &)+ 0(). (3.58)

To obtain an expansion that is uniformly valid for the whole interval, we make a match-
ing between the outer expansion (3.53) and the inner expansion (3.58). We use Van
Dyke’s matching rule. First, we rewrite the outer expansion (3.53) in the inner variable
(§ = 7) to obtain

yaxie) =3+ i 4+e(l—x)+ 0() =5+ ¢e+ 3% -6+ 0(Y).  (3.59)
Next, we rewrite the inner expansion (3.58) in the outer variable x = ¢£ to obtain

Y& e)=A(l—e)+eB(1—e*) 4> (CA—e*)+ 162 —&)+ 0()
=A+eB+&C+1e%* -6+ 0() as e~ 0. (3.60)

Comparing (3.59) and (3.60), we see that both expressions are functionally identical if
A= %, B =1, and C = 0. Therefore, the inner expansion (3.58) becomes

YE ) =20 +1—e ) 4e(—x+1—e*)+ 0(). 3.61)

21
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Before we proceed with the composite expansion, we try another matching principle,
viz. matching by intermediate variable to find the constants A and B. We introduce
the intermediate variable x, = %, with n(¢) = ¢" and 0 < n < 1. This interval
for n emerges from the fact that the intermediate variable should lies between the outer

variable, n = 0 and the inner variable, n = 1. Since x = &&, it follows that £ = .

gl-n*
Substituting this intermediate variable into the outer solution (3.53) yields
y(xie) = 3x* + L+ e(1 —x) + O(e?)
=1+41e"x +e—e"x, 4+ 0, (3.62)

which is still an asymptotic approximation of the outer solution for n < % Here, we
can choose, for example, 7;(¢) = &¥/8. Next, in a similar way, the inner solution (3.58)
becomes

Y e)=A(l—e ) +eB(l—e )+’ (Cl—e )+ 12 —£)+ 0()
= A <1 — e_xﬂ/(slin)> + ¢B <1 _ e_Xn/(Elin)) + 82C (1 _ e_Xn/(Elin))
+3xre™ — "y, + 0(8)
=A+3x,6" +eB— " x, +7C+ 0(), ase > 0, (3.63)
which is still an asymptotic approximation of the inner solution for all 0 < n < 1.
Therefore, we can choose, for example, 1n,(¢) = e!/%. Since n;(¢) <K na(e), indeed,
there is an overlap region. Hence, we can take 7 (&) from the overlap region, for example,

n(e) = /4. Next, comparing (3.62) and (3.63) again we obtain A = %, B =1 and
Cc=0.

Finally, using the outer expansion (3.53) and the inner expansion (3.61), we obtain the
composite expansion is

Yie) =3+ 3 —1e 4 (l—x—e) + 0(e?). (3.64)

Note that, the differential equation (3.50) has an exact solution, viz.

1 —el/e

e+1
Yo(x;e) = tx% —ex + <—2> (1—e™/*)
=41 —le e (—x+1—e)+TST, (3.65)
which is the same as the composite function (3.64).

Figure (3.4) represents a comparison between the outer expansion (3.53), the inner ex-
pansion (3.61), and the exact solution (3.65) for ¢ = 0.05. It can be seen that, the outer
expansion (3.53) agrees with the exact solution (3.65), except in a small interval near x = 0.
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Figure 3.4: Comparison between the outer, the inner, and the exact solution for ¢ = 0.05.

4 Method of slow variation

As we noted above, the choice of the independent coordinate is very important when cons-
tructing an approximate solution in the form of a Poincaré expansion. This is particularly
true when we deal with a problem in more than one dimension, and described by a partial
differential equation. If the geometry is slender such that the prevailing length scale in one
direction is much longer than in the other, then it is very likely that the solution follows this
behaviour, and varies in the “long” direction much slower than in the “short” direction. This
will be the case if there are no other lengths scales inherent in the problem, like a source, a
wave length, or abrupt variations in geometry. The effects of the outer ends may be of this
type, and have to be accounted for if the ends determine the solution. We will come back to
this type of problem in an example below.

In this section, we consider a slender geometry with variations in the long direction that
are much slower than in the other direction(s). Following Van Dyke [13,14], this will be
called a slowly varying geometry. (If the variations are small, but not slow, the geometry is
called slightly varying. See the next section.)

In a slowly varying geometry, the boundary and possibly other properties of the geometry
vary in one direction much more slowly than in the other. If we take x to be the slow direction,
the derivatives in x direction are small. Assume that the characteristic length scale in y
direction is D and the characteristic length scale in x is L, while D <« L, and no other
(shorter) length scales are present. Usually, D is the width and L is the length of the region
of interest. If we scale all lengths on D, the small parameter ¢ = % appears naturally
in the problem, and geometry (or other properties) will be functionally dependent on the
combination (ex, y) (in 2 dimensions). For example, the boundary may be described by
y = F(ex).
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A method to solve the slowly varying geometry is by rescaling the slow coordinate to
X = ex, and then introduce an assumed Poincaré expansion with shape functions in X and
y. It should be noted (we will come back to this in the next section) that after introducing
the slow variable X, the x-derivatives in the equations will be multiplied by powers of ¢.
In the perturbation scheme these derivatives will be dropped, and therefore any approximate
solution will fail to satisfy the boundary conditions at the ends. As we will see, this will have
to be repaired by local approximations in x; these are essentially boundary layers in X.

Example (4.1.1) below shows that following a naive approach, without a rescaling, the
solution will be valid only for fixed x, and it will break down for large x, i.e. x = O(é).
So, in some sense we might say that the slowly varying problem in its original variables
is a singular perturbation problem and the rescaling transforms the singular problem into a
regular problem. Of course, this is not entirely true, because there is in general still a region
of non-uniformity near the ends, but at least the region of validity of the solution has become
much bigger and is now almost the whole domain.

Common examples of this method (or rather: the results of this method) are lubrication
theory of highly viscous flow in bearings [18], quasi one-dimensional gas flow in slowly
varying ducts [32], Webster’s equation for sound waves in horns [43], and the Bernoulli-
Euler theory of the bending of slender beams [17].

Often, the respective theories are derived without taking explicit notice of the implied
small parameter. Sometimes, like in lubrication theory (see [18], p. 83) the x and y coor-
dinates are scaled right from the start with length scale L and D respectively. Especially
when dealing with more than one length scales in x, or when higher order corrections are of
interest, the more systematic approach of above is probably preferable.

4.1 Examples

Here, we will consider two examples of heat conduction problems, to illustrate the above
method of slow variation. Both problems are kept relatively simple, in order to allow us to
calculate the solutions explicitly and in detail. The first example is a two-dimensional one
and concerns an infinite symmetric strip with Dirichlet boundary conditions. This example
illustrates both the failure of the naive approach, and the success of the above method of slow
variation. The second example is more complicated, as it deals with a completely arbitrary
(albeit slender) three-dimensional geometry of finite length, with Neumann boundary condi-
tions (insulated) on the surface. Furthermore, the effects of the ends are considered in great
detail by deriving the full solution (up to second order) in the boundary layers at the ends.

4.1.1 Heat conduction problem

In this example we consider a heat conduction problem in a domain €21, which is an infinite
X
symmetric strip that is bounded by the boundaries y = DR (Z) , D <« L. We prescribe
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the temperature at the boundaries and assume the temperature to be bounded as |x| — oo.

AT(x,y) =0, (x,y) € 2y, (4.66a)
T (x, +DR (%)) — £T, (4.66b)
T (x, y) is bounded for |x| — oo, (4.66¢)

where T, is the characteristic temperature.
At first, we make the heat problem (4.66a-4.66c) dimensionless by scaling x := Dx, y :=
Dy, T :=T,T, to obtain (see Figure (4.5))

AT(x,y) =0, (x,y) € 27, (4.67a)
T(x,*R(ex)) ==*l,e = % < 1, (4.67b)
T (x, y) is bounded for |x| — o0, (4.67¢)

where Q7 is the dimensionless version of 1, bounded by y = &R (ex).

y = R(ex) Tx,y)=1

y = —R(ex) T(x,y) =-1

Figure 4.5: Slowly varying infinite symmetric strip

As mentioned above, the first step to solve the slowly varying geometry problem is by
rescaling X = ex. Before that, however, we will discuss the naive solution that would have
been obtained without rescaling. This solution is not incorrect, but just limited as it is valid
only on a scale of x = O(1). We assume a perturbation expansion in powers of ¢:

T(x,y;€) = To(x,y) + & Ti(x,y) + & Ta(x,y) + O(&). (4.68)
Introducing this expansion into the heat conduction equation (4.67a), we have to solve
AT,(x,y) = 0. Since the parameter ¢ occurs implicitly and explicitly, we expand the boun-
dary y = R(ex) as

R(ex) = R(0) + exR'(0) + $e2x*R"(0) + O(&?). (4.69)

Next, we expand the temperature 7,,(x, y) about y = +R(0) to obtain the boundary condi-
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tions for n =0, 1, 2, respectively,
, 0T
To(x, £R(0)) = £1, Ti(x,£R(0)) = FxR (0)8—(x, +R(0)),
y
/ 8 Tl 1. 2pr 8 TO
T (x, £R(0)) = FxR (0)5(3@ £R(0)) F 53x°R (O)E(x, +R(0)))—
3Ty
1x*R'(0)> —(x, =R(0)).
dy
The resulting solution, (bounded in x) is now

2R’(0)2 = R"(0)R(0)

RO) + 0(d).

(4.70)

Note that for x = 0(%), the second term becomes of order 1 and the solution (4.70)

will not satisfy asymptotically the boundary conditions. Therefore, the solution (4.70) is no

longer valid for x = 0(%). This, however, is the interesting length scale. To remedy the

disadvantage of the solution (4.70) and incorporate the part of the solution that scales on

X = 0(%), we rescale the x-coordinate to X = ex. Then the problems (4.67a, 4.67b) adopt
the form

0
) + 2e%y(3x* — y* + R(0)?)

02T 0T 0 T(X,£R(X)) = +1 4.71)
g&—+4+ ——5 =0, , = . .
X2 9y?

Note that as ¢ tends to zero, the boundaries remain y = £R(X), but the governing equa-
tion does not remain the heat conduction equation. As g2 appears to be the essential small
parameter, we assume? the perturbation expansion in power of &2

T(X,y;e) = To(X,y) + &> Ti(X, y) + e*Ta (X, y) + O(%). (4.72)

After introducing (4.72) into (4.71) and equating like powers of &, we obtain

92T,

— =0, To = £1, aty = £R(X), (4.73)
8y2

92T, 92T,

= T, =0, at y = +R(X), forn > 1. (4.74)

Solving (4.73, 4.74), we find the solution

2

T(X.y) = =2 — L2y(y? = R(X)?) 2

4
R0 " ¢ W(W> + 0(eh), (4.75)

Note that this solution is now still valid for X = O (1), but at the same time incorporates the
previous solution (4.70), as straightforward Taylor expansion would show.

2This is not necessarily true! See the next example.
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4.1.2 A generalized heat conduction problem, including boundary layers

In this example, we further generalize the heat conduction problem to three dimensions inside
the domain Q, C R? being a finite cylinder (0 < x < L) that is bounded by the boundary
r = DR (%, 0) , D <« L, with a cross section of arbitrary shape. We prescribe an insulated
boundary condition at the “long” boundaries and prescribe the temperature at the ends x = 0
andx = L.

AT (. 6.x) =0 for (.0, x) € Q3. (4.762)

9T

56,0 =0 at S=r—DR(3.0)=0, (4.76b)
n
T(r.0,0) = T, T, (% 9) 4 T, (4.760)
T(r0.L)=T,T, (% 9) 4T, (4.76d)

where T, and T are characteristic and reference temperatures.

First, we make the heat conduction problem (4.76 a-d) dimensionless by scaling r :=
Dr,x :=Dx,S :=DS,T :=T,T + Ty, to obtain

AT =0 for (r, 0, x) € Q%, (4.77a)
VLT-VLS:SRX(ex,G)z—Z; at S =r — R(ex, ) =0, (4.77b)
T =T.(r,0) at x =0, (4.77¢)

T = Ty(r, 6) at x =¢ !, (4.77d)

where 27 is the dimensionless version of €25, bounded by r = R(ex, 6), with ¢ = % < 1.
We introduced the transversal coordinate x | = x — (x - e)ey, and the transversal gradient
V| = g—rer + %3—989, suchthatat S =0Owehave V| S = e, — %89. Note that VS at S = 0 is
outward normal to the surface r = R, but the transversal gradient V| § is directed in a cross-
sectional plane A = A(ex), so it is normal to the x-axis and to the cylinder circumference
given by § = 0, x is constant (see Figure 4.6).

Xx-axis

r = R(ex, 0)

x=1L

Figure 4.6: Sketch of geometry of the general heat conduction problem
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Similar to the previous example, we introduce a rescaling X = ex to obtain

AT+ 20T 0 (4.78a)
e—— =0, J18a
+ 9X2
5 dT
ViT-ViS=eRx(X,0)-+ (4.78b)
T(r,0,0)=T.r,0), (4.78¢)
T(r,60,1) = Ty(r, ). (4.78d)

where evidently A} =V, V.

Before we proceed to solving this problem, it is instructive to consider for comparison
the following fluid mechanical phenomenon. If a viscous incompressible fluid, driven by a
pressure difference, enters a pipe of constant cross section, the velocity profile will change
gradually from the values at the entrance to the so-called fully developed velocity profile at a
sufficient distance from the entrance (see [36], p. 226). This change is necessary because the
viscosity causes the particles next to the wall to stick to the wall, so the flow velocity is zero
at the wall. On the other hand, for steady flow the flux of flow is constant, so the fluid near
the axis of the pipe must be accelerated (causing again friction), until a balance is achieved
between the constraints of the wall and the applied pressure difference. Therefore, the initial
velocity profile changes until its final form is established. Here, we can say that there is a
boundary layer at the entrance (in axial direction, not in radial direction, since the flow is in
axial direction).

Although our problem is on heat flow, rather than fluid flow, the diffusive effects are
similar, suggesting that also in our problem boundary layers will occur at the ends X = 0
and X = 1 where the temperature distribution adapts itself to a “stationary state”, i.e. where
the temperature field is balanced by the geometrical constraints of the wall and the applied
temperature difference.

In Section 3.2, we have discussed that there are two expansions, the outer expansion
and the inner expansion, that are used to solve the problem. We start here with the outer
expansion.

4.1.3 Outer expansion

Since the boundary layers are assumed at X = 0 and at X = 1, we solve the problem
(4.78) without considering the boundary conditions at X = 0 and at X = 1. In view of the
occurrence of €2 in (4.78a) and (4.78b), it seems to make sense to assume that the tempera-
ture 7'(r, 6, X) can be expanded into an asymptotic expansion in powers of 2. It will turn
out later, however, that due to the geometry, the correction terms of the inner expansion is
of O(e), which requires via the matching conditions terms of the same order in the outer
expansion. Therefore, we have to assume an outer expansion in powers of €.
Introducing this expansion

T(r,0,X;e)=Tor,0,X)+eTi(r,0, X) + 2T (r, 0, X) + O(&°) (4.79)
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into (4.78) and equating the coefficients of like power, we obtain for n = 0, 1, 2, 3, respec-

tively,

Ty 19T l@—0 V.T)-V,S=0 — R(X.0 4.80

ar2 'y oar | r2ae2 1To- V1S =0, atr = R(X.0), (4.80)

0T | 107 lﬂ—0 V,T,-V.S=0 — R(X.0 4.81

ar2 'y oar | r2ae2 1T1-V1S =0, atr = R(X.0), (4.81)

O W00 10T 0T g v, s — Ry 00T, atr = R(XL6

o2 Vo ey T2 T T axz VA2 VIS = x (X, )E)X’ atr = R(X, 0),
(4.82)

O (10T 10T PTG gyis = Rex, 02D atr = RX, )
—_ = ——, . = U)o atr = >
arr " ror | r? 062 dX? T : 0X

(4.83)

Note that after the slow-variable scaling, S and R are independent of ¢.
By inspection we see that a solution is 7o = 0, 77 = 0. Since the Neumann problems
(4.80), (4.81) have unique solutions up to a constant, we have the general solution

To(r, 0, X) = To(X), Ti(r,0,X)=Ti(X). (4.84)
To obtain 7p(X), we have to solve (4.82). Write (4.82) as

d?T1,
dx2

Integrate (4.85) over a cross-section 4 of area A(X) and use Gauss’ theorem to obtain
0= /f AT+d2TO d f/ VVT+d2T d fVT d£+d2TA(X)
= o= o= n
L2+ 50 AT 112-n] e
3 A

where d¢ =/ R2 + (38)* do, A(X) = 7" LR2(X, 0) d9, and 940 =

AT+ —2 =0. (4.85)

T RRyx dé. Since

dT()
V.S < RR
VTon, =V, T —22 — X (4.86)
[V.1S| R2 4+ (2R)?
+ (%9)
it follows that - 5
a7 A(X) +[ ' @RRX dé =0, (4.87)
dx2 dX
or )
d“Ty d7, dA d /dT)
—AX — = — [ —AX 4.88
dx? ( )+dXdX dX (dX ( )> ( )
The solution of (4.88) is

T(X)—C/X dx + D (4.89)
0 = Lo 0 A(X) 0- .
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In a similar way, we obtain for 77,

X

T(X)—C/ ax + D (4.90)
1 = 10 A 1- .

Higher order terms require the solution of the inhomogeneous Laplace equation in r and 6
on any cross-section. This becomes more and more complicated and at the same time less
interesting. So we will stop here in our expansion, with the outer solution up to second order
given by

X dx
T 0, X, 8):(C0—|—8C1)/ —~+D0+8D1—|—0(82). 4.91)
0 A(X)

4.1.4 Boundary layer at X =0

Here, we consider the boundary layer at X = 0. Later, in a similar way, we will discuss
the boundary layer at X = 1. We introduce the inner variable x = % and we rename
T 0,X;e)=0(,0,x; ¢) into (4.78) to obtain

20 100 10320 3?0

et Il 4.92
or? + r or + r2 062 + ox? ( 2)
v,o.v,s= 22 _ R3O _ o ( 9)8® t R(ex, 0) (4.92b)
. = = ¢ EX, - at r = EX, ) .
LN ar  R2 06 X ax
O, 6,0) = T.(r, 0). (4.92¢)

Note that O(r, 0, x; €) = Kx, where K is a constant, satisfies (4.92a) and satisfies “almost”
(4.92b). As it is not immediately clear what the required behaviour for large x will have to
be, we may have to include this solution in one of the expansions.

Next, the occurrence of ¢ in (4.92b) suggests us to assume the inner expansion as

O, 0, x;€) = Oy(r, 0, x) +£01(r, 0, x) + O(c?). (4.93)

Since the parameter ¢ appears implicitly and explicitly, we expand the boundary conditions
atr = R(ex,0) and ©®(R(ex), 0, x) about r = R(0, 0) as follows

R(ex,0) = R + exRx + 5(ex)*Rxx + O((ex)), (4.94)

00
O(R(ex,0),0,x) =0O(R,0,x) + (8x)RX8—(R, 0,x)+ 0((8x)2). (4.95)

r

Furthermore, we have
R@(SX, 9) Rg 0 RX

oA v 0 — (=), 4.96
R2(ex,0) R? +€X89(R2) (4.96)

where R without argument denotes the values at X = 0.



4. METHOD OF SLOW VARIATION 31

So we have
V,®-V,.S a®(R( 0), 0 ) Re(sxﬂ)a@(m 6), 6 )
° = EXx, 0, X58) — ———————— Ex, , U, X5 €
P R2(sx, 0) 90
909 Ry 00 00, Ry IO, 920 Ry Rx 920, 9 /Rx\ 00
= —+¢|——— ———+x Rx —x —x—(—)—
ar  R2 30 ar  R2 90 or2 R2 9rdo a0\ R2/ 30

90
—eRy—2, (4.97)
0x

which means at r = R = R(0, 6) we have

009 Ry 00
Vi0p-V Sy=———2—— =0, 4.98
100 Vido=—=— 775 (4.98)
90, Ry O, 900 920 Ry Rx 920 9 /Rx\ 00
V0,V Sg= e p 270 T 0p —(—>—
PV = 7 7 7 R g Xox oz X R2 aro0 " “a0\R2/) 90
(4.99)
where V| So = e, — %eg. Using
d /90 20¢ 920,
(0 R , 4.100
0 ( 90 ) “a9r00 | 902 (4.100)
and the defining equation
FRIC) 100 1 920y 00O Ry 0O 1 9209 90
0_ 10Y 0 0 _ &g 0B 0 0 (4.101)

T2 Rar TR0 T ax R ee TR 92 T oz

we see that (4.99) is equivalent to

00 RRIC) d /Rx 90O
VJ.@l-VlSQ:(QO(x,G)gRX—O+£[RRX 04 (—X—O)] (4.102)

ax R ax2 ' d9\ R 96

Using the above boundary conditions, we obtain the following boundary value problem
for the leading order (O(1))

A®y = 0, (4.103a)
V.00-V, 5= 220 Rod® _ 4 R(0, 6) (4.103b)
° = Y T 5 -, =Y al = ) 9 .

LR = T T R 96 g
Qo(r, 0,0) = T.(r, §), (4.103¢)
Oo(r, 0, x) ~ Kox + constant + EST, as x — oo. (4.103d)

where the linear term Kox anticipates a possible solution of this form.
The solution ®() may be expressed by the eigenfunction expansion

oo (.¢]
Oo(x) = Y Ap¥n(r.0) e+ " By (r. 0) € +Kox, (4.104)
n=0 n=1
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where v, (r, ) satisfies the Sturm-Liouville problem

Y, 10V, | 10%Y, .,
_Z _ A =0, 4.105
or? + r or + r2 062 + AV ( 2)
Viv,+Vi8Sy=0, atr = R(0,0). (4.105b)

Further on, we will for convenience take Ko and B,, to be zero. This is strictly speaking
a result of the matching. The inner expansion would become infinite and cannot be matched
with the outer solution.

Note that the eigenvalue Ao = 0 corresponds to the eigenfunction v (r, ), a constant.

Assuming the orthonormality of ¥, (r,8), or [[ ¥,(r,0)? do = 1, leads to yo(r,0) =
A(0)

A(0)~1/2, where 4(0) denotes the cross-section x = 0, of area A(0). The orthogonality of

the eigenfunctions and the fact that (7, €) is a constant imply that f f Y, (r,0) do = 0, for

A(0)
n #0.
Next, the boundary condition (4.103c) and the orthonormality of the eigenfunctions lead
to

Ag = A(0)"1/2 /f T.(r,0)do, A, = /f Te(r, )Y (r, 0) do. (4.106)
4(0) #4(0)

Since the cross-section of the cylinder is of arbitrary shape, we can not determine explic-
itly ¥, (r, 0), except for n = 0. Based on the Sturm-Liouville theory, however, we know that
the eigenvalues 1,, are nonnegative, countably infinite, and the corresponding eigenfunctions
are complete and orthogonal. This verifies that we can indeed express the solution of heat
equation (4.103) by a series of eigenfunctions (4.104).

Note that if R(ex, 8) does not depend on 6 (the cross section is a circle), the eigenfunc-
tions Y, (r, 0) are

/
Y (r, 0) = J, (a&r> e, veZ, (4.107)
R(0)
where o, are the real zeroes of the derivatives of Bessel functions, J(e;,,) = 0 and are
ordered such that they are monotonically increasing. The corresponding eigenvalues are
Ap = a;M/R(O).
For the next order, i.e. O(¢g), we have to solve

AB®| =0, (4.108a)
V101:-V]1S =Qy, atr=R(0,0), (4.108b)
®(r,06,0) =0, (4.108¢)
®(r,0,x) ~ Kix + constant + EST, as x — oo, (4.108d)

where

00
_ xd /Ry 3V,
Qo = Aye An |:_RX)Ln1/fn +XRX)\%Wn + __(— ):| .
; RAO\R 00 /] _,
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To solve this problem, we introduce a Green’s function G(x; §) with x = (r, 0, x) and
& = (p, n, &) satisfying

2

0°G
ALG+—2:—8(x—§), (4.109a)
ax
G
F 0, atr = R(0, 0), (4.109b)
n
G(x;&) =0, atx =0. (4.109¢)
G(x; &) — aconstant, x — 00. (4.109d)
0G
xa—(x; &) — 0, x > o0. (4.109¢)
X

We determine the Green’s function by applying the Fourier Sine Transform? with respect
to x (x — k) to equation (4.109a), and obtain

ALG—KG = \Esm(ks)a(n —&)). (4.110)
o0
Assuming that we can expand G = Z am¥m (r, 0), we obtain ALG = Z am)»m Y (r, 0).
Substituting this into (4.110) yieldsg?=0 m=0
= 2
> am Y (r, 0) (0, + k) = \/;sin(kg)a(n —&)). (4.111)
m=0

Next, multiply (4.111) with 1/, and integrate over a cross-section 4 (0) of area A(0) to obtain

I/ S a2, + k) dor —f J[ v orsinaerpe .~ a0 @)

A0) M=0 A(0)

Orthonormality of the base functions yields

2 sin(k§)
am = ml/fm([),ﬁ)- (4.113)
Therefore,
sin(k&)
G(r,0,k; p,n, &) = \/ Z = gz Um0 MY (1, 6). (4.114)

The inverse Fourier Sine Transform gives the solution

°° sin(kx) sin(k&)
Mg, + k2

0 00
G(x;8) = - Z Ym (05 MY (r, 9)/0 dk, (4.115)
m=0

3where f (k) = \/g/oosin(kx)f(x) dx, f(x) = \@/wsin(kx)f(k) dk.
0 0
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where for Ay = 0, (see [21], p. 425)

2 gin(k in(k
/‘ sin(kx) sin(k§) dk = zmin x,%),
0 k2 2
and for A, > 0,
°° sin(kx) sin(k§) T e i .
/0 A2+ k? 2k = D Ammax(4-8) sinh(A,,min (x, £)).

Therefore, the Green’s function becomes

_)\mg
n Z Ym (0, MYm(r,0)e

: sinh(A;x), 0<x <§,

A(O)
G(x;8) = |

Ym (0, N) Y (r, 0) e *m
+ Z o

A (0)

G :
Note that as x — oo, G tends to % and 3 tends to zero exponentially.

Using this Green’s function, (4.108a), and (4.109a) we obtain

O15(x — &) = GAO; — O1AG.

sinh(A,§), 0=<§ <u.

(4.116)

4.117)

(4.118)

(4.119)

Note that the domain here is an infinite cylinder, therefore we consider a region 2 with a
finite length 0 < & < X, where Xy is far enough from 0. Integrating (4.119) over the whole

domain €2 and using Green’s second identity, (4.108), and (4.109), we get

018 = /f (GA®; — O1AG) dx

3@1 0G
@18— do + (GV. 01 —01V,G6) ‘n, do

r=R(0,n)

00 0G
St
0x

x=Xy

GQo(x,0)
— [ T e ke

r=R(0,n)

where |V S| = %,/R2 + R? and d¢ = \/ R? + R} d6. Therefore, we obtain

27 o0
@1(§)=f0 /0 Qo(x,0)G(x; £)|_, dxR df + K £.

) do,

(4.120)

(4.121)
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To remove the x-integration, we calculate

OO AnX 1 —e 8
e " G(x; dx = —
/0 8l A(0)A2
> UmROYmlp. N —5—5— I # s
)‘n - )‘m

m=1

o0
— > " V(R O) Y (. m)3E 7, don = A,

m=1

(4.122)
and
f‘” e G £y, g dy = 2T @I
0 X X3 )lr:R X = A(O))\.;l
00 2)\% —Mé _ a—Amé + )‘% _ )‘%1 —Ané
S Y (R, ) (p, ) 22 o 13)(2 L
m=1 n m
— 3
i —Ané
=S (R, O,y LS hn = dom
m=1 4)\%
(4.123)

Therefore, after interchanging x with &, we obtain
27
0

O1(x) = K1X+ZAn/ [—Rkantﬁn/ e M G(&; x) dg
n=1 0

d /Rx oy,
RRy A2 —(—

)} fooge—knf G(&; x)ds]dn. (4.124)
dn 0

4.1.5 Boundary layer at X =1

Now, we consider the boundary layer at X = 1. We introduce the inner variable x = 1_8X ,

and since at the boundary 7'(r, 0, 1) = O(1), we rescale T'(r, 0, X; ¢) = ®(r, 0, X; ¢) into
(4.78) to obtain

AP =0, (4.125a)
_ 0D _
VoV S =—eRx(l —ex, 9)8—_, atr = R(1 —ex, 0), (4.125b)
X
CI)(}", an) - Td(r9 Q)a (4125C)

o (r,0,x) ~ Lx + constant + EST, as x — oo. (4.125d)
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In a similar way as before, we assume the inner expansion as
d(r,0,%; 8) = Do(r, 0, %) + £ (r, 0, %) + O(e2). (4.126)

Using the same method of eigenfunction expansion and the Green’s function, we obtain

Do (r, 0, %) = EoA(D) ™2 + Y " Enp(r. 0) ™% +Lo¥, (4.127)
n=1
2t poo
D1(8) = f / Qo(x,0)G(x; &)l,—g dXR dO + L§, (4.128)
0 0

where

—_ 90 ¥t [—— 94%0 d /Rx 00
0 _ 2 R _0+_(_X_0>
0x2  dO\ R 96

00 _ —
il . xd /Rx0¢
= ZE"e HnX |:RX,un¢)n — XRxu;, ¢ — ﬁ@(? 8;) _ﬁ,

n=1

where R without argument denotes the values at X = 1.
After interchanging x with &, we obtain

2w 00 ~
@10 = Lii+ Y By [ R R [ e Gleimas
0 0

+ {Eﬁxuﬁ . —j—n(%aa‘i”)}/o £ eHné G(g;x)ds]dn. (4.129)

4.1.6 Matching

In this section, we discuss the matching between the outer solution (4.91) and the inner
solutions (4.104), (4.124), (4.127), and (4.129). First, we consider the matching at X =
0. Applying Van Dyke’s rule for matching, we rewrite the outer expansion (4.91) in inner
variable x = % to obtain

dX )
— + Do +¢Dy + O(¢7)
A(X)
EX
= (C Ci)— + D Dy + O(&?
(Co+¢ I)A(O)+ o+ ¢eD1+ O(&7)

=D D — — 4+ 0 . 4.130
o+ € 1+8XA(0)+8 XA(0)+ (&%) ( )

Next we rewrite the inner expansion (4.104), (4.124) in the outer variable X. Since fore — 0

EX
T, 0,x;¢e)=(Cop+ SCI)/
0

X
the term ¢ *¢ is EST, it can be ignored. Finally, we get

o, 6, X; g)zAOA(O)—1/2+ng1+Liﬂf2n RRx ¥, dn+ O(e2). (4.131)
B A0) = 1y Jo

n=1
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Comparing (4.130) and (4.131), we obtain
1 o0

A, 2
— — RR dn, 4.132
A(O);xnfo WUndn,  (4132)

_ Co
Do = AgA(0)~1/2, 0" Ky, D=

while Cy is still unknown and C; is undetermined yet. To find these constants, we need
another relationship which can be obtained from matching the outer expansion with the inner
expansion at X = 1.

In a similar way, for matching at X = 1, we rewrite the outer solution (4.91) in inner
variable x to obtain

l—ex

T 0,x;¢) = (C0—|—8C1)/

1—ex

(Co+8C1)/ —+(Co+8C1)f —)+D0+8D1,

I dx I ax C e
~ Cop = + ¢ C1/ — 4+ D | —ex 0 — &2 !
0 A(X) 0 A(X) A(1) A(l)

(4.133)

Next we rewrite the inner expansion (4.127), (4.129) in the outer variable X to obtain

2
O(r, 0, X; e) = EgA(1)~/? A M—" i R Rx¢, dn. (4.134)
n=1""
Comparing (4.133) and (4.134), we see that
! dX 1/2 1/2 1/2
Co / T = F0AMT =Dy = BA ) — AgA ) (4.135)
1 df( 2w
Ci | —= Dy — — / R Rx¢, dn
0 AK) A(l) Z i X
1 OOAn 2 1 RE, [F—_
=———) =z RRxy, dnp— — Y = R Rx¢, dn,
A(O)r;kn[) xY¥n dn A(l)}; n/(; x®n dn
(4.136)
C AoA0)"V2 — EgA(1)~1/2
Ll:_A((;) =220 fx() (4.137)
AQD) f, A
Finally, we arrive at
Co  EdA()™'/2— AA01/2
K = <0 0A(D)™ 0A(0) (4.138)

A®0) A f, Ad(f()



38 CHAPTER I. PERTURBATION METHODS

4.1.7 Heat Flux

In this section, we calculate the heat flux across a section X. Since the boundary r =
R(ex, 0) is insulated we can show, by using Gauss’ theorem, that the heat flux across each
section is constant. Consider a portion of the finite cylinder with X| < X < X», then

O—//A@dx—f/V@ ndS——//—da—I—/ —da (4.139)

A(X1) A(X2)
Therefore, we get the flux
00
F = // —do = / — do. (4.140)
ax
A(X1) A(X?)

First we calculate the heat flux in the boundary layer, yielding

2m rR(X,0) TS 2w r R+exRy 3@0 8@1

/ —da—/ / —rdrde—/ / (— +e——)rdrdd =
0 0 8x 8)6

A(X)
27 p R 27 pR 27
00 00 00
/ / —Ordrd9+8/ / —lrdrdO—l-ex/ TO0RyRdH. (4.141)

0 8)6 0 8x

As ¥, (n # 0) is orthogonal to a constant, we have indeed for the leading order

27 R a@o o 27 rR
f f —r drdf = Z AnA, e % / Y,r drdd = 0. (4.142)
n=1 0 JO

For the same reason, most of the terms in the second order disappear, and we get

27 R 00, o0 27
/ f Tlrdrdo = K1AQ) + Y Aye f [—RRXW,,
0oJo dx = 0

d /Rxd L+ Apx
+{RRXA21//H (= 31/;)} 5 ]d@. (4.143)
n

Using the periodicity of v,,, we obtain
27 rR 00, o 27
f f —rdrdd = K1 A0) + Y Aphnx e—W/ RRxy, db. (4.144)
0o Jo 0x = 0
If we add the other term

2 8@0 o0 2w
x/ ——RxRd9 =-) A, e_’\"xx)»n/ Rx R, db, (4.145)
0o Ox - 0
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we obtain the flux as 26
f/ a—da =eK1A(0). (4.146)
X
A(X)

which is indeed independent of x. Note that the heat flux is of O(g). This conservation of
heat flux can be used to verify the matching (4.132). Consider the heat flux across X = ex
in the outer region. Using the outer solution (4.91), we obtain for the heat flux

8Td B 8Td B € c o d
//ﬁ a_//ea G_//—A(X)( 0o+eCy)do

A(X) A(X) A(X)
= &Cy+ O(c?). (4.147)

which is, again, indeed independent of X. This result confirms our previous matching result
that K1 A(0) = Co.
It should be noted that the actual value of the heat flux, given from (4.138) as
A [y Tado = AO)! [f, o) Tedo
€ .
J AX)~1dX

(4.148)

cannot be found from the outer or inner solution only, and we really need the combined
information of outer and inner solution together.

5 Method of slight variation

In this section, we discuss the so-called slightly varying geometry (see [13,14]) where the
geometry varies a little, but not slowly. In dimensionless coordinates, the boundary or any
other property of the geometry is assumed to be of order 1 and it varies with deflections of
order ¢.

Mathematically, we may write the equation of the boundary as y = yg + eG(x), G(x) =
O (1), together with, for example, the governing equation L( f(x, y; &)) = 0. We solve this
problem simply by expanding f(x, y; €) into a regular perturbation expansion in power of
e. Unlike the slowly varying case, the parameter ¢ is still in the boundary condition and is
not transformed into the governing equations. Therefore, the perturbation parameter ¢ occurs
implicitly and explicitly in boundary conditions, for example,

folx, yo+eG(x)) + efi(x, yo + £G (x)) + €% fa(x, yo + £G(x)) + - -- = 0.

Consequently, we can not directly expand the boundary condition into a Poincaré expansion.
By expanding the boundary condition into a Taylor series about y = yo,

0> fo

= (x, y0) + O(&?),
dy
(etc. for fi, f2, ---), we render it into a Poincaré expansion (see [12], p. 14). Finally, we can
solve the governing equations for each coefficient of € successively.

Below, we give an example to illustrate the above method.

0
Jo(x, yo +€eG(x)) = folx, yo) + 8G(x)aiy0(x, o) + 3(eG(x))*
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y =yo+eG(x)

y=—yo—eG(x)

Figure 5.7: Slightly varying symmetric strip

5.1 Example

In this section, we discuss another heat conduction problem (similar to as Example (4.1.1) but
now the geometry is slightly varying. Although the problems in both examples are similar,
the geometries are different, and we have to chose the appropriate method to solve each
problem. In this example, we apply the above procedure.

5.1.1 Heat conduction problem

In this example, we consider a heat conduction problem AT (x, y) = 0 in an infinite strip €23
that is bounded by y = =L + DG (%) , D <« L, where the temperature is prescribed. We
assume the temperature is bounded as |x| — o0,

AT(x,y) =0, (x,y) € Q3, (5.149a)
T (x, +L+ DG (%)) — T, (5.149b)
T (x, y) is bounded for |x| — o0, (5.149¢)

where T, is the characteristic temperature.
First, we make the problem (5.149) dimensionless, using scalingy := Ly, x := Lx, T :=
T,T to obtain

AT (x,y) =0, (x,y) € Q3, (5.150a)
T(x,£1+eGx) =%l e =2 «1, (5.150b)
T (x, y) is bounded for |x| — oo, (5.150¢)

where 7 is the dimensionless version of 3 that is bounded by y = £1 £ G (x).
We assume a regular perturbation expansion in powers of ¢,

T(x,y; &) = To(x,y) +eTi(x, y) + £ Ta(x, y) + O(&”). (5.151)
Introducing the expansion into the heat conduction equation (5.150a, 5.150b), we have

AT, (x,y)=0,n=0,1,---, (5.152)



5. METHOD OF SLIGHT VARIATION 41

and the boundary conditions at y = +1 + ¢G(x) turn into
To(x, £1 £ eG(x)) + T (x, £1 £ eG(x)) + 2o (x, £1 £ eG(x)) + - - - = +1. (5.153)

Note that the perturbation parameter & appears implicitly and explicitly. It means that the
expansion (5.153) is not a Poincaré expansion. Therefore, it is impossible directly to equate
like powers of €. This can be solved by expanding the temperature 7,(x, y) into a Taylor
series about y = =1 to render it into a Poincaré expansion (see [12], p. 14). We obtain

92T,
8y2

9To 1.2 2
To(x,:lzl):teG(x)a—(x,:tl)—l-zs G(x) (x, £ £---
y

2 T 1.3 232Tl
+eTi(x,£1)xe G(x)a—(x,il)+ 767G (x) W(x,:l:l)i...
y y

aT 92T
+ & To(x, £1) £ s3G<x)a—2<x, +1) + %84G(x)28—22(x, e
y y

Equating like powers of ¢, we find the boundary conditions forn = 0, 1, 2,

aT,
To(x, 1) = +1, Ti(x,x1) = :FG(x)a—O(x, +1), (5.154)
y
| ,32To Ty
To(x, £1) = —1G(x) W(x, +1)F G(x)a—(x, +1), - . (5.155)
y y

For a particular example, we take G (x) = sin(x) (see Figure (5.8)).

y =1+ ¢esin(x) T(x,y)=1
L&________A_T_(’f’_y_)_:_ _____________
y = —1—¢esin(x) T(x,y) =-—1

Figure 5.8: Sinus strip

Solving the heat conduction equation (5.152) with the boundary conditions (5.154, 5.155)
yields the solution

sinh(y)
sinh(1)

sinh(2y)

Tx,y)=y-e sinh(2)

sin(x) + 1e? coth(l)(y _ cos(2x)) + 0. (5.156)
In Figure 5.9, we present a graph of solution (5.156) for ¢ = 0.25 which confirms that the
heat flows from the upper boundary to the lower almost linearly.

Below we discuss the derivation of the Stokes equation for highly viscous incompressible

fluids. We investigate this problem in a semi-infinite slowly varying cylinder. The flow is
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0.5

Figure 5.9: The graph of solution (5.156) for ¢ = 0.25.

driven by a given flux. Assuming there is a boundary layer in the entrance, we consider an
outer and an inner expansion. We apply the procedure to solve the slowly varying geometry
discussed in Section 4 to find the outer expansion. For the inner expansion, we expand the
boundary conditions to a Taylor series. This expansion leads to the slightly varying geometry.
Therefore, we apply the approach of Section 5. The resulting iteration yields a series of
Stokes equations. This motivates the development of a theory to solve those equations for
arbitrary geometry, source terms and boundary conditions.

6 The Stokes equation

In this section, we consider highly viscous fluids such as glass at high temperature. The go-
verning equation is the Navier-Stokes equations. After making these equations dimension-
less and using the Reynolds number is small, we arrive at the Stokes equations. In chapter
II, we consider the same problem with different approach in scaling. We obtain a system
of equations known as Reynold’s lubrication-flow equations. In these equations, we have
a multiplication between ¢Re with the inertia terms, with ¢ is a dimensionless parameter.
Therefore, in this approach, it is not necessary that the Reynolds number is of O (¢).
The flow of incompressible viscous fluids is described by the Navier-Stokes equations

0 -
,o(a—lt)—l—v-Vv) =V.o + f, (6.157a)
V.ev =h, (6.157b)
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where v denotes the velocity field, and p the density. The vector field f is a given external
force density, the scalar field /4 is a given volume source distribution, and ¢ is the fluid stress
tensor given by

o=—pl+zt, or o;;=-—pdj+r1j, (6.158)

where p is the pressure, I = (§;;) is the unit tensor, defined by §;; = 1ifi = j, and = 0
otherwise, and 7 is the deviatoric or viscous stress tensor. According to ([32], p. 45), for

Newtonian fluid " 3 > 3 3

V; vj V] (%

= L L5 §ii— 6.159
il ”(axj+axi 3 ]8x1>+§ ! (1%

where 7 is the dynamic viscosity and ¢ is the second viscosity. In general n and ¢ depend on

temperature, and may vary in space and time, but if we assume a uniform temperature, then
n and ¢ remain constant. Noting that

V- (Vv) = Av, V- (Vu)' =V(V-v) = Vh,

V-0 reduces to —Vp + nAv + nVh. As aresult, (6.157 a,b) adopt the form

0
p(a—':-l-v-Vv) =-—-Vp+nAv+ f, (6.160a)
V-v =h. (6.160b)

where we wrote f = f + (%n + ¢)Vh. In order to investigate the hierarchy of small and
large terms in (6.160 a,b), we have to make these equations dimensionless. We introduce a
typical length scale D and a typical velocity V, and assume that the pressure gradient and
both external force density and source fields are such that they are essentially balanced by
the viscous forces density and the velocity divergence, respectively. Hence, we scale

\% \% \%
v:= Vo, p::%p, x:=Dx, t:=—t f::nD—zf, h:th. (6.161)

As a result, we obtain the dimensionless form
ov
Re<5 —|—v-Vv> — _Vp+Av+f, Vev=h,

where Re = pV D/n is the Reynolds number. If the term multiplied by the Reynolds number
is uniformly small, we can ignore the inertia terms, and obtain the Stokes equations

Av—Vp=—Ff, (6.162a)
Vev=h. (6.162b)

This is the first part of our modelling hierarchy. Next, we will see how we can utilize the fact
that the geometry actually considered is in some sense close to an other (simpler) geometry.
If the considered geometry is in two dimensions and has two different length scales, for
example the length scale for x is D and the length scale for y is L, with D <« L, then we
can produce another small parameter, viz. ¢ = % <« 1, apart from the small parameter Re.
If, however, we assume Re < ¢ < 1, it is only necessary to consider €.
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6.1 Example

In this example, we consider an incompressible fluid that is highly viscous (Re is small),
such as glass at high temperature. Therefore, we will obtain the Stokes equation (6.162). We
assume neither external force density nor volume source are given. The flow is driven by a
given flux. We consider the Stokes boundary value problem

Av—Vp=0,x € Qj, (6.163a)

Vv =0,x € Qj, (6.163b)

v(x, 1+ H(ex)) =0, (6.163¢)
v(0,y) =(g(),0), (6.163d)

v(0, y) is bounded, as x — oo, (6.163¢)

with QF = {(x,y) |x >0,-1—-H(ex) <y <1+ H(ex)} and e = % < 1 (see Figure
6.10). We prescribe at x = 0, a volume flux Q with Q = O(1).

y =1+ H(ex)

v(0, y) = (g(»),0) Vv =

Figure 6.10: Semi-infinite strip with slowly varying diameter

Based on the slowly varying geometry approach, we make a rescaling X = ex, and the
Stokes equations (6.163) turn into

& —+— =&—, (61643)

2
ov o _9p 6.164b
ax T Ty ( )
u 9
e 8 L2V, (6.164¢)
X dy

v(x, £1+ H(X)) = 0. (6.164d)
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Similar to the Example 4.1.2, we assume there is a boundary layer at x = 0. At first, we
consider the outer expansion.

6.1.1 Outer expansion

Here, we assume that u#, v, and p can be expanded into the series

u(X,y; &) = uo(X,y) +eur(X,y) + - (6.165)
v(X,y;e)=vo(X,y)+evi(X,y)+--- (6.166)
pX.y;8)=1p_1(X,y)+po(X,y)+ -+ . (6.167)

Here, we assume that p = 0(%), otherwise we would obtain # = v = 0, meaning there is
no motion, which is obviously not what we want. Substituting the series (6.165-6.167) into
(6.164) and equating coefficients of like powers of &, we obtain

) ap_ 92 dp_
o) : 20—, 9Pl _y, "o _ 2P-1 (6.168)
ay ay 0y?2 X
) ) ) 02 92 9
O(): 2 - 20 Sh _ 7% "1 _ %P0 (6.169)
dy 0X dy dy?2 9y2 90X
B 0 B 02 92 0 92
0@ 2= o _ o h Ha _OP1L_ M0 (6.170)
ay X ay dy?2 0y2 0X 0Xx2
Oty : WV _ _ =1 Opay v 0%vp—3 0%y Opp—1 0%up—2
& : = — ) = ) = - )
Ay 00X dy dy? X2 9y X 3 X2
(6.171)
n=234,.5,---

We will investigate the leading order (O(1)). Consider the first equation of (6.168). The
boundary condition v(X, £1 £ H (X)) = 0 gives
vo(X,y) =0. (6.172)

Next, since 8{3—;1 = 0, we have

pP-1(X,y) = p—1(X). (6.173)
Finally, using (6.173) and the boundary conditions, we get

ap—
uo(X. y) =} 52t (32 = (1 + HX))?). (6.174)

0
To obtain g—X we use the flux as follows

I+H(X) 1+H(X)

0- f u(X, y) dy = f Wo(X, y) + 611 (X, y) +--) dy.  (6.175)
Z1-H(X) “1-H(X)
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Equating the coefficients of like power of ¢ yielding

1+H(X)
ol): Q0= / uo(X,y)dy, (6.176)
—1-H(X)
1+H(X)
O(e") : / u,(X,y)dy=0,n=1,2,3,---. (6.177)
—1-H(X)

Substitution of up(X, y) (6.174) into Q (6.176) yields

R _/X_z—Q
X = Sy = Saraep 617

Using (6.178), we obtain ug(X, y) as

2 2
y =1+ H(X))
X,y)=—3 6.179
uo(X, y) 4Q[ T H0) (6.179)
Now, we discuss the next order term (O (¢)). Consider the first equation of (6.169)
0 0
i _ 2o (6.180)
ay 0X
Using uo(X, y)(6.179) and the boundary conditions v{ (X, £1 + H (X)) = 0, we obtain
H'(X) Y’
X, W=30—" |y— —— |, 6.181
uX ) =307 g [y (1 + H(X))? (6.181)
apo

Next, consider the second equation of (6.169). Since vo(X, y) = 0, it follows that m =0,

y
or po(X,y) = po(X). Finally, solving the last equation of (6.169) and using the boundary
conditions 1 (X, =1 &+ H(X)) = 0, we arrive at

dpo
_1 2 2
n(X.y) =452 (y (1 4+ H(X)) ) (6.182)
Substitution of (6.182) into (6.177) yields
9
% —0, andu;(X,y)=0. (6.183)

Therefore, po(X, y) = C, a constant.
So far we obtain the results as follows

2_ (14 H(X))?
u(X,y;e) = —%Q [y a Er ;(X§)3)) ] + 0(&?), (6.184)
H' (X 3
v(X, y;E)ZE%QH;I_I(;) [y_ﬂH{IW]—FO(Sz)’ (6185)
X
p(X,y; €)= é/ —%ﬁ ds + C + O(e). (6.186)
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Using the above results, the boundary conditions v(X, &1 &+ H(X)) = 0, and (6.177), we
can calculate further u,, v,,n =2,3,---,and p,, n=1,2,---.
6.1.2 Inner expansion

Now, we consider the inner expansion by introducing the inner variable x = % into (6.164
a-c) to obtain

?u  9*u  dp

— == 6.187
0x2 + dy2  ox ( 2)
v v D
ov v _9 (6.187b)
0xz  9yr 9y

0 d
28, (6.187¢)
dx  dy
v(x,x1+ H(ex)) =0, (6.187d)
v(0, y) = (g(»), 0), (6.187e)
v is bounded as x — 0. (6.187f)

Next, we expand the boundary conditions y = 1 4+ H (ex) into a Taylor series as follows
y =14 H(ex) = 1 4+ exH'(0) + O(&?). (6.188)

Note that the geometry of the boundary conditions in the inner region turns into a slightly
varying geometry. Therefore, we use the procedure explained in Section 5. We assume that
u, v, and p, can be expanded into series :

u(ex,y;e) =v(x,y;e) =volx,y) +eyi(x,y) +--- (6.189)
viex, y;€) = p(x,y; ) = @o(x,y) +epi(x,y) +--- (6.190)
plex,y;e) =m(x,y;6) =mo(x,y) +em(x,y) +---. (6.191)

Substituting the above series into (6.187) and using (6.188), we find that for each n =
0,1,2,---, we have to solve the Stokes equations

Y, %Y, Ay

= , 6.192
0x? + 0y? 0x ( 2)
32 32 )
On [ T On _ O (6.192b)
dx2 dy?2 ay
oY, 0y,
Vi On (6.192¢)
0x dy
with boundary conditions for n = 0, 1, respectively,
Yo(x, £1) =0, o(0,y) =g(y), ¢olx,£1)=0, ¢o(0,y) =0, (6.193)

0
Yi(x, £1) = :FxH’(O)aiyo(x, 1), ¥1(0,y) =0, (6.194)
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0
o1(x, £1) = ;xmmai;o(x, +1), ¢1(0,y) =0, (6.195)

Note that the problem to be solved at each order is the Stokes boundary value problem.
Therefore, it is necessary to develop a general theory to solve this problem. This theory,
based on operator theory, will be discussed in Chapter III.



Chapter 11

Analytical approximations to the viscous
glass flow problem in the mould—plunger
pressing process, including an
investigation of boundary conditions

Abstract. Industrial glass is produced at temperatures above 600°C, where glass becomes a
highly viscous incompressible fluid, usually considered as Newtonian. In the production two
phases may be distinguished, namely the pressing phase and the blowing phase. This study
will be concerned with glass flow in the pressing phase, which is called this way because
a blob of fluid glass (called a gob) is pressed in a mould by a plunger, such that the glass
flows between mould and plunger, in order to obtain the preform of a bottle or a jar called a
parison. In the blowing phase (not considered here) the parison is subsequently blown into
the final shape of the product.

By applying the slender geometry of mould and plunger, and assuming cylindrical sym-
metry, a form of Reynolds’ lubrication flow equations is obtained. These equations are solved
by utilizing the incompressibility of the glass, by which the flux at any axial cross section
is determined for prescribed plunger velocity, leading to analytical results in closed form for
velocity field and pressure gradient. The glass level is implicitly defined by the integral over
the varying volume which is to remain constant. The pressure may then be determined by
integration.

Special attention is given to the required boundary conditions. It is known that, depending
on several problem parameters like temperature, pressure, and smoothness of the wall, the
glass flow slips, to some extent, along the wall. Therefore, this study includes a general
formulation of the boundary condition of partial slip in the form of a linear relation between
shear stress and slip velocity, also known as Navier’s slip condition. The coefficient of this
relation, a positive number, may vary in our solution with axial position, but depends on the
problem and is to be obtained from (for example) experiments.

article by S.W. Rienstra and T.D. Chandra, appeared in Journal of Engineering Mathematics 39: 241-259, 2001
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Two special cases, which seem to be relevant in practice, are considered as examples: (1)
no-slip on both plunger and mould; (ii) no-slip on the mould and full slip (zero friction) on
the plunger. The results are compared with fully numerical (FEM) solutions of a Stokes flow
model, and the agreement is good or excellent.

Since in any practical situation it is not the plunger velocity which is prescribed, but
(within practical limits) the force applied by the plunger, the problem of a prescribed plunger
force have also been investigated.

1 Introduction

Glass is a widely used packing material, for example in the form of jars and bottles in the
food industry. The production of glass forms like jars goes more or less along the following
lines [57, pp.612-613]. First, grains and additives, like soda, are heated in a tank. Here
gas burners or electric heaters provide the heat necessary to warm the material up to some
1200°C. At one end the liquid glass comes out and is led to a pressing or blowing machine.
To obtain a glass form a two-stage process is often used. First (Figure 1.1), a blob of hot
glass called a gob falls into a configuration consisting of a mould and plunger. As soon as
the entire glass drop has fallen into this mould, the plunger starts moving to press the glass.
This process is called the pressing. At the end, the glass drop is reshaped into a preform of a
bottle or a jar called a parison. After a short period of time, for cooling purposes (the mould
is kept at 500°C), the parison is blown to its final shape in another mould. This process is
called blowing (see Figure 1.2).

Figure 1.1: Pressing phase
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This section is concerning with glass flow in the pressing phase in manufacturing glass
jars or parisons. A typical feature of the shape of a parison is the fact that wall thickness and
radius vary very slowly (except for the bottom part), see Figure 2.3. Here, this slow variation
will be utilized to obtain an explicit, analytical description of velocity and pressure gradient
of the glass flow.

1t

’
. a

2% 4;@
57/ /% 42/2 7

/ / G

Figure 1.2: Blowing phase

2 Governing equations

The motion of glass at temperatures above 600°C can be described by the Navier-Stokes
equations for incompressible Newtonian fluids [47, p.3], given by

<a—v—|—vVv>—Va (2.1a)
PUor B ’ '

Vv =0, (2.1b)

where v denotes the velocity field, p the density, and o the fluid stress tensor :
o=—-pl+zt, or o;=-péj+r1, (2.2)
with p the pressure, I = (§;;) the unit tensor defined by §;; = 1if i = j, and = 0 otherwise,
and 7 is the deviatoric or viscous stress tensor. In Newtonian fluids, a linear relationship is

assumed between t and the deformation rate of the fluid element, expressed in the rate-of-
strain tensor y = Vv + (Vo)™

. av; dv;
T=ny or Tij:n(gl.‘i‘a_;), (2.3)
j i
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where 7 is the dynamic viscosity. In general, n depends on temperature and may vary in
space and time, but for a uniform temperature as we have here (approximately; see Section
4), n remains constant. Together with V-v = 0, V- ¢ reduces to —V p + nAv. As a result,
(2.1a-2.1b) adopt their common form

p(—v+v-Vv) =—-Vp+nAv, (2.4a)
Vv =0. (2.4b)

In view of the geometry of plunger and mould, we choose cylindrical coordinates (r, 6, z),
while v, w, u will denote the r, 6, z component of the velocity v. We assume the problem
to be axisymmetric, so that both w and all #-derivatives vanish, and the problem reduces to a
two-dimensional one in the (r, z)-plane; see Figure 2.3.

Figure 2.3: Sketch of the configuration. Note that R, = R,(z — z,) is the surface of the
plunger, R,, = R,,(z) is the surface of the mould, and z,, is the position of the top of the
plunger.

3 Slender-geometry approximation

We will concentrate our analysis on the flow in the narrow annular duct between plunger
and mould (z > z,, see Figure 2.3). This region is very slender, and therefore amenable to
asymptotic analysis [26, p.182], while at the same time the flow in the region between mould
bottom and plunger top is practically stagnant, and therefore less important.
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We will make (2.4a-2.4b) dimensionless by a suitable scaling. From the geometry of
plunger and mould, we have 2 relevant length scales, the wall thickness of the parison (D)
and the length of the plunger (L), with D < L. Except near the plunger top, any variation in
z scales on L and any variation in r scales on D. Therefore, we scale z with L and r with D,
while we introduce the small parameter

€= I (3.5)

The axial velocity u scales on a typical velocity V, while from the equation of mass conser-
vation it follows that the radial velocity v has to scale on €V. As density p and viscosity
1 are constant, they are parameters of the problem. Pressure p is to be scaled on nV L/D?
(rather than pV?), because the glass flow is highly viscous, as we will see below. We have

then VL L
n * *
z=L7* r=Dr*, u=Vu*, v=eVv*, p=—p*, t=—t".
p D2 p Vv
Now we substitute the above scalings into the Navier-Stokes equations and henceforth ignore
the asterisks *, to obtain respectively the dimensionless z, r-components of the Navier-Stokes

equations and the continuity equation, viz.

du du au) _op ,3%u 19 ( 8u>

R (— — — ) =— — 4+ ——(r— 3.6
ene ot +”az+”ar 9z ¢ 9z2  ror "o (3.6a)
v v v ap 8%v 3 /19
3 4 2
R (— o —) S —(—— ) 3.6b
e 8t+uaz+v8r 8r+8 822+8 or rar(rv) ( )
ou 10
—_— 4 —— =0, 3.6
0z + ror (rv) (3.6¢)

where Re = pV D/n is the Reynolds number.

According to [8, p.7], the velocity of the plunger, which can be used as a characteristic
velocity if the cross section of the annular channel compared to the plunger cross section
is not too small', is typically V = 10~ ! m/s. A typical channel width is D ~ 10™°m. A
typical length of the plunger is 10~! m. The dynamic viscosity of glass varies greatly with
temperature, but for a temperature around 800°C it is in the order of 10* kg/(s m). The density
of glass is 2500 kg/m? [50, p.4]. Therefore, we obtain typically ¢ = 10~!, Re = 2.5 x 1074,
gRe =25 x 107>, and e3Re = 2.5 x 10~7, and we can ignore the inertia and radial friction
terms to obtain

0 10 d
o ——(r—”), (3.72)
0z ror\ or
0
P _ ), (3.7b)
or
ou 10
e = 0. 3.7
0z + ror (rv) 3.7¢)

with an assumed error of O(e?) because Re < . This set of equations may be recognized
as Reynold’s lubrication-flow equations in cylindrical coordinates [18, p.83].

las follows from an axial mass flux balance; see Section 6.1.
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4 The temperature problem

Although in viscous flow the energy equation is decoupled from the equation of motion
(2.4a) if the flow is incompressible and Newtonian with constant viscosity, the validity of
this assumption is not obvious in the present problem. The viscosity is highly temperature-
dependent, as is seen from the VFT (Vogel, Fulcher, Tamman)-relation [57, p.936]

10g10n2A+ T—T() ’
where A, B, Ty are constants depending on the glass composition (for example A = —2.4,
B = 4032, and Ty = 170 for Soda-Silica Glasses [5]), while T is in degrees Celsius. In this
case T = 800 yields a viscosity of n = 10* kg/(s m).

The high viscous forces may generate heat by friction, and the walls may supply or absorb
heat by conduction, so that the viscosity varies with the temperature along the flow.

To investigate this possibility we will analyse the energy equation and estimate the order
of magnitude of the various terms. The energy conservation law for viscous and compressible
fluids may be written as [32, p.10]

%(,oe)qtv-(pve) =—pV-v—-V-q+71:VU, (4.8)
where e denotes the internal energy per unit of mass, ¢ the heat flux due to heat conduction,
and 7 the viscous stress tensor. Since we are only interested in an estimate of the order of
magnitude, we assume that e >~ ¢, T, where ¢, is the heat capacity at constant pressure and
T is the absolute temperature [58, p.31], and for ¢ we shall use Fourier’s law ¢ = —kVT
where k is the heat conductivity.

In an incompressible flow with constant ¢, and k we have

oT .
,ocp<§ +v -VT) = kAT + n(y : Vo).
We make dimensionless like before :

L
r=Dr*, z=Lz", v=eVv*', u=Vu*, T =T, + AT T*, n=mnen*, t = vt*,
where AT = T, — T, and n, denotes the glass viscosity at the bulk temperature. Note that
in the rest of this section, we shall use a constant viscosity n = n,. We find (ignoring the

asterisks x)

[8T+ VT] 1[1 d ( 8T>+ 282T}
gl—+uv- =—|-—=—\r— & —
ot Pelrdr\ or 072

Rl R () () () o

with Reynolds number Re = pV D /n,, Eckert number Ec = V2/c pAT, and Peclet number
Pe = pV Dc,/ k. Note that Pe and Re are related through the Prandtl number as Pe = RePr,
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while PeEc/Re = Br is called the Brinkman number. When we substitute the following
values, typical of glass at 800°C,

D : typical parison length scale = 107> m T, : glass temperature = 800°C,

V . typical plunger velocity =10""m/s T,, : mould temperature = 500°C,

p : glass density = 2500 kg/m> cp . glass heat capacity = 1100J/kg°C
Ng - glass dynamic viscosity = 10*kg/(sm) | k : glass thermal conductivity = 1.7 W/m°C
L : typical plunger length scale = 10! m

we get the corresponding dimensionless numbers

1 E
e=10"", —=62x10"% =C—12x10"*
Pe Re

Both 1/(ePe) and Ec/(¢Re) are very small numbers, so in the bulk of the flow we can ignore
the heat conduction and thermal production terms (the second and third term in (4.9)) against
the convection (first) term. Hence, the energy equation simplifies to

or +v-VT 0
_— - = — =0,
ot dr

indicating that the temperature is preserved following the flow. So if we start with a uniform
temperature field, it will remain uniform everywhere, and it follows that the viscosity also
remains constant.

Note that this is not true in the thin temperature boundary layer along the wall, where
the temperature varies from the value at the wall to the bulk temperature, and the conduction
term is comparable with the convection term. From this balance

D-VTN R

1 18?7 19T
[8r2 + r Br]

it follows that the dimensionless boundary layer thickness is of the order of O((ePe)~1/3)

(no-slip) or O ((¢Pe)~1/2) (with slip). For the values considered this corresponds to a boun-

dary layer thickness of, respectively, ~ 2 x 10~! and ~ 0.8 x 107!, i.e. 20% and 8% of the

channel width. These values are of course not very small. However, to make progress we

will for the moment consider them as small enough to be ignored.

A small counter-effect that may occur is the fact that very close to the wall, where the
glass temperature attains the wall temperature, the viscosity increases by several orders of
magnitude. For the present example the dimensionless 1(7,,) = 10°%, which leads to
(Ec/sRe)n(T,,) = 760. So with little or no-slip between glass and wall (otherwise y : Vv is
small) the fluid friction very close to the wall is not negligible and will generate some heat.
This may increase locally the temperature, and slightly counteract the lower wall tempera-
ture. The resulting decrease of viscosity could be called “self-lubrication”.
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5 Boundary conditions

Depending on problem parameters like wall temperature, fluid pressure, surface tension, or
the presence of a lubricant like graphite powder [11],[16],[55],[56], the glass flow slips com-
pletely, partly or not at all along the wall. This means that the tangential component of the
glass velocity v at the wall differs from the wall velocity v,,, the difference being called the
slip velocity. Since by assumption the glass flows in the (7, z)-plane and the plunger moves
in z-direction, it is sufficient to consider the tangential component in (r, z)-plane.

Two slip conditions are commonly used. One is based on Coulomb’s friction [16], which
is the assumption of a linear relation between tangential (shear) stress and normal stress
(pressure), usually with a threshold value. The other is Navier’s slip condition [18, p.87],
which assumes a linear relation between the slip velocity and the shear stress. Physically,
little is known as to which condition is essentially more correct. Therefore, we will take
Navier’s slip condition, as this one is mathematically more convenient here, since in our
theory the pressure is only available as an integral, while the velocities are explicitly known.

The shear stress applied to a surface with unit normal vector n, defined pointing outward

from the fluid, in tangential direction ¢, is given by —(o -n)-t = —(t-n)-t. The slip
velocity (v — vy,) - ¢ will be proportional to this stress in (r, z)-plane
(v—vy)t=—s(t-n)-t, (5.10)

where slip factor s (a positive number) measures the amount of slip. (A better measure is the
dimensionless version of s; see below.) There is no slip if s = 0, while there is no friction if
s = 0o. The inverse, s !, might be called the friction factor. In general, s may be a function
of position.

More advanced slip modelling, for example a nonlinear relation with s depending on
pressure, is formally included in this way, if we in some way iteratively adapt s and the
corresponding solution. We have not investigated this possibility here, however.

For reference, we note that in cylindrical coordinates o is given by

ov v
Opp =—p+ 2778_’_’ Opr = Orp = 0, Ogp = —p + 277;’
ou dv  du
Oz =—p+2n—, Uzr:Urz:n(_+_)’ 0p; = 0z9 = 0.
0z dz  or

5.1 Boundary conditions on the plunger

To apply the above conditions to the moving plunger surface, we recall that this is defined as:

r= Rp(Z - Zp(t))’
where z = z,,(¢) is the position of the top of the plunger at time 7. Subscript ““,” denotes the
value at the plunger. Unless indicated otherwise, we will write here R, = R,(z — z,).
The outward unit normal n, (outward from the fluid at the plunger surface) and the
counter clockwise directed unit tangent £, in the (r, z)-plane are given by

R e. —e —e.— R e
np:Lr (o= - P (5.11)

) p
/14 R}? 1+ R,?
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From the definition of stress (2.2, 2.3) we have

/2 8u ov , (Ou ov
(a-RA(5+5) 25— 5,)
0z dz  Or

1+ R)?

(0-ny)t,= (5.12)

To determine the slip velocity, we note that the plunger is going down with speed ;p = Up.
So the (dimensional) slip velocity at the plunger surface is

e, — R e (u —up)+vR
(v —upe) -ty = ((u—uple; +ve,) ———— = ———L——L  (513)
/1+R},2 ‘/1+R;,2
From (5.10, 5.11, 5.13), we obtain the boundary condition on the plunger
ou 8v ou Jv
1-R)% — 2R (— — —
(u—u,) +vR ( ( ) ( )
O 0z 0z OrZ - (5.14)

- P
[1+R)? L+R,?

where s, is s at the plunger. The other boundary condition at the plunger is that the wall is
solid, so (v —upe;)-n =0, or

v=(u— up)R;,. (5.15)
After introducing the following scaled slip coefficient s*
D *
s = —s (5.16)
n

and using the same scaling as before, we obtain the dimensionless form of (5.14) and (5.15)
(with asterisks ignored),

2 (1— &R 2)(8—” +e 8—”) 262R! (8—” - a—”)
(w—up)+e vR;7 _ P\ o 9z 9z or
=sp 7 TRz , (5.17)
1 —|—82R;,2 + &R,
v=(u— up)R;,. (5.18)

As the wall temperature or the amount of lubricant may vary along the wall, it is practically
important to let s be a function of position. The present solution is perfectly valid for any
varying slip factor, as long as axial symmetry is preserved, and s is a smooth function of
position z

s = 8(2). (5.19)
For small & we obtain (with an error O (&2)) for the boundary condition (5.17)
ou
u—up :S”a_r at r = R, (5.20)

where s, if non-constant, is to be interpreted as a property of the moving surface and there-
fore to be read as s, = 5,(z — z,). The other boundary condition (5.18) will be left as it
is.
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5.2 Boundary conditions on the mould

The surface of the mould, given by
r = Ry (Z),

(subscript “,,” denotes the value at the mould) has unit outward normal n,, (outward from
the fluid) and counter clockwise directed unit tangent ¢,, given by

—Re.+ e, e.+ R e
Ny = ——2———, =t _ —m7T
" VT+R,? " VTR,

In a similar way as for the boundary conditions on the plunger we obtain the boundary con-
dition on the mould as

(5.21)

(1—R 2)(8_14 + 8_v> _2R (a—“ _ a—”)
u+vR, " \or 9z "\9z  dr
ARy , (522)
V1+R)? 1+ R,?
and
v=uR. (5.23)
In dimensionless form the relations are,
a a d 0
2R (=R (o0 +6220) —27R, (- — =)
u+evR, " \or 3z "\dz  or
. N ER2)
V1+&*R.? 1+ &2R! 2
and
v=uR, (5.25)
In a similar way as above, boundary condition (5.24) becomes for small &
d
U= —Spe—  at r =Ry (5.26)

or

The other condition (5.25) will be left as it is.

5.3 The free surface

As the blob of glass does not initially fill the mould completely (see Figure 1.1), there is a
free surface of glass moving into the annular duct between mould and plunger. At the free
boundary, the normal stress must be equal to the external pressure pg, which is assumed to
be constant,

(0-n)-n = —po,

and the tangential stress must be equal to zero,

(0+-n)-t =0.
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In our slender-geometry approximation the exact shape of the free surface cannot be deter-
mined. In its neighbourhood, the flow scales both in r and z direction on the thickness D
of the annular channel. In other words, the flow is not slowly varying in z anymore, and the
present approximation is not valid.

Without any loss of generality, we can take pg zero (that is, we use (p — po) rather than
p), because only the pressure gradient is relevant. Within the present approximation, and
with use of the dimensionalization as given in Section (3), we can derive from (2.2)-(2.3) and
with (5.21) that, in dimensionless formulation,

(0-n)-n=—p+ 0.

Therefore, we will deal with the average level b of the free surface, as follows (in scaled
variables)

p=0 at z = b(1), (5.27)

where b is a function of the time-dependent geometry, implicitly defined in such a way that
the (incompressible) glass volume between z = 0 and z = b(t) is constant for all ¢.

6 Some auxiliary results

In this section, we derive some expressions (to be used later) for the axial flux and the total
force on the plunger.

6.1 The flux

Figure 6.4: Sketch of the control surfaces to calculate the flux.
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Consider the flux at some level z through cross section S; (see Figure 6.4). The value
of this flux depends on z, since the plunger goes down and causes the glass to move upward
through a varying cross section. We will use this value later to find the pressure gradient.

Since glass is an incompressible fluid, we have with Gauss’ divergence theorem

O:/V-vdx:/ v-ndS:/ v-ndS—l—/ v-ndS+/ v-ndS (6.28)
Q 0Q M S $3

where v = ue; + eve,. Since the mould is stationary and impermeable we have

f v-ndS =0,
$
while the flux through S is given by

R
/v-ndS:27tf ru(r, z)dr .
S1 R

p

To calculate | s,V dS, we note that it would make no difference for the amount of glass
displaced by the plunger if the plunger were filled with glass, because glass is just as incom-
pressible as the solid plunger. Therefore, instead of control surface S3 we can use just as well
surface S4, which yields more easily the result

fv-ndS:f v-ndS:nupRi.
S3 Sy

It follows that the flux is given by

Rm
2 f ru(r, z)dr = —nupr, . (6.29)
R

p

6.2 The total force on the plunger

In this section we discuss the total force on the plunger and use the result to find the velocity
of the plunger. We return for a moment to a dimensional formulation. Later, we will turn
back to the dimensionless form.

The force (= stress xsurface) in direction ey, applied to an infinitesimal surface element
dS with outward normal =, is by definition

—(0-n)-erdS =—) oyn;dS.
j

At the plunger surface with unit normal n,, given in (5.11), the stress in the z-direction is

( ) { 2 ou R + 8v+8u !
—(o-np)-e;, = (p— 17—) n(— —) _
az/ P dz  or 2
[1+R,
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where R, = R, (z — z(1)).
A (circular) surface element is given by

dS =27 R, /1+ R,2dz.

So the total force on the plunger between top level z = z,,(¢) and glass level z = b(z) is given

by
b u v Jdu
=2 —2n— )R/ —+ — R, dz. 6.30
f ﬂ/zp [(p naz) p—i-n(az—i-ar)]r:Rp pdz (6.30)

Note that this glass level, as a function of time, is yet to be determined (see next section).
We render (6.30) dimensionless by using the same scaling as before, with b = Lb*, and
scale the force as
f=2anVLf*.

This yields (ignoring again the asterisks) :

v du b du
f= / |: p — 2 —)R/ +e 28 +8 ] dezz/ |:pR;+—:| R, dz.
z r R, z ar r=Rp

7 Results

7.1 The velocity and pressure field

Now we are ready to solve (3.7a-3.7c) with boundary conditions (5.18, 5.20) and (5.25, 5.26).
At first, we note that p is a function of z only. Then (3.7a)

dp_82u lou 10 (814)
dz  ar2  ror T ror

- Vor

has solution

1 ,d
u=-r2L 4 A log(r) + B(2).
4 dz

Using boundary conditions (5.20) and (5.26), we obtain:
1d i —1 - m — 1 —1
_ __p|:r2+,3 (ap —logr) — Bp(a ogr):| N oy, — logr

= _— 7.32
4 dz “p o — o ( )

Oy — Ap

where it has been found convenient to introduce auxiliary parameters o, Bp,m and yp p, as
follows

Om = Sm/Rm>» 0p = —5,/R,, @ =logR+0, p=R*(14+20), y = R*(1+40), (7.33)

showing at the same time the curious result that the essential slip parameter in a duct is
apparently not s itself, but the product of s and the wall curvature.
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Using the expression for u (7.32), the relation for the flux (6.29), and the following inte-
gral for ru

d Bm(@p + 3 —logr) — Bplam + 5 —logr)
fru(r,z)dr:%r2 dp[%r2+ rF_2 ga ap 2 g ]+
m— &p
Ay 4+ —logr
+Ar2u, I T2 T 08T (g3

Ay — Ap

we can determine the pressure gradient to find

d_p — 4y :Bm - :Bp
dz p(,Bm — ,Bp)2 — (ot — O517)()’m - Vp)

leading with (5.27) to

= —m(2), (7.35)

b
() = f m(€) dé . (7.36)

Note that it is possible to prove that
(B — Bp)* = (@n = ap)(ym — ) <0,

forall R, < R,, and s,, > 0, s, > 0. Furthermore, 8, — B, > 0. So cé—f has the sign of u .
Finally we solve (3.7¢) with boundary conditions (5.18) or (5.25). We can rewrite (3.7¢)

as 5
—(vr) + r—u =0,
0z

then use (5.25) and Leibnitz rule, to obtain

1 Rn Ju 1d [Rn
r r

Upon substituting (7.34) into (7.37) and subsequent differentiation we obtain a complicated
expression for v (see appendix). It is verified that boundary condition (5.18) indeed is satis-
fied.

7.2 The force on the plunger

By substituting the above results into (6.31), we obtain to leading order (use R, = 0 at
7=2p)

b
/= / dz ar} )Rp dz = fz,, ( R?’((iilz) + [%}rszRp) dz =

Ym — Vp
tr Zp (Bm — ,Bp)2 — (am — ap)(ym - yp)

dz. (7.38)
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Since the integrand is negative, the sign of f is opposite to the sign of u, (as it should be).
Although the approximation is strictly speaking not valid anymore at z = z,,, the integral
converges, and it seems that the contribution of the plunger tip area is asymptotically of
lower order.

An interesting conserved quantity of the process is the time integral of the plunger force.
(Dimensionally equivalent to a net change of momentum, although inertia plays no role in the
present model). It only depends on the end points z; and z, and not on the way the plunger
moves in time, because f depends linearly on u .

fﬁ f(t)dt = f@ ’ Yim = Vi dzdz (7.39)
1 21 Jzp (Bm — ﬁp)2 — (o — Olp)(Vm - Vp) . .

The quantity is independent of u,, t1, and 1, as long as begin and points, z; and z5, are
kept the same. It may, for example, be used to verify, or compare, numerical methods. The
property is not unique of the approximation, but a direct consequence of the fact that in the
Stokes equations time is only a parameter, so that velocities may be scaled on u,, and the
plunger force f on nu,z,.

7.3 A prescribed force or velocity of the plunger

Using the condition that the total volume of the glass is constant, we consider the relation
between time and velocity of the plunger, assuming either the velocity of, or the force on the
plunger to be a prescribed function of ¢.

During the pressing phase, the plunger goes down as the glass moves up. So the plunger
velocity u, or the total force f, the position of the top of the plunger z,, and the glass level
b vary with time. Therefore we have to find a system of three equations for z,, b, and u, or
f.

First, we observe that the (scaled) volume €2 of the total amount of glass is for all # equal
to the constant

b b b bz
Q:n/ R;dz—nf Rf,dz:n/ R;dz—n/ R>(p)dp. (7.40)
0 z 0 0

p

So if we could solve this equation explicitly, we would have a functional relation between b
and z,. This, however, is only possible in the simplest cases, for example when both R, and
R,, are parabola’s. In general it has to be solved numerically at each time step. A natural
approach is therefore to rewrite this equation into a differential equation in time, that can be
solved by standard numerical integration routines.

After differentiating (7.40), using the defining relation between z, and u,, and the rela-
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tion (7.38) between f and u,, we obtain the following system of equations

dz
d—t” =up, (7.41a)
db R, (b —zp)
@ "R - RAb—zp) (7410
f=u, /b G(z,2p)dz, Glz,2p) = Y — Vo . (1410
2 (B — Bp)? — (atm — ap) (Vi — ¥p)

which can be integrated numerically with either f (¢) or u,(¢) given. In the simpler case when
u, is given, (7.41c) only defines f and is decoupled from the others. Note that G(z, z,,) < 0.

8 Examples

In this section we present two examples. In the first one we compare the present analytic ex-
pressions for # and ev with numerical results obtained from a numerical model for glass flow,
developed by the TUE Scientific Computing Group of Professor R.M.M. Mattheij. We use
here simple parabolic profiles for the plunger and mould, and the plots are in non-dimensional
quantities.

In the second example we consider the velocity of the plunger, as it results from a given
force. In addition, we use a practically more representative geometry of plunger and mould,
as given in Figure 8.8. The plots are in dimensional quantities.

8.1 A given plunger velocity

Define the geometries and motion of plunger and mould by the following (dimensionless)
expressions

Ry(z—2p) =0.1v/5/2—2,, Ru(2) =08v5z, z,(t) = (1 —1),

where ¢ = % and u, = —1, while we will consider z = 1. Two cases are considered: (i)
with no-slip boundary conditions (s, = s, = 0) and (ii) with mixed boundary conditions
(sp = o0 and s,; = 0). The results will be presented in dimensionless form, although for a
proper comparison the velocities will be scaled both on the same (plunger) velocity. In other
words, in the figures the axial velocity u# and radial velocity v are plotted.

In Figure 8.5 we have case (i). Note that the order of magnitude of axial velocity u is
indeed the same as that of the plunger (dimensionless unity), because of the no-slip condition
at both sides. It is seen that there is an exceptionally good agreement between the numerical
() and the analytic solution (solid line).

Next we consider case (ii), with mixed boundary conditions. By taking s, — 001n (5.20),
we obtain g—’; = 0. Besides this, we have of course (5.18). On the stationary mould there is
no-slip, so here we have simply the boundary condition # = v = 0. As there is complete slip
at the plunger wall, the velocity of the plunger plays no direct role in the problem. The axial
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(a). Axial velocity u (b). Radial velocity ev

Figure 8.5: Axial and radial velocity. Parabolic geometry, no-slip. (Dimensionless.)

velocity is now determined by the effect of the plunger displacement. As a result the order
of magnitude of u is considerably lower than unity. The results of this case are presented in
Figures 8.6. In the axial velocity (Figure 8.6a) the numerical solution (x) appears to differ a
little from the analytical solution (solid line). This is, however, exactly consistent with the
(conjectured) error of the asymptotic approximation, which is O(g?) ~ 4%. Since s p = 00,
(5.10) becomes at the plunger (o -n)-¢ = 0. This reduces for small ¢ to the approximate
value g—;‘ = 04 O(e?). This is different from the no-slip case where the condition u = 0 is
not approximate but exact.

Finally, we present a picture of the total force as a function of time for the case of no-
slip boundary condition (see Figure 8.7). Here, we consider the no-slip case with the initial
condition r = 0, z,(0) = 1, b(0) = 2. As the time evolves, the plunger goes down (z,(¢)
decreases) and the upper level of glass (b(¢)) increases, so the total wetted surface increases.
Therefore, the total force is increasing. Note that the value of b(¢) can be found from (7.40).

This is further illustrated by the following very simple configuration. If we assume both
the plunger and the mould are straight cylinders (R, and R, are constants), we can determine
the relation between force f(r) and velocity u, () analytically (within the present approxi-
mation). Note that since R, and R, are constants, it follows that G(z, zp,) in (7.41c) is also
constant. Therefore the force f(¢) in (7.41c) becomes

f@) =up()G(t) — zp(1)), (8.42)

where b(t) can be determined from (7.40) as
Q/mr — Rf,zp(t)
RZ—R

b(t) = (8.43)

As a result, we obtain

u,(t) Q
f@) = GR%”—_R% [; — R,%,zp(t)] . (8.44)
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Figure 8.6: Axial and radial velocity. Parabolic geometry, mixed slip. (Dimensionless.)
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Figure 8.7: Total force as a function of time

For example, if u ,(¢) is constant then z,(f) = z,(0) +u ¢, and f(¢) is a linear function in z.
Note that this expression includes the pressure contribution near the plunger top (see (7.38)).
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8.2 A given plunger force

In this example we consider a more realistic situation. We will take a geometry of a real
parison (Figure 8.8), and we will apply a given force from which the plunger velocity results,
using the results of Sections 7.2 and 7.3, all in dimensional units. As in Example 1, we use
2 types of boundary conditions: no-slip (s, = s,, = 0) and mixed (s, = o0 and s, = 0).
The force on the plunger will be taken constant. Figure 8.8b shows the final position of
the plunger in the pressing phase. In order to make the calculation easier, we calculated
backwards in time, starting with this final position at # = 0. Since the Stokes equations do
not include inertial effects, the sign of the time is irrelevant, and the results of a forward and
a backward calculation are exactly the same.

The problem parameters, related to these cases, are the same as given in the table of
Section 4, namely: V = 10cm/s, D = lcm, n = 10* kg/(sm), e = 0.1, and z = 1. This
suggests that the results are typically correct with an error of the order of 1%. In the case of
Figure 8.9 (without slip) the applied plunger force is f = 7500 N, while in the case of Figure
8.10 (with slip) the force is f = 5000 N.

Evidently, when we go further back in time until the very early splash of the plunger in
the fluid, and assume that the plunger force is still the same, the absence of resistence leads
to unlimited high velocities. This, however, is impossible in practice, as the power (~ force
x velocity) of the equipment is limited, and the inertia of the plunger is nonzero.

(a). Plunger is going down (b). Plunger in end position

Figure 8.8: Realistic geometry of parison (units: cm)
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Figure 8.9: Given force = 7500 N, and s, = 5, = 0 (units: sec and cm/s).
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Figure 8.10: Given force = 5000 N, s, = 00, and s,, = 0 (units: sec and cm/s).
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For illustration, we consider again the straight cylindrical case with R}, and R,, constants.
We assume that the force is also constant. Using the definition of z,(¢) (7.41a), the relation
between b(t) and z,(¢) (8.43), and G(z, zp) is just constant, the total force f turns into

f Q/m dzp Ry dzp
G RL-Rd RL-R} g, (845)

Integrate (8.45) with respect to ¢ yields

f Q/m Ry
4+ K=—"27,—5 z5, (8.46)
G R%_R%p 2R$1—R%p
2
where K — Q/f;e >2,(0) — % mR2z (0). Therefore we obtain (note that z, (1) < R/%:t)
1/2
Q/n Q/n 2 RL-R,f
zﬂﬂ:—ﬁr—[<i§“—%®0 et (847
_ [ R Rf, Q/n PR RS s

Since G is negative, u is negative for positive f, and decays as the time evolves. Note that
at the initial splash of the plunger, i.e. at

1G R} (@ 2
= < /7 —z,,(())) , (8.49)
p

7R -R\R2

the velocity is indeed infinite.

8.3 Numerical method

A detailed description of the numerical method used in Example 1 may be found in [30,
p-209]. In summary, it is described as follows: the glass flow is modelled by the Stokes
equations, i.e. , for vanishing Reynolds number. The (self-adaptive) discretization scheme of
the domain is based on a triangular mesh, where each triangle has twelve degrees of freedom
for the velocity components. On each triangle the pressure is constant and the velocity is
piecewise linear. The Finite Element Method (second order with respect to the size of mesh)
is used to solve the Stokes equations, with an indicated accuracy of at least three digits. The
time evolution of the glass domain €2 is found by solving the ordinary differential equation

dx(r)
4 = Y&@). 1 € ltn: tnal, (8.50a)

X(1y) € Q. (8.50b)
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9 Conclusions

We described a model for highly viscous incompressible glass flow during the pressing phase
of the production. The model includes a general slip boundary condition. By using a pertur-
bation method based on the slender geometry and low Reynolds number, we obtained explicit
expressions for flow velocity and pressure gradient.

Based on these results, we calculated the total force on the plunger for given plunger
velocity, and the resulting plunger velocity for given the total force. The examples show for
the first case that the total force increases as the the time evolves and for the second case, the
plunger velocity decreases.

Representative examples showed a very good agreement of the flow velocity between
the present solution based on the reduced, slender-geometry model and numerically obtained
FEM based on the full model. solutions. We conclude that the perturbation method based on
the slender geometry is an highly appropriate approach to this problem.

Appendix : v(r, )

In this appendix, we derive the expression for v(r, z). We already got (7.37)

1d [Rn
V= —— ou(p, z)dp. (9.51)
rdz J,
Using (7.34) and (7.35), we obtain
Ry, u 18 — 18
/ pu(p,2)dp = -~ (M) {(R;t — ) am —ap) ...
, oy — O

BumBp(RE — R2)(R2, — r?)
+ 2B — Bp)r? log(RLp) —2(BuRy, — Bpr?) log(f}—’;) 4+ P = 152 ! } X ...
m=tp

Rm R 2y—1
{(R’?“ = Ry —ap) = 2Puk,, — By R;) log(72) + ﬂmﬂp<R—p - }

2
u, [P (1= ) +2r7log(%2)
- — . (9.52)
4 A — o
From (7.33), we obtain for the z-derivatives of a,, , and By,
R’ s’
o = F(l — a) + = B =2RR'(1 +0)+2Rs. (9.53)

By differentiating (9.52) with respect to z and using (9.53), we will obtain the full expression
of v.
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Chapter 111

On an operator equation for Stokes
boundary value problems

Abstract. Stokes Boundary Value Problems (SBVP) can be found in many areas of engi-
neering, for example, in fluid mechanics when the Reynolds number is small. This study
investigates a method to solve the SBVP by translating the problem into an operator equation
on the boundary 92 of the domain €2 with a tangent vector field « on the boundary 92 as
unknown. This operator equation leads to the solutions of SBVP that can be parameterized
by oy, the harmonic extension of a to the interior of the domain 2. As an application, the
full explicit solutions of SBVP are presented for some simple domains such as the interior of
the unit disk and of the unit ball.

1 Introduction

In recent years, a number of studies have been made to find a method to solve the Stokes
equations
uAv —Vp =0,
{ Vev =0 (1.1a,b)

For example, Padmavathi et al [40] and Sheng and Zhong [46] mention some methods such
as the Naghdi-Hsu, the Papkovich-Neuber, and the Boussinesq-Galerkin approach.

Inspired by these ideas, we develop a general theory of solving the inhomogeneous Stokes
boundary value problems (SBVP)

uAv —Vp=—f, x €,
V.v =h, x e, (1.2a,b,c)
v(x) =a(x), x € 092.

Briefly, we solve the inhomogeneous Dirichlet and Neumann problems which lead to an
operator equation on the boundary 92 of €2 with a tangent vector field a on the boundary 9<2

article by T. D. Chandra and J. de. Graaf, accepted to be included into the
Proceedings of 4" European Conference on Elliptic and Parabolic Problems, Rolduc, June 18-22, 2001.

73
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as unknown. We show that the solution of SBVP (1.2 a-c) can be ’parameterized’ by «,, the
harmonic extension of « to the interior of 2.
Finally, we give some applications of the method in the case of some simple domains.

2 General Theory

On a fixed open domain Q2 C R" with piecewise smooth boundary 9€2, we consider the
system of Stokes equations

Vv =h.

Here f : Q — R", h: Q — R are given functions.

Without loss of generality, we put © = 1 in the sequel. For some given boundary condi-
tion v = a on 9€2, we want to solve v and p from (2.3 a,b). From [40] and [46], we know if
the pair (v, p) is a solution of (2.3 a,b), then we may decompose v and p as

{“A” ~Vp=-/, (2.3a,b)

v=¢+ VY,
{p —h-V-¢, (2.4a,b)
with (¢, ) any solution of the system
Ap=—f,
{AW V¢ =h. (2.5a,b)

It will turn out that the boundary condition of the system (2.3 a,b) is related to the boundary
condition of (2.5 a,b) through an operator equation. For later convenience, we now split the
solution (¢, ) of (2.5 a,b) into several pieces.

2.1 The Dirichlet problem

Here we consider the Dirichlet problem for the function ¢ introduced in (2.5 a)

Ap=—f, xe,
{ g:afxeasz (2.6a,b)

where a : 9Q2 — R" is an arbitrary, but fixed tangent vector field on d2. The idea is
to split ¢ up into a part D f that satisfies the inhomogeneous Laplace equation (2.6 a) but
with vanishing boundary condition, and a part «, that satisfies the homogeneous Laplaces
equation, but with non vanishing boundary condition as follows

ADf=—-f,xeQ,
{ Df=0, xeiQ, (2.7a,b)
and
Aoy =0, x € Q,
{ a, =ao,x €0. (2.8a,b)

Note that D f and a, can be obtained, at least in principle, by means of Green’s function
[51, pp. 86-87].
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2.2 The Neumann problem

Here we consider the Neumann problem for the function ¥ introduced in (2.5 b). Using

(2.5 b) and the same decomposition of ¢ as introduced in Section 2.1, we find
AYy=—-Vep+h=—-Vea,—V-Df+h,x e,
d 2.9a,b
—1/} =y,x €092, (2.9a,b)
on

where y : 92 — R is an arbitrary but fixed function. For this Neumann problem, we

impose the compatibility condition

/ ydt:/(—V-aﬂ—V-o‘Df—l—h)do:/hda=0. (2.10)
IR Q Q
Here we have used D f = 0 on the boundary and
/V-aﬂda:/ a,}f-ndt:/ a-ndr =0, (2.11)
Q 90 90

since « is a tangent vector field on 9€2.
It is convenient to read (2.9 a) as the sum of three Neumann problems. Because of that,
we write ¥ as the sum of the solutions of these problems in the following way :

U=NNVa,) + N(V-Df —h)+ Vi

with
ANNV-a,)=—V-a,, x € 2,
9 2.12a.b
L N(V-a,) =0, x €99, (2.12a,b)
on
AN(V-Df —h)=—-V-Df +h, xeQ,
9 2.13a.b
SN(V-Df —h) =0, x €09, (2.13a.5)
n
and
Ayﬂ’u\/:o’ X € Q’
3 2.14a.b
—Vunw =V, X € 0Q2. ( a.b)
on

We remark that (2.12), (2.13), and (2.14) have the same structure as (2.7) and (2.8) and are in
principle solvable. So, in the following, we may consider ¢ and v to be known as provided
that the boundary functions & and y are known.

Note that, because of A, = 0, one has

A(—3x-a,) = —V-a,, (2.15)

where, x denotes position. The solution for the inhomogeneous Neumann problem (2.12 a,b)
can thus be written as

N (Veoty) = —3x -y + @, (2.16)
where 1@ is the solution of the homogeneous Neumann boundary value problem

AYy©@ =0, xeqQ,

@ 9 (2.17a,b)

an :5(5)('“%),.‘:689.
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2.3 A parameterized class of solutions
We may summarize the findings in above as follows. For any tangent vector field a : 02 —
R"* and any function y : 02 — R, the pair (v, p) with

{ V=0, +Df+VN V-a,) + VN (V-Df) = VNGh) + VVun,

p=h—-V-a,—-V-Df, (2.18a,b)

is a solution of the system (2.3 a,b).
The problem we have to solve now is :

How are « and y related to the prescribed vector field @ on 92 ?

It will be explained that for & the solution of an operator equation on the boundary has to
be taken. This operator equation involves all the data : a, f, h.

2.4 The operator equation on the boundary 0¢2.

In this section, we derive an operator equation which relates a : 92 — R" to the prescribed
data (a, f, h). From (2.4 a), we obtain the requirement

v=a=¢+ Vi, onof2, (2.19)
or
a+VN (Veay) =a—Vy,y —VN (V- Df)+ VN (h), on 0. (2.20)
If we take on each x € 92 the inner product of both sides of identity (2.20) with the normal
vector n, and using (2.12 b), (2.13 b), (2.14 b), then we get
y=a-n. (2.21)

Therefore, we obtain the operator equation for an unknown tangent vector field o on the
boundary

a+ VN (Veay) =a—V@a-n)y,, — VN (V-Df)+ VN (h), on a2, (2.22)

where the right-hand side is a tangent vector field on d€2 that can, in principle, be calculated
from a, f, and h. If we can solve a from the operator equation (2.22), then the solution of
the inhomogeneous SBVP

V.v =h, x e Q, (2.23a,b,c)
v(x) =a(x), x € 09,

is given by (2.18 a,b), or equivalently by

{ v=o, +Df+V{—3x-a, + YO} + VN (V-Df) — VN (h) + V(@-n),.,,
p=h—V-ea, —V:-Df.
(2.24a,b)
Next, as an application, we present full explicit solutions of homogeneous SBVP for
some simple domains such as the interior of the unit disk and of the unit ball.
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3 Applications

3.1 The interior of the unit disk

Here, we consider the homogeneous SBVP with as domain the interior of the unit disk
D ={(x,y) | x*+y* <1},

Av—-Vp=0, xeD,
Vev=0, xeD, (3.254,b,¢)
v(x) =a(), x €D = {(x.y) | x> +y* =1}.

We assume that the prescribed boundary condition a(x) can be expanded into a Fourier series

o —sin(0) \ _ino cos()\ _ins
a(x)= ) {“”( cos(@))e +b"<sm(9)>e }

n=—00
The compatibility condition 0 = [ V-v do = [ a-n dt implies by = 0.
According to the theory, we hgezwe to solve '31% boundary operator equation (2.22)
o+ VN Veay,) =a—V@a-n),,, (3.26)
since f =0, and A = 0. Therefore, at first, we study the action of the operator

a— a+ VN(V-a,), (3.27)

on the "basic’ tangent vector fields :

[ —sin(0) \ Lins
t, = ( cos(@)) e . nel. (3.28)
We would like to calculate ¢,,,,, the harmonic extension of #,,

{Atn% =0, xeD, (3.29a,b)

ty, =1t,,x €9D.

Using the notations z = x +iy,z =x —iy,and A = 499 we obtain

0z 02
1 (i 1 [ —i
L n+1) 4 L (n—1) cN
A Z + > ( | )z , n )
t L1 + 1) ; 0 (3.30)
n =133 - ’ = 9 .
«= 12\ ) T2\ )¢ "

| =

i I {—i
Znl=1) o — Zinl+D e N
<1> z + > ( | )z s, TN ;
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that leads to
—%ty, neZ/{0},

vﬁN(V'tn,%)lr:I = (331)
0, n=0.

We conclude that the left-hand side of the boundary operator equation (3.26) is a mapping
o— o+ VN(V-ay,), (3.32)

that maps
t, —> %tna n € 2/{0},
(3.33)
to — to, n=20.
Therefore, given the boundary condition a, we can solve the boundary operator equation

(3.26) for a,,. For example, given the *basic’ boundary conditiona = (Z?r?((g)) ) e neN,

a—Va-n),, = <_1i)z”+1—%<i)z"_l. (3.34)

we obtain

3.1.1 Solution

Since f = 0 and & = 0, we obtain from (2.18 a,b) the solution of the homogeneous SBVP :
v=a,+VN(Vea,)+V@a-n),,, p=-—V-a,. (3.35)

Below, we present a table of solutions for various ’basic’ boundary conditions.

boundary condition (a) velocity (v) pressure (p)

— sin(6) inf l i n+1 l —i ns | _n; n
< cos(@))e ,neN G Z +2 1)%7% 2iln+ 1)z

—sin(@®)\ _ino L AT IS . : -
(COS(9)>e menN| (T )ee s (1) | 2tz

— sin(6) 1 /i 1/—i\.
( cos(9)> §<1>Z+§< 1>Z 0
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boundary condition (a) velocity (v) pressure (p)

COS(G) inf l 1 n+1 1 1 n—1 _ n
(sin(@))e ,neN >\ i Z +2 ; Z 2(n + 1)z
+

(COS(9)> e neN

1 =n+1 1 1 -n—1 _ -n
o0 (el |2
n

1
2

+1 1\ ., B}
+< > ><_i)z (I —z2)

In view of the linearity of the problem, each solution (v, p) of the homogeneous SBVP
in the interior of the unit disk is a linear superposition of these elementary solutions. Note
that for every fixed |z| < 1, the value of the basic solutions decreases exponentially if |n| —
oo. This implies that any linear superposition of basic solution with coefficients {c,}, not

increasing faster than polynomially, leads to a solution of the homogeneous SBVP on the
o0

open disk D. If, in addition, one assumes that Z |nc,| < oo, then both the velocity v and
n=1
the pressure field p extend continuously to the closed disk D.

3.2 The interior of the unit ball

In this section, we consider the homogeneous SBVP with as domain the interior of the unit
ball B = {(x,y,2) | x> +y>+2z> <1},

Av—-Vp=0, xe¢€B,
Vev = 0, X € B, (3.36a,b,c)
v(x) =a(x), x € 9B ={(x,y,2) | ¥* +y*+* =1},

with a : 9B — R the prescribed velocity field on the boundary.

3.2.1 Some notations and preliminaries

In this section, we introduce some notations that will be used later. The closure of B is
denoted by B = BUJB. Fora tangent vector field z, one has forallx € 0B : a-x = 0. We
will use bold greek lower case symbols for tangent vector fields. Extensive use will be made
of the usual vector algebra and vector calculus in R? applying the usual nabla notations :

Vf=gradf, V-v=divv, V xv=rotv. (3.37)

Also the Euler operator § = x-V = xg—x + yg—y + Zg—z, and its resolvents (& + s)_1 ,s >0,
given by

1
€+ f(x) :/ AL (wx) da, (3.38)
0
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play an important role. For vector fields v the operators &v and (€ + )~ v are defined
componentwise. We mention some commutator properties for & and its resolvents. They
follow from straightforward computation :

VE=V4+EV, AE=2A+EA, V ((8 +s)—1f) X)=(E+s+1)"' Vi)
(3.39)
Next, we discuss some lemmas.

Lemma 3.1. If a continuous vector function ¢ : B — R> satisfies

A¢p(x)=0,x € B,
V-¢p(x) =0, x € B,
x-¢=0,x€0B,

then ¢ can be written as ¢ = x x V¢, with Ap = 0 and ¢ is unique if we require ¢ (0) = 0.

Proof. First we find a necessary condition on Vg by taken the curl of both sides of ¢ =
x X Vo,

Vx¢g=Vx(xxVy)=(V:-Vo)x +(Vp-V)x —(V-x)Vp — (x :V)Vp = —(§ +2) V.
(3.40)

So, a candidate for V¢ is given by —(& 4+ 2)~!(V x ¢) which can be rewritten as

—(6+2)"H(V x ¢) = —V x ((€ + 1)"'¢). We shall show that this field is rotation free :

Vx (€+27'(V x$)) =V x (Vx(E+D7'9)

—v (v- ((8 + 1)—1¢)) —AE+D'e

=VE+2) 1 (V-¢)—(E+3)'A¢p =0.
So, the vector field —(& + 2) "1 (V x ¢) has a potential ¢, say, and we may write
—(& +2)"1(V x ¢) = V. Further, note that Ap = V-Vg = —V-V x (§ + 1)_1¢ =0.
So, ¢ is harmonic.

Finally, we prove that the vector fieldu = ¢+ (x x (V x (6 + 1)7!¢)) = ¢ — (x x V)
is identically zero. Observe that

1. V xu = 0. See above.
2.Veu=Vg+(Vxx) - (Vx(E+D ) —(Vx(Vx(E+1D¢)x)=0.

3. u = Vo, with Ao = 0. Since x -u = o = 0 on the boundary 9 B and
A&oc = 2A0 + EAoc = 0, we obtain o = 0 for the whole region B. Expand o in

(0, 0] (0,0)

spherical harmonics o0 = Z 0,. Then 0 = Z no,. We conclude that o,, = 0 if
n=0 n=0

n=1,2, ... Therefore c must be constant and hence u = 0.

Finally, note that until now ¢ is fixed up to an additive constant. By taking ¢(0) = 0, this
arbitrariness is removed. L
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Lemma 3.2. If a continuous vector function ¢ : B — R satisfies

A¢p(x) =0, x € B,
x-¢=0, x €0B,

then ¢ can be written as ¢ = ¢ + ¢, with

¢ =x x Vo, (3.41)
¢ =V — (E0x +3(xF - DV €+ H7'e] x. (3.42)

where both ¢ : B — R and x : B — R are harmonic. If we require ¢(0) = x (0) = 0, then
both ¢ and x are unique. Moreover, x satisfies [—(8 + 12+ % + Ll—t(é’ + %)_1] x=V-¢ =
V‘ ¢1 .

Proof. First, construct x from V-¢@, i.e. x = [—(8 + 12+ % + %(8 + %)_1]_1 V-¢, and
define ¢, according to (3.42). Put ¢, = ¢ — ¢. Observe that V-¢, = 0. Next, we obtain

x-¢, =1 — 1x|?)é& [I — %(8 + %)_18] x. Therefore, we get x - ¢, = 0 on the boundary.
Further, since A¢; = 0, also A¢, = 0. Hence, according to Lemma 3.1, we obtain ¢, =
x x V. Finally, note that until now ¢ and x are fixed up to an additive constant. By taking
¢(0) = x(0) = 0, this arbitrariness is removed. O

Lemma 3.3. Let 9 : B - R be continuous and such that A¥(x) =0,x € B, 9(0) = 0. If
the vector function w : B — R satisfies

Aw(x) =0, X € B,
wkx)=x9(x)+cx, x€dB,ceR,
then w can be written as w = V&~ !9 + cx, where ¢ = % f w(x)-x dr.
dB

Proof. Straightforward computation yields Aw = A(VE~19 + cx) = 0. Next, by taking
the inner product w(x) - x on the boundary, one finds

x-w:x-V8_119+x-cx:19(x)—|—c,

which is equal to x-w = x -x0¥ 4+ x -cx = ¥(x) + c. Finally, if we take the inner product
w(x)-x on the boundary, calculate the integral over the boundary, and use the mean value
theorem for harmonic functions, then we obtain

fw-x dt:fx-xz?(x) dr—i—fcx-x dt =479 (0) + 4rc,
dB aB dB

or

1
c:—fw-xdt. [l
47
9B
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In the preceding lemmas, we gave three different recipes for constructing harmonic vector
fields from harmonic functions. For later convenience we introduce a notation for these
recipes.

Definition 3.4. Let h;[¢] : B — R, j = 0, 1, 2, denote the harmonic vector fields defined
by

hole] : x — x x Vo(x),
Mlx):x e V= €0x +3(x? = DV € + D 7"e] x,
ho[9]:x — VE~'D.

Remember that ¢, x, and ¥ are supposed to be harmonic. We gather the recipes of this
section in the following theorem.

Theorem 3.5. Consider the continuous vector field @ : 3B — R3. Leta, : B — R> be
the harmonic extension of a. Then there exist unique harmonic functions ¢, x, v : B — R,
with ¢(0) = x(0) = 9 (0) = 0 such that

a, = holo] + hi[x1+ ha[0] + cx,

with ¢ = % f (a-x) dr. Note that if ¥ = 0 and ¢ = 0, then a is a tangent vector field.
3B

Proof. The proof is divided into several steps.

1. Split the vector field a into a tangential and two normal parts as follows : a = a; +
a, +cn, withc = % f (a-n)dr, a, =(a-n—c)nand a; = a — a,, — cn. Note that
B

a
a; is tangential and that a,, is parallel to n.
2. Define ¥ as the solution of the Dirichlet problem

Ad(x) =0, X € B,
d(x)=a-n—c, x €0B.

3. Note that for any x € 9B, the vector field @ — V&~ 19 (x) — cx is tangential.

4. The harmonic extension x — a,(x) — VE 19 (x) — cx satisfies the conditions of
Lemma 3.2. This means it can be uniquely written as ho[¢] + hi[x] for suitable
harmonic ¢ and y. ]

Note : Keep in mind that ko and k| also depend on a - n. In our case, V-v = 0 (3.36 b)
implies ¢ = 0.
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3.2.2 Solution

In a similar way as in Section 3.1 for the unit disk, we have to solve the boundary operator
equation (2.22)
o+ VN Vea,) =a—Va-n),,, (3.43)

and, at first, we study the operator
@ a+ VN(V-ay). (3.44)

Based on Theorem 3.5, we know that any tangent vector field on the boundary & can be split
into ho[e] + h1[x]. Therefore,

1. if ¢ = holp] = x x Vg, then we get
o+ VN(V-a,) = hole] =x x Vo, (3.45)
or on the boundary (|x| = 1),

holg] —> holg]. (3.46)
2. it = hi[x]ljx|=1 = Vx — x&x, then we get
@+ VN (V-a,) = Inlxlliet + I [—x + 36E + D70 leies
=i [36€ + D7 |l (3.47)
or on the boundary (|x| = 1),

hilx] — h [%8(8+%)_1X]. (3.48)

Hence, given the boundary condition a, we can solve the boundary operator equation (3.43)
for a,. For example, if a = ¥x, with Ad = 0, ¥ (0) = 0, then we have

(@n),, =81 a-V@an, =0x—-VEe 9 =n[-6"19]x=1. (349

Therefore, according to (3.47), ac,, = h [—2(8 + %)8_219].
Below, we present the solution of the boundary operator equation (3.43) for various boun-
dary conditions a :

boundary condition (a) o
x X Vg x X Vg
Vx —x&x hi[2(6 + D& x]
gx hy [-2(6 + 1)E~2V]
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Next, we make some special choices for the right-hand side a of the boundary operator
equation. These special choices involve harmonic homogen polynomials (Q,,) of degree
m on which the Euler Operator & acts as a simple multiplication : £€Q,, = mQ,,. Using
solutions (2.18 a,b),

V=0, + VN (Veay) + Vyuy, p=-—V-ay,, (3.50)

we obtain the following table of solutions

boundary condition (a) solutions

xxVQ0, v=x X VQy,,
p=0.

VQOu —mQOmx v=V0y —mQux + 5(m+3)(x> = DV Qy,
p=0Cm+3)(m+1)Q,.
Omx v=0mx — (%) (x> = DV Q.

2m+3 1
p=—Cusiming,

In view of the linearity of the problem, each solution (v, p) of the homogeneous SBVP
in the unit ball is a linear superposition of the elementary solutions. The remarks similar to
those given directly below the table in Section 3.1.1 apply here as well.

For functional analysis considerations (also for the general case) we refer to [20].



Chapter IV

Further ilustrations of the operator
method

1 Introduction

In chapter III, we presented full explicit solutions of the homogeneous Stokes Boundary
Value Problem (SBVP) with as domain the interior of the unit disk and of the unit ball. Here,
we consider the same problem with as domain the exterior of the unit disk and of the unit
ball, an upper half space, an infinite strip, and an infinite wedge. Also, we give an example
of an inhomogeneous SBVP with as domain the interior of the unit disk. For convenience,
from now on, we change the symbol y,, that is introduced in Chapter III with N (0; @ -n).

2 The exterior of the unit disk

In this section, we consider a homogeneous SBVP with as domain the exterior of the unit
disk D¢ = {(x,y) | x>+ y* > 1},

Av—Vp=0, x € D¢, (2.1a)
V-v =0, x € D¢, (2.1b)

v(x) =a(x), xe€dD", (2.1¢)

v — 0and p — 0, as |x| — oo. (2.1d)

We assume that the prescribed boundary condition a(x) can be expanded into a Fourier Series
— sin(6) cos(9)
. - inb in
a(x) = ZOO {a" < cos(9) )e +0n <sin(9) ) © } ’
N

with by = 0 to satisfy the compatibility condition [ V-vdo = [ a-ndt = 0.
Q iIo)

85
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2.1 The operator equation

According to the general procedure in Chapter III, we have to solve the operator equation on

the boundary
«+ VN (Veay,) =a—VN(O;a-n). (2.2)

We study this operator equation in the following lemma.

Lemma 2.1. The solution of the operator equation (2.2)

[ —sin(8) ) . IRYEARERY AR
- ()4 () 141 (1)
_{—sin(@) \ _ine . (i 1" —i 1\"!
e () emnen () () (D)
n+l n—1
3. fora = (C(.)S(Q))ei”@,n eNisa, = <_1) (i) + <1> <i) .
sin(6) i)\ i )\

Proof. Similar as in the disk case in Chapter III, we study the action for the operator

a—— o+ VN(V-a,), (2.3)

on the ’basic’ tangent vector fields :

Y Sll’l(@) inf
tn—< COS(Q))G ,neN. 2.4)

Using the notations z = x + iy, 7 = x —iy,and A = 43—3— we obtain the harmonic
extension £,,, of £, as

1 1(n+1) 1 —i l(n—l)
5( () 5(1)@ el
O L e v O
1 1\ (2D 1\ (nl=D
2 (2) 5( )(2) el

that leads to
—1t,, neZ/{0},

2.6
0, n=0. 2.6)

VN(V'tne;()lrzl = {

We conclude that the left-hand side of the boundary operator equation (2.2) is a mapping

ar— o+ VN(V-a,), 2.7)
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that maps

(2.8)

th —> 3ty ne€ZL/{0},
to — to, n=0.

Therefore, given the boundary condition a and using (2.8) we can determine o,. Lemma
2.1.1 and Lemma 2.1.2 are direct consequence of (2.8), since a -n = 0. For Lemma 2.1.3, at
first we calculate

N _1 1 1 n+1 1 1 1 n—1 -
o—wwoen=3(5) () +30)E) -
(DE) ()6
Therefore, o, = ) - +1 . - . [l
l v l v

2.2 Solution

Based on the Lemma 2.1, we present the solution of the SBVP (2.1) for various boundary
conditions a as follows :

H boundary condition (a) ‘ solutions H
— sin(9) b — 171 n 1/-i\1
cos(6) 2\ )z 2\ 1)
p=0.

—§in(0)\ mo BYAYAYE IS AYA N
(Teoiey) e ”—5(1)@;*5(1)@
n(i 1\" _
+5<1><§) (1-1z2),

p=-2in—1) (i
Z

(73 Y e nen o=t (- )() 0
S()E) o=

p=2in-—1) (Z
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H boundary condition (a) ‘ solutions H

(COS(9)>ein9 neN v—( 1)<l>n+l+l(l> (l)n_l

(0 , =1 . = . =

sin(6) 1 zl Zln 2nl1Z1n+l
_5(—i><§)z_5(—i><§> 4o

(cos(@))e_me neNlv= (1) <l>n+l+l( 1) (l)”—l

. 9 ’ o ] _‘

sin(6) 1l1 Zl n 2n ll IZ "

()60 50)E) o=
1

In view of the linearity of the problem, each solution (v, p) of the homogeneous SBVP
on the exterior of the unit disk is a linear superposition of these elementary solutions.

3 The exterior of the unit ball

In this section, we consider a homogeneous SBVP with as domain the exterior of the unit
ball B¢ = {(x,y,2) | x>+ y*+ 2% > 1},

Av—Vp =0, x € B¢, (3.10a)
V-v=0, x € B°, (3.10b)

v(x) =a(x), x € 9B°, (3.10c)
v—>0and p — 0, as |x| = oo. (3.10d)

Similar as the ball case in Chapter III, we introduce the harmonic functions % as follows.

Definition 3.1. Let k;[¢] : B — R, j =0, 1, 2, denote the harmonic vector fields defined
by

holo] : x — x x Vo(x),
Ilx):x = V= €0x +3(x2 = DV [ + '€ ] x,
hy[9]:x > VE'w.

Remember that ¢, x, and ¢+ are supposed to be harmonic and tends to 0 as |x| — oo.
Also, recall that the boundary condition can be written as a, = ho[e] + hi[x ]+ h2[V].
Next, we study the operator equation on the boundary

«+VN (V-eay,) =a—VN(O;a-n) 3.11)

in the following lemma.
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3.1 The operator equation
Lemma 3.2. The solution of the operator equation (3.11) on the boundary (x| = 1)

1. fora = holp] =x x Vpis a, =x x Vo,
2. fora=Vy — (Ex)x = hl[x]hx':l is o, = hi[2(6 + D€ ],

3. fora = Vx isa, = hy [-2(€ + 16729].

Proof.
1. Follows from V- ho[¢] = 0.
2. On 0B, we have x - h{[x] = 0. We calculate N (O; %g—n(x -a,,f)) for ¢ = hy[x]. For
X € 0B¢, we obtain
co,) =3 {E(x-h =16 3(IxP = D(—&x + 38*(E + 3"
(x 05]()—2{ (x I[X])}—2 (|x| )( X+2 ( +2) X)

1
2
(3.12)

g

=E(=x +38(E+ 7' x).

Therefore, N (O; %g—n(x -oce;f)) =—x+ %8(8 + %)_1)(. Hence, we obtain

5
N (Vo) = —5x -0, + N (0; %%u-aﬂ))
=1 - xPe (—x +1lee + %)—1)() —x+ieE+ by 313

and on the boundary (|x| = 1)
a+VN(V-ay,) = hl[X]‘lxlzl - & (—X + %8(8 + %)—1X>x
+V (—x+56E+H7'x)
= milx]| [—x +lee + %)—1X]‘x|=1

= [Jece + %)_IXLm:l' (3.14)

Therefore, the solution of the operator equation (3.11) is at;, = h [2(8 + %)8_1 X] .

3. For a = ¥x we obtain
NO:a-n) =619, a—VN@©:a-n) =0dx—VE D =h, [—8_119]' .
X|=
(3.15)
0

Therefore, according to previous result, o, = b [—2(8 + %8_219] .
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Similar as the ball case, we make some special choices for the boundary condition a that

involves the harmonic homogeneous function (Iglig"(’ﬁ)l) of degree —(m + 1) on which the

Euler operator & acts as a simple multiplation. Note that lgf’z’n(ﬂ is the Kelvin Transform! of

Om ().

Below, we present some properties of the Euler operator acting on harmonic homoge-
neous function ( O (x) ) of degree —(m + 1).

|x|2m+l

Lemma 3.3.
L& (&%) = —0n+ 1) (L),

2. A (&) =o.

3.6V (&%) = —om + 2V (28).
Proof. Followed by straightforward calculation. L

Using Lemma 3.2 and Lemma 3.3, we obtain the solution of the operator equation (3.11)
for various boundary conditions a as follows :

boundary condition (a) oy
ey (Qa) = [ @] £ v ()

v (288) + o+ Dx (288) = hy [fﬁiﬁi}}m:l 26+ et (2]

x (i) i [-2(8 + He? (2]

3.2 Solution

Using the above «, and the solution

v=a,+VN(V-a,) + VN(O;a-n), (3.16)
p=—V-a,. (3.17)

we obtain the solution of SBVP (3.10) as follows :

I'The Kelvin Transform of f(x) is ﬁf ( - ) , x € R¥/{0).

x|
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H boundary condition (a) ‘ solutions H
x x V (2) v=xxV (2,
p=0.
v (258) + on+ Dx (22) | v = (3(3,,22) + om+ D (25
( ) (%2 = DV (255%).
= m — m (2.
x (255) v=x (285 + (552 ) (xP = DV (25%7).

_ Cm=Dm [ On(x)

p= m—+1 |x|2m+l

In view of the linearity of the problem, each solution (v, p) of the homogeneous SBVP

on the exterior of the unit ball is a linear superposition

4 An inhomogeneous SBVP in the

of these elementary solutions.

unit disk

In this section, we consider an inhomogeneous SBVP with as domain the unit disk

D = {(x,y) | x> + y? < 1} with a singularity point s

Av—Vp:—f,f:(a((l)),xeD,

Vev=68(x — ),
v(x) = a(x),

= (&, n) inside the disk,

(4.18a)
xeD, (4.18b)
x €0D. (4.18¢)

Since the problem (4.18) is inhomogeneous, it is instructive to solve the problem by split-
ting into 3 subproblems, one is an homogeneous problem and the others still inhomogeneous,

as follows

4.1 Subproblems

The first subproblem is a homogeneous SBVP
Av; —Vp =0,
V.v; =0,
vi(x) =ai(x), x

X

X

€D, (4.19a)
€D, (4.19b)
€ dD, (4.19¢)

with [, V-v; do = [, a;-ndr = [, v;-ndr = 0. We assume the boundary condition

a(x) can be expanded into a Fourier series

a(x) = i {an (

n=—oo

— sin(#)
cos(0)

cos(0)
sin(6)

)|

(4.20)
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with by = 0. Note that this subproblem is similar as the disk case in Chapter III. Therefore
we have the same solution as that in the disk case.
The second subproblem is an inhomogeneous and divergence free SBVP.

Avo —Vpr=—f,x €D, (4.21a)
Vv, =0, xeD, (4.21b)
v(x) =0, xedD. (4.21c)
Finally, the third subproblem is
Avy —Vp3 =0, x €D, (4.22a)
Vevy =68(x —s), x € D, (4.22b)
v3(x) =az(x), xe€dD, (4.22¢)

with [, az-ndr = [, v3-ndr = [,V-v3do = [,8(x —s) do = 1. Therefore, we
choose a3z(x) = %x. Finally, the solutions of (4.18a-4.18c) are v = v; + vy + v3 and

p = p1+ p2+ p3.
Since we have already discussed and got the solutions of the first subproblem, now we
consider the second subproblem (4.21) and the third subproblem (4.22).

4.1.1 Subproblem 2

We will study the operator equation on the boundary (|]x| = 1). Since @ = 0 and & = 0, the
operator equation on the boundary is

a+VN(V-a,) = —-VN(V-DSf). (4.23)
The solution of (4.23) is discussed in the following theorem.

Theorem 4.1. The solution of the operator equation (4.23) is

eom (D)2 (7)2+ (2] 42

Proof. Consider the right-hand side of the operator equation (4.23). First, we determine D f
by solving the Dirichlet problem

0
A:Df:—f:—((g(x)>,xeD, (4.25a)
Df =0, x €9dD. (4.25b)
0
Since A (5= In|x|) = 8(x), the solution of (4.25) is D f (_% n |x|> )
Next we determine N (V- D f) by solving the Neumann problem
AN(V-Df)=—-V-Df = %% xeD, (4.262)
x

0
a—N(V-JDf) =0, x €0D. (4.26b)
n
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We split the Neumann problem (4.26) into 2 parts. One which solve the Poisson equation
(4.26a) without considering the boundary condition (4.26b) and the other solve the Laplace
equation with an inhomogeneous boundary condition in order to satisfy the boundary condi-
tion (4.26b). This splitting can be written as N (V- D f) = Ny(x) + N1 (x), where Ny(x) is
the solution of

AN(x) = —V-Df = %% (4.27)
x
and V| (x) is the solution of
ANi(x) =0, xeD, (4.28a)
N oMy
—_—=——,X € 0D. (428b)
an an
First consider (4.27). Note that the solution of
Py 13y
PR L) (429
is
Y (r) = g=r?In(r) — g1, (4.30)
or
Y(lx) = gz lxPIn x| — g |x|*. (4.31)
Therefore we obtain
N _ Y (x) — 1y 1 4.32
O(X)—T—Eynbﬂ—gy- (4.32)
Next, consider (4.28). Using (4.32), the boundary condition (4.28b) turns into
= T — _8Ny = ——. 4.33
n n 0 gny ( )
Therefore the solution of (4.28) is N (x) = —% y. Finally the solution of the Neumann
problem (4.26) is
N(V-Df) = No(x) + M (x) = z=yIn|x| — 7. (4.34)
Taking the gradient of (4.34) yields
1 0 1 x y
VNNV-Df)=—1 — , 4.35
won= e (%) () w3

and on the boundary (|x| = 1) we have

_ 1 yY_ L [(=sin@)) ;9 1 (—sin@)) _is
VeN(V-i)f)—Ex<_x>_—g< cos(@))e ~8 cos(9) e "V,  (4.36)
Recall that the solution of the operator equation (4.23) has already been discussed in the disk

case. The left-hand side of the operator equation (4.23) is a mapping

®—> o+ VN(V-a,) = s (4.37)
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Therefore, using the notations z = x + iy and z = x — iy, the solution of the operator

equation (4.23) is
1 i\ > —i\ 0
d%—§{<1>Z +(1>Z +<2>} (438)

O

Using the above result, we obtain the solutions of the second subproblem (4.21a-4.21c)
as

v=d,+ VNV a,) +Df +VNV-Df)

~ L () s L ()2 L ()2 L (92
87 —1 167 \ 1 167 \ 1 8w \ 1

1 0 1 x y 1 0
- —1 Y —1 , 4.39
y “'x'<1)+4n = (_x)+4n n|x|<1) (4.39)
\Y V-Df i +i‘+1 > (4.40)
=—-Vea, — V- =—— — — . .
b2 " 27 T 22 2m x|
Now we consider the third subproblem.
4.1.2 Subproblem 3
We would like to solve
Av3(x) — Vp3(x) =0, xeD, (4.41a)
Vevs(x) =6(x —s),x € D, (4.41b)
v3(x) = 5-x, x€dD. (4.41c)

We split the problem (4.41) into 2 parts. One which solve only (4.41a)-(4.41b) without
considering the boundary condition (4.41c), and the other solve the homogeneous SBVP with
an inhomogenous boundary condition in order to satisfy the boundary condition (4.41c). This
splitting can be written as v3 = v3g + v31 and p3 = p30 + p31, where v30, p3o, v31, and p3j
are, respectively, the solutions of

Av3y — Vp30 =0, x €D, (4.423)
Vevyg=6(x —s), x € D, (4.42b)
and
Av3; — Vp3 =0, xeD, (4.43a)
V-.v31 =0, xeD, (4.43b)
v31(X) = X — i, X € 0D, (4.43¢)

with [, ) v31-ndo = 0.
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First, consider (4.42). Since A% In|x —s| =4&(x — ), we obtain

x—s (4.44)

1
27 |x—s|?°

p3 =d8(x —5). (4.45)

v30:V(%ln|x—s|) =

Next, consider (4.43). Similar as the disk case, we expand the boundary condition (4.43c¢)
into Fourier series as follows

1 x—5 11—x-s 1 (x-8)x —s

glx—slzzglx—slfc 2 |x —s|?
1 (cos() 1 (cos(h) = T - N a—ind
_E(sin(9)>+ﬂ(sin(9)>{X_;(S_ln) e —I—X_;(S—I—zn) e }
b (TIOVEIS e gyt 136 iy e
47 \ cos(0) — 1 — 1

_ L feos@) 1 E—ime™ (1) 1 E+ime™ v
T2 \sin@) ) T dx1—(E—ime® \~i) " dx1—(E+impei® i)’

Therefore, the boundary condition (4.43c) turns into

1 1 x—s
1)31(36)=b(x)=gx—ﬂi|x_sl2
1 G =ipe® ( 1)_i (£ +in)e i (1
T 4mi—E—ine® \—i) 4Ax1—(E+ineit \i

According to the general procedure, we study the operator equation on the boundary (|x| =

1y

) . (4.406)

o+ VN(Veay,) =b—VNQO; b-n). (4.47)

Consider the right-hand side of (4.47). We determine N (0; b-n) by solving the Neumann
problem

AN@QO;b-n) =0, xe€D, (4.48)
0
a—N(O; b-n)=>b-n,x € 0D. (4.49)
n

Using the notations z = x +iy,z = x — iy, w = & +in, and w = & — in, the solution of
(4.48) is

1 1
N@O;b-n) = —In(1 —wz) + —In(1 — wz). (4.50)
4 4
Taking the gradient of (4.50), we obtain the right-hand side of (4.47) as

—VN@O;bn)=——" | . dr 1 —wei0 \ —i
b—VN©O;b-n) 4ﬂ1_wele<_l>+4n1—we—19(—l)

1 we 2 /] +1 W 1 451)
47 1 —we 0 \ i 47 1 —wei? \i )~ '
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Using a similar way as in the disk case, we obtain the solution of (4.47) as

1 wz? 1 1w 1 1w 1 1 wz? [1
oy = —— - )+ — )+ — — L) - — - . ).
2n 1 —wz \ 1 21 —wz \ —1 271 —wz \[1 271 —wz \1

(4.52)

This leads to

1 w(z]*?=1 (1 1 w(lz]?=2) (1 1 wzz /(1
VN(Vea,) = ——n 2| it o A _ :
(V) 4w (1 —wz)? \i + 4r 1 —wz i + 4 1 —wz \ 1

L LwleP =D 1y Tw@P-2 o1y 1 @2 1>
47 (1 —wz)? \ —i A7 1 — w3 —i dr 1 —wz \—i )
(4.53)

Finally, the full solutions of (4.43a-4.43c) are

oo LBU =D (1Y Ld(z? =D (1) L w2 (]
N ar A—w? i) T4 1wz \i) 4mi—wz\i

1 w(z]* =1 1 1 w(z]* =1 1 1 wz? 1
plw@EE= Dy LwdeP=D ey L owe () s
47 (1 —w2) —1 4T 1 —wz —1 4r 1 —wz \ 1

lwz2—wz) 1 wz(2 —w3)

=— . 4.55

P T A —wz)? T x A—uwz)? (435)
Therefore the solutions of subproblem 3 (4.41) are

V3= V3L Uy = A 4y (4.56)

p3 = p3o + p31 = 3(x — ) + p31, (4.57)

with v31 and p3; as in (4.54) and (4.55).

4.2 Solution

In this section, we present the solution of the SBVP (4.18) for various boundary conditions
a as follows :
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H boundary condition (a)

solutions H

—Sln(Q) ino | 1
( cos(@))e +5-x,n €N

(—sin(9)>e_in9 +2Lx neN
T 9

cos(@)\ ino . 1
(sin(@)) +—2nx,neN
cos(@)\ i 1
(sin(@))e +5-x,n €N

2w

_1 I\ _na1 L =i\ ,-
v_i(l)z +§ 1 7"z
TR A =) vt
5 1 < <z 2 3,
p=-=2in+ 17"+ pr + ps.

1 —i =n+1 1 i -n
v_§< 1>z +§ 1 72

) 77711 — z2) + v + v3,

p=2i(n+ DZ" + p> + p3.

IR L (—i\._
v=5\1 Z+§ )22t s,

p = p2+ p3.

1 1 n+1 1 1 n—1
=3 () ()

n—+1 1 _
+< 7 )<i>z”_1(1—zz)+v2+v3,

p =2+ 17"+ p> + ps.

IR WAL N AN DN
U—E(i)Z +§ i Z

n+1 1) . -
+( 7 )(_i>zn_1(1—zz)+v2+v3,

p==2n+D7" + p2 + ps.

vV = vy + v3,

p = p2+ p3.

97

In view of the linearity of the problem, each solution (v, p) of the inhomogeneous SBVP
on the interior of the unit disk is a linear superposition of these elementary solutions.
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5 A Half-space

In this section, we consider a homogeneous SBVP with as domain the half-space
H={(x,y,2)eR |z>0},

Av—Vp=0,xeH, v=(u,v,w), (5.58a)
V-v=0, x € H, (5.58b)
v(x,y,0) =a(x,y) = (a1(x, y), ax(x, y), az(x, y)), (5.58¢)
v—>0and p — 0, as z — oo and |x|, |y| — o0. (5.58d)

oo o0

Note that we require / / az(x, y)dxdy = 0 to satisfy the compatibility condition

—00 —00

fV vda—fa ‘ndr =0.

N. Tanaka in (see [38]) solved the SBVP (5.58) by applying the two-dimensional Fourier
transform 2 directly into (5.58) to obtain a system of ordinary differential equations. Consi-
dering the boundary conditions, his results are the same as the solutions (5.73-5.76).

5.1 The operator equation

Similar as the previous sections, we study the operator equation on the boundary z = 0
o+ VN(V-aay) =a—VN(O;a-n). (5.59)
Applying the two-dimensional Fourier transform, we can determine the solution of (5.59).

Theorem 5.1. The solution of the operator equation (5.59) is

1 o0 o0 1
oy = — / / &(S’ 77) ei(XS+yn) e—|-§/|z d%‘dn 0
27 0
—00 —O0
1 o0 o0 0
+ — / / B, m) e EHIM e~ qedn | 1], (5.60)
27 0
-0 —O0
with |£'| = /€2 + 2, and
. a\(n* +2E%) +axén  2iasg
G =~ 2 + 225 (5.61)
1§’ 1§’
. Gy +E2 +a1En  2iazn
BE. n = e + I (5.62)

2fEm = % [ fx,y)e i6E0m dxdy, f(x,y) = % S/ f F(&, ) 5ty dgdy.
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1 0
Note that oz, (x, y,0) = a(x, y) | 0 | +B(x,y) | 1 | is atangent vector fields on the boun-
0 0

dary z = 0.

Proof. At first, we consider the left-hand side of (5.59). We have to determine e, the har-
monic extension of o, by solving the following Dirichlet problem

Aa, =0, x € H, (5.63a)

1 0
a,=a=cox,y)|0]|+B8Kx,y| 1], xe€ 0H, (5.63b)

0 0
a, —> 0asz— ooand |x|, |y| = oo. (5.63c¢)

Using the two-dimensional Fourier transform with respect to (x, y)((x, y) — (&, n)), the
solution of (5.63) is

1 o o0
a=g [ [ aGmetem el gz
o0 =00

(£, m) XTI =82 gedy (5.64)

S = O OO

+

)

g -
g3
8\8

>

Next, we determine N (V-a,) = —5x -, + N (0; 32 (x - ;). Using (5.64), we obtain

0a B2 icestom oK'l geg
[85 a(g,n) | e &dn

+ I L f |:% N ﬁ(S )_ el (X&+yn) e—lé/lz dedn. (5.65)

221 an €]
—00 —O0
Now, we determine N (O, %g—n(x . a,f)) by solving the Neumann problem
0
AN (0 %B—(x-a,,f)) =0, x € H, (5.66a)
n
8J\/ola( ) 18( ), x € OH. (5.66b)
— s — (X ——— (X ay), X .
an Zon T 20z "

In a similar way as the Dirichlet problem (5.63), we obtain the solution of (5.66) as

a g ] i(x — /Z
N<0’28 (x- oc;f)) 357 _[o [O [ +a(, n)lé’lz_e( §+ym =82 dedy
1 ; /
— el (x&+yn) o—I€]z
+22n / f[ +BE i |2 e 1 dgdy. (5.67)

—00 —O0
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Therefore,

0
N (Vo) = —3% 0, + N (0; %ﬁ(x -%))

1 (e e} o0 _%' %- _
Ll 5 Sz i(xE+y) o—1E1 g
22 / f“@’”)_|5’|+|s’|2_e T didy

—00 —00

+——f /ﬂ(%‘ ") %Jr |;|2 e/ 6ty e~ K'lE gedy. (5.68)

—00 —O0

Finally, taking the gradient of (5.68) and adding « yields the left-hand side of the operator
equation (5.59) atz =0

( 11 2420 . n§ | ety \
2%_[0 [O [ €T —ﬁ(é,n)w]e " dgdy
11 [ [ 4 &n 267 + n? i (xE+ym) 69
227t_£_[0|: GE i +PE D ] e

\ 0 )

Now, we consider the right-hand side of the operator equation (5.59). At first, we deter-
mine N (0; a - n) by solving the Neumann problem

ANO;a-n) =0, x € H, (5.70a)
0
a—N(O; a-n)=a-n=—a3(x,y), x € 0H. (5.70b)
n

Applying the two-dimensional Fourier transform, the solution of (5.70) is

NO:a-n) = / /“3|(§|'7) el 6y e~ lE'l e dy. (5.71)

—00 —0O0

Next, taking the gradient of (5.71) and using a yields the right-hand side of the operator
equation (5.59) at z =0

=[]

L FF n 7 : (5.72)
—/ f [}ﬂa};—] e 5T dedy
o0 =0

[a}—i—icfg ] e EH dedp

)
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Now we are ready to solve the operator equation (5.59). Solving the system of equations
(5.69) and (5.72) yields @ (&, n) and B(&, n) as in (5.61) and (5.62). ]

5.2 Solution
Substituting @ (&, ) (5.61) and B(S, n) (5.62) into aty,, N (V-ay,), and N (0; @ - n) and using

v=a,+VN(Vea,) + VN(O;a-n), p=—V-a,,

we obtain the solutions of (5.58) as

x X
1 i 1. /
w=5- / / &1—(&154—&217)%—&&35 CEW el dedy, (573
T
—00—00 B
! o0 00 -
”:2_/ / &2—(&1$+&2n)é—7|—iz&3n el I e~lE'2 dedy, (5.74)
T
—00 —0c0 -
1 x XX
W= / / a3 — (ian& +idon — dalg')) 2] 060D e gy, (5.75)
T
—00 —00
1 x XX
P :_f f [—id§ — idon + aslg'] /5T e dedn, (5.76)
T

|
3
|
3

6 An infinite strip

In this section, we consider a homogeneous SBVP with as domain the infinite strip
I={(x,y)|—o0o<x<oo0,—1<y<l}

Av—Vp=0,xel, v=(u,v), (6.77a)
V-v=0, x €l, (6.77b)
_ _ (a1(x)
v(x,—1)=ax) = (az(x)> , (6.77c)
_ _(bix)
v(x,1) =bx) = (bz(x)> , (6.77d)
v— 0 and p — O as |x| > oo. (6.77e)

(0.9]

Note that we require f (ba(x) — az(x))dx = O to satisfy the compatibility condition
—o

[Vivdo = [a-ndt =0.

Q Q
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6.1 The operator equation

As in the previous sections, we study the operator equations on the boundaries y = 1 and

y = —1. Since there are two boundaries, we write the operator equation as
o+ VN(Vea,) =c— VN(0; c-n), (6.78)
with
e(x) = {28 ; ~ ;1’ (6.79)

We investigate the solution of (6.78) in the following theorem.
Theorem 6.1. The solution of the operator equations (6.78) is

L [ (sinh( =) . sinh((L4+0E) 5\ e o (]
oy (x) = T <—sinh(2§) a@)—i——sinh(zg) ﬂ(%“))e dg (0) (6.80)

with
o 2sinn2@e) ). _( sinh(4&) +4€ \ . 46 sinh(28) \ .
v©) = (sinh2(2s) - 4§2> @@+ (sinh2(2§) - 4s2> @E)+ (sinh2(2§) - 4s2> h®

Py (2& cosh(2§) + sinh(2%)
sinh?(2&) — 4&2

)132@), (6.81)

and

. 2 sinh?(2 . inh(4 4 . 4¢ sinh(2
ﬂ(%‘)=( sinh”(25) )bl(é)—i<sm(§)+ s)bz<s>+< 5 sinh(25) )a1<s>

sinh?(2¢) — 4&2 sinh?(2¢) — 4&2 sinh?(2&) — 4£2
oy (2&‘ cosh(2€) + sinh(2§)> i ©).

6.82
sinh?(2¢) — 4&2 (6:82)

Note that a,(x, 1) = B(x) <(1)> and o, (x, —1) = a(x) (é) are tangent vector fields at
y = l and y = —1, respectively.

Proof. At first, we consider the left-hand side of (6.78). We have to determine o, the har-
monic extension of &, by solving the Dirichlet problem

Aay(x,y) =0, x € I, (6.83a)
e 1) =5 o). (6.:83b)
@, —1) = ax) ((1)) , (6.830)

a, —> 0,as |x| - oo. (6.83d)



6. AN INFINITE STRIP 103

Using the Fourier transform with respect to x(x — &), the solution of (6.83) is

L[ (sinh((1=)8) . Snh((1+)8) 5\ giee e ( 1
@, (x) = m_f ( e YO o ﬂ(&)) ds<0>. (6.84)

Next, we determine  (V-at,.) = —Lx -, + N (0; 12 (x -a,)). Using (6.84), we obtain
Ix-a, = ’N%_n [ % (Sifkffz)g) sinh(&(1 — )) /6" dg
I <> :

Now, we determine N (0 3 an (x - ay)) by solving the Neumann problem

AN( %g—n(x-a,f)> (x,y) =0, x € I, (6.862)
9 19 _19 .

anJ\/ ( 28n(x a,f)) (x,1) = 28y (x-0y), (6.86b)
J 1 9 _ 10
£N (0 25, —(x- a}€> (x,—-1) = 2%y (x-0y). (6.86¢)

In a similar way as the Dirichlet problem (6.83), the solution of (6.86) is

1 0
N (0§ E%('x.‘xﬂ’)> =
DL [ (g Eosh@)Y d (& ] cosh(( ) e,
7 | {ds (’3 © smh(zs)> 3t (“‘S)Smh(zg)” Esnh2e) ©

PL [ (o EeoshD)) d (o &\ ] cosh(( =08 e,
+37m | e (0 s ) - & (POmas) | “Famap o

(6.87)
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Adding —Ex o) (6.85) and N (O, 3o, (X oc;()) (6.87), we have N (V-a,). Finally, calcu-
lating VN (V- a,,) and using o, (6.84), we obtain the left-hand side of the operator equation
(6.78)at y = 1 and y = —1, respectively,

o0

1 1 r A . 1 & N ;

- i&x _ iEx

- m_/ Beye a m_/ O d s
0

and - -

o= [ awe e - o= [ S a@ et

22 . V2z | g 6w
0

Now, we consider the right-hand side of the operator equation (6.78). At first, we deter-
mine N (0; ¢-n) by solving the Neumann problem

ANQO;c-n)(x,y) =0, x € I, (6.90a)
E?—e/\f(o; c-n)(x, 1) = by(x), (6.90b)
n
aa—w(o; c-n)(x,—1) = —ax(x). (6.90c)
n

Using the Fourier transform, the solution of (6.90) is

Ceem) — cosh((1 +y)§) » ., _ cosh(d — y)§) .
N(O’c")_mf { Esinh2e) 2% T e sinhe)

Next, taking the gradient of (6.91) yields the right-hand side of (6.78) aty = 1 and y = —1,
respectively,

(s)} e¥* d&. (6.91)

1__fﬁ@ e ba(E) + o n(e) | 5
227 J nh(2£) nh(2§) , (6.92)
0
and
1 T i cosh(2%) it
L b d
”_[o { O+ s 2 ~ e 2@)} : 6.93)
0

Now we are ready to solve the operator equation (6.78). Solving the system of equations
(6.78) using (6.88), (6.89), (6.92), and (6.93), yields (&) and (&) as in (6.81) and (6.82).
O
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6.2 Solution

Using the above results and

v=a,+VN(Vea,) + VNO;c-n), p=—V-a,, (6.94)

the solutions of (6.77) are

u(x, y) = {sinh((l —)&) — (1 + y)& cosh((1 — y)&) } I

sinh(2&)

M| —
[\] L
Bl- 5

—3 é\g

sinh((1 + )§) = (1= e cosh((+9)E) | 5 e,
{ on }ﬂ(é)e dé

3

o0

. / {cosh((l + y)g)l;z(é“) _ cosh((1 — y)&)&z(g)} e dE. (6.95)

+ sinh(2&) sinh(2&)

, f {25 sinh(1 = )§) = (1 = y)§ sinh((1 = )§) } o) F* ds
sinh(2&)

I i [ [2&sinh((1+)§) — (1 + WEsinh((1+VE) | 5 e
YA / { sinh(2£) }5 (e d
L[ [sinh(@ 498, sinh((@ =08, | e
+Tn’/ {WZD(S)‘FWCQ(S)}G dg, (6.96)
i [ {sinh(d —y)§) . _ sinh((1+)E) , itx
p(x,y) N { Sinh(2) a($)+—sinh(2§) 5(5)}53 dg.  (6.97)
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7 An infinite wedge

In this section, we consider a homogeneous SBVP with as domain the infinite wedge
W={#r0)|0<r<o00,0<b <w},

+—=—-——=——-——=0,x€c W, (7983)

ar \r or 20902 2930 or
d 13( )+182v9+28vr 19p 0 re W (7.98b)
— | —=@v -+t —-———=0,x , .
ar \ror ) T 2902 T 290 o0
19 19w
;5(rvr)+;a—; —0, xe W, (7.98¢)
ai(r)
,0) =a(r) = , 7.98d
v(r, 0) = a(r) (am) (7.984)
B ([ bi(r)
v(r, ) = b(r) = ( by (r)) , (7.98¢)
v—>0,p—> 0, asr — oo. (7.98f)

According to the general procedure, we will investigate the operator equations on the
boundaries # =0 and 6 = w

o—VN(Vea,) =c— VN(@O; c-n), (7.99)
with
_Ja@r), 6=0,
c(r) = {b(r), 0— o (7.100)

Consider the left-hand side of (7.99). To find the harmonic extension a, and N (V- ) we
have to solve the Dirichlet and the Neumann problem respectively. First, we discuss the
former problem.

7.1 The Dirichlet problem

Let o, (1, 0) = (g; E’; g;) . We would like to solve the Dirichlet problem

O (12 )4 L0 200 oy (7.101a)

ar \r or ror r2 902 290 . ’ ~vla

d (19 1 3% 2 da,

— - S L= 101

or (r ar(r“9)> e Trag =0 e (7.1016)
o, (r,0) =a(r) (é) , (7.101c¢)
@ (r, ) = B(r) (é) (7.101d)

o,(r,0) — 0as |R| —> o0. (7.101e)
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Note that o, and g in (7.101a, 7.101b) are not decouple. Therefore to simplify the problem,
we change the polar coordinates into alternative polar coordinates by using a transformation
r =ek,

—00 < R < 400 (see [37], p. 13). From now on, we will consider (R, 8) coordinates. Using
this coordinates, the Dirichlet problem (7.101) turn into

%, 9%, dag N
sr2 T 302 —289 —a, =0, in W, (7.102a)
3wy 9’y o,
-2 —ap =0, inW, 7.102b
o2 62 g 0T (7.102b)
oy (R,0) = a(R) <(1)) : (7.102¢)
a,(R, w) = B(R) <(1)) , (7.102d)
a,(R,0) — 0as |R| — oo. (7.102¢)

Although «;, and wy still are not decouple, the problem is easier than (7.101) and it is possible
to solve using the Fourier transform with respect to R (R — &). We obtain a system of
ordinary differential equations

da, _déy _ 2+ Da, =0 (7.103a)
do? deo T '
d’ay _da, 5 .

7 T2 — & +Dap =0, (7.103b)

We change the system (7.103) by multiplying (7.103b) with i and adding to (7.103a). Next,
multiplying (7.103b) with (-i) and adding to (7.103a), we arrive at

e 4 2 A n
a2 (ozr + lO(g) + 2!@ (ozr + lO[@) — &+ D(a, +iay) =0, (7.104a)
e 4 2 A a
a2 (ozr — lO(g) — 2!@ (ozr — lO[@) — &+ D(a, —iag) =0. (7.104b)

Solving the system (7.104) and applying the boundary conditions (7.102c) and (7.102d)
yielding

( T cos(f) sinh((w — 6)&) cos(w — 0) sinh(8&) -
~ iER
2 f { sinh(w§) “E) + sinh(w§) 'B@)} o E
oy, (R, 0) =
L B sin(f) sinh((w — 6)&) .. sin(w — 0) sinh(A&) A iER
\ V2 / { smh@d) O T T smh@e) P (S)} < d

(7.105)

)
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Note that o, (R, 0) = a(R) (é) and a,(R, w) = B(R) (é) are tangent vector fields at

0 = 0 and 0 = w respectively. A
Later we will determine & (&) and B(£) by solving the operator equation (7.99) in (R, 6).
Now we determine N (V-a,) by solving the following Neumann problem.

7.2 The Neumann problem

Since N (V-at,,) = x a, + N (0; 52 54-(x -a,)) , we consider the Neumann problem
” +82 N | O; 8(Jcoc) =0, xe W (7.106a)
dR? 962 "29n 0 ) T ’ '
9 N |O0; 1 9 (x-0y) ) (R,0) = 16 9 (r, 0), (7.106b)
— : —ef —a,(r, )
an 23 ” 30
0 d 1 0
=N (0, 25 a%)) (R, 0) = EeR 5 (). (7.106¢)

Using the Fourier transform with respect to R (R — £), the solution of (7.106) is

d
» (o; m(x-aﬂ)) (R,0) =

1# r {cosh(a)(é + 1)) cosh((w — 0)&) — cos(w) cosh(H§)
2 m_ & sinh(wé) sinh(w (& + 1))

1 1 r {cosh(a)(é + 1)) cosh(6&) — cos(w) cosh((w — 0)&)
2 «/ﬂ & sinh(wé&) sinh(w (& + 1))

}(S +i)a(E +i)e R dg

}(S +i)BE +i)etF de.

(7.107)

Using the above results, we can solve the operator equation (7.99) to obtain @ (&) and

B(&).

7.3 The operator equation

Theorem 7.1. The solution of the operator equations (7.99) is a, (R, 6)(7.105), with

2 sinh(wé)[sinh(w§)b1 (§) + & sin(w)d; (£)]
sinh?(w&) — &2 sin®(w)
2i sinh(wé&)[sinh(wé&) cosh(w(E —i)) + & sin(w)] ~

sinh(w (€ — i))(sinh?(w&) — £2 sin®(w))
2z sinh(wé)[sinh(w&) + & sin(w) cosh(w (& —i))] .

sinh(w (& — i))(sinh?(w€) — £2 sin®(w))

a) =

by(§)

ax(§), (7.108)
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and
2 sinh(w§)[sinh(w€)a1 (§) + £ sin(@)b1 (§)]
sinh?(w&) — &2 sin®(w)

2z sinh(wé&)[sinh(w&) cosh(w(§ —i)) + & sin(w)] .
sinh(w (€ — i))(sinh?(w&) — £2 sin®(w))

2i sinh(wé&)[sinh(wé) + & sin(w) cosh(w(§ —1))] ~
sinh(w (& — i))(sinh?(w€) — £2 sin®(w))

Proof. First consider the left-hand 51de of operator equation (7.99). We have found a,.

Using this a, (7.105) and N (O, 39, (X a,f)) (7.107), we obtain the left-hand side of the
operator equation (7.99) at & = 0 and 6 = w, respectively

BE) =

a(&)

by (®). (7.109)

e ® 0 gsln(w) } GiER g
. ml {a@) e h© g o
0
and -
] ool
= a) + B dé
232 J L sin sinh(wé) (7.111)
0

Now, we determine the right-hand side of the operator equation (7.99). First, we deter-
mine N (0; ¢ n) by solving the Neumann problem

2
;—HN(O; c-n)(R,0)=eR g?_g‘N(O; c-n)(R,0) = by(R), (7.112b)
;—HN(O; c-n)(R,w)=¢ X g?_g‘N(O; c-n)(R, w) = ar(R). (7.112¢)
Using the Fourier transform, the solution of (7.112) is
N cosh(0¢) . .. cosh((w —0)§)) oiER
MOrem = m_f {ssmh(ws)“z@ D= ) 2 ’)} &

(7.113)
Next, taking the gradient of (7.113) yields the right-hand side of (7.99) at0 = 0and 0 = w
are respectively

o0

i cosh(w (& — l))

1 A i ~ l%'R
—_—— b — b d
m_[o (1) - ) + S e E Do ek .
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and
| T i R i cosh(w(§ — l)) 4 } oiER
1 b — d
0

Now we are ready to solve the operator equation (7.99). Solving the system of equations
(7.110), (7.111), (7.114), and (7.115), yielding &(£¢) and B(&) as in (7.108) and (7.109). [

7.4 Solution
Using the above results and
v=a,+VN(Vea,) + VNO;c-n), p=—V-a,, (7.116)

the solutions of SBVP are

1 {cos(@) sinh((w — 0)§) B & sin(0) cosh((w — 0)&)
EJ—_ / sinh(wé) sinh(wé)

}&@)e’“ dg

}3@)&“ dg

r {cos(a) — 6)sinh(68) & sin( — 6) cosh(9)
_/ sinh(wé&) sinh(w&)

00 cosh(0(§ — 1)) . cosh((w — 0)(& — 1)) R
/ {Siﬂh(a)@ - i))az(é) sinh(w (€ — 1)) b (5)} dg, (7.117)

117 {(1 +i€) sin(0) sinh((w — 6)&)

A iER
sinh(wf) } a@)e™ di

1 {(1 + i£) sin(w — 0) sinh(6%)

A iER
b }ﬁ(é)e de

|
g9

i sinh(0(§ —i)) . .. sinh((@ —6)( —i)) » .
{Sinh(w(é“ - i))az(g) sinh(w (€ — 1)) bz(é)} e dé, (7.118)

I _p 7 { —& cos(0) sinh((w — 0)&) + i& sin(f) cosh((w — 0)&)

A iER
sinh(wf) } a@)e” di

R r —& cos(w — 0) sinh(0&) + i& sin(w — ) cosh(BE) | iR
Neh / { sinh(wf) }5(5)6 dé.

(7.119)




Chapter V

The effect of spatial inhomogeneity in
thermal conductivity on the formation of
hot-spots

Abstract. The steady-state microwave heating of a unit slab consisting of three layers of
materials with different thermal conductivities is examined. The governing equations are a
damped wave equation derived from Maxwell’s equations and a heat-force equation for the
temperature. As the primary concern is to investigate the dependence of the steady-state
on the thermal-conductivity parameter, a simplifying assumption is made, namely that the
electrical conductivity is temperature independent. Under this assumption, the damped wave
equation governing the electric field may be solved separately. An eigenfunction expansion
for the problem based on the Galerkin method is described and a fundamental-mode approxi-
mation is presented. If this approximation is applied to a unit slab composed of three layers
with different thermal conductivities, the hot-spots formation can be addressed and a global
steady-state solution is found for the whole domain. Numerical results for some different
cases of the three-layer combinations are interpreted to gain some insight in parameter de-
pendence and the position of the low-thermal-conductivity inner layer related to hot-spots
formation.

1 Introduction

In recent years there has been a growing interest in the use of microwave radiation for indus-
trial processing such as drying, melting, smelting, and sintering. This heating technique is
proved to have some advantages over the use of a conventional oven. In the sintering of ce-
ramics, for example, the use of a conventional oven for prolonged periods of time is required
to achieve high equilibrium temperatures in a processes that are controlled by thermal con-
ductivity [27]. Generating heat internally by means of microwave energy can significantly
reduce the time as required in conventional sintering [4], [6], [7], [54]. The widespread indus-
trial applications of microwave heating have also created a number of problems. Forthmost

article by Andonowati and T.D. Chandra, appeared in Journal of Engineering Mathematics, 38 : 101 - 118, 2000.
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of these problems there is the formation of hot-spots, which is a small region of very high
temperature relative to the surroundings. Such a phenomenon can either be desirable, such
as in metal melting, or undesirable, such as in ceramic sintering.

In general, the microwave heating of a material are coupling of electromagnetic and
thermal phenomena. These phenomena can be expressed mathematically as a couple of a
damped wave equation derived from Maxwell’s equations governing the propagation of the
microwave radiation and a forced heat equation governing the resultant of heat flow. The
forcing term in the last equation is proportional to the square amplitude of the microwave
field. General analysis of this kind of microwave heating of a material is not easy. Until
recently, the mathematical analysis of the problem was divided into two main streams [34].
First, under assumption that the properties of the heated material are slowly varying with the
temperature, the effects of the electromagnetic field are of interest. In this case, perturba-
tion solutions are found for both the electric field and the temperature. Such studies have
been carried out by a number of authors such as Kriegsmann et al. [27], Kriegsmann [28],
Marchant and Picombe [34], Picombe and Smyth [42], and Smyth [48]. When the thermal
aspects are isolated, a simplifying assumption can be made, namely that the microwave ra-
diation has a constant amplitude, [10], [22], [44], leading to a single heat-force equation for
the temperature 6, = VA6 + f(0) . Here, f(0) is the temperature-dependent rate of energy
absorption by the material.

Using the second approach, Colleman [10] investigated the hot-spots formation for di-
fferent functions of temperature-dependent reaction rate f(6). In the case of an Arrhenius
dependency of the form f(9) = §e~7/?, he found numerically that, for sufficiently small
v, 6 becomes large in finite time, signifying the formation of hot-spots. For a dependency
of the form f(0) = §e~¥/?, Hill and Smyth [22] found the steady-state solutions in planar
and cylindrical geometries with constant v and constant temperature on the boundary of the
body. For a quadratic dependence in temperature of the reaction rate f(6) and a connective
heat-lost boundary condition, for a cylindrical body, Roussy et al. [44] found numerically
an approximate criterion for hot-spots to form. It is noted that based on an analysis of the
experiment data collected for various materials, Hill and Jennings [23] found that linear,
quadratic and exponential temperature dependencies of the reaction rate f(0) are valid for
many materials.

Recently Palesko and Kriegsmann [41] studied the microwave heating of a one-dimensio-
nal ceramic laminate composed of three layers of two different types of material (identical
outer layers and an inside layer). These two materials have widely disparate effective elec-
trical conductivities. The governing equations considered are a couple of the damped wave
equation governing the propagation of the microwave radiation and the forced-heat equa-
tion governing the resultant of heat flow. An asymptotic theory was set up based on the
assumption that the ratio the two conductivities is small. This approach yields simplified
equations which were then analyzed numerically. Marchant and Liu in [35] used a Galerkin
method to find the steady-state microwave heating of a one dimensional finite slab with elec-
trical conductivity and thermal absorptivity governed by the Arrhenius function which, in
this paper, was approximated by a rational cubic function. The boundary conditions took
account of both connective and radiative heat losses. For small thermal absorptivity, approx-
imate analytical solutions were found for the steady-state temperature as well as the electric



2. GOVERNING EQUATIONS 113

field amplitude. Multi-valued steady-state temperatures were found at the S-shaped curve
of temperature-versus-power relationship. The thermal runaway was described as when the
temperature jumps from the lower to the upper branch of the curve.

The present paper is concerned with a finite slab consisting three layers. Contrary to the
three layers in the work of Palesko and Kriegsmann [41] where the electrical conductivity is
of the interest, here we assume that the layers have different thermal conductivities (thermal
diffusivities). An Arrhenius-type of temperature dependency of the reaction rate of the form

fO) = eats for some o > 0 is used. Using the approach in [49] that is, assuming a tem-
perature independent of the electrical conductivity of the material and microwave speed, we
may solve the damped wave equation separately which leads to a single forced heat equation
governing the resulting heat flow. The forcing term in the last equation is proportional to the
spatially dependent squared amplitude of the microwave field. The technique exploited is a
one-term Galerkian approximation. It is investigated in [1] and [53] that such an approxima-
tion makes sense to obtain the salient features of the solution. In this paper, we address the
hot-spots formation by finding a global steady-state solution for the whole domain of diffe-
rent thermal conductivities. Although the paper is concerned with hot-spots formation, the
approach may be applied to a three-layer configuration of a finite slab. The novelty of this
approach lies in its simplicity.

In the next section, we present the governing equations for the microwave heating of a
material which consists of a damped wave equation that is derived from Maxwell’s equations
and a heat-force equation for the temperature. As our primary concern is to investigate the in-
fluence of the spatial dependence of the thermal conductivity of the material, the simplifying
assumption is made that the electrical conductivity is temperature-independent. Under this
assumption, the equation governing the electrical field may be solved separately. In Section 3
some preliminary results and an eigenfunction expansion based on a Galerkin approximation
are presented. For some geometries (unit sphere, finite cylinder, and rectangular block) with
Dirichlet boundary conditions, it is numerically shown in [1], [3] that the fundamental mode
is dominant. The critical parameters obtained by using this single mode approximate the
critical parameters of the solution. For this reason, we focus on this fundamental mode. The
formulation of the problem for a unit slab consisting three layers of different thermal conduc-
tivities is presented in Section 4. An analysis based on the one-term Galerkin approximation
is presented in the same section. In Section 5, we present some numerical results for some
different cases of the three-layer combinations. In the last section concluding remarks are
given.

2 Governing equations

The equations governing the microwave heating of a material are the damped wave equation
derived from Maxwell’s equations governing the propagation of the microwave radiation and
the forced heat equation governing flow of heat [49],

E; +0(0)E, = *AE, 2.1
0, = V.(k(0)VO) + §|E|* £ (). (2.2)
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Here, E and 6 are the electric field associated with the microwave heating radiation and the
temperature, respectively. The temperature-dependent parameter o is the electrical conduc-
tivity of the material and c is the microwave speed. The parameter § is a positive parameter
related to the intensity of electric field. While, | E| is the amplitude of the electric field, k(0)
is thermal conductivity of the material with the properties k(6) > 0, k’(9) > 0. Here, we
assume k(0) = p(x)e’?. While f(0) is the rate of the microwave energy absorption by the
material with properties f(0) > 0, f'(6) > 0. Here, we take f () to be Arrhenius-type of

the form f(0) = eats for some « > 0. The damped wave equation (2.1) may derived from
the Maxwell’s equations under the assumption that o is small and that the microwave speed
¢ is temperature-independent.

It is difficult to solve (2.1) and (2.2) with temperature-dependent o. In this work we
make the simplifying assumption that o is constant. Although this creates an unphysical
temperature variation in o, our primary concern is to investigate the spatial dependence of
the thermal conductivity of the material k(6). Under this assumption, in the one-dimensional
domain, (2.1) and (2.2) become

Ei+0E = Eyy, (23)
00 0 06
— =—[k@®)— ) +81E>F 0). 2.4
o7 a)C(()(.M)-I-Ilf() (2.4)
The damped wave equation (2.3) has a travelling-wave solution in the form
E = e—klx ei(kx—a)l) , (25)
where
2 w? o’ 12
k“=—|14+0+— 2.6
2 Tivas 2] e
and
2 2
2 _ W o712
kl_ﬁ[—l+(1+g) ] 2.7)

Using the above assumption, we can write the force-heat equation (2.2) in the form

a6 0 a6

5 = o [k(@) ax] +8R(x) f (), (2.8)
where R(x) = |E |2 and the expression for E is of the form (2.5). Note that for k(f) = 1 and
R(x) = 1, (2.8) features prominently in combustion theory and has been studied by many
authors such as in [2], [19](Chapters 2-4), [29], [52], and many others.

In the above model the conductivity parameter u, which measures the magnitude of ther-
mal conductivity of material, is constant throughout the medium D. In this work, however, we
intend to investigate the effect of inhomogeneity of © on the formation of a hot-spots, which
is a small region in the heated medium where the temperature is much higher than elsewhere.
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For the domain D we take a unit slab [0,1] and the conductivity is given by k(0) = u(x) e?”*,
where . (x) is a function of the spatial variable x, namely

pie’? if 0 < x < xo,
k(0) = § uae?? if xo <x <xo+e, (2.9)
uze’? if xo+e<x <1,

where 1y < pp and wo < p3. Here, we address hot-spots formation by finding a global
steady-state solution for the whole region [0,1] in which this formation appears which is in
the region [xq, xo + €].

3 Analysis of the reduced equation

We consider a model
00

a7 = V.- (k@)VO)+35R(x)f(6). (3.10)
Using the transformation
v = /Oek(s) ds, (3.11)
we may write (3.10) as follows
v
o = KW){Av+46R(x)F(v)}, (3.12)

where K (v) = k(6(v)) and F(v) = f(6(v)). Since v(f) is monotonically increasing, we
observe that both K (#) and F(u) have the same features as k(0) and f(0), respectively.
We can remove the function K (v) by letting 7 to be such that dr/df = K(v(x,t)) and

u(x, ) =v(x,1t) giving
g—i = Au + SR(x)F(u) . (3.13)

3.1 Behaviour of solutions
We will now study the behaviour of the solution of the equation

88—1: = Au 4+ SR(x)F(u), (3.14)

subject the initial and Dirichlet boundary conditions
u(x,0)=H(x), u(x,t)=0o0n dD. (3.15)
From the transformation (3.11) the function F' in (3.14) can be written in the form

~log(1 + yu/u)
o+ Llog(l +yu/p) |

F(u) = f(0(u)) = exp (3.16)
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The following results are summarized from [1] for completeness. First, we consider the
following boundary value problem

oUu
rrilie AU + éR(x)F(m), (3.17)
Ux,00)=H(x), Ux,t)=0o0n dD. (3.18)

for some parameter m > 0. Let & and U denote the steady-state solution of (3.14), (3.15)
and (3.17), (3.18), respectively. If m = max,u(x), then, by the minimum principle, we can
show that max, U (x, m) > m.

We assume that we can expand U (x, t) = Z a; (t);(x), with ¢, and XA, be the normal-

1
ized eigenfunctions and eigenvalues of the boundary value problem

A, = =220, , (3.19)
¢, =0on oD, (3.20)

where A < Ay < A3 < ...
Using (3.19) and the normalized eigenfunctions, the steady-state solution of (3.17) may be

- B;
written in the form U(x,m) = §F (m) Z )\—21<p,~ (x), where B; = fD R(x)g;i(x) dx. If we
i i

B; -
write M = max, Z )L—;go,- (x) then max, U (x, m) = §M F (m). Taking © = 1, we note that
i

i

2
F'(m) = (ay)“F(m) ’ (3.21)
[1+ ym]lay +log(1 + ym)]?
while 5 3
Frm) = — 2V 6@y mFm) (3.22)
[1+ ym]Play +log(1 + ym)]?
where
Gla,y,m)=ay(a —2—ay) —log(l1 +ym)[2+2ya +log(l + ym)], (3.23)

giving F'(m) > 0 form > 0 and, if a(1 — y) < 2, then F"(m) < 0, for m > 0 and so the
graph of F(m) vs. m intersects the line m at one and only one point for any value of §. For
u = 1, anecessary condition such that the graph of F (m) vs. m is in the form of an S-shaped
curve is that «(1 — y) > 2. This analysis will still hold later for the one-term Galerkin
approximation provided that the first mode ¢ (x) is non-negative throughout the region D.
For some values of « and y such that the graph F'(m) vs. m has an S-shaped curve, Figure
3.1 (a) shows the graph of max, U (x, m) vs. m for different values of 6.

When the graph of F(m) vs. m has an S-shaped curve, for which is necessary that
a(l —y) > 2, using the minimum principle, we can show (see [1]) that
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1. If § is such that max, U (x, m) —m = 0 has a single root, say mg, then max,u(x) < my.

2. If § is such that maxxl_](x, m) —m = 0 has three roots, say m, my, m3, where m; <
my < mas, [see Figure 3.1 (b)], then 0 < maxyu(x) < mj or my < maxyu(x) < ms.
Here we note that m is O (1) while m3 is O(e%).

Let 8V and 8y, be the largest and the smallest value of § such that the line m is tangent to
the lower and upper portion of the graph max, U (x, m) vs m, respectively [see Figure 3.1 (c)
and (d)]. Let 8 be such that Y < § < du,,. Then for these values of 6, max U(x,m)—m =
0 has three roots. Since U (x, m) is an upper solution of u#(x) then, if H(x) = 0, u(x, t) will
be O (1) for all z.

A 51 A n
8> max, U (x, m)
’m >III
(a) (b)
m m
A A

fax,. U (x., m) max, U (x, m)

v

m »m
(c) (d)

Figure 3.1: (a) max, U (x, m) vs. m for different 8, §;1 > &7, (b) Intersections of maxy U(x,m)
vs. m and the line m, (¢) max, U (x, m) vs. m for 6 = Sy, (d) max,U(x, m) vs. m for
§ = (SUcr.
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3.2 Fundamental mode approximation

Let us return to the boundary value problem (3.14), (3.15). Adopting the following approxi-
mation procedure, which can be attributed to Galerkin, let us write

N

sn@, =Y AN (g (x) | (3.24)
i=1

where AfN) () 1s the solution of the integral equation
N

dAa®™
= —32AM 4 5/ R(x)F (Z A§N)<pi(x)> i (x) dv(x) (3.25)
b i=1

for 1 <i < N. The above equations constitute N integral equations with N unknowns.
From the behaviour of the solution as studied above and assuming that the first eigenfunc-

tion ¢1(x) is non-negative, we conclude that it makes sense to adopt a fundamental-mode

approximation, s1(x, t) = A(t)p1(x). This A(r) is obtained from the integral equation

dA

i —)\%A + 3/DR(x)F(A<p1(x))g01(x) dv(x), (3.26)

Let
1(A) =[DR(J€)F(A¢1(J€))¢1(X) dv(x) . (3.27)

The equilibrium values of A can be obtained graphically from the intersection of the straight
line X%A /6 vs. A and the curve of the graph /(A) vs. A. Similar to the result found in the
previous subsection, it is not difficult to see that for u = 1 a necessary condition for the
graph I (A) vs. A to have an S-shaped curve is

a(l —y)>2. (3.28)

For a(1 — y) < 2 there is only one possible steady-state solution for A. In combustion this
phenomenon is often called ’loss of criticality” which occurs for the critical values of « and
and y such that ¢(1 — y) < 2. Lacey and Wake [29] showed that for a simpler equation
V- (e Vo) + se? = 0, the solution does not exhibit a critical phenomenon when y > 1.
Tam in [52] showed that for a sphere of unit radius with « = 100, loss of criticality occur
when y = 0.9. From the simple analysis above for « = 100, loss of criticality occurs when
y = 0.98.

When the graph /(A) vs. A has an S-shape, there are two critical parameters of §, say
8 and §.,. The critical value §°, where the steady-state of (3.26) is O(e%) for § > §, is
obtained when the straight line A%A /& vs. A is tangent to the lower portion of the S-shape
curve. On the other hand, the critical value §.,, where the steady-state of (3.26) is O(1) for
8 < 8., 1s obtained when the straight line )\%A /8 vs. A is tangent to the upper portion of
the S-shaped curve. For 8, 6. < 8 < 8§, for some critical values ., and 6", depending on
the initial condition A(0) = C1, there are three possible steady-state solutions for (3.26), say
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A1, Ay, and A3, where A| < Ay < Az and Aqis of O(1), Az is of O(e%). We note that the
middle solution A5 is unstable, whereas, the other two are stable.

For a few different configurations of the medium, viz. a unit sphere, a finite cylinder and
arectangular block, it is shown in [1], [3], that it is not only the first mode which is dominant,
but also the critical values §., and § obtained by using a single mode, close to the critical
values § of u.

3.3 Steady-state solution for a unit slab geometry

To illustrate the method described above, let us consider a unit slab geometry [0, 1]. For this
slab, we have the first eigenvalue A; = 72 corresponding to the normalized eigenfunction
@1 = «/1/2m sin(;rx). Taking an exponential function of R(x) = |E|?, with k = 1 in (2.5),
we may obtain the steady-state solutions A from

)\‘2
?lA = fDR(x)F(Agol(x))gol(x)dv(x). (3.29)

The critical parameter §° can be approximated as follows. Let A; be the smallest A
satisfying I (A1) = X%Al/(S” then

d I1(A) )L%A =0 (3.30)
dA ser - '
A=A,
or
A
I/(Al):(S?. (3.31)
Thus, we can calculate §" by first obtaining the value of A from
I(A) — A I'(A) =0 (3.32)
and then )
ATA
5§ = 7L (3.33)
I(Ayp)

Fora = 10, u = 1, y = 0.1, Figure 3.2 shows a bifurcation diagram for the temperature
6 as obtained from the inverse of the transformation (3.11) and the fundamental-mode appro-
ximation, that is 6 ~ %log (1 + yA¢1/1) . The parameter § can be seen as the magnitude
of the square amplitude of the electric field R(x). The bifurcation diagram shows that there
is a critical parameter &, such that, for § < §.,, there is only one steady-state solution 6
for which the corresponding A is O(1) and there is a critical parameter §° such that, for
8 > §, again there is only one steady-state solution 6, but A is O(e*). The critical value
8, in this computation § = 6.869, plays an important role in hot-spots formation. Here a
slight change in the magnitude of the electric field near §" produces a substantial difference
in the temperature, that is, there is a temperature jump from O(1) to O(e”). A similar result
can be found in [35].
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Figure 3.2: Bifurcation diagram of the temperature 6 vs é evaluated at x = 0.5.

Although it is not fully justified, this simple analysis may be applied to the case of a
unit slab composed of three layers of two different materials (identical outer layers and an
inside layer) as was done in [41] where the two materials have widely disparate effective
electrical conductivities. The magnitude of the electric field produced is a function of the
electrical conductivity of the material. Thermal runaway can be experienced if the magnitude
of electric field exceeds the critical value. Locally (the layers are considered as three isolated
layers) thermal runaway can happen in one of the layers, but not in the others, depending on
the effective electrical conductivity of the materials considered.

4 Formation of hot-spots in a three-layer finite slab

In this section, we consider a unit slab composed of three layers of three different materials.
As we are concerned in this work with hot-spots formation, the inside layer considered has a
thermal conductivity which differs considerably from that of the outer layers. Homogeneous
Dirichlet boundary conditions will be used. Although these conditions are very idealized,
they have the advantage of making the investigation more manageble, thus leading to a better
understanding of the thermal conductivity. Future work will be done to extend this approach
by including more general boundary conditions.

Let us first consider a domain D with a constant conductivity parameter u throughout D.
From the transformation (3.11), we obtain

1
0 = —log (1 + M), (4.34)
1 Iz
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where the conductivity k(0) = e’?. Here u(x,t) ~ A(t)p1(x), where A(r) satisfies

dA )

5 = AT, (4.35)
A(0) = Cy, (4.36)
1(A) = /D R(x)F(Ap1(x)g1(x)dx, (4.37)

and ¢1, A1 are the first eigenfunction and eigenvalue of the boundary value problem
Ag,=—22¢0, . ¢, =0o0ndD. (4.38)

Thus
1 A
6 ~ —log (1 + m). (4.39)
y w

If we consider two separate domains with conductivity k| = u e’? and ky = poe’?,
respectively, where (1 > iy, it is clear that the domain with with the lower conductivity
reaches a higher temperature, independently of the value of y. This simple analysis suggests
that non-homogeneity of thermal conductivity may contribute to the formation of hot-spots.

4.1 Formulation of the problem

Let us consider a unit slab [0,1] composed of three layers having thermal conductivity k(6)
expressed in the form
wrer? if 0<x < xo
k@) = { ure’? if xo<x <xo+e¢ (4.40)
uze’? if xo+e<x<1.

We formulate the problem by dividing the interval [0, 1] into three parts, that is [0, xq],
[x0, xo + €] and [xg + ¢, 1], for small ¢. Let 81, 6>, and 63 be the temperature in the intervals
[0, xo], [x0, x0 + €] and [xo + &, 1], respectively. For simplification we will consider the
steady-state solution only. We can obtain steady-state temperature 61, 6>, and 63 by solving

1 YU .
0; = —log| 1+ ,1=1,2,3, (4.41)
Y Mi

where u; is the solution of

dzu,’ .
FSRO)Fi(ui) =0, i=1,2,3, (4.42)
dx?
%log <1 + yui)
Fi(ui) = exp al i=1,2,3. (4.43)

ILi

oz—i—%log(l-l— yui>
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Across the interfaces, the temperature 6 as well as the heat flux £(6) d6 /dx are continuous
(see [39]). Using (4.41) and the requirement that 6 is continuous on the interfaces, that is
01(xg) = 62(xp) and O (x9 + &) = 03(xg + €), we have the conditions

ui(xo) = pia , uz(xo) = poa , (4.44)

and
ur(xo +¢€) = pab , uz(xo+¢e) = uzb, (4.45)
where a and b have to be determined as a part of the problem. Together with homogeneous

Dirichlet boundary conditions, this continuity of the temperature yieds boundary conditions
for each layer

ur(0) =0, ui(xo) = wa, (4.46)
uz(xo) = poa , uz(xo+ &) = pab, (4.47)
usz(xo+¢) = pu3b, uz(l) =0. (4.48)
The heat flux in each layer may be written as
koS & dui (4.49)
dx 1+ YUi gy
i

Noting that 8 is continuous on the interfaces x = x¢, xo + ¢ and using the conditions for
u; (xo) and u; (xg + ¢) above, we see that the continuity of the heat flux across the interfaces
may be written in the form

d d
dur _ du2 (4.50)
dx x:xo_ dx x:xa'
and d d
e =B : (4.51)
dx lx=xo+e— dx lx=xg+et

4.2 Steady-state solutions

To solve the problem defined by (4.42), (4.46), (4.47), and (4.48), for all the intervals [0, xo],
[x0, xo + €], and [xg + &, 1], we introduce the following transformations.

x (b —a)(x — xo)
up=¢+pna X_o’ u =Y + uo - 0 + wpa, (4.52)
and
U3 = x + p3b (1 _ u) , (4.53)
1—x0—¢
where ¢, ¥, and y satisfy
d%¢
@+3R(X)F1(u1) =0, ¢(0) = ¢(x0) =0, (4.54)
a2y
w2 T SR(x)F2(uz) =0, ¥ (x0) = ¢ (xo+¢) =0, (4.55)
d?x

P +8R(x)F3(u3) =0, x(xo+¢) = x(1) =0. (4.56)
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In the first interval, [0, x¢], using the above transformation and the the fundamental-mode
approximation, we obtain ¢ X A¢i, where ¢1(x) = ,/ % sin (;’—Ox) is the eigenfunction
corresponding to the smallest eigenvalue 1| = 72/ xg of the eigenvalue problem

d’¢

7= M, 60)=¢(x) =0. (4.57)

The parameter A in this approximation satisfies

§ [*o
—A+ F[ Ex)Fi(uy)¢p;rdx =0, (4.58)
170
and
2 . T X
U ~A|/—sm|—x |+ pua—. (4.59)
X0 X0 X0
For the second interval, [xg, xo + €], we make a transformation & = x — x¢ and so

Y = ¥ (§). Again, using the fundamental-mode approximation we obtain | & B}, where

v = \/g sin (%S ) is the eigenfunction corresponding to the smallest eigenvalue v; = 72 /&>
of the eigenvalue problem

d* 29, 9(0)=9(E) =0 (4.60)
—_— = =) , = = . .
dé?
Here, B satisfies
S Xp+&
—B+ — R(x)Fr(up)9; dx =0, (4.61)
l)l X0
and
2 T b—a)(x —x
Uy ~ B\/j sin (—(x — xo)> + m( ) 0 + woa . (4.62)
€ £ £

For the last interval, [xo + &, 1], we use a transformation n = x — xo — &, so that x =
x (7). Again, using the fundamental-mode approximation we obtain x &~ Cvj, where v; =

2
1—xg—¢

72/(1 — xg — €)? of the eigenvalue problem

sin (1_ ;TO — n) is the eigenfunction corresponding to the smallest eigenvalue 71 =

d?v ’
—=—-1v, v0)=v(l—x9—¢)=0. (4.63)
dn?

In this approximation, C satisfies
1

8
—C+ — R(x)F3(u3)vy dx =0, (4.64)
Tl xX0+&
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o) ~ xp — — xo—
uy~ C | —= i (22T (12208 (4.65)
1—XQ—8 1—XQ—8 1—XQ—8

From (4.58), (4.61), and (4.64), we obtain three equations and five independent variables
A, B, C, a, dan b. To solve them, we use the interface conditions (4.50) and (4.51) to obtain
two additional equations

T 2 a T 2 b—a
Al —+u1—:B(;) i (4.66)

b4 2 b—a b4 2 b
_B (_) N —C — 3 ——— . (4.67)
€ £ £ 1 —x9—¢ 1 —x9—¢ 1 —x9—¢

Equations (4.66) dan (4.67) may be written in the matrix form A[a b1 =[c; ],

and

and

W e +BL/2
o al _ | Aoy a T BEE (4.68)
_H Loy K3 b| BZ /24 cCc—=Z 2 . .

- . “xo—¢ Ve T =y ==

The solutions a and b (4.68) can be expressed in the following

_ Anc— Ana

DetA) (4.69)

A —A
b = M’ (4.70)
Det(A)

where Det(A) is the determinant of the matrix A in (4.68).

Substituting (4.69) and (4.70) into (4.58), (4.61) and (4.64) we obtain three equations
with three unknowns: A, B, and C. Using these values, we may then compute a and b from
(4.69) and (4.70). Further, from (4.59), (4.62) and (4.65) we calculate u;, u,, and u3 and
finally, using

1 .
6 = Llog <1+ V“’), i=1,2,3, @.71)
i

we obtain the temperature 6;, i = 1,2, 3.
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5 Numerical results

In the following we will present results for the smallest steady-state solutions A, B, and
C whenever there is more than one steady-state solution of (4.58), (4.61) and (4.64). This
solution can be seen as the steady-state temperature having the initial condition equal to 0
(the normalized ambient temperature). In all computations, we have taken o = 10, ¢ = 0.1,
y = 0.1, and § = 1. Based on a simplifying assumption described in Section 2, we take
R(x) = e—lx—O.Sl.

First, we take u; = p3 = 1 and pup = 1, 107!, 1072, 1073 in Figure 5.3 (a), (b), (c),
and (d), respectively. The middle part of the slab is located at xo = 0.45 in the the interval
[0,1]. Figure 5.3 (a) simply shows that the conductivity parameter p is constant throughout
the region [0,1]. As expected by using a fundamental-mode approximation, the temperature
profile in Figure 5.3 (a) is zero on the boundaries x = 0 and x = 1 and reaches a maximum
value in the middle of the slab. By taking smaller u, in the region [xg, xo + €], we find
that the temperature in this region is higher than elsewhere. Figures 5.3 (b), (c), (d) show
that, the smaller the value w7, the larger will be the discrepancy of the temperature between
[x0, x0+¢] and the rest of the region. These figures show an interesting feature. The change in
the parameter  from 10~! to 10~2 does not lead to a significant change in the temperature of
the inner layer. However, the change of x from the 1072 to 103 results in a drastic change in
the temperature of the inner layer, suggesting the existence of a critical value p below which
thermal runaway is experienced pointing the formation of a hot-spots.

We further calculate the temperature of the middle interval of the inner layer [xq, xo + €]
with the same parameters as in Figure 5.3, but we change the values of & from u = 1072 to
w = 1073. This produce the following results

pw 0.01 0.009 0.008 0.007 0.006 0.005 0.004 0.003 0.002 0.001
6 0221 0.238 0.261 0.291 0.333 0.399 0.511 0.767 56.898 65.568

It shows that there is a jump in the temperature of the inner layer that occurs for the values
of w in the range 0.003 < 1 < 0.002.

In Section 3, we made an investigation of the bifurcation diagram of 6 vs. the parameter
& where this § measures the magnitude (power) of the square amplitude of the electric field.
The thermal runaway is investigated through an S-shaped curve of an Arrhenius-type reaction
rate of the microwave-energy absorption vs. temperature. There, we found a critical value
3 where a slight change in é near this critical value results in a substantial change in the
temperature. Several authors have made similar investigations, e.g. in [22], [35], [41], and
elsewhere. The numerical investigation above calls for further investigations into the effect
of the parameter 1 and its critical value(s).
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Figure 5.3: The steady-state temperature with a constant parameter y = 0.1, and for the
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1, (b) ur = 1074, (¢) Uy = 1072, (d) Uy = 103, Notice the temperature jump from the
value computed for p» = 1072 to that computed for pp = 1073,
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In Figure 5.4, we show the steady-state temperature in the center of each of the subinter-
vals [0, xo], [x0, X0 + €] and [x¢ + &, 1] as a function of the position xo where ©| = uz =1,
wr = 1072, A similar computation is carried out in Figure 5.4 (b), but now for u,; = 1073,
Comparing these figures, for any position xy, there is a jump in temperature from the values
computed for u, = 102 in Figure 5.4 (a) to those for wu, = 1073 in Figure 5.4 (b). These
jumps, again, suggest the existence of the critical value(s) of .

0.25 n
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Figure 5.4: (a) The steady-state temperature in the middle of each of the subintervals [0, xq],
[x0, x0 + €] and [xq + €, 1] as a function of the position xo, where ) = u3 =1, uy = 102
and y = 0.1. (b) Same as in Figure (a), but now for u; = u3z =1, uy = 103, Notice
the temperature jump from the values computed for o = 1072 in Figure (a) and those for
w> = 1073 in Figure (b).

6 Concluding remarks

We have considered a simplified model of the microwave heating of a one-dimensional unit
slab. We have described an eigenfunction expansion for the problem based on the Galerkin
method and have used a fundamental-mode approximation. We have made an investigation
of the bifurcation diagram of the temperature € vs. the parameter § where this § measures
the magnitude (power) of the square amplitude of the electric field. The thermal runaway
has been investigated through an S-shaped curve of an Arrhenius-type reaction rate of the
microwave-energy absorption vs. temperature. Critical values §° has been found. The
critical value 5§ is of the interest, where slight changes in § near this critical value result
in substantial changes in the temperature. Similar investigations and results can be found in
[22], [35], [41], and elsewhere.

We have further applied the approximation to a unit slab consisting of three layers of
material with different thermal conductivities. We have taken the thermal conductivity to be
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of the form k(0) = u e’?. where 6 is the temperature, while the parameter u has different
values in each of the three layers. This  measures the magnitude of the thermal conductivity
of the material. We have addressed the hot-spots formation by finding the global steady-state
solution for the whole domain of different thermal conductivities in which the inner layer has
a smaller value of the parameter .

By making p smaller in the inner layer than in the outer layers, according to prediction,
we find a temperature in this region that is higher than in the rest. The larger the difference of
w in the inner and outer layers, the larger will be the discrepancy of the temperature between
the inner layer and the rest of the region. It is very interesting to see that given a fixed value
of §, there is a temperature jump of the inner layer near some value of . This jump shows
that there is a critical value of the parameter i below which thermal runaway is experienced,
thus signifying the formation of hot-spots.

We remark that, although the paper is concerned with hot-spots formation, the approach
may be applied to a three-layer configuration of a finite slab. Further, the use of Dirichlet
boundary conditions, which is very idealistic, allows a more manageable investigation into
the parameter dependence of the problem. Future work will include more realistic heat-flux
conditions on the boundaries and further study on the effects of the parameter p and its
critical value(s) will be done.
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Summary

This research investigates a number of problems, related to Stokes flow and to heat flow.
The Stokes flow is inspired by glass flow in the process of making bottles or jars. The heat
flow is related to a heat conduction model problem, and a problem about hot-spots formation
in the microwave heating. We will discuss the first problem.

There are two phases during the industrial process of making glass, viz. the pressing phase
and the blowing phase. We consider some mathematical aspects of the pressing phase. The
motion of glass at temperatures above 600°C can be described by the Navier-Stokes equa-
tions. Since glass is a highly viscous fluid, those equations can be simplified to the Stokes
equations. We use two different methods to solve these equations, viz. perturbation and ope-
rator methods. The perturbation method is based on the geometry being slowly varying. As
aresult, we obtain the velocity analytically. This result has a good agreement with numerical
results based on finite element modelling. Using the velocity obtained we derive the formula
for the force on the plunger.

Next, we consider the operator method. Using this method, the Stokes equations can be
transformed into an operator equation on the boundary 9€2 with a tangent vector field & on
the boundary 0€2 as unknown. Solving this operator equation shows, that the solutions of
the Stokes equations can be parameterized by «,, the harmonic extension of a to the interior
of the domain €2. As an application, we present some full explicit solutions of the Stokes
equations for several domains such as the interior and exterior of the unit ball and of the unit
disk, an infinite strip, a half space, and a wedge.

In the second problem, we consider the heat conduction problem inside two types of
geometry, viz. slowly and slightly varying geometry. Using this problem, we show the diffe-
rence between those geometries. An example that involves the boundary layers at the ends is
presented.

Finally, we consider a simplified model of the microwave heating of a one-dimensional
unit slab. This slab consists of three layers that have different thermal conductivities. We
consider only the steady state problem with Dirichlet boundary conditions and continuity
of heat flux across the layers. Using a fundamental-mode approximation of eigenfunction
expansion, we investigate the effect of thermal conductivity on the formation of hot-spots
where the temperature increases catastrophically as a function of §, the amplitude of the
applied electric field. First, we consider a unit slab geometry. In this geometry, we find
the critical value 8, for which slight changes in § yields a sudden jump to another stable
solution, now with a much higher temperature. Next, we consider a unit slab consisting of
three layers of material with different thermal conductivity (©). We assume the inner layer
has the smallest value of . We find the temperature in this layer is much higher than that
in other layers. Then, we consider only the inner layer. For a given value of § and changing
values of ©, we get a temperature jump near some values of w. This jump shows that there is
a critical value of u and signifies the formation of a hot-spot.
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Stellingen
behorende bij het proefschrift

Perturbation and Operator Methods
for Solving Stokes Flow and Heat Flow Problems

door

Tjang Daniel Chandra
I

The entrance boundary layer representation of the heat conduction problem in a slowly vary-
ing geometry (Chapter I, section 4.1.2 of this Thesis) is essentially the same for its generali-
sation to the same problem but with a slowly varying conductivity

V- (a(ex,y,2VT) =0,
and for the problem of long acoustic wave propagation in a slowly varying duct
AP + e%k%p =0,
of which the outer solution leads to Webster’s equation.
[

Stokes Boundary Value Problem (SBVP) can be transformed into an operator equation on
the boundary 02 of the domain €2 with a tangent vector field « on 92 as unknown. Then,
the solutions of SBVP can be calculated from «,,, the harmonic extension of « to the interior
of the domain .

(Chapter 111 of this thesis).

Fundamental mode approximation is a simple but effective method to investigate the hot-spot
formation in microwave heating.
(Chapter V of this thesis).

v

Perturbation and numerical methods are not contradictory but complementary to each other.
Numerical methods produce primarily numbers, from which functional relationships may
be derived. Perturbation methods produce primarily functional relationships, from which
numbers may be derived.

\%
It is disappointing that the computer algebra package Maple (version 7) is still not able to

produce Taylor series and asymptotic expansions of Bessel functions of arbitrary order.

1



4

The Runge-Kutta method can be used as an alternative method of finding roots of the equation
f (x) = 0 by considering the steady state solution of ‘é—i‘ = f(x).

Vil

In [1], I.N. Herstein said that 25% of our Ph.D.s go on to become researchers. While most
of the other 75% end up teaching in the university. In view of this it is desirable to introduce
two types of Ph.D, one for those who want to be a researcher, and the other for those who
want to be a lecturer.

VI

In [2], Weil states that university teaching in mathematics should : (a) answer the require-
ments of all those who need mathematics for practical purposes; (b) train specialistsin the
subject; (c) give to all students that intellectual and moral training which any University
has the duty to impart. Those statements agree with the situation nowadays that the role of
mathematics for industry is growing.

IX

Mathematical software packages such as Mathematica, Maple, and MatLab can serve as a
bridge between mathematics and engineering.
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