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Stationary Markovian decision problems II 

by 

J. Wijngaard 

I. Introduction 

A stationary Markovian decision problem (SMD) is a set of pairs {(P ,r )}, 
a a 

a ~ A where P is a Markov provess and r a nonnegative function on the 
a a 

state space (cost function). The elements a ~ A are called strategies. In [5J 

conditions are derived for the existence of an average optimal strategy. The 

most important conditions were the boundedness of r and the quasi-compact-a 
ness of P , which is equivalent to the Doeblin-condition. For a countable a 
state space the Doeblin-condition for a Markov process P is equivalent to 

the existence of a finite set A, an integer n, and an E > 0, such that the 

probability of being in the set A after n transitions p(n) (u,A) ~ E for each 

starting state u. To show how severe this condition and hence quasi-compact­

ness is we consider the following inventory problem: 

At the beginning of each period the inventory level is assumed to be 

••••• -2,-1,0,1,2, •••• One may order a quantity of at most R units, 

the delivery is instantaneous. During the period there is a demand for 

0,1,2, ••• units with a probability of PO,PI,P2' •••• The transition 

probability under order policy a is P (i,j) = p. (.)., a(i) is the 
a ~+a ~ -J 

quantity to order in state i). 

If R is large enough there are policies a such that for each state i one 

can find a finite set A, an integer n, and an E > ° such that p(n) (i,A) ~ E. 
a 

However, if j is more than nR units below the lowest element of A, then 

p~n)(j,A) = 0. Hence there is no policy such that the corresponding Markov 

process satisfies the Doeblin-condition. Such decision processes can be 

studied by introducing embedded Markov processes. In this paper we do not 

assume the quasi-compactness of P nor the boundedness of r • Instead of 
a a 

that we state the existence of a subset A of the state space such that the 

embedded Markov process of P on A exists and is quasi-compact for all a ~ A 
a 

and the recurrence time and costs until A are bounded on A. 

Embedded Markov processes are introduced in section 2. We derive some prop­

erties of Markov processes with a quasi-compact embedded Markov process. Sec­

tion 3 deals with the existence of the average costs for these Markov pro­

cesses with unbounded cost function. The continuity of the average costs and 
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the existence of an optimal a for problems {(P. ,r )}, a € A is worked out in a a 
section 4. In section 5 the results of section 4 are applied to the case 

with a countable state space and related to the results of Ross [3] and 

Hordijk [1]. 

2. Embedded Markov processes 

We assume that P is a Markov process on the measurable space (V ,E). For A € E 

the sub-markov process IA is defined by the sub-transition probability 

u e V, E € E • 

Instead of PIA we shall write PA. 

The next lemma serves as an introduction to the concept of an embedded Markov 

process. 

Lemma 1. Let A e ~, B := V A. Define the function Q on V x L by 

00 

Q(u,E) = L (P~PAIE)(u) 
n=O 

for all u e V, E e E • 

Then Q is a sub-transition probability on V x ~, the operator Q on B(V,E) is 

given by 

00 ' 

(I) (Qf)(u) = L (P~PAf)(u) 
n=O 

for u € V, f € B(V,E) , 

and the operator Q on M(V,E) by 

co 

(2) (~Q)(E) = L (~P~PA)(E) 
n=O 

for E € E, ~ € M(V.~) • 

Furthermore, Q is a Markov process on (V,L) if and only if 

lim (P~lv)(u) = 0 for all u € V • 
n+«> 

Proof. We have PA = P - PB• Hence 

N N 
Pn+1l = \' n \' n+I N+I 

B V I.. PB I V - I.. PB I V = I V - P B I V ' 
n=O n=O 
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which implies that Q(u,E) S Q(u,V) S 1 for u € V, E € L. The measurability 

of Q as function of u and the a-additivity as function of E are easy to 

verify. Hence Q is a sub-transition probability on V x L and a transition 

probability if and only if lim (P~lV)(u) = 0 for all u € V. The equations 
n~ 

(I) and (2) are direct consequences of the definition of Q. 0 

Let A € E, B :- V\A. The sub-Markov process Q on (V,L) with sub-transition 

probability 

00 

U E V, E E E 

is called the sub-Markov process of P induced by A. 

It is clear that the restriction of Q to A x LA is a sub-transition probabi­

lity on A x EA' The sub-Markov process on (A,LA) corresponding to this sub­

transition probability is called the embedded sub-Markov process of P on A. 

By lemma 1 the sub-Markov process induced by A is a Markov process if and 

only if lim (P~lv)(u) = 0 for all u € V, that means, if the probability that 
n~ 

the system will never reach the set A is zero. 

The relationship between invariant sets, functions and measures of P and 

those of a process Q of P induced by a set A € E is shown in the next lemma. 

n Lemma 2. Let A E L, B := V\A. Assume that lim (PBlv)(u) = 0 for all u E V 
n~ 

and let Q be the embedded Markov process of P on A. If ~ € M(V,E) and 

f € B(V,E) are invariant under P, then ~IAQ = ~IA and Qf = f. Conversely, 

if Qf = f, then Pf = f and if E is an invariant set under Q then 

E := {u I Q(u,E) I} 

is an invariant set under P. 

Proof. The proof of the invariance of ~IA and f under Q is straightforward 

using 

and 
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Conversely, suppose Qf = f. Then 

00 

00 

Finally, let E be an invariant set under Q and let E := {u I Q(u,E) I}. 

From Q = PA + PBQ we conclude 

Since on E we have QIA\E = 0, it follows that PIA\E = 0 on E and 

PB\EQ1A\E = 0 on E. From QI
A 

= 1 and the definition of E we infer that on 

V\E and in particular on B\E we have Q~A\E > O. It follows that PIB\E = 0 

on E. Therefore PIV\E = 0, P~E = 1 on E. 0 

3. Average costs 

Let P be a Markov process on (V,~) and r a nonnegative measurable function 

on V. The average costs of (P,r), starting in u, g(u), are equal to 
n-I 

lim l L (P~r)(u), if this limit exists. (The integral 
n~ n ~=O 
existing, is denoted by (P~)(u).) 

f P(u,ds)f(s), if 

v 

In this section conditions sufficient for the existence of the average costs 

will be given and it will be shown that these costs can be written as the 

quotient of the recurrence costs and recurrence: time to a set A. This will 

be done by considering the equations 

x = Px 

y = r - x + Py 

~n the complex valued measurable functions x,y on V. These equations are 

called the (P,r)-equations. If P is quasi-compact and r is bounded, the exis­

tence of a solution of the (P,r)-equations is a consequence of the strong 

ergodic theorem (see [4J). The solution is given by 

1 n-l ~ 
x := lim - L P r = g 

n~ n ~=O 
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d-I kd-l+m 
y :- ~ L lim L 

m=O k~ 1=0 

11, 
P (r - x) , 

where d is an integer such that Ad - 1 for all eigenvalues A of P on the 

unit circle. Now the existence of a solution of the (P"r)-equations will be 

proved under somewhat weaker conditions. The quasi-compactness of P is re­

placed by the quasi-compactness of the embedded Markov process of P on some 

set A € E. The boundedness of r is replaced by the boundedness of the expect­

ed time and expected costs until the first recurrence to A. The function x 

will again turn out to be equal to the average costs. 

Definition 3. Let f be a nonnegative measurable real valued function on V 

and let A be a measurable set. The Markov process P is said to be (A,f)-re­

aurrent if 

i) P;f exists for all mEN, (B := V\A), 
00 

ii) the sum I (P~f)(u) exists for all u E V, 
m==O 00 00 

iii) the convergence of I (P;f)(u) is uniform on A and 
m=O 

L (P~f)(u) is 
m=O bounded on A. 

In the rest of this section we assume that A is a fixed measurable set such 

that P is (A,lv)-recurrent and (A,r)-recurrent and further that the embedded 

Markov process Q of P on A is quasi-compact, (Q interpreted as a Markov pro­

cess on (A,EA». The (A,lV)-recurrency implies that the embedded sub-Markov 

process of P on A is a Markov process. 

Let E .• j = l, •••• n be the maximal invariant sets of Q. F := 
J 

I::, :== A\F. 

Theorem 4. The (P,r)-equations have a solution. 

n 
u 

j=l 
E .• and 

J 

Proof. By the strong ergodic theorem the spectral radius of Qt:, := QI6 is 

smaller that 1. Hence, each of the equations x = QE.1E. + Ql::,x in B(A,EA) 

has a unique solution 

g. := 
J 

J J 
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Using (Q~f)(u) = 0 for all f E B(A,EA). u E Ejt j :: 1.2 ••••• n. we get 

g.(u) - 1 for u E E. and g.(u) == 0 for u E E. if i 1 j. This means that 
J J J 1 

QE IE = QE g. == (Q - Q~)g. and that g. is a solution of the equation 
j j j J J J 

x - Qx = 0 in B(A,rA). 

It is possible to extend 

B(V,r) by defining g~ := 
J 

B(V,E). 

g. to a solution g~ of the 
J J 

Qg .• where Q is used as an 
J 

equation x - Qx == 0 in 

operator on B(A,LA) to 

Each function * j g. , = 
J 

1 , ••• ,n is a solution of the equation x = Px since 

0:> 

* * * * * l t * * * * Pg. == PBgj + PAgj = PBQgj + P g. = PBP Agj + P Agj == Qg. = g. • J A J J J $/,=1 

* The problem is to choose a linear combination x of the g. such that the 
J 

the restriction of equation y = r - x + Px has also a solution. Let Q. be 
J 

Q to E. x LE • The 
J j 

(A,r)-recurrencyand (A.IV)-recurrency of P imply the 
<:0 00 

I p~r and L p~g;, j = I ••••• n. For 
teO 00 $/,=0 

boundedness on A of the functions 

convenience we shall write Tf instead of l ptf for f = r or f is bounded. 
taO B 

Notice that PBTf = I P~f. 
t=1 

The restrictions of Trand Tg~ to E. are elements of 
n-) I n- 1 J 

B(E.,EE ). Therefore 
J • 

both lim l I Q~Tr and lim l L Q~Tg~ are elements 
n-+<» n $/,=0 J n-+<» n $/,=0 J J 

J 
of N(r - Q.). Since 

J 

dim N(I - Q.) = I there is a constant c. such that 
J J 

n-l 
lim l I Q7(Tr - c.Tg~) == 0 • 
n-+«> n $/,=0 J J J 

Using this it is straightforward to prove that 

1 n-\ $I, * 
lim - l Q (Tr - Tg*),.. 0 on A, where g 
n-+<» n $/,=0 

n 
:= L 

j=l 
* c .g .• 

J J 

* We shall show that the equation y = r - g + Py has a solution. 

Let the integer d be such that Ad - for all eigenvalues A of Q on the 

unit circle. By the strong ergodic theorem the function f' on A defined by 

d~l kd-)+m 
f' := J l lim L Qt(Tr - Tg*) 

maO k~ $1,=0 

is a solution of the equation y == Tr - Tg* + Qy in B(A,E~). The function f' 

* can be extended to a function f on V by defining f :- Tr - Tg + Qf'. The 
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function f is a solution of the equation y 

as follows: 

* = r - g + PYa This can be seen 

* * "" PBT(r - g ) + f - T(r - g ) = 

00 
\' Q. * + L. PB(r - g ) 

R,==O 
* f - r + g 

Now some properties of the solution g*, f* of the (P,r)-equations are given. 

The next lemma is preliminary. 

Lemma 5. Let 

co 00 
Tr L R, 

and T1V I J/, : ... PBr := PB1V • 
R, ... O .9-=0 

Then pIn.rr and pmTl 
V exiSt for all m Ell' and 

1 . 1 m l' 1 (PIn.rlv)(u) 0 1m - (P Tr) (u) "" 1m-
m+<"'m m+<"'m 

for all u E V • 

Proof. Substitution of P "" P
A 

+ P
B 

in pm+1 yields 

m.... m-l m-I 2 ~ pm-kp pk pm+l 
"" p .l:'A + P p P + P P == ••• = !.. A B + B • 

A B B k=O 

Hence 

m k 00.9- 00 .9- m m-k "" I pm- P I PBr + I PBr ~ I P -1' ATr + Tr • 
k=O A .9-=k .9-=m+l k=O 

The existence of pm+lTr is implied by the existence of Tr and the bounded­

ness of Tr on A. The existence of pm+lTI is proved similarly. For each 
V 

e > 0 there is an integer N such that e 



co 

L 
t=N 

E 

For m > N we have 
E 

pm+ITr = 

< E 

Let IITr Ik := sup (Tr)(u). Then 
uEA 
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for all u EA. 

co 

(pm+ITr)(u) :s; (Ne: + 1)IITr I~ + (m-NEh + I (p~r)(u). 
t=ni+1 

Using standard arguments we can show that lim l (pmTr)(u) = 0 for all u E V. 
m m-+<x> 

That lim l (pmTIV)(u) = 0 can be proved similarly. D 
m m-+<x> 

Theorem 6. Let the functions g* and f be as constructed in the proof of theo­

rem 4. Then pmf exists for all m E~, lim l pmf = 0, and g* = g (the average 
m 

m-+<X> 

costs of (P,r». Let 

that lim l pmf = 0, 
m-+<X> m I 

gl,f
l 

be another solution of the (P,r)-equations, such 

then gl = g and f - fl = Q(f - f l ). 

* Proof. The functions g and f on V were defined in the following way: 

n 
g*:= L 

j=1 
* e.g. , 

J J 
* where g. := Qg. and g. E B(A,LA) 
J J J 

* f := Tr - Tg + Qf' 

* , m • f 11 .... , d Hence g and Qf are bounded. By lemma 5 P f eX1sts or a m E ~ an 

(1) 

Repeated substitution of feu) 

side yields 

feu) = 
m-I 
L t (p r)(u) -

t=O 

Hence 

* r(u) - g (u) + (Pf)(u) in its right-hand 

m-I 
L 

£, * m (P g )(u) + (P f)(u) • 
£'=0 
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feu) - (pmf)(u) __ 1 m~1 9. * 
- £ (p r)(u) - g (u) 

m m 9.=0 

and by (1) 

* I m~J 9. 
g (u) '" lim - £ (p r)(u) = g(u) 

m+<» m 9.-0 
for all u € V • 

Now we consider the solution (gl,f l ) of the (P,r)-equations. As for the so­

* lution (g ,f) we can prove 

m-l 
g)(u) '" lim l I (p9.r )(u) • 

nt+<'" m 9,=0 

Further the function f - f} satisfies f - f) '" P(f - f l ), hence by lemma 2, 

o 

For u e E. it is possible to write the average costs in a somewhat different 
J 

way. To show this we need the following lemma. 

Lemma 7. For all f E B(v.r) and for all m E ~ the following relation holds, 

(B :- V\A) 

U E E., j - 1.2 •••• ,n • 
J 

Proof. It is sufficient to prove the assertion for nonnegative functions, 

namely, each f E B(V,E) can be written as f '" f1 - f2 + i(f3 - f 4). where 

the functions f1' f 2, f3 and f4 are nonnegative el~ments of B. Now assume 

that f is a nonnegative function in B. Substitution of QfE = I P~PAfE in 
m 9.=0 

PBQfE yields 

(I) for all E E I: • 

Furthermore 

(2) (Qf)(u)= (QfE.)(u) 
J 

for u E E .• j = 1, ••• ,n • 
J 

-Let E. := 
J 

V\E., then f = f + f-E .• By (I) and (2) 
J E. 

J J 
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for u € E. 
J 

Hence 

for u € E., j = l •.•.• n • 
J 

Theorem 8. For u € E .• j = I •••.• n 
J 

m-l 
lim 1. L 9, 

(Q Tr) (u) 
1 m-l trt"+'» m 9, =0 

1 im - l: (pR. r)( u) .. -----.;-----
trt"+'» m 9,-0 I m-i 

lim - l: 
m+m m 9,=0 

* * Proof. Let g be as constructed in the proof of theorem 4. Then g (u) .. c. 
J 

for u € E.. where 
J 

But for u 

and 

Further 

By lemma 7 

m-I 
1 un· 1. ~ (9, T )( ) I.. QE. r u 
trt"+'» m 9, ==0 J 

c. = ------;---'-----
J i m-i 1 * 

lim - l: (QE Tg.)(u) 
trt"+'» m 1=0 j J 

€ E. 
J 

R. 1 
(QE.Tr)(u) = (Q Tr)(u) 

J 

R. * R. * (QE Tg. )(u) = (Q Tg. )(u) 
• J J 
J 

for u € E .• 
J 

* Hence (Tgj)(u) = (TIV)(u) for u € Ej • This completes the proof. 

A more general result of this type is given by de Leve [2J. part II, lemma 

1 .57. 

o 

o 
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4. Stationary Markovian decision problems 

In this section we consider a stationary Markovian decision problem {(Pa,ra)J, 

a € A on (V,E) (for a definition see [5J). In [5J it was assumed that P is a 
quasi-compact and r bounded. Now we assume the existence of a measurable set 

a 
A such that 

i) for all a € A the Markov process Po. is (A,lv)-recurrent and (A,ra)-re­

current, 

ii) the embedded Markov process Q of P on A is quasi-compact for all 
a a. 

a € A, (Qa is interpreted as a Markov process on (A,EA», 
00 

iii) the functions L P~BIV and 
n=O 

L p~Bra on A, with B = V\A, are uniform­
n=O 

ly bounded on A. 

Let for all a € A, n be the dimension of N(I - Q ). E . for j = 1, ••• ,n 
a a aJ a 

the maximal invariant sets of Q • and n 0 the invariant probabilities of Q 
a aJ a 

with support E o. Let 
aJ 

E a 

n 
a 

:= L 
j=1 

E 0 

aJ 
and 

1 n-l !L 
So. := lim - L Qa • 

n-+<><> n !L=O 

By theorem 6 the average costs of (Pa,ra ) starting ~n u, 

exist for all a € A and u E V. In theorem 8 we proved 

where 

g (u) 
a 

(S T r )(u) a a a 
= "7'("::""S -=T::-'l""l V .... )~( .... u'\"") 

a a 

co 

I 
n=O 

for u E E a 

Hence g is constant on E 0 for j = 1, ••• ,n
N

, These constants are denoted by 
a aJ ~ 

g .• Let p be a metric on A such that 
aJ 

iv) for all 0.0 E A , 

v) 
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for all nO € A and J = I, ••• ,n • a O 

for all aO € A and j = l, ••• ,n • 
a O 

For A = V these assumptions are identical to the assumptions made in [5J, 

section 4. 

In the next two subsections we consider the continuity of g and the existen­a 
ce of an optimal strategy. 

4.1. Continuity of ga 

Let A be the subset of A with all a such that n = n. In [5J lemma 2.9, it 
n a 

was shown that the assumption iv) implies the continuity of S as operator 
a 

valued function on A • This is used in the next lemma. 
n 

Lemma 9. Let n e ~ and aO e An' Then there is a 0 > 0 such that for all 

a e An with p(a,aO) < 0 and for all i = 1,2, •••• n. n .(E.) > 0 for preci­
aO~ aJ 

sely one j e {1.2 •••• ,n}. 

Consider the set Ana := {a 

i e {I, 2, ••• ,n} the integer 

e An p(a,aO) < oJ. Let for all a E Ana and 

i be defined by n .(E.) > O. Then for all 
a aO~ a~a 

i .. I,Z, ••• ,n the functions n .(E .\E.), lin . - 1f • II, and Ig . -g . I 
aO~ .aO~ a~a aO~ a~a aO~ a~a 

on An converge to 0 if p(a,aO) converges to O. 

Proof. The continuity of S on A implies the existence of a 0 > 0 such that a n 
liSa - SaO" < ! for all a E An with p(a,aO) < a. 

Let i e {1,2, ••• ,n} and let v~ be some probability on EA with v.(E .) = 1, ... ~ aO~ 

then 1f .(E .) .. (v.S )(E .) .. I. Hence (v.S )(E .) > I 
aO~ aO~ ~ a O aO~ ~ a aO~ 

for all a e An with p(a,aO) < o. But 

and therefore 

n 
= (v.S )(E . n ( u 

~ a aO~ j=l 
E .» 

CtJ 
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n 
(v. S ) (E • n ( u E .» > ! 

~ aO aO~ j=l aJ 

for 

j ES 

all a ES An with p(a.aO) < 6. This implies the existence of at least one 

{1.2 t ••• ,n} such that (v.S )(E.) = ~ .(E.) > 0 for a € A with 
~. aO aJ aO~ aJ n 

Suppose that for some a € An with p(a,aO) < a there are two j's. jl and j2 

such that n .(E.) > O. Let the probabilities v .. and v •. on ~A be given 
a 01. aJ ~J I ~J 2 

by 

Then. v .. S 
~J 1 aO 

= v .. S 
~J2 a O 

it is easy to see that 

and 

and v .. (E) = 
~J2 

Using (v .• S )(E . ) 
1.J I a aJ 1 

3 
1; • 

= I and (v.. S ) (E . ) == 1 
~J 2 a a] 2 

The disjunctness of E. and E. implies ~ .(E. u E . ) > I! which con-
aJ 1 aJ2 a0 1. aJ l aJ2 

tradicts the fact that ~ . is a probability. This completes the proof of 
aO~ 

the first part of the lemma. 

Now let for all a ES Ana and i € {l,2, ••• ,n} the integers ia be such that 

n .(E.) > O. The probability v .. on ~ is given by 
aO~ a~a ~~a 

(1) 

v.. (E) 
1.~ 

a 

Il~ . 
0.1 

a 

Furthermore n . (E .\E.) = 0 and hence 
al. 0.

0
1 al. 

a a 
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o • 

for u E E . 
aJ 

(S T r )eu) = TI .(T r ) for u E E ., and (8 T Iv)(u) = TI ,(T Iv). But a a a. aJ a a aJ a a aJ a 

and 

- TI .)T Iv l + 
aO~ a 

Using (1), the uniform boundedness of T rand T IV' and the continuity as-a a a 
sumptions made at the beginning of this section, we get 

This result implies the continuity of gal on AI' However, the condition 

is unnecessarily strong. It can be replaced by (see [4J) 

o for some k ~ 1 • 

o 

Now we shall prove that ~ga is continuous on An for each nonnegative measure 

ll. ' 

Lemma 10. Let ~ be a nonnegative measure on ~A' Then the function ~ga is con­

tinuous on A for all n E ~. 
n 
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(Q g ) (Uhl (du) I). I). = I (S g )]J (du) = I). I). 
A A A 

= I g (u) (]1S ) (du) • I). I). 
A 

The measure]1S is a linear combination of the IT " j = I, ... ,n . So I). I).J I). 
(]1S )(A\E ) = 0 and I). I). 

I gl).(u) (]1SI).) (du) = J g (u)(\lS )(du) • I). I). 
A E I). 

Let n €N and 1).0'1). € An. Then 
; 

I g (u)]1(du) - I g (u)]1(du) = I g (U)]1(S - S )(du) + I). 1).0 I). I). 1).0 
A A E I). 

+ I (g (u) - g (U»(]1S )(du) + 
I). 1).0 1).0 

E 
I g (U)(]1S )(du)-

1).0 1).0 
E I). I). 

The continuity of S as an operator valued function on A and the uniform I). n 
boundedness of gl). imply 

lim I J g (u)]1(S - S ) (du) I = 0 • 
( ) 0 I). I). 1).0 

P 1).,1).0 -+ E 
I). 

Using (]1S )(V\E ) = 0 we get 
1).0 1).0 

J (gN(U) - g (u»(]1S ) (du) 
u. 1).0 1).0 

E 

(g (u) - g (u»(]1S ) (du) 
I). 1).0 1).0 

I). 

and 
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Hence 

(1) (g (u) - g (u» ().lS ) (du) a aO aO 

and 

(2) = - (u) (}.IS ) (du) • 
a O 

We complete the proof by application of lew~ 9 on (1) and (2), using that 

).lS is a linear combination of the n .• 
a O aOJ 

4.2. Existence of optimal strategies 

o 

In lemma 9 we proved the continuity of gal on AI' SO, if A = A) and A is com­

pact then an optimal strategy exists. If AI + A but if AI is dominating A 
(see [5]) we may restrict our attention to the set AI' which is easier to 

analyse since ga is constant on V for a E AI' To formulate conditions suffi­

cient for Al to dominate A. some new concepts are needed. 

Definition )1. The SMD is called A-aommuniaative if for all a E A and 

j = 1 •••• ,n there is an a l E Al such that n t(E.) > O. a a 1 aJ 

Notice that A-communicativeness is equivalent to communicativeness as defined 

in [5 J if A = V. 

Definition 12. Let a E A and i E {1.2 ••••• n }. The set 
a 

E . := {u E V I Q (u,E .) = I} a1 a a1 

is called the extension of E .• al. 
Notice that E . c E . and that by lemma 2, E • is an invariant set of P • 

a1 a1 al. a 

Lemma 13. Let the SMD be complete (see [5J) and A-communicative. Then A
J 

do­

minates A. 
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Proof. Let a € A. Choose jo such that g 
ajO 

= min g .• The A-communi-
'-1 2 aJ J - , , ••• , na 

cativeness implies the existence of a strategy a l € Al such that 1f I (E . ) >0 • 
a l aJO 

Let C := Eajo and a 2 := aCa l (apply strategy on C and strategy a l outside of 

C). Since 1fa1 I(C) > O,under strategy a 2 = aCa l the system will never reach 

set C and the induced sub-Markov process Q' of P on C is a Markov process. a
2 

a
2 

Further a 2 € Al and by lemma 2, g := Q' g • The invariance of C = E. un-
a 2 a 2 a 2 aJO 

der P implies g (u) = a a
2 

g (u) 
a 2 

g for u € C. Hence 
ajO 

00 

00 

which completes the proof. 

g .• Iv(u) for all u € V , 
aJO 

The following theorem is an extension of theorem 4.9 of [5J. 

Theorem 14. Let the SMD be complete and A-communicative. If A is compact 

then an optimal strategy exists. 

Proof. Let g := inf gal' The compactness of A implies the existence of a 
a€A

I 

o 

sequence {ak } in Al converging to aO E A such that lim g = g. Without loss 
k-1-<X> a k 1 

of generality we may assume that 1f. 
J 

:= lim 1f I(E .) exists for all 
k-1-<X> a k a oj 

j = I, ••• ,n • We have a O 

for all k = 1,2,3, •••• 

As in the proof of theorem 4.9 of [5J we can show that 



where r. 
J 

where t. 
J 

n a
O 

lim 'IT (T r ) '"' 2 a 1 a. a 
~ k k k j=l 

:- 'IT .(T r ) and il oj ilO ilO 

n a O 
lim 'IT a I (Ta 1 ) = I 
k-+<><> k k V j=l 

:= 1T . (T 1 V) • Hence 
ilOJ ilO 

n 
ilO 

L 'IT •• r . 
J J j=l 

g "" .&_----
n a O 
L 

j=l 
'IT •• t. 

J J 

and therefore 

min 
j=l, ••• ,n a O 

r. 

r. 
{..J.} 
t. 

J 

$ g • 
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1T •• r . J 
J J 

'IT •• t . 
J J 

But g = ..J. for J = 
aoj tj 

It2, ••• ,n , which implies that a
O 

min 
j=l, ••• ,n 

eto 

By lemma 13 there is an et € Al such that 

g (u) S 
et 

min 
j=I, •••• n 

The strategy a is optimal. 

4.3. Extensions and remarks 

for all u E V • 

eto 

o 

In subsection 4.2 we derived conditions for the existence of an optimal stra­

tegy. Optimality of some strategy eto implies of course the ~-optimality of 

this strategy for each nonnegative measure ~ on E. Conversely, if eto is ~­

optimal and the SMD is complete, then ilO is optimal ~-almost everywhere, that 
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means g (u) $ g (u), ~-almost everywhere on V for all a € A. See [4J for a a O a 
proof. 

To verify the conditions i-v of this section (section 4), it can be useful I 

to introduce the spaces Band M • w w 
Let w be a positive measurable function on V with inf w(u) > O. The space B 

is the 
f 

- € B. w 

U€V 

space of all complex valued measurable functions f on V such that 

With the norm II f II := f this space is a Banach space. w w 

w 

The space Mw is the space of all measures ~ such that the measure].l defined 
w 

by 

~W(E) = J W(u)].I(du), 

E 

E € L 

is an element of M. With the norm II ~ II := 11].1 II this space is a Banach space. 
W W 

For an application of this idea to inventory problems, see [4J. 

The methods described in this section can also be applied to semi-Markovian 

decision problems. It is sufficient that the average costs can be written as 

the quotient of the expected recurrence costs and the expected recurrence 

time to a fixed set A. 

5. Countable state space 

In this section some results of the preceding one are applied to the case 

where V is countable and L is the a-field of all subsets of V. 

In the next lemma it will be shown that the conditions i), ii), iii), iv), 

and v), stated in section 4, are implied by some simpler ones. 

Lemma 15. Let the following conditions be satisfied. 

a) The functions r are bounded on V for all a € A and the boundedness is 
a 

uniform on A. 
b) There is a metric p on A such that P (u,v) and r (u) are continuous in 

a a 
a for all u,v € V. (Instead of P (u,{v}) we write P (u,v).) 

a a 
c) There is a finite subset A of V such that the sum 
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with B := V\A, exists for all u € V, a € A, and the convergence ~s uni­

form on A for all u € A. 

Then the conditions i), ii), iii), iv), and v) are satisfied. 

For the proof of this lemma we need the following result. 

Lemma 16. Let p be a metric on A such that P eu,v) is continuous as function 
a 

on A, for all u,v € V. Let {f }, a € A be a set of complex valued functions, 
a 

bounded on V uniform on A and let f (u) be continuous in a for all u € V. 
a 

Then (P Gf )(u) is continuous in a for all u € V, G € L. a a 

Proof. Choose u € V, G € L, aO € A. Let £ > O. There is a finite set P such 

that P (u,F) > 1 - £. The continuity of P Cu,F ) implies the existence of 
a O £ a £ 

a 0 > 0 such that P (u,V\F ) < 2£ for all a € A with p(a,aO) < O. We have 
a £ 

and 

(P Gf )(u) = a a I 
G\F 

£ 

P (u,ds)f (s) + 
a a J 

F nG 
£ 

P (u,ds) f· (s) 
a a 

(P Gf ) (u) - (p Gf ) (u) = a a ao ao J P (u,ds) f (s) - J a a 
P (u,ds) f (s) + 

ao a o 

+ J 
F nG 

£ 

G\F 
£ 

(p (u,ds) - P (u,ds»f (s) + a ao a 

The rest of the proof is obvious. 

Now we can g~ve the proof of lemma 15. 

G\F 
£ 

J P (u,ds) (f (s) 
a o a 

F nG 
£ 

- f (s» a o 

o 

Proof of lemma 15. The conditions i) and iii) are direct consequences of the 

conditions a) and c), condition ii) is i~plied by the finiteness of the set 

• 

A (Q is even compact). To prove iv) it is sufficient to prove the continuity 
a 

of Qa(u,E) in a for all u € A, E € LA' This is easily done by using the ex-

pression 

00 
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Namely, condition c) implies that for all £ > 0 there is an integer N such 

that 
<Xl 

n~N (P:BPaAIE)(u) < £ 

for all u € A, a € A, E € EA' The continuity of 

in a follows from lemma 16. The rest of the proof of iv) is straightforward. 

That condition v) is also satisfied can be shown similarly, using the contj­

nuity of r (u) in a. D a 

The following theorem is a direct consequence of lemma 15 and theorem 14. 

Theorem 17. Let the conditions a). b), and c) of lemma 15 be satisfied and 

let the SMD be complete and A-communicative. If A is compact then an optimal 

strategy exists. 

For the case of a countable V we shall relate our results to those of some 

others. Ross [3J and Hordijk [IJ investigate the existence of a stationary 

policy which is average optimal in the class of all policies (Ross) or in 

the class of all Markov policies (Hordijk) of a Markov decision process. If 

only the stationary policies are allowed the Markov decision process corres­

ponds to a complete SMD {(P ,r )}, a € A, where A is the set of all statio-
ex a 

nary policies. The existence of an optimal strategy of this SMD implies the 

existence of a stationary policy which is optimal only in the class of all 

stationary policies. It is important to be consicous of this fact in relat­

ing our results to those of Hordijk and Ross. 

The conditions of Hordijk, in our terminology, are as follows: 

1) the functions r (e) are bounded on V, uniform on A; a 
2) the simultaneous Doeblin condition 1S satisfied: there is a finite set A, 

a pOSe number c, and an integer n such that P~(u,A) ~ c for all u € V, 

a € A; 
3) there is a metric p on A such that A is compact and 
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4) for all u,v e V the functions r (u) and P (u,v) are continuous in a; 
a a 

5) the SMD is comminicative. (The simultaneous Doeblin condition implies 

the quasi-compactness of P for all a E At so we may speak indeed about 
a 

communicativeness.) 

The most striking difference with the conditions of theorem 17 is the simul­

taneous Doeblin condition. Instead of this condition we require condition c) 

of lemma 15: there is a finite set A c V such that the sum 

00 

I (P~B lv)(u) , 
n-O 

where B := V\A, exists for all u E V and a E A, and the convergence is U~~­

form on A for all u e A. 

The simultaneous Doeblin condition implies the convergence of 

uniform on V x A • 

Ross [3J gives the following conditions: 

- for all u E V the set A(u) of all possible actions in u is finite; 

- the functions r (0) are bounded on V, uniform on A; 
a. 

- there exists a state v e V, an integer N > 0, and a sequence of discount 

factors {S }, 0 < 8 < 1, such that lim e = 1 and M (Ra) < N for all 
n n n uv ~n 

U E V, n eN, where M (Ra) is uv p 
n 

v when using the e -discounted 
n 

n-+oo 
the mean time to go from state u to state 

optimal policy RS • 
n 

The finiteness of A(u) makes the compactness and continuity conditions super­

fluous. 

The last condition of Ross states a very strong recurrency. (recurrency to 

a point v E V) for a subset {Re }, n = 1,2, ••• of the set of all stationary 
n 

deterministic policies. This condition quarantees the quasi-compactness of 

the Markov process under policy RS and also RS E Al (only one invariant 
n n 

probability). In condition c) of lemma 15 a weaker recurrency is stated (re-

currency to a set A), but for all strategies a E A. The A-communicativeness 

assumed in theorem 17 implies that AI dominates A. 
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In a set of conditions different from the just mentioned one Hordijk [IJ sec­

tion 5, also requires recurrency to a point. This set of conditions is more 

directly related to the conditions i-v of section 4 of this paper, with V 

countable and A consisting of one point. The conditions guarantee the conti­

nuity of the recurrence costs to A and the recurrence time to A as function 

of cr. The boundedness of r and the quasi-compactness of P is not required. cr cr 
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