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ABSTRACT

Upowing salty groundwater, evaporating completely at the ground surface, leads to the buildup of a

saline boundary layer, usually with solid salt on the surface. The di�usion layer below the surface, if

stable, may grow to a �nite thickness at equilibrium between the upowing salt and downward di�usion.

Because of the di�erent densities of the uids (low fresh water density in the deeper underground and

high salt water density at the boundary layer), gravitation plays a crucial role in the process and

therefore it cannot be disregarded. For the instable case, at a critical Rayleigh number, perturbation

of the system results in fresh-salt �ngering of the boundary layer. The process described above is

mathematically modelled using a scaled, coupled and nonlinear set of partial di�erential equations

for the incompressible uid including a convection-di�usion equation and Darcy's law. In this report

we �rst give an overview of semi-analytical methods to analyse the stability of the boundary layer.

Subsequently we focus on Finite Element (FEM) solutions of the governing equations to validate

numerically the semi-analytical stability bounds. Furthermore, we analyse stability with respect to

several kinds of perturbations.
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1 Introduction

Groundwater evaporates in dessert areas as a result of high surface temperatures and a relative
high soil permeability. This evaporation induces subsurface upow of groundwater. Minerals
(salt), dissolved in water, are transported to the surface. Due to evaporation salts accumulate
at the surface and a salt-layer is formed. Salt at high concentration di�uses towards areas
where the concentration is low. Hence di�usion takes place in the opposite direction of the
upow and a salt-layer is formed (see Figure 1.1).
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evaporation induced by wind and sun

accumulation of salt

Figure 1.1: Transport of water to the surface, accumulation of salts and evaporation of
water at the surface.

The upow is characterised by quite low ow rates, leading to salt-layers (or boundary layers)
of signi�cant thickness. The uid in the horizontal boundary layer di�ers in density from the
uid in the medium below, and the question of the gravitational stability of the boundary
layer arises. From experiments and previous (numerical) simulations (see Wooding et al.
[35]) it appears that the salt layer may be unstable to perturbations of the boundary layer.
These instabilities result in formation of fresh-salt �ngers. This will be a topic in this study.

Since the actual geometry is not generally known, we use a rectangular geometry in which we
consider only upow of water induced by evaporation at the surface (see Figure 2.1). Due to
inhomogeneities and anisotropies in the soil permeability, the concentration of salt may also
vary over horizontal cross sections of the region.

A comparable situation occurs in temperature driven convection in peat-layers. Here the
temperature varies with time due to the day and night cycle. This temperature cycle induces
variation of water density, which in turn gives rise to convective ow in the peat-layer. This is
supported by experimental observations carried out at the Department of Biology and Ecology
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of the University of Groningen (Rappoldt, [24]). Here again we have inhomogeneities and
anisotropies. We suspect that this problem can be formulated in a similar mathematical way.

Some work that has been done on density driven convection in porous media include among
others the rigorous analysis on the onset of instabilities done by Van Duijn et al. [32] and
Homsy and Sherwood [14], physical formulation and (non-equilibrium) built-up of the salt-
layer at the surface by Wooding et al. [35], and an analysis of numerical methods by Frol-

kovi�c et al. [9].

A numerical validation of the stability analysis of Van Duijn et al. [32] is lacking. It is not
clear yet whether the instabilities as predicted by Van Duijn are indeed observed when using
a discretisation method to solve the equations. This is one of the major topics in this study.
Furthermore, Van Duijn et al. [32] analyse ideal initial (single sinusoidal) perturbations only.
Insight into stability with respect to more general initial perturbations is lacking presently.
We try to gain more insight into the inuence of the di�erent perturbations as well.

The organization of this thesis is as follows. In Chapter 2 we derive the governing equations
for salt transport and the primary pro�le solution is de�ned. In Chapter 3 we consider
the stability of the primary pro�le. Therefore we apply three semi-analytical methods: the
linearised stability method and the energy method with two distinct constraints. Both the
nonzero-upow and zero-upow as well as the in�nite and the �nite cases are discussed. These
semi-analytical methods result in stability-curves, which separate the stable and the unstable
states. This chapter gives an overview of mathematical tools and semi-analytical results. In
Chapter 4 we use an alternative approach to analyse the stability of the primary pro�le: the
Finite Element Method. We discretize the governing equations of salt transport and determine
the stability-curves indirectly via a stability-criterion applied to numerical solutions. Chapter
5 summarizes the results and recommendations for further research are made. In Appendix
A we derive the primary pro�les for aquifers of �nite depth, with and without an existing
upow. Appendix B gives a general solution of the initial stream function for more general
perturbations and �nally in Appendix C we present the onset of instabilities in the form of
cross-sections of the aquifer.
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2 Equations for salt transport

In this chapter the equations for salt transport in a porous medium are derived. These macro-
scale equations are based on two fundamental principles: mass conservation (of both uid and
salt), discussed in Section 2.1, and momentum conservation of the uid, discussed in Section
2.2. For the derivation we follow earlier work of Van Duijn et al. [32] and Schotting

[25]. In Section 2.3 the Oberbeck{Boussinesq approximation is introduced. Furthermore the
equations are scaled to obtain a dimensionless setting. In Sections 2.4 and 2.5 we discuss two
methods to reduce the coupled set of three dimensionless equations into two coupled equations.

2.1 Conservation of mass

We consider two dimensional salt transport in a rectangular domain of height H [m] and
length L [m] which is
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accumulation of salt
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ex

Figure 2.1: The domain 
 in which salt transport takes
place. The salty groundwater ows in the op-
posite direction of the gravity vector.

occupied by a porous
medium of constant
porosity � [-]. The ow
domain is denoted by

 =

�
(x; z) : 0 < x <

L; 0 < z < H
	
, where

x and z are respectively
the horizontal and ver-
tical co-ordinates. The
vertical coordinate is
directed downwards,
see Figure 2.1. We
consider the case of
a porous medium in
which initially a uid
resides with density
�r. Further, we have
outow along the horizontal upper and lower boundary, dictated by a constant evaporation
rate E [m/s].

The uid mass balance equation in a porous medium has the form

�
@�

@t
+r � (�q) = 0 ; (2.1)

where � [kg/m3] denotes the uid density, q [m3/(m2s)] the speci�c discharge or Darcy volume
ow rate vector and t [s] the time. Source and sink terms are omitted in (2.1). Equation (2.1)
is also known as the continuity equation.
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The salt mass balance is given by

�
@(�!)

@t
+r � (�!q+ J) = 0 ; (2.2)

where J denotes the dispersive mass ux vector and ! the salt mass fraction. The salt mass
fraction ! [kg/kg] is de�ned as the salt mass concentration c [kg/m3] divided by the uid
density � [kg/m3]. In analogy with di�usive mass transport, the dispersive mass ux J is
assumed to have the form of Fick's law,

J = ��Dr! ; (2.3)

which indicates a linear proportionality between dispersive mass ux and the salt mass fraction
gradient. In (2.3), D = (Dij) denotes an appropriately-de�ned symmetric tensor, generally
referred to as dispersion matrix, where i; j 2 f1; 2g denote the indices of the entries in the
matrix. For mathematical convenience we use in this paper the approximation

Dij = DÆij ;

where D is a positive constant and Æij denotes the Kronecker Æ. In fact, the analogy between
Fick's law and the dispersive mass ux equation is a hypothesis in this research, motivated
by experimental and theoretical dispersion research which started some decades ago. For an
overview we refer to Bear [1].

Several physical phenomena, such as thermal expansion, pressure compressibility and volume
changes due to high salt content, can a�ect the uid volume, and thereby its density. The
empirical relation between these variables is given by the equation of state

� = �(T; p; !) = �0e
�T (T�T0)+�p(p�p0)+�! ;

where �0 = �(T0; p0; 0) (a reference density), and where �T and �p respectively denote the
thermal expansion and the compressibility coeÆcient. For salt (NaCl) dissolved in fresh water,
the constant coeÆcient � is approximately ln 2. Under isothermal and isobaric conditions,
and disregarding uid volume changes due to small pressure variations, the equation of state
reduces to

� = �fe
�! ; (2.4)

in which �f is the density of fresh water.

2.2 Conservation of momentum

The uid momentum balance equation for an isotropic porous medium is given by

�

�
q+r�p� g�rz

�� (�� �r)gez = 0 ; (2.5)

where p [N/m2] is the pressure, g [m/s2] denotes the gravity constant, � [m2] is the intrinsic
permeability and � [kg/(sm)] is the dynamic uid viscosity, while �r is the density when a
background (ambient) salinity is present. The constant �r is also referred to as the density
of the uid in \natural circumstances". Further, the unit vector ez is directed downwards,
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2. Equations for salt transport

see Figure 2.1. Equation (2.5) expresses a balance between the driving forces due to gravity
and uid pressure gradients, i.e. �(rp+�gez), and the ow resistance force at the uid-solid
interfaces, expressed by (�=�)q. The momentum balance equation (2.5) is known as Darcy's
law.

Combining equations (2.1), (2.2) and (2.3) gives

��
@!

@t
+ � q � r! = r�� Dr!� : (2.6)

Combination of the equation of state (2.4) with (2.6) and D 6= D (x; �) gives

�
@�

@t
+ q � r� = D�� ; (2.7)

where � denotes the Laplacian r2. Summarizing we get the following set of unscaled equa-
tions:

(P1)

8>>>>>><>>>>>>:

�
@�

@t
+ q � r� = D�� ;

�
@�

@t
+r � (�q) = 0 ;

�

�
q+r(p� g�rz)� (�� �r)gez = 0 :

System (P1) is solved in 
 =
�
(x; z) : 0 < x < L; 0 < z < H

	
for t > 0 (see Figure 2.1).

Along the upper boundary we prescribe the density and ow corresponding to a \dry lake
bed", with a suÆcient rate of evaporation E [m/s] to remove all free surface water and a rapid
buildup of salt at the surface. The maximum density along the outow boundary, denoted by
�m, is reached instantaneously for t � 0, close to the starting time of the ow process. This
means that

�(x; 0; t) = �m ; (2.8a)

and

q(x; 0; t) = q(x;H; t) = �E ez ; (2.8b)

for 0 < x < L and t > 0. Because of the �nite geometry, we have to prescribe the density of
the uid along the lower boundary as well. We assume

�(x;H; t) = �r ; (2.8c)

for 0 < x < L and t > 0. Furthermore we assume that the vertical boundaries are imperme-
able, i.e.

@�

@x

����
x=0;L

= 0 ; (2.8d)

for 0 < z < H and t > 0. Moreover, at these boundaries we have the no-ow condition:
n � q = 0. We will investigate the stability of the solution that corresponds to the \natural"
initial state in which the density is equal to �r, i.e.

�(x; z; 0) = �r in 
 : (2.8e)

In the next section we introduce the Oberbeck{Boussinesq approximation to obtain a simpli-
�ed set of equations. Furthermore we scale the equations to obtain a dimensionless setting.
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2.3 The Oberbeck{Boussinesq approximation

In this section we introduce the Oberbeck{Boussinesq approximation (sometimes called
Boussinesq approximaton). It is shown in this section that this approximation results in
the incompressibility condition

r � q = 0 : (2.9)

Equation (2.9) is justi�ed as follows. We introduce the saturation u [-]

u =
�� �r
�m � �r

; with 0 � u � 1 ; (2.10)

where �m denotes the maximum density at the outow boundary. Let " =
�m � �r
�r

be the

relative density di�erence. With the de�nition of ", equation (2.10) can be rewritten in the
following form

� = �r(1 + u") : (2.11)

Substitution of (2.11) into the uid mass-balance equation (P1)2 yields

"�
@u

@t
+ (1 + "u)r � q+ "q � ru = 0 : (2.12)

Now assuming " � 1, we �nd the incompressibility equation (2.9). Seawater, for example,
has a relative density di�erence of approximately 1

40 . The Boussinesq approximation states
that the density � can be taken as a constant except that the vital buoyancy term is retained
in the momentum equation. See for instance Boussinesq [2] and Oberbeck [22].

We can de�ne a dimensionless vector q� proportional to volume ow rate from

q� =
q

uc
; with uc =

(�m � �r)g�

�
; (2.13)

where uc is the scale for gravitational convective ow rate, i.e. maximal shearow between
uids with densities �m and �r (see De Josselin De Jong [7]). We choose dimensionless Carte-
sian coordinates (x�; y�; z�) with origin in the surface and z� directed vertically downwards.
These coordinates are scaled to the thickness of the equilibrium boundary layer Æ = D =E ,
where E is the rate of throughow, or, equivalently, the evaporation rate:

x� := x=Æ ; y� := y=Æ ; z� := z=Æ : (2.14a)

The corresponding scale for dimensionless time t� is given by �D =E 2 , i.e.

t� = t
E
2

�D
= t

D

�Æ2
: (2.14b)

The length L and depth H are accordingly scaled to

L� := L=Æ ; H� := H=Æ ; (2.14c)

6



2. Equations for salt transport

which imply the scaled domain 
� =
�
(x�; z�) : 0 < x� < L�; 0 < z� < H�	. We will

consider L and H large (and hence L� and H�) to model a semi-in�nite ow domain in which
gravitational instabilities arise due to a high salt concentration along the upper boundary.
Finally we introduce the scale for the pressure p as

p� =
p� �rgÆz

�

(�m � �r)gÆ
: (2.14d)

When we apply the scaling (2.14) to (P1) and omit the asterisk in the notation, we arrive at
the following scaled equations

(P2)

8>>>>><>>>>>:

@u

@t
+Ra

�
q � ru� = �u ;

r � q = 0 ;

q+rp� uez = 0 ;

subject to

(IBC)

8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:

u(x; z; 0) = 0 ; (x; z) 2 
 ;

u(x; 0; t) = 1 ; 0 < x < L ; t > 0 ;

u(x;H; t) = 0 ; 0 < x < L ; t > 0 ;

@u

@x

����
x=0;L

= 0 ; 0 < z < H ; t > 0 ;

q(x; z; t) = � E

uc
ez ; z 2 f0;Hg ; 0 < x < L ; t > 0 ;

n � q(x; z; t) = 0 ; x 2 f0; Lg ; 0 < z < H ; t > 0 :

System (P2) is solved in the dimensionless domain 
 =
�
(x; z) : 0 < x < L; 0 < z < H

	
for

t > 0. Equation (P2)1 involves the Rayleigh number Ra = ucÆ=D as dictated by the physical
parameters of the system. It can be written equivalently as

Ra =
ucÆ

D
=

(�m � �r)g�

�E
=
uc
E
:

From this it follows that the Rayleigh number Ra is proportional to E
�1 .

There are two approaches that reduce (P2) to more tractable forms. Because the ow satis�es
(P2)2, one can introduce a stream function 	 according to

q = curl	 :=

�
�@	
@z

;
@	

@x

�T

; (2.15)

see also Chian Hong et al. [5]. The introduction of a streamfunction involves the elimination
of the pressure p. This approach has turned out to be the most suitable method for two
dimensional domains. Alternatively, the pressure formulation involves the elimination of q to
give di�erential equations for p and u. In the next two sections we discuss both methods as
well as the boundary conditions according to the two di�erent methods.

7
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2.4 The pressure formulation

From Darcy's law (P2)3 we have

q = �rp+ uez ; in 
 : (2.16)

Substituting (2.16) in (P2)1 and (P2)2 yields

(P3)

8>><>>:
@u

@t
+Ra (uez �rp) � ru = �u ; with (x; z; t) 2 
� IR+ ;

�p =
@u

@z
for (x; z) 2 
 :

Besides the initial and boundary conditions (2.8) for the saturation u, we need two boundary
conditions for the pressure p. By a continuity argument we assume that q = �(E=uc)ez
= �Ra�1ez at both the upper boundary and the lower boundary. With the help of (2.16) we
�nd two Neumann boundary conditions:

rp��
z=0;H

=

�
u
��
z=0;H

+
1

Ra

�
ez : (2.17)

Above Neumann conditions (2.17) and (P3) imply that the pressure p is determined up to a
constant. In this research we will not pursue this approach as will be explained in the next
section.

2.5 The stream function formulation

By introducing a stream function, the pressure p, and thus the Neumann conditions, is elimi-
nated. As a consequence we get two Dirichlet conditions for the stream function instead, which
is more favourable in view of numerical computations. Hence for this reason we abandon the
pressure approach as discussed in the previous section.

Our starting point is the Darcy equation (P2)3 together with (P2)2 and boundary conditions
q = �Ra�1ez on z = 0;H and n � q = 0 on x = 0; L. First we substract the trivial solution
to make the boundary conditions homogeneous. Setting q0 := q + Ra�1ez, we arrive at the
set of equations:

(P4)

8>>>><>>>>:
u0ez = q0 +rp0 ; in 
 � IR2 ;

r � q0 = 0 ; in 
 ;

q0 � n = 0 ; for (x; z) 2 @
 ;

with u0 = u + Ra�1 and p0 = p + z=Ra . Here n denotes the unit normal directed out of 
.

We de�ne IL2(
) :=
�
L2(
)

	2
. According to Theorem 1.4 of Temam [31], the space IL2(
)

can be decomposed in a direct sum of a space H(
) and its orthogonal complement H?(
),
i.e. IL2(
) = H(
)�H?(
), with

H(
) :=
�
u 2 IL2(
) : r � u = 0 in D 0(
)

	
;

H?(
) :=
�
u 2 IL2(
) : 9P 2 H1(
); u = rP in D 0(
)

	
:

8



2. Equations for salt transport

Since Ra�1 < u0 < 1 + Ra�1 and 
 is bounded, we have that u0 2 L1(
) and hence u0ez 2
IL2(
). Thus there exist a u(1) 2 H(
) and a u(2) 2 H?(
) such that u0ez = u(1) + u(2).
Moreover, r � u(1) = 0 in D 0(
) and there exists a P 2 H1(
) such that u(2) = rP .
Note that P is uniquely de�ned up to a constant. In other words, when we set q0 := u(1)

and p0 := P , then (P4) is satis�ed almost everywhere in 
. We de�ne H1
0(
) :=

�
 2

L2(
) : r 2 IL2(
);  
��
@


= 0
	
. Following Proposition 1.3 of Appendix I in Temam

[31], we have curlH1
0(
) = H(
), where the curl of a scalar must be understood in the

sense that curl := (�@ =@z)ex + (@ =@x)ez. When we combine these results we have
IL2(
) = curlH1

0(
) �H?(
) and hence this guarantees the existence of a streamfunction
	0 2 H1

0(
) such that q0 = curl	0. When we take the curl of (P4)1, where the curl of a vector
must be understood in the sense that curl q0 = @q0x=@z � @q0z=@x, then the streamfunction 	0

is a weak solution of the Poisson equation8><>:
�	0 =

@u0

@x
; in 
 ;

	0 = 0 ; for (x; z) 2 @
 ;

i.e. Z



(r	0 � u0ez) � r' = 0 ; 8' 2 H1
0(
) :

In general, above results are valid when the domain 
, and in particular the boundary @
,
satisfy some regularity conditions, i.e. the boundary @
 for example, must be smooth in a
certain sense. Since our domain 
 is rectangular, we have that the boundary is at most of
class C and hence the smoothness condition for @
 must be weakened. One can prove that
above results are valid for domains for which the boundary @
 is locally Lipschitz, see Temam
[31].

Finally we have

q = q0 �Ra�1ez = curl	0 �Ra�1ez = curl	 ; (2.18)

with 	 = 	0 � x=Ra . Problem (P2) now reduces to

(P5)

8>>><>>>:
@u

@t
+Ra

�
@	

@x

@u

@z
� @	

@z

@u

@x

�
= �u ; for (x; z; t) 2 
� IR+ ;

�	 =
@u

@x
; in 
 :

In (P5) the functions u and 	 are unknown. We solve problem (P5) with boundary conditions
for u = u(x; z; t) and 	 = 	(x; z; t)

9
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(BC)

8>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>:

@u

@x
= 0 ; x 2 f0; Lg ; 0 � z � H ; t > 0 ;

u(x;H; t) = 0 ; 0 � x � L ; t > 0 ;

u(x; 0; t) = 1 ; 0 � x � L ; t > 0 ;

	(x; 0; t) = � x

Ra
; 0 � x � L ; t > 0 ;

	(x;H; t) = � x

Ra
; 0 � x � L ; t > 0 ;

	(L; z; t) = � L

Ra
; 0 � z � H ; t > 0 ;

	(0; z; t) = 0 ; 0 � z � H ; t > 0 ;

and initial condition

u(x; z; 0) = 0 ; (x; z) 2 
 : (2.19)

Note that for a three-dimensional domain one might better use the pressure formulation as
given in Section 2.4.
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3 Stability criteria for the di�u-

sion layer: a summary of semi-

analytical methods

In this chapter we give a summary of stability criteria for the di�usion layer. We consider the
following cases: �rst we analyse the case for which a uniform upow in a semi-in�nite aquifer
exists; then we analyse the zero-upow case for both a semi-in�nite and a �nite aquifer. In
the �rst section we introduce the primary pro�le and the perturbation equations for the semi-
in�nite case in presence of a uniform upow. For the analysis of these perturbation equations
we follow Van Duijn et al. [32]. They employ both the method of linearised stability (Section
3.2) and the energy method for two di�erent constraints (Section 3.3). In Section 3.4 we
de�ne the primary pro�le in absence of a uniform upow for both the semi-in�nite and the
�nite case. The corresponding perturbation equations are analysed with both the method of
linearised stability and the energy method.

3.1 Stability of the saline boundary layer in a semi-in�nite

aquifer with uniform upow

To analyse stability, we need a reference state. This base state is called the primary pro�le
and corresponds to the situation of a constant and uniform upow. Stability is analysed by
considering perturbations of the primary pro�le, the velocity �eld and the pressure �eld, both
corresponding to the primary pro�le. We start with the determination of the primary pro�le,
thereby assuming that system (P2) is also valid for semi-in�nite domains.

3.1.1 The primary pro�le

We analyse (P2) for the three-dimensional half space 
 = f(x; y; z) : �1 < x; y < 1; z >
0g with boundary conditions u(x; y; 0; t) = 1, q(x; y; 0; t) = �Ra�1ez and initial condition
u(x; y; z; 0) = 0. We consider the primary pro�le as a one dimensional object where the ow
is uniform upwards, q = �Ra�1ez =: q01, and u = u(z; t) only. This results in the initial and
boundary value problem:

(P6)

8>>>>><>>>>>:

@u

@t
� @u

@z
=
@2u

@z2
; 0 < z <1 ; t > 0 ;

u(z; 0) = 0 ; 0 < z <1 ;

u(0; t) = 1 ; t > 0 ;

11
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and the solution is given by (see Wooding et al. [35] for the derivation)

u(z; t) =
1

2
e�z erfc

�
z � t

2
p
t

�
+
1

2
erfc

�
z + t

2
p
t

�
: (3.1)

Note that u(z; t)! e�z as t!1. We call this solution the primary pro�le and from now on
it is denoted by u01(z; t). The superscript refers to the fact that the pro�le is primary. The
subscript refers to the fact that the domain is unbounded in z (0 < z <1).

In the analysis carried out in the next sections, we denote the Rayleigh number by R. This is
to distinguish between R as eigenvalues in the analysis and its value Ra for an actual physical
system.

3.1.2 Perturbation of the primary pro�le

To investigate the stability of the primary pro�le u01 as de�ned in the previous section we set

u = u01 + eu ; q = q01 + eq ; p = p01 + ep ; (3.2)

with eq = (eqx; eqy; eqz). Here the tildes denote perturbations with respect to the unperturbed
ow. Furthermore, q01 = �Ra�1ez and p01 denote respectively the primary velocity �eld
and pressure corresponding to the unperturbed case. The pressure p01 can be calculated by
direct integration of Darcy's law with u01 and q01. On the basis of experimental observations
of early instabilities, we assume that the perturbations are periodic in the horizontal (x; y)-
plane. Clearly they satisfy homogeneous conditions along the outow boundary and at large
depth. In particular, eu = eqz = 0 at z = 0;1 : (3.3)

Because of the assumed (x; y)-periodicity, we may restrict the analysis of the perturbation
equations to the periodicity cell V, given by

V :=
�
(x; y; z) : jxj < �=ax; jyj < �=ay; 0 < z <1	 : (3.4)

Here ax and ay are the, yet unspeci�ed, horizontal wave numbers. Let

� :=
q
a2x + a2y : (3.5)

Substituting (3.2) in (P2) and writing R for Ra yields

(P7)

8>>>>><>>>>>:

@eu
@t
� @eu
@z

+Reqz @u01
@z

+Req � reu = �eu ;
r � eq = 0 ;

eq+rep� euez = 0 ;

in 
 and for t > 0. As in Lapwood [19] we note that (P7)2 and (P7)3 can be combined into a
single equation relating eqz and eu. Operating on (P7)3 twice the curl, using (P7)2, we obtain

�eqz = �2eu ; in 
 ; (3.6)

where �2 := @2=@x2 + @2=@y2 denotes the horizontal Laplacian. This expression will play
a crucial role in the stability analysis carried out in Sections 3.2 and 3.3.2. In the following
sections we outline two methods for analysing (P7): the linear stability theory and nonlinear
stability methods.

12



3. Stability criteria for the di�usion layer: a summary of semi-analytical methods

3.2 Linear stability analysis

In the method of linearised stability one disregards the higher order terms in (P7)1, i.e. we
set Req � reu = 0. This serves as a good approximation when the perturbations are small. We
consider the approximate linear saturation equation

(L1)

8><>:
@eu
@t
� @eu
@z

+Reqz @u01
@z

= �eu ;
�eqz = �2eu ;

in 
 and for t > 0. We seek nontrivial solutions of (L1), subject to the homogeneous boundary
conditions (3.3). In case of a stationary primary pro�le one looks for solutions having an
exponential growth rate in time. Since here, the primary pro�le depends on time as well,
such a construction is only possible under the assumption that the rate of change of the
primary pro�le is small compared with the growth rate of in�nitesimal perturbations. This
assumption is called the frozen pro�le approach. Hence, for given t > 0, we consider instead
of (L1)1 the approximate equation

@eu
@�

� @eu
@z

+Reqz @u01
@z

(t; z) = �eu ; for (x; z; �) 2 
� IR+ : (3.7)

Now t appears as a parameter in the equation. Applying the (x; y)-periodicity, taking � as
the exponential growth rate and setting

feu; eqzg = [fU(z); V (z)g] exp (�� + i(axx+ ayy)) ; (3.8)

we �nd from (L1) the coupled set of second order equations

(L2)

8>>>><>>>>:
RV @u

01
@z

(t; z) =

�
d2

dz2
+

d

dz
� �2 � �

�
U ;�

d2

dz2
� �2

�
V = ��2U ;

for z 2 IR+. Considering only bounded solutions for all x; y 2 IR, we require that ax and
ay are real, and hence the overall wavenumber � is real. If � > 0, the perturbations of the
form (3.8) grow with time, i.e. we have instability. For � = 0 we have neutral stability: the
perturbations are independent of time. We de�ne the following di�erential operator

L�(�) :=
�
d 2

dz2
+

d

dz
� �2 � �

�
ÆL (�) with L (�) :=

�
d 2

dz2
� �2

�
(�) :

Eliminating U in (L2) yields the fourth order eigenvalue problem for V :

(L3)

8>>>>><>>>>>:
L�V = ��2R@u

0
1

@z
(t; z)V ; z 2 IR+ ;

V (0) = V 00(0) = 0 ;

lim
z!1V (z) = 0 :

The second condition in (L3)2 follows directly from (L2)2. Here again, limz!1 V (z) = 0
implies that all derivatives vanish as z !1.

13
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The equilibrium case

First we consider the equilibrium case (t ! 1). Since u01 ! e�z as t ! 1, the eigenvalue
problem reduces to

(L4)

8>>>><>>>>:
L�V = �2R e�zV ; for z 2 IR+ :

V (0) = V 00(0) = 0 ;

lim
z!1V (z) = 0 :

The solution of (L4) can be expressed as a Frobenius expansion in terms of e�z as done by
Wooding [34]: i.e. we expand

V (z) =

1X
n=0

Rn
�
A(1)
n ec1z +A(2)

n ec2z
�
e�nz (3.9a)

= A
(1)
0 V (1) +A

(2)
0 V (2) ; (3.9b)

where A
(1)
n and A

(2)
n are arbitrary constants. Substituting (3.9a) in (L4)1 and grouping the

coeÆcients by \powers"yields�
c21 + c1 � �2 � �

�
(c21 � �2)A

(1)
0 ec1z+

1X
n=1

�
(c1 � n+ 1)(c1 � n)� �2 � �)((c1 � n)2 � �2)

�
A(1)
n Rne(c1�n)z+

�
c22 + c2 � �2 � �

�
(c22 � �2)A

(2)
0 ec2z+

1X
n=1

�
(c2 � n+ 1)(c2 � n)� �2 � �)((c2 � n)2 � �2)

�
A(2)
n Rne(c2�n)z =

1X
n=1

�2A
(1)
n�1Rne(c1�n)z +

1X
n=1

�2A
(2)
n�1Rne(c2�n)z :

Here c1 and c2 are the negative roots of the indicial equation; i.e.

c1 = �� ; and c2 = �1

2
�
r
1

4
+ �2 + � :

The subsequent terms of the series are determined by the recurrence relations

A
(i)
k

A
(i)
k�1

=
�2�

(ci � k + 1)(ci � k)� �2 � �
��
(ci � k)2 � �2

� ;
where i = 1; 2 and k = 1; 2; � � � . When the boundary conditions (L4)2 are applied to (3.9b),

the constants A
(1)
0 and A

(2)
0 are found to be non-zero if and only if the characteristic equation

�(z) := det

0B@ V (1) V (2)

d2V (1)

dz2
d2V (2)

dz2

1CA = 0
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Figure 3.1: Estimates involving lowest eigenvalueR1 versus wavenumber � for the equi-
librium boundary layer. Linearised stability theory using Jacobi{Davidson
numerical method (solid curve) and Frobenius expansions (crossed points)
(After Van Duijn [32]).

is satis�ed at z = 0. From �(0) = 0 one �nds, for given � > 0 and � > �1
4��2 (seeWooding

[34]), the eigenvalues fRn(�;�)g1n=1 satisfying R1 < R2 < � � � . Truncating after 10-15 terms
in the series expansion of the solution, Wooding obtained a satisfactory approximation of the
lowest eigenvalues R1(�; 0). It is shown by Van Duijn et al. [32] that for � > 0 (unstable
regime)

R1(�; 0) < R1(�;�) ;

and for � < 0 (stable regime)

R1(�; 0) > R1(�;�) :

Here stable regime means stability in the framework of the linearized stability. The proof
of this fundamental property is similar to the one discussed in Section 3.4.1. In Figure 3.1
point values of the lowest eigenvalue R1(�; 0) versus wave number � have been plotted as
crosses, showing excellent agreement with the solid curve. This is the numerical solution of
the fourth order eigenvalue problem (L3) with limt!1 u01 = e�z using the Jacobi{Davidson
method (see Sleijpen & van der Vorst [29] and Fokkema, Sleijpen & van der Vorst [8]).
This is explained in the next paragraph where we treat the time-dependent case. Van Duijn

et al. [32] �nd

RL := min
�>0

R1(�; 0) = R1(�c) = 14:35 for �c = 0:759

approximately.

15



Stability analysis for a saline boundary layer formed by uniform upow using Finite Elements

Time-dependent case

To study the instability of the growing boundary layer we return to eigenvalue problem
(L3). Clearly now, the eigenvalues depend on t as well. For a given wave number � >
0 and time t > 0, let RL(�; t) denote the smallest positive eigenvalue. Because @u01=@z
cannot be expressed in terms of simple decaying exponentials with t as parameter, the semi-
analytical Frobenius method cannot be used here to determine the stability curves f(�;R) :
� > 0; R = RL(�; t)g. Van Duijn et al. [32] employ the Jacobi{Davidson method to �nd
accurate numerical approximations for the eigenvalues. These results are shown in Figure
3.2, where the dashed curves indicate the lowest eigenvalue R1(�; t) for increasing values of
t. Note that these curves essentially move downwards, except for large � and t. For t ! 1
convergence towards the equilibrium curve R1(�) is attained (see Figure 3.1). The curve
connecting the minima is shown as a short-dashed curve.

0
1 3

50

40

20

10

30

�

2

t = 0:05

0:2

103

0:5

0:1

1

1

R
1
(�
;t
)

Figure 3.2: Solid curve: Lowest eigenvalue R1 for equilibrium layer according to small
perturbation theory. Dashed curves: Estimate of R1 prior to equilibrium,
treating time as parameter. Numerical values are calculated by Jacobi{
Davidson method. Shorter-dashed curve traces minima of R1 with increas-
ing t > 0 (After Van Duijn [32]).

3.3 Nonlinear stability analysis

In the energy method one estimates the time derivative of the L2-norm of the saturation
perturbation (see Straughan [30]). In particular, the aim is to �nd the largest Rayleigh
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3. Stability criteria for the di�usion layer: a summary of semi-analytical methods

number for which 1

d

dt

Z
V

eu 2 < 0 for all t > 0 : (3.10)

The value of R for which this inequality is satis�ed depends on the wave number � and since
u01 = u01(z; t), on time t. Once (3.10) is satis�ed, we often have asymptotic stability, i.e.Z

V

eu 2 ! 0 as t!1 : (3.11)

Proposition. The L2-norm of the velocity perturbation eq is bounded by the L2-norm of eu.
Proof. Inner product of (P7)3 with eq and subsequent integration of the result over V and
using (P7)2 yields Z

V

jjeqjj2 � Z
V

eu eqz = 0 : (3.12)

Using the inequality eu eqz � 1
2(eu 2 + eq 2z ) we �ndZ

V

jjeqjj2 � 1

2

0@Z
V

eu 2 +

Z
V

eq 2z
1A � 1

2

Z
V

eu 2 +
1

2

Z
V

jjeqjj2 :
Thus Z

V

jjeqjj2 � Z
V

eu 2 ; (3.13)

and hence

vuutZ
V

jjeqjj2 �vuutZ
V

eu 2, which proves the assertion.

To investigate (3.10) we multiply (P7)1 by eu and integrate over V. SinceZ
V

@eu
@z
eu = 1

2

Z
V

@eu 2

@z
=

1

2

Z
A

heu 2
i1
z=0

= 0 ;

with A :=
�
(x; y) : jxj < �=ax; jyj < �=ay

	
and, using (P7)2,Z

V

�eq � reu� eu = 1

2

Z
V

eq � reu 2 =
1

2

Z
V

r � (eq eu 2)� 1

2

Z
V

(r � eq) eu 2 =
1

2

Z
@V

(eq eu 2) � n = 0 ;

where n denote the unit normal directed out of V, we �nd the identity

d

dt

1

2

Z
V

eu 2 = �
Z
V

jjreujj2 �RZ
V

eu eqz @u01
@z

: (3.14)

1In writing integrals over the periodicity cell V and over the horizontal cross section A of V, as well as over
the domain 
, we omit in�nitesimal volume and area elements.
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Hence if R is chosen such that the right-hand side of (3.14) is negative for all perturbations
satisfying a given constraint, stability is guaranteed. In the following Subsections we discuss
two di�erent constraints. In the �rst constraint we consider perturbations satisfying (P7)2
and (3.12), which is the integrated Darcy equation. In the second constraint, we consider
perturbations satisfying the di�erential equation (3.6).

3.3.1 The energy method with integral constraint

The approach described in this section is a modi�cation of the one used by Homsy and

Sherwood [14]. Whereas they consider a stationary primary pro�le only, we are in a position
to deal with the time evolution of the primary pro�le as well.

Our starting point is equation (3.14) with (3.12) and we consider the following maximum
problem

1

R = sup
(eu;eq)2H1

�
Z
V

eu eqz @u01
@zZ

V

jjreujj2 (3.15)

with H1 :=
�
(eu; eq) : reu 2 IL2(V); eu and eq periodic with respect to V; eu = 0; eq = 0 at z =

0;1 and r � eq = 0;
R
V jjeqjj2 = RV eu eqz	.

We consider the functional

J1(eu; eq) = Z
V

jjreujj2 +RZ
V

eu eqz @u01
@z

+ �

Z
V

�jjeqjj2 � eu eqz	+ Z
V

�r � eq ; (3.16)

where � (constant in space) and � are Lagrange multipliers. The Euler{Lagrange equations
follow from setting the �rst variation of this functional equal to zero, i.e.

ÆJ1 =
d

d�
J1(eu+ �'; eq+ � )

���
�=0

= 2

Z
V

reu � r'+R
Z
V

�
@u01
@z

euez� �  
+R

Z
V

�
@u01
@z

eqz�'+ 2�

Z
V

eq �  � �

Z
V

eqz'� �

Z
V

(euez) �  +

Z
V

�r �  = 0 ; (3.17)

for all '; satisfying ' = 0 and  = 0 at @V. Since ' and  can be varied independently
we deduce from (3.17) two equations. Using Green's �rst identityZ

V
reu � r' =

Z
@V

('reu) � n� Z
V
'�eu = �

Z
V
'�eu (3.18)

and applying the Gauss theoremZ
V

�r �  =

Z
V

r � (� )�
Z
V

(r�) �  =

Z
@V

(� ) � n�
Z
V

(r�) �  = �
Z
V

(r�) �  (3.19)
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we �nd

(E1)

8>>>>>>>>><>>>>>>>>>:

�2�eu+R@u01
@z

eqz � �eqz = 0 ;

2�eq�r� +R@u01
@z

euez � �euez = 0 ;

r � eq = 0 and

Z
V

jjeqjj2 = Z
V

eu eqz :
Rede�ning eq :=

pR
�
eq and setting

� =
R
�2

and p = �1

2

�pR� ;

gives

(E2)

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

pR
2

�
1

�
� �

@u01
@z

� eqz +�eu = 0 ;

pR
2

�
1

�
� �

@u01
@z

� euez � eq�rp = 0 ;

r � eq = 0 ;Z
V

jjeqjj2 = pR
�

Z
V

eu eqz :
Note that the parameter � is �xed by the additional constraint (E2)4. Later we show that
this choice maximises the eigenvalue

pR. Further note that (E2)2 has a structure similar to
Darcy's law.

Operating twice the curl on (E2)2, (E2)2 and (E2)3 can be combined to give

�eqz = pR
2

�
1

�
� �

@u01
@z

�
�2eu ; (3.20)

where �2 :=
@2

@x2
+

@2

@y2
. Further, taking the inner-product of (E2)2 with eq, integrating the

result over V, and using (E2)4 yields the useful identity

�2 =

�
Z
V

eu eqz
Z
V

@u01
@z

eu eqz : (3.21)

Finally, multiplying (E2)1 by eu, integrating the result over V, and using (3.21) givesZ
V

jjreujj2 = pR
�

Z
V

eu eqz : (3.22)
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Introducing the periodicity, i.e.�eu; eqz	 = h�U(z); V (z)	i exp (iaxx+ iayy) ; (3.23)

and setting eu := eu=�, with � given by (3.5), we �nd from (E2)1 and (3.20) the equations

LU + �

pR
2

�
1

�
� �

@u01
@z

�
V = 0 ; (3.24a)

L V + �

pR
2

�
1

�
� �

@u01
@z

�
U = 0 ; (3.24b)

for z 2 IR+ and L (�) =
�
d2

dz2
� �2

�
(�) as before. Note that in these equations t appears

as a parameter through the primary pro�le. We seek non-trivial solutions subject to the
homogeneous boundary conditions (3.3) and the constraint (3.21).

As a �rst observation we note that (3.24a), (3.24b) and the boundary conditions imply U = V .
Hence we are left with the second order boundary value problem

(E3)

8>><>>:
LU + �

pR
2

�
1

�
� �

@u01
@z

�
U = 0 ; z 2 IR+ ;

U(0) = U(1) = 0 ;

subject to the constraint

�2 =

�
1Z
0

U2dz

1Z
0

@u01
@z

U2dz

: (3.25)

Identity (3.22) rewrites into

1Z
0

�
dU

dz

�2

dz =

 
�
pR
�

� �2

! 1Z
0

U2dz : (3.26)

This expression and equation (E3)1, using
@u01
@z

! 0 as z !1, imply that nontrivial bounded

solutions exist only in the parameter range

1 <

pR
��

< 2 : (3.27)

In the analysis below we con�ne ourselves to the equilibrium case where u01 is a simple
decaying exponential: i.e. the equilibrium case u01(t)! exp (�z) as t!1. Introducing the
new parameters

Æ =

pR
��

with 1 < Æ < 2 ;  =

r
2R
Æ

and � = �(�; Æ) = 2�

r
1� Æ

2
; (3.28)
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3. Stability criteria for the di�usion layer: a summary of semi-analytical methods

and the transformation

� =  e�z=2 ; f(�) = U(z) ; (3.29)

we �nd for f a boundary value problem involving the Bessel equation

(E4)

8<:�
2f 00 + �f 0 + (�2 � �2)f = 0 on 0 < � <  ;

f(0) = f() = 0 ;

where primes denote di�erentiation with respect to �. A solution of (E4)1 satisfying the �rst
condition in (E4)2 is

f(�) = J�(�) (� > 0) ; (3.30)

with J� denoting the Bessel function of the �rst kind, order �. Next we �x � > 0 and consider

J�(�;Æ)(�1) = 0 for 1 < Æ < 2 ; (3.31)

where �1 = �1(�; Æ) is the �rst positive zero of J� . Then setting  = �1 in the second condition
in (E4)2, we obtain the �rst eigenvalue R1 for the given values of � and Æ:

R1 = R1(�; Æ) =
1

2
Æ�21(�; Æ) for 1 < Æ < 2 : (3.32)

Fixing �, we now turn to integral constraint (3.25), which in the transformed variables now
reads

1

Æ
= 2�2

�1Z
0

1

�
J2�(�)d�

�1Z
0

�J2�(�)d�

: (3.33)

The question arises if there exists a number Æ 2 (1; 2) such that Æ = Æ� satis�es (3.33). It is
shown by Van Duijn et al. [32] that this is indeed the case for every � > 0. As a result we
�nd

R1(�) := R1(�; Æ�) for � > 0 : (3.34)

When Æ ! 2, �(�; Æ) ! 0 and consequently �1(�; Æ) ! �01 , the �rst zero of J0. Hence, for all
� > 0,

R1(�; Æ) ! (�01)
2 � 5:784 as Æ ! 2 : (3.35)

The value at Æ = Æ� de�ned in (3.34) corresponds to a higher value of R1(�) for all � > 0,
thereby furnishing a preferable lower bound. This energy stability curve is plotted in the
(�;R)-plane as curve 2 in Figure 3.3. Employing a numerical method, Homsy and Sherwood
[14] maximised R1 with respect to � and minimised the result with respect to �. They found
(3.35) approximately, without recognizing the relation with the Bessel function.
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Figure 3.3: Solid curve: Lowest eigenvalueR1 versus wavenumber � for the equilibrium
boundary layer. Curve 2: Energy method using integral constraint (After
Van Duijn [32]).

3.3.2 The energy method with di�erential constraint

In another approach we consider a maximum problem based on (3.14) and (3.6). Now we
seek the largest possible R > 0 such that the right hand side of (3.14) is negative for a class
of perturbations eu; eqz satisfying (3.6). This yields the problem

1

R = sup
(eu; eqz)2H2

�
Z
V

eu eqz @u01
@zZ

V

jjreujj2 (3.36)

where H2 :=
�
(eu; eqz) : reu 2 IL2(V); eu and eqz periodic with respect to V; eu; eqz = 0 at z =

0;1 and �eqz = �2eu in V	.
This maximum problem results in an eigenvalue problem which has a much higher complexity
than the eigenvalue problem related to (3.15). In fact it leads to a sixth order di�erential
equation in terms of eqz, for which no explicit solution is known. However, one expects to
have a more accurate description, yielding larger Rayleigh numbers, in particular since now
Darcy's law is accounted for exactly in the class of admissible perturbations.

To simplify the analysis we �rst formulate (3.36) in terms of (x; y)-periodic functions, i.e.�eu; eqz	 = h�U(z); V (z)	i exp (iaxx+ iayy) : (3.37)
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3. Stability criteria for the di�usion layer: a summary of semi-analytical methods

This yields

1

R = sup
(U;V )2 eH2

�
1Z
0

U V
@u01
dz

dz

1Z
0

(�
dU

dz

�2

+ �2U2

)
dz

(3.38)

where now eH2 :=
�
(U; V ) : U; V = 0 at z = 0;1 and L V = ��2U on (0;1)

	
. Thus we

need to consider the functional

J 2(U; V ) =

1Z
0

(�
dU

dz

�2

+ �2U2

)
dz +R

1Z
0

U V
@u01
@z

dz +

1Z
0

�
�
L V + �2U

	
dz ; (3.39)

where � is the Lagrange multiplier. The �rst variation reads

ÆJ 2 =
d

d�
J 2(U + �'; V + � )

���
�=0

= 2

1Z
0

�
dU

dz

d'

dz
+ �2U'

�
dz+

R
1Z
0

fU + V 'g@u
0
1

@z
dz +

1Z
0

�
�
L  + �2'

	
dz = 0 (3.40)

for all '; satisfying '(0) =  (0) = 0 and '; together with all derivatives vanish as z !1.
Since ' and  can be varied independently we deduce from (3.40) two equations. Setting
 = 0 with ' arbitrary we �nd

LU =
R
2

@u01
@z

V +
�2

2
� : (3.41)

Next, setting ' = 0 with  arbitrary we �nd

1Z
0

�
R@u

01
@z

U +L �

�
 dz � �(0)

d

dz
 (0) = 0 (3.42)

which implies

L � = �R@u
0
1

@z
U ; (3.43)

and the natural boundary condition �(0) = 0. Together with (3.41) and (3.43) we have from
the set eH2, of course,

L V = ��2U : (3.44)

Eliminating � from equations (3.41) and (3.43) yields a fourth order equation in U and V ,
and the further eliminiation of U , using (3.44), leads to the sixth order V equation

L
3V +

�2R
2

�
L

�
@u01
@z

V

�
+
@u01
@z

L V

�
= 0 : (3.45)

23



Stability analysis for a saline boundary layer formed by uniform upow using Finite Elements

The corresponding boundary conditions for this equation are

lim
z!1V (z) = 0 ; (3.46)

implying that all higher order derivatives vanish as well at z =1, and

V (0) =
d 2

dz2
V (0) =

d 4

dz4
V (0) = 0 : (3.47)

The �rst two conditions are obvious. The third one is a consequence of �(0) = 0; this condition

implies
d 2

dz2
U(0) = 0 from (3.41), which is then used in (3.44). In terms of the variables U; V

and �, we have the homogeneous conditions

V = U = � = 0 at z = 0;1 :

The eigenvalue problem (3.45), (3.46) and (3.47) was solved numerically using the Jacobi{
Davidson method.
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Figure 3.4: Solid curve: Lower bound to R1 for equilibrium boundary layer accord-
ing to the energy method with di�erential constraint. Dashed curves:
Lower bound for R1 prior to equilibrium. Numerical values are calculated
by Jacobi{Davidson method. Short-dashed curve traces minima of lower
bound for R1 with increasing t > 0 (After Van Duijn [32]).

For a given wave number � > 0 and time t > 0, let RE(�; t) denote the smallest positive
eigenvalue. The dashed curves in Figure 3.4 show the numerical approximations of the curves�
(�;R) : � > 0; R = RE(�; t)

	
for increasing values of t. Again note that these curves

essentially move downwards, except for large � and t. At large time they converge to the
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3. Stability criteria for the di�usion layer: a summary of semi-analytical methods

equilibrium curve, corresponding to limz!1 u01 = e�z. This limit case is also shown in
Figure 3.4 (curve 3). As to be expected, the results obtained with the di�erential constraint
are superior to the results obtained with the integral constraint. In particular, the minimum
of curve 2 is R = 8:590 approximately, which is signi�cantly higher than the minimum of
about 5:78 of curve 1. The curve connecting the minima is shown as a dashed curve. This
curve is also discussed in connection with experimental and other numerical results in the
next section.

3.3.3 Comparison with linearised stability

The numerical results obtained by the Jacobi{Davidson method show that the eigenvalues
arising from the energy method with di�erential constraint and also from the linearised ap-
proach satisfy RE(�; t) � RL(�; t) for all �; t > 0 and the di�erence is relatively small, see
Figure 3.5. These observations are discussed in detail by Van Duijn et al. [32]. The �rst
observation is a direct consequence of the problem formulation. For the second observation
they give a tentative explanation.
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Figure 3.5: Comparison of estimates involving lowest eigenvalue R1 versus wave num-
ber � for the equilibrium boundary layer. Curve 1: Linearised stability
theory using Jacobi{Davidson numerical method (solid curve) and Frobe-
nius expansions (crossed points). Curve 3: Energy method using di�erential
constraint. Curve 2: Energy method using integral constraint.

The shaded area between curve 1 and 3 in Figure 3.5 is of special interest since subcritical
instabilities can occur. This is a consequence of the uniform upow, implying that the operator
L� with boundary conditions (L3)2;3 is not self-adjoint (see Homsy and Sherwood [14]). It
should be emphasized that the linear perturbation theory provides a suÆcient condition,
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Stability analysis for a saline boundary layer formed by uniform upow using Finite Elements

namely R > RL, for instabilities. On the contrary, the nonlinear energy method provides a
suÆcient condition, namely R < RE, for stability of the pro�le with respect to perturbations.
In particular, the linearised equations do not yield any information on nonlinear stability: it
is, in general, possible for the solution to become unstable at a value of R lower than RL, and
in this case subcritical instabilities originating from large perturbations (bifurcation) may still
grow in time. The results of section 3.2 only imply that in�nitesimal perturbations vanish.

3.4 Stability of the saline boundary layer in absence of a uni-

form upow

In this section we describe stability of the saline layer when no through ow takes place.
We start our analysis for aquifers of in�nite extend. Again we de�ne a primary pro�le and
introduce perturbation equations. We show that the zero-upow property gives a time scaling
for the stability curves in the (�;Ra )-plane. Thereafter we continue with the �nite depth
case. Both linearised stability theory and the energy method are employed for the stability
analysis.

3.4.1 Aquifers of in�nite extend

Again we analyse (P2)1 with u(x; y; 0; t) = 1 and u(x; y; z; 0) = 0 for the three dimensional
half space 
 :=

�
(x; y; z) : �1 < x; y <1; z > 0

	
in the absence of through ow. Now the

primary pro�le is given by q01 = 0 in 
, and the solution of the problem

(P8)

8>>>>><>>>>>:

@u

@t
=
@2u

@z2
; 0 < z <1 ; t > 0 ;

u(0; t) = 1 ; t � 0 ;

u(z; 0) = 0 ; z > 0 :

The solution is given by u = erfc(z=
p
t) =: v01(z; t). The corresponding pressure is found by

direct integration of the Darcy law.

To investigate the stability of this primary pro�le, we set

u = v01 + eu ; q = q01 + eq = eq and p = p01 + ep ; (3.48)

with eq = (eqx; eqy; eqz)T . The tildes denote perturbations with respect to the primary pro�le.
Substitution of (3.48) into (P2) and writing R for Ra , yields

(P9)

8>>>>><>>>>>:

@eu
@t

+Reqz @v01
@z

+Req � reu = �eu ;
r � eq = 0 ;

eq+rep� euez = 0 :

As in Section 3.1.2 we obtain from (P9)2;3

�eqz = �2eu in 
 ; (3.49)

where �2 := @2=@x2 + @2=@y2.
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3. Stability criteria for the di�usion layer: a summary of semi-analytical methods

Linear stability analysis

Applying the linearization, we now arrive at the coupled system

(L5)

8><>:
@eu
@t

+Reqz @v01
@z

= �eu ;
�eqz = �2eu ;

for (x; z) 2 
 and t � 0. Again we apply the frozen pro�le concept as discussed in Section
3.2. Hence, for given t > 0, we consider instead of (L5)1 the approximate equation

@eu
@�

+Reqz @v01
@z

(t; z) = �eu in 
 and for � > 0 :

Setting

feu; eqzg = [fU(z); V (z)g] exp (�� + i(axx+ ayy)) ; (3.50)

we obtain

(L6)

8>>>><>>>>:
RV @v

0
1

@z
(t; z) =

�
d 2

dz2
� �2 � �

�
U ;�

d 2

dz2
� �2

�
V = ��2U ;

for z 2 IR+, with �2 = a2x + a2y. Setting � = z=
p
t, we introduce the di�erential operator

L�
p
t; �t(�) =

�
d2

d�2
� �2t� �t

�
ÆL�

p
t(�) with L�

p
t(�) =

�
d2

d�2
� �2t

�
(�) ;

Eliminating U in (L6) and using
@v01
@z

= � 2p
�t
e��

2

gives the fourth order eigenvalue problem:

(L7)

8>>>>>><>>>>>>:

L�
p
t; �tV =

2p
�
�2tR

p
t e��

2

V ; � 2 IR+ ;

V (0) = V 00(0) = 0 ;

lim
�!1V = 0 :

Rede�ning � := �
p
t, R = Rpt and � = �t eliminates t from the problem:

(L8)

8>>>>>><>>>>>>:

L�;�V = � 2R 2p
�
e��

2

V ; � 2 IR+ ;

V (0) = V 00(0) = 0 ;

lim
�!1V = 0 ;

Let
�
Vn;�

	1
n=1

and
�Rn(�;�)

	1
n=1

denote the eigenfunctions and eigenvalues of (L8). The

eigenvalues are ordered according to R1(�;�) < R2(�;�) < � � � . We prove the following
fundamental property (see also Section 3.2, the equilibrium case):
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Theorem (Ordering of eigenvalues). The smallest positive eigenvalues of Problem (L8)
satisfy

R1(�; 0) < R1(�;�) for � > 0 ;

and

R1(�; 0) > R1(�;�) for � < 0 :

Proof. We start with the �rst assertion. Note that

L�;� = L�;0 � �L� (3.51)

and

L�;�V1;� = �2R1(�;�)
2p
�
e��

2

V1;� : (3.52)

Using property (3.51) we write this equation as

L�;0V1;� � � 2R1(�; 0)
2p
�
e��

2

V1;� = �2
�R1(�;�)�R1(�; 0)

� 2p
�
e��

2

V1;� + �L�V1;� :

Multiplying this expression by V1;�, integrating over (0;1), and using the notations V� = V1;�
and R� = R1(�;�), we arrive at


V�;L�;0V�
�� � 2R0



V�;

2p
�
e��

2

V�
�
=

= �2
�R� �R0

� 

V�;

2p
�
e��

2

V�
�� �

nV 0�2L2(0;1)
+ �2

V�2L2(0;1)

o
;

where h�; �i denotes the L2-inner product and k�kL2(0;1) the induced norm. The left hand side
of this expression is strictly positive, because from (3.52) follows

� 2R0 =



V0;L�;0V0

�


V0;

2p
�
e��

2

V0
� = min

V 2H



V;L�;0V

�


V;

2p
�
e��

2

V
� <



V�;L�;0V�

�


V�;

2p
�
e��

2

V�
� ;

where H =
�
V 2 H2(0;1) : V satis�es boundary conditions

	
. Hence from (3.52) we obtain

the inequality

�2
�R� �R0

� 

V�;

2p
�
e��

2

V�
�
> �

nV 0�2L2(0;1)
+ �2

V�2L2(0;1)

o
> 0 for � > 0 :

Since


V�;

2p
�
e��

2

V�
�
> 0, we have R� > R0 for � > 0 which proves the assertion. The

proof of the second assertion is similar and is therefore omitted.

We conclude that the stability curve corresponding to � = 0 divides the (�;Ra )-plane into
a stable and an unstable region (with respect to linearised theory) and is therefore of main
importance. Setting � = 0, equation (L8)1 reduces to

L
2
� V = �2R 2p

�
e��

2

V ; � 2 IR+ : (3.53)
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Note that for t = 1 and � = 0 equation (L7)1 has exactly the same structure as (3.53).
Therefore the smallest eigenvalue R1 of (3.53) corresponds to the smallest eigenvalue R1(�)
of the fourth-order eigenvalue problem (P7). Eigenvalues at di�erent times can be found by
applying the scaling

Rt = R1=
p
t and �t = �=

p
t :

This scaling implies that the system always becomes unstable due to the fact that all Rt and
�t are contracted to the origin (0; 0) for t!1. This property is depicted in Figure 3.6 for a
�ctitious R1(�).
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Figure 3.6: Rayleigh numberRt versus wave number �t for several times. It is suÆcient
to calculate R(�; t = 1) to obtain the (�t;Rt)-curves. The short-dashed
line traces the minima. Note that R1(�) is �ctitious.

Nonlinear stability analysis with integral constraint

We proceed as in Section 3.3 and obtain the identity

d

dt

1

2

Z
V

eu 2 = �
Z
V

jjreujj2 �RZ
V

eu eqz @v01
@z

: (3.54)

Our aim is to �nd R such that the right-hand side of (3.54) is negative for all perturbations
satisfying the integral constraint Z

V

jjeqjj2 = Z
V

eu eqz : (3.55)
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In fact, we are solving the maximum problem (3.15) in Section 3.3.1, with u01 replaced by
v01. Hence we refer to this section for the analytical details. Considering equation (3.25), we
now substitute v01 = f(�), with � = z=

p
t. This gives the constraint

�2 =

�
1Z
0

U2dz

1Z
0

@v01
@z

U2dz

=

�
1Z
0

U2d�

1Z
0

f 0(�)U2d�

p
t =: �2

p
t : (3.56)

Substitution of (3.56) into (E3) and using dz =
p
t d�, gives

(E5)

8>><>>:
L�U + �

p
R
2

�
1

�
� �f 0(�)

�
U = 0 ;

U(0) = U(1) = 0 ;

subject to the constraint

�2 =

�
1Z
0

U2d�

1Z
0

f 0(�)U2d�

: (3.57)

As before we need the condition

1 <

p
R

��
< 2 : (3.58)

The procedure to calculate the eigenvalues is as follows. De�ne Æ :=

p
R

��
. Let Æ 2 (1; 2) be

given, �x � > 0 and �nd eigenvalue R1 = R1(�; Æ). Finally check the constraint (3.57) with
U = U1(�; Æ). Again the eigenvalues at di�erent times are found by the scaling

Rt = R1=
p
t and �t = �=

p
t :

3.4.2 The �nite depth case: the Lapwood problem

Next we consider the �nite depth case and analyse the stability of the steady-state primary
pro�le. The primary pro�le for this case is derived in Section 2 of Appendix A and is denoted
by v0(z; t). The steady-state form of the primary pro�le is given by limt!1 v0(z; t) = 1�z=H.
Replacing v01 by v0 in (L6), taking t ! 1 and setting � = 0 we get the following fourth
order eigenvalue problem

(L9)

8><>:
L

2V =
�2R
H

V ; 0 � z � H ;

V (z) = V 00(z) = 0 ; z 2 f0;Hg :
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De�ning � =
z

H
and introducing the scaled di�erential operator

L�(�) :=
�
d2

d�2
� �2H2

�
(�) ;

we get

(L10)

8<:L
2
� V = � 2RV ; 0 � � � 1 ;

V (�) = V 00(�) = 0 ; � 2 f0; 1g ;
with R = R�H and � = � �H. The eigenvalue problem (L10) is discussed by Nield & Bejan

[21]. The eigenfunctions of (L10) for �xed � > 0 are given by Vn(�) = sin(n��), n = 1; 2; � � � ,
with corresponding eigenvalues

Rn =
(n2�2 + �2)2

�2
:

R1 attains its minimum at � = �, implying for the critical Rayleigh number R1 = 4�2 �
39:48. This (well-known) result was �rst found by Lapwood [19]. Note that it is again
suÆcient to determine the stability curve for H = 1. The curves for arbitrary H > 0 can be
found by applying the scaling

RH = R1=H and �H = �=H :

Figure 3.7 shows the stability curves for several H. Note that for H !1 the system always
becomes unstable. This is to be expected compared to the in�nite depth case discussed in
Section 3.4.1.
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Figure 3.7: Solid curve: exact solution of R1(�) according to both linearised stability
theory and the energy method. The short-dashed curve traces the minima.
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This same result is obtained by using the energy method with di�erential constraint, see
Section 3.3.2. With the modi�ed pro�le, the Euler{Lagrange equations (3.41), (3.43) and
(3.44) become, for 0 < � < 1,

(E6)

8>>>><>>>>:
L�U = � (� � V ) ;

L�� = �U ;

L�V = ��U ;

(3.59)

where we have used the scalings U = � eU , � = Re� and V = �2 eV with �2 =
�2R
2

(and dropped

the tilde). Since � and V share the same homogeneous boundary conditions, equations (E6)2
and (E6)3 give � = �V . Application of the additional scaling V := � eV and dropping the
tilde, system (E6) reduces to

(E7)

8><>:
L�U = �2��V ;

L�V = ��
�
U :

Now if we choose
�

�
= 2�� which implies � =

1p
2
, we �nd U = V . Hence the eigenvalue

problem reduces to

(E8)

8<:L�V = ��
p
2V ; 0 < � < 1 ;

V (0) = V (1) = 0 :

The eigenvalues �n are given by

�n =
�2 + n2�2p

2
;

and in terms of the Rayleigh number

Rn =
(n2�2 + �2)2

�2
; for n = 1; 2; � � � :

The same result is obtained using the energy method with the integral constraint (Homsy and
Sherwood [14]). In this case the problem is self-adjoint and subcritical instabilities cannot
occur.
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4 Stability of the di�usion layer:

a numerical investigation

In this chapter we consider the numerical solutions of (P5) subject to (2.19) with boundary
conditions (BC). Further, the stability of the di�usion layer is analysed by means of numerical
solutions. In the �rst section we introduce the primary pro�le for aquifers of �nite depth. After
this we introduce a formal stability criterion and make an adjustment to this criterion to make
it useable for our purposes. This is done in Section 4.2. Then in Section 4.3 the discretisation
method, the accuracy of the method and the inuence of the vertical boundaries of the domain
on the stability of the primary pro�le are discussed. To trigger instabilities of the primary
pro�le for a suitable Rayleigh number Ra , we perturb in Section 4.4 the saturation initially
with a \salt-block"to get more insight in the onset of instabilities. In Section 4.5 we apply a
periodical perturbation with wavenumber �. We will see that the pair (�;Ra ), with Ra the
Rayleigh number, plays, just as in Chapter 3, a crucial role in the stability of the system.
This is visualised with the help of stability curves. Finally decomposable initial perturbations
of the saturation are analysed. Our main interest here is the wave number selection.

4.1 The primary pro�le for aquifers of �nite depth

Analogous to Chapter 3, we de�ne a base state, the primary pro�le, for the �nite depth
case. To obtain this base solution, we assume in (P2)1 that u = u(z; t), implying q = q0 =
�Ra�1ez = constant. We solve the following problem in a domain of �nite depth H:

(P10)

8>>>>>>>>><>>>>>>>>>:

@u

@t
� @u

@z
=
@2u

@z2
; 0 < z < H ; t > 0 ;

u(z; 0) = 0 ; 0 < z < H ;

u(0; t) = 1 ; t > 0 ;

u(H; t) = 0 ; t > 0 :

Problem (P10) is analytically solved in Appendix A, and the solution is given by

u(z; t) = u(z)� 2

H

1X
n=1

HZ
0

�u(�)e�=2 sin
n��

H
d� � exp

�
�n

2�2

H2
t� 1

4
t� 1

2
z

�
sin

n�z

H
: (4.1)

The function

u(z) =
exp (H � z)� 1

exp (H)� 1
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Figure 4.1: The series expansion solution of the primary pro�le u0 with 35 terms
(dashed line with +) and the solution of the primary pro�le u0

1
(solid

line) for t 2 f0:01; 0:05; 0:15; 0:4; 1; 2; 5g.

denotes the steady-state solution of problem (P10). We call (4.1) the primary pro�le for a
bounded domain 
 and it is denoted by u0(z; t). The primary pro�le is depicted in Figure
4.1 for the �rst 35 terms of the series solution (4.1). In the same �gure the primary pro�le
u01 is also plotted. Note that for the equilibrium case we have

@u0

@z

(t!1)�! �
�

exp (H)

exp (H)� 1

�
e�z

(H!1)�! �e�z :

From this we derive that when we take H = 5 for our numerical investigations, then the
di�erence between the equilibria of u01 and u0 is less then 0.7% relative to u01. This shows
that for the equilibrium case it is reasonable to compare the results of the numerical stability
analysis with the semi-analytical stability analysis. Note that the velocity �eld corresponding
to the primary pro�le u0, q0, is equal to q01 = �Ra�1ez.
In Section 3.1.2 we introduced the perturbation equations and we set

u = u01 + eu and q = q01 + eq ;
where eu, eq denote perturbations. In this chapter we take over above decomposition and
replace u01 and q01 by u0 and q0 respectively. Since we are interested in the perturbations,
we set

eu = u� u0 and eq = q� q0 ; with q0 = �Ra�1ez : (4.2)
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Using (2.17), the expression for eq in (4.2) can be rewritten into

e	 = 	�	0 ; with 	0 = � x

Ra
:

In the calculations that follow the perturbations eu and eq are determined indirectly with the
help of (4.2). Instead of using the series solution for the primary pro�le u0, as de�ned in
Section 4.1, we use the numerical calculation of u0. In Section 4.3 the discretisation of (P5) is
discussed in detail. From numerical experiments we observed that perturbations introduced by
numerical inaccuracies do not trigger instabilities of the di�usion layer. Thus, the calculated
primary pro�le is for large Rayleigh number equal to the one obtained with a small Rayleigh
number, see Figure A.1 in Appendix A. As a consequence, for the unstable regime we need
to perturb the saturation initially to trigger instabilities.

The transient primary pro�le is a series solution and therefore semi-analytical methods as
discussed in Chapter 3 are very limited here due to the complexity of the resulting partial
di�erential equations. In contrast to the methods discussed in the previous chapter, we analyse
the stability of the primary pro�le by solving the full equations (P5), subject to (2.19) and
(BC), numerically. With the help of the numerical solutions for u and 	 it is possible to
analyse the stability of the primary pro�le u0 indirectly by applying a stability criterion. The
diÆculty here is to �nd an appropriate stability criterion, based on the numerical solutions
of u and 	, that can be used to determine whether the system is stable or unstable. Since
the stream function 	 satis�es the Poisson equation (P5)2, which is an elliptic equation, it is
very sensitive to perturbations of the primary pro�le u0. This sensitivity is inherited by the
velocity �eld q via the relationship (2.15). Therefore we base the stability criterion solely on
q instead of the saturation u. In the next section we give a formal, though basic, de�nition.

4.2 A formal stability criterion

In this section we give a formal de�nition of stable and unstable states. It is based on the
velocity di�erence q � q0. This de�nition can be seen as a generalization of stability for
nonlinear ordinary di�erential equations, see Hirsch and Smale [13].

De�nition (Stability). The primary velocity �eld q0 is said to be stable if, given any � > 0,
there exists a Æ = Æ(�) > 0 such that

jjq(0)� q0jjL2(
) < Æ =) jjq(t)� q0jjL2(
) < � ;

for all t � 0. The primary velocity �eld q0 is said to be asymptotically stable if it is stable
and if there exists a 0 <  � 1 such that

jjq(0)� q0jjL2(
) <  =) lim
t!1

jjq(t)� q0jjL2(
) = 0 :

Finally, the primary velocity �eld q0 is said to be unstable if it is not stable.

Using these de�nitions, it is virtually impossible to verify stability by numerical methods: it
is impossible to scan for all � > 0 as well as for t!1. However, observations show that the
norm

E(t) := kq(t)� q0kL2(
) (4.3)
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either decreases from a positive value E(0) towards zero for large t, or E(t) �rst decreases,
reaches its minimum and then strongly increases away from E(0). Thus we expect to have
either

or

t�

E(t)

t t

E(t)

E(0)E(0)

Based on these obervations we call q0 unstable if we can detect a minimum of E(t) in an a

priori given (suÆciently large) interval.

q(0)

t = t
�

q(t)

q(t)
q0

Figure 4.2: Red trajectory corre-
sponding to a stable
state; blue tractory
corresponding to an un-
stable state. For t = t�

we have E0(t) = 0.

Otherwise q0 is stable. The time at which
E(t) reaches its minimum is called the
turning time and is denoted by t�.

Figure 4.2 shows stable and unstable states
geometrically. In this �gure we see two dif-
ferent trajectories of q, parametrized by
the time t. Note that E(t) is the en-
ergy norm of the stream function di�er-
ence, which is determined during the cal-
culations. According to the Proposition in
Section 3.3 we have for all t � 0

E(t) =

Z



q(t)� q0
2
2
=

=

Z



eq(t)2
2
�
Z



eu 2 ;

where eu(x; z; t) = u(x; z; t) � u0(z; t) is the perturbation of the saturation for t � 0. Here
u0 denotes the primary pro�le given by (4.1). From a maximum principle, see Protter and

Weinberger [23], follows that u is bounded, implying that eu is bounded (since u0 is bounded
as well). From this it follows that

�1 � �u0 � eu � 1� u0 � 1 ;

and hence, since 
 is �nite, E(t) �
Z



d
 for all t � 0.
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4. Stability of the di�usion layer: a numerical investigation

4.3 The discretization method and accuracy issues

To ful�l our purposes, a proper numerical method is needed. The problem of modelling
unstable nonlinear convective ows of the form (P5) subject to (BC) and (2.19), has re-
ceived considerable attention, with the development of fast computational methods for the
discretized equations in two and three dimensions (Horne and O'Sullivan [16, 17]; Green
and Foster [12]; Horne [15]). Wooding et al. [35], for example, use a �nite di�erence formu-
lation with square cells. For the direct solution of the Poisson equation they follow Lesieur et
al. [20], who use a scheme based upon the Buneman method. The advective component of the
mass transport equation was discretized using the fourth-order 13-point Arakawa template.
Finally the dispersion component was discretized using a nine-point box template. In this
thesis we use a �nite element method.

4.3.1 The �nite element approach

In this research the equations are discretized using a Finite Element Method. For an overview
of Finite Element Methods applied to uid ow problems, we refer to Cuvelier et al. [6]. The
set of equations (P5) are implemented in the sepran package (see Segal [27, 26]), developed
at Delft University of Technology. The structure of the algorithm can be summarized as
follows: we start with an initial saturation and solve the Poisson equation (P5)2 for the
streamfunction 	. Next we take the derivatives with respect to x and z and substitute them
in the parabolic equation (P5)1 for the saturation u. Subsequently the parabolic equation is
solved. Finally we take the derivative of the saturation with respect to x, and substitute it
in the Poisson equation. This cycle is repeated for subsequent timesteps.

We use an equidistant rectangular mesh in a domain 
 with length L and depth H, �lled up
with quadrilateral elements. Since our numerical method is suÆciently accurate and robust
for our purposes we do not attempt to implement a more advanced numerical method, but
limit ourselves to standard techniques (such as �rst-order upwind techniques). In Section
4.3.2 we discuss the accuracy of the method.

Since central discretisations introduce non-physical oscillations in the saturation (see text-
books of Wesseling [33] and Hundsdorfer [18]), we apply an upwind technique for the
discretisation of the convective terms. However, upwinding techniques introduce more arti-
�cial (numerical) di�usion then central di�erences and hence the accuracy is reduced. The
upwinding in sepran is based on the so-called streamline upwind Petrov{Galerkin metod
(SUPG), see Brooks and Hughes [3]. Essential in this method is that next to the standard
Galerkin equation an extra term of the following type is added:Z

ei

(D[c] � f)pd
 ;

where ei is the element with index i. D[c] represents the di�erential equation applied to c
and f is the right-hand side. Because we deal with a non-stationary problem, the following
time-dependent upwind parameter for p is proposed at element i by Shakib [28]:

pi =

 �
2

�t

�2

+

�
2jjqjj
h

�2

+

�
4�

h

�2
!� 1

2

q � r�i ;
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where h denotes the width of the element in the direction of the ow, �i the i
th basis function,

q the velocity and � = qT D q. Here the matrix D denotes the di�usion tensor. In this paper
we use D = I, with I the identity matrix.

For the time-integration we use an implicit � method (see Gerald and Wheatley [10] among
others). We briey explain this with the following di�erential equation,

@c

@t
= f(x; t) ;

then the � method is written as:

cn+1 = cn +�t
�
�f(x; tn+1) + (1� �)f(x; tn)

�
;

where n denotes the time level and �t the time-step. It can be shown that the local truncation
error is maximal of orderO(�x2) for � = 0:5. Furthermore, the magnitude of the ampli�cation
factor of the theta-method is less than one for 0:5 < � � 1 (see Wesseling [33]) for which
the method is stable. The choice of � = 0:55 falls within the stability region and the local
truncation error is close to O(�x2). Wesseling describes stability and accuracy aspects in his
textbook. For � = 1 the method reduces to the implicit Euler method. Both methods are
analysed when we discuss the accuracy.

In order to solve equations (P5)1 and (P5)2, the Finite Element Method is applied. As a
consequence a large system of linear equations has to be solved at each time-step. The
resulting large discretisation matrices are sparse, but due to �ll-in direct methods require too
much memory. Furthermore, we have good start vectors for the quantities 	 and u and hence
iterative methods are the best candidates for the solution of the linear system of equations. In
fact, iterative methods are the only candidates when we analyse the problem for large times
t and when accuracy is analysed using subsequent grid- and time-step re�nement. Due to
symmetry of the discretisation matrix of the elliptic equation we use a Conjugated Gradient
method (CG) to solve the matrix equation of (P5)2. Equation (P5)1 gives an unsymmetric
discretisation matrix and here we use the more robust Bi-Conjugated Stabilized method with
preconditioning (Bi-CGSTAB). We refer to the book of Golub and Van Loan [11] for an
overview of iterative solvers.

4.3.2 Numerical accuracy

In this section we analyse the robustness and the accuracy of the scheme for an unstable
regime of the system. We split the analysis in three parts. First the accuracy is analysed
for t = 0. For this time the exact solution of the stream function is known and hence E(0)
can be determined exactly. The analysis is continued for t 2 (0; t�]. In particular we analyse
the accuracy with the help of the turning time t� and the energy norm E at t�. Finally
the accuracy for t 2 (t�; T ] is analysed, with T > t� arbitrary \large". Here we analyse the
saturation pro�les for relative large T (T � t�) and visualise the e�ects of convergence of
large numbers of gridnodes and the shape of salt �ngers at t = T .

Following Figure 3.5, we now choose an unstable regime, Ra = 35 say, and we perturb the
initial saturation periodically, i.e.

eu��
t=0

=

(
� sin(� � x) ; (x; z) 2 
 ;

0 ; elsewhere ;
(4.4)
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with � = 5 � 10�4, � = 0:5. The calculations are carried out with the following geometry
settings: L = 50 and H = 5.

Increase of the numerical accuracy is achieved when mesh and time-step re�nement are ap-
plied. However, this results in large computing times. The question is how fast the scheme
converges when the mesh is re�ned. The convergence of the scheme is measured with the
rate of convergence of the turning time t� and the energy norm E(t�). To answer this ques-
tion, we characterise the mesh by its level, de�ned as follows: the mesh at the kth level,
(k = 0; 1; 2; � � � ), consists of % � 22k+6 identical square elements, where % := L � H�1 denotes
the aspect ratio. The square elements have length �x = �z = H � 2�(k+3) = 5 � 2�(k+3). The
number of nodes in the x-direction, denoted by Nx, is % � 2k+3 = 10 � 2k+3 and the number
of nodes in the z-direction, denoted by Nz, is 2

k+3. The simulations are carried out for grid
level 0 to grid level 3.

We start our analysis for t = 0. The exact solution of the streamfunction 	 is calculated in
Appendix B. With the help of this solution we calculate E(0) exactly. The series solution of
	 at t = 0 is truncated until the �rst 30 resp. 35 terms. The results are shown in Table 4.1.
No time integration has been done yet at t = 0.

Grid level Exact series solution
0 1 2 3 30 terms 35 terms

2.90488E-3 3.00846E-3 3.03536E-3 3.04191E-3 3.04413E-3 3.04383E-3

Table 4.1: The energy norm E at t = 0 for several grid levels in comparison with the
exact series solution.

We see that the numerical calculation at grid level 3 gives a numerical error of approximately
0.06% relative to the exact solution for 35 terms. The numerical solution at grid level 2 gives
a numerical error of 0.3 % in relation to the exact solution for 35 terms.

We continue the investigation for t 2 (0; t�]. Again we use E(t) as a measure tool because
we are interested in the turning time t�. The turning time is crucial when we calculate the
(�;Ra )-curves that separate stable and unstable regions in the (�;Ra )-plane. The accuracy
of E(t) is inuenced by two aspects: the �rst one involves the numerical inaccuracies in solving
the equations for the saturation u and streamfunction 	. The second one is due to inaccuracies
when taking derivatives of 	 with respect to x and z and subsequent approximation of the
integral over 
 to obtain E(t). Because the energy norm E(t) is evaluated in discrete time
steps of length �t = T=N , the turning times t� also have a limited accuracy. To determine
t�, we search for a minimum of E(t) over the set T := ft : t = k � �t; k = 0; � � � ; Ng, i.e.
search t� 2 T such that

( 0 � ) E(t�) � E(t) for all t 2 T n ft�g :

This implies that the accuracy of t� is at most t� ��t. Hence for a smaller time step, the
turning times t� is determined more accurately. Our �nal choice for the grid level and timestep
mainly depends on the accuracy of the energy norm E(t) and the turning times t� which are
calculated using sepran.

For the time integration we use an implicit Euler scheme with time steps 0:001, 0:005 and
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0:025. The turning times t� and E(t�) for the above mentioned grid levels are presented in
Table 4.2.

Implicit Euler �t = 0:001 �t = 0:005 �t = 0:025
level elements t� E(t�) t� E(t�) t� E(t�)
0 640 0.126 2.83790E-3 0.130 2.83467E-3 0.150 2.81768E-3
1 2560 0.1945 2.84032E-3 0.200 2.83635E-3 0.225 2.81983E-3
2 10240 0.210 2.83575E-3 0.215 2.83245E-3 0.225 2.83225E-3
3 40960 0.2135 2.83459E-3 0.215 2.83409E-3 0.225 2.84178E-3

Table 4.2: Implicit Euler time integration accuracy and the inuence of several grid
levels on t� and E(t�).

The same calculations are done for an alternative time integration scheme: the Theta method
with � = 0:55. The results are presented in Table 4.3.

Theta (� = 0:55) �t = 0:001 �t = 0:005 �t = 0:025
level elements t� E(t�) t� E(t�) t� E(t�)
0 640 0.126 2.83769E-3 0.130 2.83355E-3 0.150 2.81131E-3
1 2560 0.194 2.83992E-3 0.200 2.83432E-3 0.225 2.80912E-3
2 10240 0.210 2.83531E-3 0.215 2.83020E-3 0.225 2.82090E-3
3 40960 0.213 2.83413E-3 0.215 2.83180E-3 0.225 2.83084E-3

Table 4.3: Theta method time integration accuracy and the inuence of several grid
levels on t� and E(t�).

As we see in Table 4.2 and Table 4.3 there are no signi�cant di�erences between the turning
times t� for the two time integration methods. For �t = 0:001 we see, starting from level
1 and further, monotonic convergence for both integration methods. When we look at the
energy norm at t�, we see that for small time steps the di�erences are negligible. Note that
the energy norms E(t�) in both Table 4.2 and Table 4.3 do not converge monotonically, except
the ones calculated with timestep �t = 0:025 in Table 4.2. For �t = 0:025 we see that Theta
method is more accurate than Implicit Euler. Since the Theta method is numerically more
expensive then the Implicit Euler method, we use in this research the Implicit Euler scheme
with time step �t = 0:005. Convergence takes place at grid level 2 where the error of t� is of
order 1%.

We conclude our analysis for t 2 (t�; T ], with T = 5. We are interested in the number and
shape of the �ngers formed at t = 5 (i.e. the \long term"behaviour). The results are depicted
in Figures 4.3{4.4. In these Figures we see that for t = 5 the number of �ngers increases when
we increase the grid level. For grid level 0 and 1 we see 812 and 1012 salt �ngers respectively,
whereas for grid level 2 there are approximately 1312 salt �ngers. For grid level 3 we see
approximately 1412 �ngers. In addition, the amplitude of the �ngers increases when mesh
re�nement is applied. At the left boundary we see a merging of two �ngers when the mesh is
re�ned. Signi�cant di�erences are visible in the interior of 
, in particular the increase of the
number of �ngers when we re�ne the mesh. Note that the saturation pro�les for grid level 0
and 1 are somewhat similar. The same is true for the saturation pro�les for grid level 2 and 3.
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From this we conclude that the number and size of the �ngers depends on the mesh coarseness.
This was earlier observed by Schotting [25] and Frolkovi�c et al. [9]. However, Figure 4.4
suggests that the coarseness of level 2 and 3 gives convergence to a qualitative similar �nger
distribution away from the lateral boundaries. Based on this observation all calculations in
this research are carried out with grid level 2. Note that the actual dependency on the grid
size as well as the large time behaviour (selection of steady states) is far from understood.
For instance, can secondary bifurcations occur for suÆciently large Rayleigh numbers. This
will be a subject of future study.
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Figure 4.3: Saturation pro�les at t = 5 for grid level 0 (top) and level 1 (bottom).
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Figure 4.4: Saturation pro�les at t = 5 for grid level 2 (top) and level 3 (bottom).

4.3.3 Dependency on the aspect ratio

Since we deal with a bounded domain, we analyse the inuence of the aspect ratio % := L�H�1

on the turning time t�. The aspect ratio plays a crucial role for the initial perturbation of the
saturation. When the aspect ratio is too small, the boundary conditions on x = 0 and x = L
dominate and hence inuence the turning times. We are interested in choices of the aspect
ratio % such that the inuence of the boundary conditions at x = 0 and x = L is negligible.
For the analysis we �x the depth H, and vary the ratio %. We use for the computations H = 5.
The calculations are done for % = 1; 3; 5; 10; 15 and 20. The initial saturation is perturbed
globally, according to equation (4.4), for several wave numbers: � = 0:25, � = 0:375, � = 0:5
and � = 2:45. We give the turning times in Table 4.4.

� Aspect ratio % for �xed H = 5
1 3 5 10 15 20

0.25 0.175 0.265 0.335 0.485 0.575 0.635
0.375 0.165 0.245 0.255 0.300 0.320 0.330
0.50 0.155 0.195 0.205 0.215 0.2175 0.220
2.45 0.165 0.170 0.170 0.170 0.170 0.170

Table 4.4: The turning times t� for several aspect ratios % and wave numbers � and for
�xed H .

From Table 4.4 we see that for small wave numbers, and hence large wave lengths, the aspect
ratio % has more inuence on the turning time t� then for large wave numbers. For � = 0:25
the scheme does not converge for % � 20, whereas it converges for � = 0:5 and % � 10. For
� = 2:45 it converges for % � 5. In other words, increasing the length has a stabilizing e�ect
for a system that is initally perturbed with a small wave number. The e�ects of the aspect
ratio for several wave numbers are visualised with the help of the turning time t�, as presented
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in Figure 4.5. Note that for % = 1, i.e. a square domain, the turning time t� for a large wave
number is approximately equal to the turning time corresponding to a small wave number.

0 2 4 6 8 10 12 14 16 18 20
0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

%

t�

� = 2:45

� = 0:375

� = 0:25

� = 0:5

Figure 4.5: The turning times t� as a function of the aspect ratio % for several wave
numbers �.

In this research we maintain the aspect ratio % = 10 because of the large computation times
needed for larger aspect ratios.

4.4 The onset of instability: numerical observations

In this section we analyse the instability of the di�usion layer from a numerical point of view.
We want to analyse the mechanism behind the occurrence of salt �ngers when the di�usion
layer is perturbed. Therefore we choose both a stable and an unstable regime and we analyse
the saturation pro�les.

For a thorough investigation of the perturbations eu and eq, we make two cross-sections of 
:
one vertically at 1

2L and one horizontally at 9
32H = 1:40625. These cross-sections are �xed

during the calculations. Thus the horizontal cross-section is taken near the boundary between
the bottom of the di�usion layer and the lower region. This cross-section gives us information
about the early formation of instabilities and the occurance of salt �ngers. Furthermore the
amplitude and the periodicity of the perturbations as a function of time can be analysed
very easily. The vertical cross-section serves as a tool to analyse the deformation, caused by
growing instabilities, of the di�usion layer.

All initial perturbations are local, i.e. we de�ne e
 := f(x; z) : 1
3L < x < 2

3L; 0 < z < Hg.
The displacement of the perturbation area e
 due to upow and the e�ects on the turning
time t�, is discussed in Section 4.4.2.
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4.4.1 The formation of salt �ngers

To demonstrate both stable and unstable behaviour, we �rst choose Ra = 5 (stable regime)
and then Ra = 35 (unstable regime), see also Figure 3.5. The initial saturation is perturbed
with a rectangular \salt block"such that

eu��
t=0

=

(
� for (x; z) 2 e
 ;

0 elsewhere :
(4.5)

with � = 5 � 10�4. We solve (P5) subject to (4.5) and (BC). The results are presented in
Appendix C.

Stable regime. The computed energy norm E(t) is shown in Figure 4.6. Observe that E(t)
decreases and tends to zero for large t, as to be expected in the stable regime.

For t 2 [0; 4:5] we observe in Figure C.1 (top) of Appendix C that the saturation perturbationeu vanishes when time evolves. Note that the perturbations have two local maxima and one
local minimum inside e
 and two local minima outside. The minima outside the region e

have a negative value. Figure C.1 (bottom) shows the decay of eu in the vertical plane. Note

that we have just one local maxi-
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Figure 4.6: The energy norm E(t) for Ra = 5.

mum for 0 < z < 5. These max-
ima move to the left, thereby de-
creasing their value. The left shift
is due to the upow. In Figure C.2
both the vertical and horizontal
velocity perturbations eqz and eqx
are depicted. At t = 0 the satura-
tion u is discontinuous at x = 50

3
and 100

3 . Hence the derivative of
u with respect to x is given by
Dirac Æ-distributions Æ(x � 50

3 ) �
Æ(x � 100

3 ). When substituted in
(P5)2, these \Æ-functions"initiates
vortices at 50

3 and 100
3 . These vor-

tices result in the characteristic
shape of eqz and eqx. Note the sym-
metry of these plots: Figure C.2
(top) is symmetric with respect to
the plane x = 1

2L, whereas (bot-
tom) is symmetric with respect to the point (12L; 0).

Unstable regime. We repeat the same experiment for an unstable regime, i.e. Ra = 35.
Again we apply the initial perturbation (4.5). The turning time for this case is t� = 0:195,
as depicted in Figure 4.7 (magni�ed part). In the same �gure the full curve is depicted as
well. Note that for 2 < t < 3 the energy curve becomes very steep. From this time the
perturbations become very large and the nonlinear term Req �reu in equation (P7)1 cannot be
disregarded anymore. The system makes a transition from the linear regime to the nonlinear
regime. For t & 3 the curve attens which is due to the inuence of the boundary conditions.
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4. Stability of the di�usion layer: a numerical investigation

The saturation and velocity perturbations eu and eq are presented in Appendix C, Figures
C.3{C.12. Comparing Figure C.3 (top) and Figure C.1 (top), we observe some di�erences.
Again two local maxima and one local minima appear inside e
 and two local minima appear
outside. Now these maxima and minima grow in time, as can be seen in Figure C.3 (bottom).
When time evolves, more local minima and maxima, though with a smaller amplitude, appear
near the two points of discontinuity: x = 50

3 ;
100
3 . As a consequence, these oscillations will

propagate into the entire domain 
, as we see in Figure C.5 (top). We observe that the
system decomposes the initial perturbation into a sinusoidal pro�le. In fact, as will be shown
in Section 4.6, this pro�le results from the Fourier decomposition of the initial perturbation
(4.5), where each Fourier mode in the decomposition now has, besides the Fourier coeÆcient,
an extra weighting factor. These weighting factors depend on time and are determined by the
system. Note that the pro�le conserves its shape for quite a long time; only the amplitude of
the perturbations changes, see Figure C.5 (top). This shape conserving property plays a
crucial role in the next sec-
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Figure 4.7: The energy norm E(t) for Ra = 35.

tion when we discuss stability
curves. Again note the sym-
metry of the pro�le, in par-
ticular the symmetry with re-
spect to the plane x = 25.
Figure C.5 (bottom) depicts
the long time behaviour of the
perturbations. The selection
mechanism is determined by
the boundary conditions. This
issue is far from understood
and is beyond the scope of
this research. Here we re-
strict ourselves to some obser-
vations from numerical exper-
iments. In Figure C.5 (bot-
tom) we observe strong oscil-
lations, which however remain
symmetric with respect to the
plane x = 25. Since oscilla-
tions propagate into the ow
domain 
, the two vertical boundaries will be reached after some time. These boundaries are
isolated, implying that the normal derivative of the perturbations must be zero. Indeed, for
t = 4:5 we see that the original shape of the perturbation is lost (see also the energy curve
for this time). Figure C.4 is very similar to Figure C.1 (bottom) for t 2 [0; 1]. In Figure
C.6 we see for t > 1:4 that the amplitude dramatically increases in the neighbourhood of
the boundary layer. This behaviour could be a combined result of the fact that at x = 25
a maximum is formed, see Figure C.5 (bottom), and the overall upow in the system. We
continue our analysis with the velocity perturbations, starting with the vertical component
of the velocity perturbation. In Figure C.7 (top) and (bottom) (horizontal cross-section) we
see a clear turning point at t = 0:195 = t�. For 0 < t < t� the vertical component decreases
while for t > t� it increases. Again note the shape conserving property of the perturbation.
When time evolves the velocity perturbations grow in time, see Figure C.9 (top), and reach
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Stability analysis for a saline boundary layer formed by uniform upow using Finite Elements

the long time behaviour (Figure C.9 (bottom)). Figures C.8 and C.10 show the evolution in
time of the vertical velocity perturbations at x = 25 (vertical cross-section). Again we note at
�rst a stabilizing e�ect (Figure C.8) and later the formation of an unstable pro�le reecting
the existence of a convection cell (Figure C.10). Note the signi�cant change of scale in these
�gures.

Figures C.11 and C.12 show the evolution in time of the horizontal velocity perturbation at
z = 1:40625 (horizontal cross-section). As to be expected eqx behaves quite di�erently from
the behaviour of eqz and eu. In Figure C.11 (top) we see two splittings of the perturbation
(blue curve), each located at 50

3 and 100
3 at t = t�. They initiate the occurence of more

oscillations when time evolves, see (bottom) in the same �gure and Figure C.12 (top). Figure
C.12 (bottom) shows eqx at large times (up to t = 4:5). We conjecture that eqx has not reached
its �nal pro�le yet at t = 4:5. This behavious is di�erent from eqz, which follows eu quite
closely, and seems to have reached its �nal shape at t = 4:5.

The oscillations of the saturation perturbations reect the salt �ngers that we see in the sat-
uration plots, see Figures 4.8{4.10. Note that in Figure 4.8 the saturation pro�le (bottom)
contains no information about instabilities at all. But when we analyse the saturation per-
turbation (top), we see that the instabilities already have started to develop. In Figure 4.10
(bottom) we �nd the explanation why the di�erences in amplitude of the local maxima in
the saturation perturbation plot, see Figure C.5 (bottom) seem to vanish. After some time
the salt �ngers reach the bottom of the region. Therefore the �ngers can not grow any more;
in other words, these �ngers have the same \amplitude", which is obviously restricted by the
depth H. This behaviour is also noticable in the energy curve, see Figure 4.7.

−3 −2 −1 0 1 2 3

x 10
−3

0 5 10 15 20 25 30 35 40 45 50
5

0

x

z

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 5 10 15 20 25 30 35 40 45 50
5

0

x

z

Figure 4.8: Contour plots of eu (top) and u (bottom) for t = 1.
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Figure 4.9: Contour plots of eu (top) and u (bottom) for t = 3.
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Figure 4.10: Contour plots of eu (top) and u (bottom) for t = 4:5.
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4.4.2 The inuence of the perturbation area on the turning time

Intuitively one expects that the turning time of instability t� depends on the initial pertur-
bation, in particular on the perturbation area e
. In this section we analyse this inuence for
the speci�c case of Figure 4.11.

e


x

z

eL
eZ

eH

Figure 4.11: Perturbation area e
 with the vertical distance eZ, length eL and thickness
eH of the perturbation area.

The calculations have been carried out with Ra = 35. The saturation is initially perturbed
by (4.2) in e
. The results are presented in Tables 4.5, 4.6 and 4.7.

Perturbation area

(a) 0.500 (b) 0.260 (c) 0.145 (d) 0.245

Table 4.5: The turning times t� for several perturbation areas e
.

In Table 4.5 we see for �xed eH = 1
3H that an increase of eZ gives an increase of t�. Moreover

when eL = L, see (d), t� is smaller than for the case of (b).

Perturbation area

(e) 0.300 (f) 0.215 (g) 0.170 (h) 0.195

Table 4.6: Idem as Table 4.5.

Here we set eH = 2
3H. Again we see that the increase of eZ result in the increase of t� and the

turning time of (h) is smaller then the turning time corresponding to (f).

Perturbation area

(i) 0.195 (j) 0.285 (k) 0.150 (l) 0.175

Table 4.7: Idem as Table 4.5.
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4. Stability of the di�usion layer: a numerical investigation

When we compare the turning times of (c), (g) and (i) we may conclude that these turning
times depend linearly on eH. Moreover when comparing the turning times of (b) and (d),
(f) and (h), (e) and (j), (g) and (k) and �nally of (i) and (l) we may also conclude that the
corresponding turning times slightly decrease with increasing eL.
Clearly we �nd that the length of the perturbation area has a destabilizing e�ect, i.e. the
longer the area the earlier instabilities occur. The contrary is true for the height eH of the
area. The inuence of eZ is most signi�cant: large eZ gives a large t� and hence delays the
triggering of instabilities. This is due to the travel time needed to reach the di�usion layer.

4.5 The calculation of stability curves

In this section we determine stability curves which divide the (�;Ra )-plane into a stable and
unstable region. In contrast to the semi-analytical methods discussed in Chapter 3, we use
here the Finite Element Method, in particular the package sepran. Before we discuss the
algorithm, we �rst give some technical details. These details are crucial for the determination
of the curves.

The main problem is to generate perturbations which have a wave number that is a priori
known. This is achieved using two important properties of perturbations. First, the initial
perturbation, which is not necessarily periodical (see Section 4.4.1, the \salt block"), is de-
composed into harmonic modes (Fourier modes). These modes are periodic with a speci�c
wave number. The consequences of this decomposition into modes for the wave number se-
lection is discussed in Section 4.6. The second one is the shape conserving property of the
perturbations. As we saw in the previous section, the shape of the saturation and vertical
velocity perturbation is maintained for t 2 [0; t�], which is favourable for our purposes. Above
properties motivate us to perturb the initial saturation periodically with wave number �, i.e.

eu��
t=0

= � sin (� � x) for (x; z) 2 e
 : (4.6)

Here � = 5 � 10�4 and � is the initially prescribed wave number. We perturb the initial
saturation globally, i.e. e
 := 
. We analyse the test-case � = 0:5 and Ra = 35, i.e. an
unstable regime according to the stability curves as determined in Chapter 3. The turning
time for this case is 0:215. The results are depicted in Figure 4.12. Indeed we observe that
the system takes over the prescribed wave number �, and maintains it for 0 < t � t�. Note
that the amplitude of both eu and eqz essentially decreases for 0 < t � t� (not visible in
Figure 4.12, though observed from numerical data) since for these times the system is stable.
For the horizontal velocity perturbation eqz the amplitude is still decreasing at t = t�. The
cross-section for eqx has a di�erent shape compared to eu and eqz: eqx is maximal when eqz has
zero amplitude and vice versa (reecting the convection cells).

For determining the stability curves, the original sepran program was extended with two
loops, which scan all Rayleigh numbers and wave numbers within relevant ranges. This
implies that the pairs (�;Ra ) for which no turning times t� exist (in fact, these are the stable
regimes), are also calculated by the program. Therefore this algorithm can be characterised as
a \brute force"algorithm. As a consequence the calculations take almost one week to complete
the task. The �rst loop scans relevant wave numbers, i.e. � 2 �0:25+ i � 0:05 : i = 0; � � � ; 44	,
and the second loop, which is executed within the �rst loop, scans all relevant Rayleigh
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Figure 4.12: Horizontal cross-sections. Top: saturation perturbations for t = 0 (red)
and t = t� (blue). Middle: vertical velocity perturbations for the same
times. Bottom: horizontal velocity perturbations for the same time.

numbers, i.e. Ra 2 �14:75 + i � 0:25 : i = 0; � � � ; 89	. During the second loop the system
(P5) subject to (BC) and (4.6) is solved for t 2 [0; 1]. During these calculations the energy
norm is determined for each time-step. All energy curves are stored. After termination of the
algorithm, another algorithm is invoked to extract all pairs (�;Ra ) for which a turning time t�

exist. Collecting these turning times, we obtain a set consisting of the triples (�;Ra ; t�). With
t� as parameter, we are now in the position to draw the stability curves in the (�;Ra )-plane.
Execution of the above described algorithm with the same settings, yields 3160 (�;Ra ; t�)-
triples. For a given wave number 0:25 � � � 2:45 and turning time 0:2 � t� � 0:8, let
Ra (�; t�) denote the system Rayleigh number as determined with Finite Elements. Figure
4.13 (top) depicts all determined (�;Ra ; t�)-triples. In Figure 4.13 (bottom) the symbol 'Æ'
depicts Ra (�; t�) for discrete �-values. Note that the solid curves are interpolated splines
connecting these points to give smooth curves. The lower curve is the Frobenius expansion
for the equilibrium case, see Section 3.2. When we compare the curves to the curves obtained
by linearised stability, see Figure 3.2, we see agreeable similarities. The reason that the
curves calculated with sepran resembles the curves calculated in the framework of linearised
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4. Stability of the di�usion layer: a numerical investigation

stability, is that we have used small perturbations, i.e. � = 5 � 10�4. In this research we do
not investigate stability curves for large perturbations. For small times (0:2 < t� < 0:5) we
see signi�cant di�erences. For example, the gap between the curve for t� = 0:2 and the curve
for t� = 0:5 is larger than the gap in Figure 3.2.
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Figure 4.13: Left: The shaded region in the dashed box depicts unstable states, the blank
region represents the stable ones. Right: Critical Rayleigh numbers Ra versus
wave number �. The 'Æ' symbol denote values calculated by sepran. The
dashed curve traces the minima of the curves.

Furthermore, for these times the minima in Figure 3.2 are more shifted to the right compared
to the minima in Figure 4.13. When we compare the curves for t� > 0:5, we see that the
di�erences between the ones in Figure 3.2 are minor, in particular for t� = 0:8. We �nd:

Ra � = 16 for �� = 0:85 :

Comparing these results with the linearised stability analysis as discussed in Chapter 3,
we conclude that this approach is satisfactory. To extend the comparison with Figure 3.2,
we note that the curves for large �, after extrapolation, tend to intersect each other for
t� > 0:5. We also observed this behaviour for the linearised stability case. An explanation
for this has not been found and it remains an item to be investigated. We also carried out
Finite Elements computations for the Lapwood problem (zero throughow). The following
relevant wave and Rayleigh numbers are scanned: � 2 f0:25 + i � 0:05 : i = 0; � � � ; 35g and
Ra 2 f5 + i � 0:25 : i = 0; � � � ; 79g. The sepran calculations yield 1833 (�;Ra ; t�)-triples,
which are depicted in Figure 4.14 (left). The stability curves are presented in Figure 4.14
(right) as solid lines with the symbol 'Æ'. These lines are again interpolated splines. The
exact solution for t ! 1, see Section 3.4.2, is depicted as a solid line and the short-dashed
line traces the minima. For this case we �nd:

Ra � = 9 with �� = 0:6 :
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Figure 4.14: Left: The shaded region in the dashed box depicts unstable states, the
blank region represents the stable ones. Right: Stability curves for the
Lapwood problem.

4.6 Wave number selection and arbitrary perturbations

In Section 4.4 we observed that for a speci�c Rayleigh number Ra = Ra � the initial pertur-
bation is decomposed into a sinusoidal pro�le with a speci�c wave number, seemingly selected
by the unstable system. Since the stability curves move downwards in time, one could think
that this wave number is the wave number for which the stability curve intersects the line
Ra = Ra �, i.e. the minimum of the stability curve. Moreover, the time at which the in-
tersection takes place would be the turning time t� for the unstable system. However, the
computations show that this idea of wave number selection is invalid: for the \salt block"case,
see Section 4.4.1, we have Ra � = 35, t� = 0:195 and according to Figure C.5 (top) the \se-
lected"wave number is approximately 1.53. But Figure 4.13 shows that the intersection of
the line Ra = 35 with the stability curve doesn't take place at t� = 0:195. Moreover, none of
the stability curves has its minimum at � = 1:53.

In this section we analyse the wave number selection for perturbations of the form

eu��
t=0

=

8>>><>>>:
�

kX
n=1

An sin(�nx) for (x; z) 2 e
 ;

0 elsewhere :

Here An denote weighting factors. In other words, we analyse perturbations that can be
decomposed into a (�nite) series of sinusoidal functions. This decomposition can be seen
as the �rst terms of a Fourier decomposition. Note that each component (mode) of the
perturbation behaves di�erently as time evolves, i.e. some modes decay when time increases,
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whereas others may grow. The consequence of this behaviour is discussed below for two
test-cases.
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Figure 4.15: Left: The energy curves E(t) for mode 1, mode 2 and the overall energy
curve. Right: Fictitious stability curves for several stages.

Test-case 1. Let

eu��
t=0

= �
�
5 sin(0:25x) + sin(x)

	
for (x; z) 2 
 ;

with � = 5 � 10�4 and let Ra = 25. The energy norms calculated by sepran are depicted
in Figure 4.15 (left), as well as �ctitious stability curves for several times (right). Note that
these stability curves move downwards for increasing t. Computations show that �1 = 0:25
gives a stable mode with t̂1 !1 and �2 = 1 is unstable with t̂2 = 0:265. In Figure 4.15 (left)
we see that both modes essentially decay for 0 < t < t̂2. As a consequence the energy norm
E(t) decreases for 0 < t < t̂2. For t = t̂2 we see that the mode corresponding to �2 (mode 2)
starts to grow because this mode crosses the boundary between the stable and unstable regime
(Figure 4.15 (right)). The mode corresponding to �1 (mode 1) is still decaying. However, the
increase in amplitude of mode 2 does not immediately imply an increase of E(t) for t > t̂2.
This is due to the fact that the weighting factor of the decaying mode is larger than the one
corresponding to the unstable mode implying a decrease of the total energy norm E(t). At
some time t = t� an equilibrium is reached between the growing mode (mode 2) and the
decaying mode (mode 1), implying that the energy norm is minimal. For our test-case we
have t� = 0:535. For t > t� we see that the energy norm E(t) increases for increasing time.
This is due to the fact that mode 2 grows faster whereas mode 1 decays slower in time (it
tends to stabilize). As a result the system \selects"mode 2 and takes over the corresponding
wave number. Care must be taken here because the selected pro�le is in fact a superposition
of mode 2 and mode 1 (which has a limited contribution to the selected signal). This process
is shown in Figure 4.16. The superposition is discussed in more detail in the second test-case.
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Figure 4.16: Horizontal cross-sections of the saturation perturbation eu. Top: mode
1 (blue curve) and mode 2 (red curve) at t = 0. Bottom: eu for t = 0
(red), t = 1 (black) and t = 2 (blue). The initial perturbation is the
superposition of mode 1 and 2.

Test-case 2. Let

eu��
t=0

= �
�
sin(x) + sin(2x)

	
for (x; z) 2 
 ;

where again � = 5 � 10�4 and Ra = 25. Both mode 1 (� = 1) and mode 2 (� = 2) become
unstable as time evolves. Mode 1 crosses the stability curve prior to mode 2 at t = t̂1 = 0:265.
For t > t̂1 mode 1 starts to grow, whereas mode 2 is still decaying, as depicted in Figure 4.17.
Mode 2 becomes unstable for t = t̂2 = 0:340. Just after t = t̂1 the decay of mode 2 has more
inuence on the overall energy norm (black curve in Figure 4.17) than the growth of mode 1.
Hence the overall energy decays for t̂1 < t < t� and reaches a minimum at t� = 0:300. Note
that t̂1 = 0:265 < t� < 0:340 = t̂2, as to be expected. Above predictions are con�rmed when
we analyse the horizontal cross-sections of the saturation perturbations eu, see Figure 4.18.
In this �gure we see that at t = 2 the amplitude of mode 1 is larger than the amplitude of
mode 2 (�gures top and middle in Figure 4.18, blue curves), whereas the amplitude of both
modes are initially equal (�gures top and middle in Figure 4.18, red curves). In Figure 4.18
bottom it seems that the system selects mode 1, with corresponding wave number � = 1. In
fact this is de�nitely not the case. The blue curve in Figure 4.18 (bottom) is a superposition
of both mode 1 and mode 2 at t = 2, see the '+'-marked curve in the same Figure. This
'+'-marked curve is exactly the same as the blue curve. We may conclude that the exact
determination of the selected wave number is for this case impossible. Above observations
have consequences when we perturb the system with a complex signal, e.g. a \salt-block"(see
Section 4.2) or a randomly generated perturbation. Such signals can be decomposed into
(in�nitely) many modes. Most of these modes are decaying for increasing time, but there are
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many modes which grow in time. All modes remain in the saturation perturbation signal for
t > t�. If all modes have the same weighting factor, then the decaying modes (stable modes)
have a minor contribution to the saturation perturbation and the most unstable mode, i.e.
the mode that intersects the stability curve �rst, dominates the perturbation at large time.
When all modes have di�erent weighting coeÆcients, the selection mechanism is extremely
complex and pro�les are hard to predict.
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Figure 4.18: Horizontal cross-sections of the saturation perturbation eu. Top: mode 1
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times. Bottom: eu for t = 0 (red), t = 1 (black) and t = 2 (blue). The
initial perturbation is the superposition of mode 1 and 2. The symbol '+'
denotes the superposition of mode 1 and mode 2 at t = 2.
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5 Discussion and conclusions

We analysed stability of solutions from a set of partial di�erential equations that describe
upow of saline water through a porous medium. One key assumption of the model is the
instantaneous build-up of a saline boundary layer at the surface. Hence we impose a maximum
salt water saturation at the surface. Physically, this assumption is questionable. However,
for cases where evaporation is fast compared to upow, it serves as a good approximation.
Below the surface, a saline boundary layer grows by di�usion in the opposite direction of the
upow. If this layer remains stable under gravity, an equilibrium state is reached where the
salinity pro�le is exponentially (for aquifers of both �nite and semi-in�nite extend) decreasing
downwards. Since the surface salinity and upow rate are both taken constant, the layer can
be assumed stable provided that it is suÆciently thin; this means it is initially stable. Stability
is lost after some time for some cases with little evaporation at the surface. If the system
parameters are such that the boundary layer looses stability after some time, then there must
be a critical time during growth when the layer passes from a stable to an unstable state.

In this thesis we discussed four settings: aquifers of both semi-in�nite and �nite extend, with
and without the presence of a uniform upow. For both the semi-in�nite setting with a
uniform upow and the �nite setting in absence of a uniform upow, semi-analytical methods
are applied. For the �nite case with upow a numerical method is used to analyse the stability
of the di�usion layer.

Based on the results of this thesis and the work of Van Duijn et al. [32] we conclude the
following:

Semi-analytical methods

� As we have mentioned in Section 3.3.3, the linearised stability problem for the saline
boundary layer with upow is not self-adjoint. Linearised stability analysis only provides
the range of wave numbers and Rayleigh numbers where the system is de�nitely unsta-
ble. At Rayleigh numbers below that range, subcritical instabilities of �nite amplitude
may exist. For the equilibrium case the resulting fourth-order eigenvalue problem can be
solved using a Frobenius expansion. This expansion yields a curve in the (�;Ra )-plane,
see Figure 3.1. The minimum value for R1 is approximately 14.35.

� For a theoretical analysis of the subcritical (nonlinear) stability problem we have given
detailed attention to the non-linear instability equations. The energy method with an
integral constraint has been applied here. For the equilibrium boundary layer, we have
found that the solution is a Bessel function of the �rst kind. As shown, the minimum
value of R1 occurs at � = 0, and is equal to the square of the �rst root of the Bessel
function J0, i.e. R1 � 5:77.
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� Instead of the integral constraint, we also make direct use of the di�erential equation
(3.6) relating saturation and vertical velocity. For the equilibrium case, i.e. t!1, the
resulting second-order eigenvalue problem is solved numerically by Van Duijn et al. [32]
using the Jacobi{Davidson numerical method. The shape of the obtained stability curve
is qualitatively similar to the one obtained by linearised stability at low wave numbers
(compare Figures 3.2 and 3.4 (solid lines)). The minimum value for R1, approximately
8.950, gives an improved estimate of the lowest upper bound of the stable region.

� The case of the growing boundary layer has been studied by treating time t as a param-
eter in the expressions for the primary pro�le. We considered two approaches. First,
for each value of t we employed linearised stability theory to identify a curve in the
(�;Ra )-plane in the case of in�nitesimal perturbations. In the second approach, we
employed the energy method in its sixth order form in a similar way, to give solutions
that represent an estimate of the upper limit of absolute stability. Again Figures 3.2
and 3.4 show qualitative similarities. As t increases, the curve minima in each case
progress monotonically to lower (�;Ra )-values with the equilibrium values as the limit.

� The absence of a uniform upow in aquifers of semi-in�nite extend leads to a self-
similar solution for the primary pro�le. We have shown that it is suÆcient to calculate
the eigenvalues R1 as function of the wave number �, which arise in the eigenvalue
problem when one uses either linearised stability theory or the energy method with
integral constraint, for t = 1 only. The other eigenvalues for t > 0 can be found by
applying an appropriate scaling. As a consequence of this scaling all R1- and �-values
are contracted to the origin for t!1. Hence the system always becomes unstable for
large t.

� For the �nite depth case (the classical Lapwood problem) the steady-state primary
pro�le is a linear function. In a similar way we have shown that it is again suÆcient to
calculate R1(�) for H = 1 only. The other eigenvalues for arbitrary depth H follow by
applying an appropriate scaling. For this case the method of linearised stability and the
energy method are equivalent since the corresponding eigenvalue problem is self-adjoint
and hence subcritical instabilities cannot occur. Again this scaling implies that all R1-
and �-values are contracted to the origin, implying that the system always becomes
unstable for H !1.

Numerical observations

� Some simple test-cases have been found to test the numerical scheme. For most of our
purposes the scheme turned out to be reliable and suÆciently accurate.

� The primary pro�le for aquifers of �nite depth and with an existing upow resembles
for suÆciently large H the primary pro�le of the semi-in�nite case. Hence, by setting
H = 5 a semi-in�nite setting can be well simulated. In particular, the steady-state
primary pro�les for both cases di�er only for approximately 0.7%. The primary pro�le
u0, calculated by sepran, is independent of the Rayleigh number Ra , i.e. perturbations
introduced by numerical inaccuracies do not trigger instabilities of the di�usion layer.

� The numerical scheme serves as a good tool to give us insight in the stability of the di�u-
sion layer. However, the scheme is not independent of the coarseness of the mesh, since
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5. Discussion and conclusions

mesh re�nements result in di�erent long-time solutions for the saturation, see Section
4.3.2. Moreover, the convergence of the turning time t� depends on the wave number
of the initial perturbation, see Section 4.3.3. For small wave numbers (� < 0:375) the
turning time doesn't converge for aspect ratios up to 20. Hence perturbations with
small wave numbers result in inaccurate turning times. This may have consequences for
the validity of the stability curves for small �.

� From numerical experiments, where the initial saturation is perturbed with a \salt
block", we observed that the perturbation is transformed into a sinusoidal signal, see
the Figures in Appendix C. This signal is just the Fourier decomposition of the initial
perturbation, i.e. the perturbation signal is a superposition of Fourier modes, where
each mode has a di�erent weighting coeÆcient. Since di�erent modes start growing at
di�erent stages, the weighting coeÆcients are a function of time. Moreover, the shape of
both the saturation perturbation and the vertical velocity perturbation is conserved for
a long time. These two properties are fundamental for the determination of the stability
curves: for an arbitrary but �xed pair (�;Ra ), we perturbed the initial saturation with
� � sin(�x), with � the perturbation magnitude.

� The support of the perturbation also has an inuence on the turning time t�. Instabilities
are triggered earlier as the length of the perturbation domain increases. The contrary
is true for the height of the area. Moreover, the distance between the perturbation
area and the upper boundary inuences signi�cantly the onset of instability due to the
\travel time"needed to reach the di�usion layer. For the determination of the stability
curves, the initial saturation is perturbed globally.

� To analyse the stability of the di�usion layer, a stability criterion is introduced in Section
4.2 to determine whether the system is stable or not. This criterion is based on the
energy norm of the velocity perturbation, which is denoted by E(t). During the sepran
calculations E(t) is determined for each time step as well. When the system is unstable,
then there exists a t� such that E reaches its minimum at t = t�.

� The stability curves obtained by the Finite Element Method, are in good agreement
with the stability curves obtained by the method of linearised stability. This is due to
the fact that we used very small perturbations such that the calculations are done in
the linearised regime. For small times (t; t� < 0:5), however, we observed signi�cant
di�erences. These di�erences may be due to the frozen pro�le approach, as explained
in Section 3.2. This approximation is used in the linearised stability theory, but not
during the sepran computations. Therefore the frozen pro�le approach may result in
stability curves at di�erent times.
For the minima of the Finite Element stability curves we see a minor shift to the
right compared to the minima obtained by applying linearised stability theory. An
explanation for this has not been found yet and it remains an item to be investigated.

� Finally, more general perturbations are analysed. These perturbations can be decom-
posed into in�nite many modes, each with a speci�c wave number. For a Fourier
decomposition we have a discrete wave number spectrum, which is determined by the
length L of the medium. The idea that the system selects for Ra = Ra � (�xed) the
wave number �� for which the stability curve intersects the line Ra = Ra � in exactly
one point, is not valid. It is not known a priori which wave number is selected for which
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E(t) starts to increase.
Since the stability curves are moving downwards, all modes of the perturbation are
initially decaying. After some time, the stability curve intersects the line Ra = Ra �

and some modes start to grow, whereas other modes are still decaying. At a later time,
an equilibrium is settled between the growing and the decaying modes. This time is
the turning time t� for this system, i.e. the energy curve is minimal for that time. For
t > t� the growing modes overrule the perturbation signal since the decaying modes be-
come very small in magnitude. The resulting signal consists of all wave numbers which
are part of the spectrum of the initial perturbation. The amplitude of these modes,
however, are determined by the system itself and hence a sinusoidal perturbation signal
results.

Further research

The following items need to be further investigated:

� The numerical scheme used in this research is not the most accurate one. Improvements
are to be expected when one uses more sophisticated numerical schemes.

� The e�ects of the vertical boundary conditions on the convergence of the turning time
t� for small wave numbers is not suÆciently investigated in this research. A possible
improvement may be the introduction of periodical boundary conditions. Moreover,
one can adjust the geometry of the problem to the wave number of the perturbation,
i.e. the geometry is taken to be a periodicity cell.

� In this research the properties of the porous medium are assumed to be constant. Het-
erogeneous and anisotropic media may result in di�erent stability behaviour.

� Instead of using a rectangular geometry, one can analyse the inuence of an inclined
top surface on the stability of the system.

� When analysing general perturbations, we assumed uniformity in the z-direction. It
is not clear what the e�ects are on the stability of the system when one perturbs the
initial saturation with a perturbation that is a function of both x- and z-coordinate.

� Finally, the long-time behaviour of the unstable system is not investigated in this re-
search. The same is true for the large Rayleigh numbers, i.e. the eigenvalues Rn, n � 2
and \large"�nite amplitude perturbations.
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A Derivation of the primary pro-

�le for aquifers of �nite extend

A.1 Aquifers with a uniform upow

In this appendix we will derive the analytical solution of the partial di�erential equation

(A1)

8>>>>>>>>><>>>>>>>>>:

@u

@t
� @u

@z
=
@2u

@z2
; 0 < z < H ;

u(0; t) = 1 ; t > 0 ;

u(H; t) = 0 ; t > 0 ;

u(z; 0) = 0 ; 0 < z < H :

We start with the determination of the steady-state solution. We use this solution to obtain
the general series solution of problem (A1).

A.1.1 The steady-state solution

We set @t = 0 and denote the steady-state solution with u(z). Problem (A1) reduces then to

(A2)

8>>>>><>>>>>:

@2u

@z2
+
@u

@z
= 0 ;

�u(0) = 1 ;

�u(H) = 0 :

The general solution of (A2) is given by

u(z) =
exp (�z +H)� 1

exp (H)� 1
: (A.1)

The steady-state solution (A.1) is used in the next section to obtain the general series solution.
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A.1.2 General solution

We start with homogenizing the boundary conditions in (A1). Therefore we use the steady-
state solution (A.1). Writing u(z; t) = u(z) + w(z; t) and substituting this in (A1) yields

(A3)

8>>>>>>>>><>>>>>>>>>:

@w

@t
� @w

@z
=
@2w

@z2
;

w(0; t) = 0 ; t > 0 ;

w(H; t) = 0 ; t > 0 ;

w(z; 0) = �u(z) ; 0 < z < H :

We now write w(z; t) = exp (�t+ �z)w�(z; t). For one special choice of � and � equation
(A3)1 reduces to a pure di�usion equation for w�. The parameters � and � can be found by
substituting the Ansatz for w into (A3)1, yielding

�w� +
@w�

@t
�
�
�w� +

@w�

@z

�
= �2w� + 2�

@w�

@z
+
@2w�

@z2
:

Eliminating the terms with w� and @w�=@z gives � = �1=2 and � = �+�2 = �1=4. We then
arrive at the following problem:

(A4)

8>>>>>>>>><>>>>>>>>>:

@w�

@t
=
@2w�

@z2
;

w�(0; t) = 0 ; t > 0 ;

w�(H; t) = 0 ; t > 0 ;

w�(z; 0) = ��u(z)ez=2 ; 0 < z < H :

Substituting w�(z; t) = Z(z)T (t) in problem (A4) gives the following solution:

w�(z; t) =
1X
n=1

bn exp
��n2�2t=H2

�
sin

n�z

H
;

where the coeÆcients bn are the same as in the series

�u(z)ez=2 =
1X
n=1

bn sin
n�z

H
:

This series is the Fourier sine series for �uez=2 and its coeÆcients are given by

bn = � 2

H

HZ
0

u(�)e�=2 sin
n��

H
d� = � 8n�

H2 + 4n2�2
: (A.2)

Finally we �nd by backsubstitution

u(z; t) =
exp (H � z)� 1

exp (H)� 1
+

1X
n=1

bn exp

�
�n

2�2

H2
t� 1

4
t� 1

2
z

�
sin

n�z

H
; (A.3)

with bn de�ned as in (A.2).
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A.2 Numerical solutions of the primary pro�le for aquifers

with a uniform upow

In this section the sepran solutions of u0 are compared to the series solution, derived in
the previous section, which is truncated after the �rst 35 terms, see also Figure 4.1. For a
description, see Section 4.4.
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u0 for Ra=5 (sepran numerical solution)   
u0 for Ra = 50 (sepran numerical solution)
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t = 0:05

t = 2u0

z

Figure A.1: Numerical solutions and the truncated series solution of u0 for t 2
f0:05; 0:15; 0:4; 1; 2g.

A.3 Aquifers with zero upow

In this section we solve the following problem

(A5)

8>>>>>>>>><>>>>>>>>>:

@u

@t
=
@2u

@z2
; 0 < z < H ;

u(0; t) = 1 ; t � 0 ;

u(H; t) = 0 ; t � 0 ;

u(z; 0) = 0 ; 0 < z < H :

The steady-state solution of (A5) is given by

u(z) = 1� z

H
:
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The solution of (A5) is standard and can be found in Carslaw and Jaeger [4]. It is given by

u(z; t) = u(z) +

1X
n=1

bn exp
��n2�2t=H2

�
sin

n�z

H
;

with

bn = � 2

H

HZ
0

u(�) sin
n��

H
d� = � 2

n�
:
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B Solution of the initial stream-

function

In this appendix we will derive the analytical solution of the following Poisson problem:

(B1)

8>>>>>>>>>>>><>>>>>>>>>>>>:

�	 =
deu
dx

����
t=0

;

	(0; z) = 0 ;

	(L; z) = � L

Ra
;

	(x; 0) = 	(x;H) = � x

Ra
;

with eu��
t=0

= f(x). De�ne g(x) :=

xZ
f(t)dt. The Poisson problem can be reduced to a Laplace

problem with two homogeneous and two inhomogeneous Dirichlet conditions by introducing

	(x; z) = � x

Ra
� x

L

n
g(L) � g(0)

o
+ g(x)� g(0) + b	(x; z) :

Problem (B1) then reduces to the following Laplace problem

(B2)

8>>>><>>>>:
�b	 = 0 ;

b	(x; 0) = b	(x;H) =
x

L

n
g(L) � g(0)

o
� g(x) + g(0) ;

b	(0; z) = b	(L; z) = 0 :

The solution of (B2) can be found in Carslaw and Jaeger [4], and is given by

b	(x; z) = 1X
n=1

an sin

�
n�x

L

�
cosech

�
n�H

L

�"
sinh

�
n�[H � z]

L

�
+ sinh

�
n�z

L

�#
;

with an de�ned by

an =
2

L

LZ
0

�
�

L

n
g(L) � g(0)

o
� g(�) + g(0)

�
� sin

�
n��

L

�
d� :
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For f(x) = �
�H(x� 1

3L) �H(x � 2
3L)
	
, with H(x) the Heaviside step function, see Section

4.4.1 for the salt-block problem, we have the following problem:

(B3)

8>>>><>>>>:
�b	 = 0 ;

b	(x; 0) = b	(x;H) = �
�
x
3 �

�
x� 1

3L
� � �H(x� 1

3L)�H(x� 2
3L)
�
+ L

3H(x� 2
3L)
	
;

b	(0; z) = b	(L; z) = 0 :

The coeÆcients an are given by

an = �
2L

3

(
6[sin(13n�)� sin(23n�)] + 3[sin(23n�)� sin(13n�)]

n2�2

)
:

For f(x) = � sin(�x), see Section 4.5, we have the following problem:

(B4)

8>>>>><>>>>>:

�b	 = 0 ;

b	(x; 0) = b	(x;H) =
�

�

�
cos(�x) � x

L

�
cos(�L)� 1

�
� 1

�
;

b	(0; z) = b	(L; z) = 0 :

Now the an's are given by

an = �2��L
2
�
(�1)n cos�L� 1

�
n�
�
n2�2 � �2L2

� :

Note that for � =
k � �
L

, k 2 IN, we have ak = 0. The initial velocity components are given

by

qx = �@	
@z

=
1X
n=1

n�an
L

sin

�
n�x

L

�
cosech

�
n�H

L

�"
cosh

�
n�[H � z]

L

�
� cosh

�
n�z

L

�#
;

qz =
@	

@x
= � 1

Ra
� 1

L

n
g(L)� g(0)

o
+ f(x)+

+

1X
n=1

n�an
L

cos

�
n�x

L

�
cosech

�
n�H

L

�"
sinh

�
n�[H � z]

L

�
+ sinh

�
n�z

L

�#
:
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C Cross sections of the aquifer

In this appendix several vertical and horizontal cross-sections are depicted for both the satu-
ration and the velocity perturbations, i.e. eu and eq, at several di�erent times. For all plots
the red curve depicts the �rst element of the time set; the blue curve depicts the last one. The
initial perturbation is depicted as a bold dashed line.

Saturation perturbation pro�les for the stable regime
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Figure C.1: Top: horizontal cross-section of eu for t 2 f0; 0:05; 0:1; 0:15; 0:195; 0:3; 0:5;
1; 1:5; 2; 2:5; 3; 3:5; 4; 4:5g. Bottom: vertical cross-section of eu for the same
times.
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Velocity perturbation pro�les for the stable regime

0 5 10 15 20 25 30 35 40 45 50

−2

−1

0

1

2

x 10
−4

0 5 10 15 20 25 30 35 40 45 50

−1

−0.5

0

0.5

1

x 10
−4

Figure C.2: Top: horizontal cross-section of eqz for t 2 f0; 0:1; 0:2; 0:5; 1; 1:5; 2:5; 3:5;
4:5g. Bottom: horizontal cross-section of eqx for the same times.
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C. Cross sections of the aquifer

Saturation perturbation pro�les for the unstable regime: the onset
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Figure C.3: Top: horizontal cross-section of eu for t 2 f0; 0:15; 0:195; 0:25; 0:4g. Bottom:
horizontal cross-section of eu for t 2 f0:4; 0:6; 0:8; 1g.
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Figure C.4: Vertical cross-section of eu for t 2 f0; 0:05; 0:1; 0:15; 0:195; 0:3; 0:4; 0:5; 0:6;
0:7; 0:8; 0:9; 1g.
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Saturation perturbation pro�les for the unstable regime: the long time behaviour
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Figure C.5: Top: horizontal cross-section of eu for t 2 f1; 1:5; 1:6; 1:7; 1:8; 1:9; 2g. Bot-
tom: horizontal cross-section eu for t 2 f2; 2:5; 4:5g.
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Figure C.6: Left: vertical cross-section of eu for t 2 f1; 1:2; 1:4; 1:6; 1:8; 1:9; 2g. Right:
vertical cross-section of eu for t 2 f2; 2:5; 3; 3:5; 4; 4:5g.
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Vertical velocity perturbation pro�les for the unstable regime: the onset

0 5 10 15 20 25 30 35 40 45 50

−2

−1

0

1

2

x 10
−4

0 5 10 15 20 25 30 35 40 45 50

−1

−0.5

0

0.5

1

x 10
−3

Figure C.7: Top: horizontal cross-section of eqz for t 2 f0; 0:025; 0:195g. Bottom: hori-
zontal cross-section of eqz for t 2 f0:195; 0:4; 0:6; 0:8; 1g.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

0.5

1

1.5

2

2.5

3

x 10
−6

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

−1

−0.5

0

0.5

1

1.5

2

2.5

x 10
−6

Figure C.8: Left: vertical cross-section of eqz for t 2 f0:05; 0:1; 0:15; 0:195g. Right:
vertical cross-section of eqz for t 2 f0:195; 0:4; 0:6; 0:8; 1g.
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Vertical velocity perturbation pro�les for the unstable regime: long time be-

haviour
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Figure C.9: Top: horizontal cross-section of eqz for t 2 f1; 1:5; 1:6; 1:7; 1:8; 1:9; 2g. Bot-
tom: horizontal cross-section of eqz for t 2 f2; 2:5; 4:5g.
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Figure C.10: Left: vertical cross-section of eqz for t 2 f1; 1:5; 1:6; 1:7; 1:8; 1:9; 2g. Right:
vertical cross-section of eqz for t 2 f2; 2:5; 3; 3:5; 4:5g.
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Horizontal velocity perturbation pro�les for the unstable regime: the onset
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Figure C.11: Top: horizontal cross-secton of eqx for t 2 f0; 0:025; 0:195g. Bottom:
horizontal cross-section of eqx for t 2 f0:195; 0:4; 0:6; 0:8; 1g.
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Horizontal velocity perturbation pro�les for the unstable regime: long time be-

haviour
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Figure C.12: Top: horizontal cross-section of eqx for t 2 f1; 1:5; 1:6; 1:7; 1:8; 1:9; 2g. Bot-
tom: horizontal cross-section of eqx for t 2 f2; 2:5; 4:5g.
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Nomenclature

Symbol Description Unit

ax, ay dimensionless wave numbers in resp. x,y-direction
A horizontal cross section of V
c salt mass concentration [kg/m3]
D a positive constant (di�usion coeÆcient) [m2/s]
D = (Dij) dispersion matrix
ex; ez horizontal, resp. vertical unit vector
E(t) energy norm of velocity perturbation (= keq(t)kL2(
))
E evaporation rate (=

uc
Ra

) [m/s]

g gravity constant [m/s2]

H dimensionless depth of the aquifer (=
H

Æ
)

H(x) Heaviside step-function
J dispersive mass ux vector [kg/(m2s)]
J� Bessel function of the �rst kind, order �

L dimensionless length of the aquifer (=
L

Æ
)

Nx,Nz number of nodes in resp. x,z-direction
p, P pressure [kg/(ms2)]
p01 pressure �eld corresponding to primary pro�le [kg/(ms2)]
q speci�c discharge (Darcy volume ow rate) [m3/(m2s)]
q01 velocity �eld corresponding to primary pro�le [m3/(m2s)]
Rn eigenvalues (in this research we consider n = 1 only)

Ra system Rayleigh number (=
(�m � �r)g�Æ

�D
)

t dimensionless time [-]
t� turning time [-]
T temperature [K]
u saturation [-]
uc maximum shearow between uids [m3/(m2s)]
u01(z; t) prim. pro�le for aquifers of in�nite extend with upow
u0(z; t) prim. pro�le for aquifers of �nite extend with upoweu, ep, eq perturbations with respect to the primary pro�le, p and q
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Continued...

Symbol Description Unit

U; V functions of z
v01(z; t) prim. pro�le for aquifers of in�nite extend without upow
v0(z; t) prim. pro�le for aquifers of �nite extend without upow
V, @V periodicity cell resp. boundary of V
x, y, z spatial dimensionless coordinates

Greek symbols

Symbol Description Unit

� wave number (=
q
a2x + a2y)

�p compressibility coeÆcient [(ms2)/kg]
�T thermal expansion coeÆcient [1/K]

Æ thickness of the equilibrium boundary layer (=
D

E
) [m]

Æij Kronecker delta
� perturbation amplitude [-]
" relative density di�erence [-]

� nondimensional similarity variable (=
zp
t
)

� porosity [-]
� intrinsic permeability (constant) [m2]
� dynamic uid viscosity (constant, Chapter 2 only) [kg/(sm)]
�, � Lagrange multipliers (Chapter 3 only)
! salt mass fraction [kg/kg]

, @
 domain resp. boundary of the domain 
e
 perturbation domain
	 streamfunction

% aspect ratio ( =
L

H
) [-]

� uid density [kg/m3]
�f density of fresh water [kg/m3]
�m maximum density at the outow boundary [kg/m3]
�r density of the uid in natural circumstances [kg/m3]
�0 reference density [kg/m3]
� exponential growth rate [-]
� characteristic equation (function of z)
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Nomenclature

Function spaces, functionals and operators

Notation Description

L2(
) space of square integrable functions on 


IL(
) =
�
L2(
)

	2
space of square integrable vector functions on 


H(
) space of curl-free vector functions on 


H?(
) space of divergence-free vector functions on 

H1
0(
), H

2(0;1) Sobolev spaces
D 0(
) vector space of distributions on 


H1, H2, eH2, H spaces of admissible perturbations

J1, J2 functionals on resp. H1 and eH2

L (�) di�erential operator

�
d2

dz2
� �2

�
(�)

L�(�) di�erential operator

�
d2

dz2
+

d

dz
� �2 � �

�
ÆL (�)

L�
p
t(�) di�erential operator

�
d2

d�2
� �2t

�
(�)

L�
p
t; �t(�) di�erential operator

�
d2

d�2
� �t� �t

�
ÆL�

p
t(�)

L�(�) di�erential operator

�
d2

d�2
� �2H2

�
(�)

hu; viL2(
) =

Z



uv inner-product on L2(
)

kuk2L2(
) =

Z



u2 induced norm on L2(
)
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