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Abstract

A single 802.3 CatTier Sense Multiple Access/Collision Detection (CSMA/CD) segment is
measured resulting in throughput, response times and workstation parameters for several
network nodes. During the measurements, the network can'ied an artificial workload with the
characteristics of a real-life workload. A simulation of the laboratory test is developed using the
artificial workload parameters and the 802.3 CSMA/CD standard of the Consultative Committee
for International Telephony and Telegraphy (CCITT).

The measurements show that it is possible to determine the workstation parameters with a great
accuracy using simple throughput measurements on an otherwise empty network. It is then
possible to isolate exact ethernet parameters during throughput measurements on a network with
a known workload. The behaviour measured is reproduced in a simple simulation. The results
of the simulation conform to the measured values.

Some conclusions are that a 802.3 CSMA/CD segment can be measured and simulated with
accurate results. The simulation environment is used to model a real-life ethernet network in
circumstances that can not be measured in a real-life situation. Parameters that can be used to
fine-tune the simulation are the interframe gap time, and the workstation distance on a network.

Introduction

In the performance analyses of Local Area Networks (LANs), it is necessary to make a simulation
model of that LAN. Such a simulation model can be used to determine performance
charactelistics of the network and to perform tests that can not be performed in the actual network.
To build an accurate simulation model of the LAN under investigation the network component
parameters, network operational characteristics and network configuration have to be
determined. In this research, an ethernet type of LAN is considered, consisting of several network
nodes and one ethernet segment. In such a LAN the network configuration and operation are
well-known. The network component parameters will have to be measured before an accurate
simulation model can be constructed. The most impOitant parameters involved in a simple model
of the network nodes are the time needed to copy the frame tot the ethernet card, the time needed
by the ethernet card to send the frame and the time the card has to wait before actually sending
the frame.
After these parameters are determined, the simulation model can be run with these parameters
and a workload description as input. To validate the simulation model, the results of the
simulation run should be compared with measurement on the actual network.
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The validated simulation model will be a valuable tool in the performance evaluation of ethernet
based LANs. The authors have used this model to validate a simple analytic model of ethernet
based LANs [13].

In 'The 802.3 CSMA/CD LAN', the main charactelistics of the LAN used are discussed. The
part 'Measurements' desclibed the determination of the network component parameters. The
part 'Simulation' describes the validation of the simulation model of the ethernet LAN used.

The 802.3 CSMA/CD LAN (ethernet)
The ethernet used in the measurements is a local area network confol1l1ing to the IEEE 802.3
CSMA/CD standard [1,5]. This type of network is widely used as transport medium for
connecting computer equipment.

The computer equipment is connected to the ethernet as depicted in Figure 1.

ma;n-cpuI
network I
interface

Computer 1

driver
software

802.3
interface

~ac layer
+

physical
layer

I

I

. ...

II

ethernet coax cable

Computer n

802.3
interface

II
I

Figure 1. 802.3 CSMA/CD LAN

The exact operation is described in the IEEE standard [1]. In the following paragraphs a quick
description of the operation is given, sufficient to explain the principles involved and enables
the reader to reproduce the measurements and simulations.

Each computer fOlmats the data to be sent in frames, see Figure 2. This frame is sent to the 802.3
CSMA/CD interface. The interface will wait until the medium is free and then it will try to send
the frame over the ethernet broadcast cable. If a collision occurs with another sending
workstation, the interfaces of both computers back off for a random time before retrying. After
sending a frame, the interface will defer from sending for a fixed period of time to avoid
dominating the medium. The exact parameters used for the protocol are given in [1]. Main
parameters are the random back-off method, and the minimum interframe gap time. These are
well defined for ethernet. The capacity of the ethernet is 107 bits per second (10 Mbit/s nominal).

During periods of heavy load on the network, frames can suffer of multiple collisions and long
waiting times, and even be lost.
Notice that the total time needed to send a frame is not only dependent on the characteristics of
the 802.3 CSMA/CD network, but also on the speed of the computer generating and copying
the frame.
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Figure 2. 802.3 CSMA/CD frame layout

Measurements
The goal of the measurements was to determine the behaviour of the ethernet as a function of
the network workload.
The behaviour is measured by letting a workstation generate a fixed number of fixed length
frames. The total time to send these frames is taken as a performance indicator.
This performance indicator is measured for a range of frame-lengths and different workstations.

In the measuring process there are three time consuming activities which are repeated for each
frame sent. Two of these activities, the creation and the copying of the frame, normally take
place at the Central Processing Unit (CPU) of the computer involved, the third activity, the
sending of the frame, in the network adapter.

The frame is created by the computer CPU. This frame is then copied to the network adapter
by the computer CPU as soon as the adapter is available. This will result in some waiting time
if the network adapter is occupied.

Once the frame is completely copied to the network adapter, and the network is free, the frame
will be sent by the adapter. The adapter then waits for the next frame to be sent.

The computer CPU stalts to create the next frame the moment the previous one is copied to the
network adapter.

The computer CPU and network adapter can create and send frames independently of the
availability of the other, but for the copying of a frame both have to be available. It should also
be noted that this model assumes the ethernet card to have just one frame buffer.

This process is depicted in Figure 3.
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The main performance parameter in this process is:

T(n) = "time needed to send one ofN jiwnes of length <n> (N = 10.000)"

main-cpu network card

Osee

time

N'T(n)

sec

frame

frame

2

I create

I walt

i-=~~----------------------I
I walt

-===-------------------------_.

I copy(n)

send(n)

Figure 3. T(n) determination

The following assumptions are made:

(i) send(n) = time needed by the network card to send an <n> bytes frame

S,,*n+SIJ (1)

(ii) copy(n)

Time needed to send a packet can be divided in a constant factor needed
to do initialisation and other fixed time events. On top of that, time is
needed to actual Iy send the bytes (n *SJ. Each byte needs a fixed time

(S" sec/byte).

= time needed by the computer cpu to copy an <n> byte frame to the
network card

C"*n (2)

Time needed to copy a packet to the network card has no fixed overhead,
but in lineair/dependent on the number of bytes to be copied.

(iii) wait = random mriable describing the time between the moment a frame is
ready to be sent by the network-card and the moment it is actually sent

(iv) create = time needed by the measurement program to create a new frame

On an empty network, T(n) is described by (discarding staJ1Up effects):

N =10.000 is number of packets send
T(n) =N * [copy(n) + create] if send < create
T(n) =N * [copy(n) + send(n)] if create < send

Table 1 and Figure 4 give the results of measuring T(n) for 5 different workstations on an empty
ethernet segment. The workstations used are different types of microcomputers. The "m80" is
an IBM PS/2 model 80. The "m70-1" and "m70-2" are two slightly different IBM PS/2 model
70. The "m290" is an Olivetti model 90 microcomputer. The "m30" is an IBM PS/2 model 30
microcomputer. All microcomputers were equipped with a Western Digital ethernet adapter.
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This adapter has multiple send buffers, but only one is used in this test. Table 2 gives the
calculated workstation parameters.
The device driver software for controlling the network adapter consisted of a packet-driver ([6]).
All other software was developed in-house.

The results in Figure 4 show the stage where the main-CPU is the bottle-neck (create> send(n))
and where the network interface is the bottle-neck (create < send(n)). Fm1hennore, the results
show that T(n) is linear in n on both areas. The first part of the lines in Figure 4 shows the
CPU-bound area. The higher part (n > ncq) displays the area where the network card is the
bottleneck.

Table 1. T(n) (msecs) for computer parameter detennination

n (bytes) mao m70-1 m70-2 m290 m30

100 0.33 0.49 049 0.89 ,,,
200 036 0.53 053 099 1.'9

300 0.40 0.57 0.58 1.09 1.27

400 04$ 0.62 062 1 '9 1.36

500 060 067 067 1.29 '.44

600 0.72 0.76 on '40 1 53

700 084 088 089 ,so 1.61

800 0.96 1.01 102 '60 169

900 107 1 13 1.14 1.7' 178

1000 119 '26 1.27 '88 1.87

1100 1.31 1 38 1 39 2.06 194

1200 '42 lSO '52 2.25 205

1300 154 '63 1.64 2.43 22'

1400 '66 , 75 177 262 2.38

1500 1 78 '88 '89 2.80 2.55

3.5 ,--------------------------,

3 - .

25 ..

0.5

....)(
·· .. ················..······ ..····..····7·<·...······.... .......x- ..•.'

~/ .-'...................................................................~:: :;~:::..- ..

.•..,.J.:=:J-
.....................................~~- :.~"'...

.•.,··..-·x- -..., .•.-~_ -
.....~;.;.o.........., .

1,SOD500 1 000

frame-length n (bytes)

m80 m70·1 m70·2 m290 m30
--B-- ---~--- .....B- ..... - __ - _......- ..-

O'----------'------_....L- -'---J

o

Figure 4. Computer parameter detennination

The constants in fonnulas (1) and (2) are calculated using the measurements results (Table 2).
The constants used in the simulation are the workstation charactelistics as derived here.

The assumption made about the linearity of the workstation activities (copy (n) and send (n))
are confinned by the measurements (Table I and Figure 4).
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Table 2. Computer parameters (msec)

mBO m70-1 m70-2 m290 m30

create 029510 0.45155 045065 078966 102817

Ca 0.00037 0.00042 000044 000102 000084

Sa 000080 0.00081 000081 000083 000083

Sb 002059 002221 002216 003386 005274

firmware .. software

mBO

m290 m70-1 m30 m70-2

Figure 5. Measurement configuration
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Figure 6. Frame-length and gaptime distributions
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The next set of measurements involves the measurement of T(n) on a network with an artificial
workload. The workload is generated with one to four load generators (workstations with special
software) that generate frames with frame-lengths and interframe-times distributed as measured
on the Delft University Campus network (Figure 5). Thisresults in each load generator generating
an average of 125 Kbytes/s (average inter-arrival gap 4.2 msec., average length 525 bytes), or
a utilisation of 10% of the maximum network capacity. By letting the measurement station
generate packets at full capacity, this will result in high utilisation of the ethernet segment.

The results of the measurements are given in Table 3 and Fi gure 7. It should be noted that the
generation of a realistic workload can'-not be done with just o,;e or two load generators, because
of the lack of collisions.

Table 3. T(n) measurements (msecs) on a m-80

n (bytes) ogen's 1 gen 2 gen's 3 gen's 4 gen's

100 033 035 0.37 043 058

200 036 039 042 049 065

300 040 043 048 057 0.71

400 048 052 060 067 0.83

500 0.60 065 073 085 1.09

600 0.72 078 087 101 120

700 084 090 099 1.14 1.36

800 0.95 1 03 112 129 184

900 1.07 115 125 142 1.76

1000 119 126 1 38 1.58 1.90

1100 1.31 1 39 1 51 173 200

1200 142 1 51 166 188 2.07

1300 184 165 1 78 1 97 224

1400 166 176 1 92 211 2.43

1500 177 1 87 203 221 2.88

3.5 r---------------------,

3 .

1500500 1.000

frame-length n (bytes)

o'----------L-------'----- -l--J
o

Figure 7. T(n) measurements
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Simulation

In this section we will describe the simulation of an ethernet segment with several hosts using
this segment as its broadcast medium. Aim of the simulation is to provide a tool in which it is
possible to extend the configuration in a lab to a larger scale. The advantage of the simulation
tool is that less equipment is involved and that the results are still very accurate. It can also be
used to predict the behaviour of an extended configuration.

The simulation program is developed in a UNIX-environment and is written in standard C. It
consists of a small set of functions, all especially written for this application. The design of the
simulation is event-driven, i.e. after each event the configuration and administration are updated,
followed by the determination of the next event that will happen in the system.

In the simulation the reality is imitated as close as possible. The IEEE Standard on CSMA/CD
[1] is used as a guide-line. The collision handling is implemented exactly as given in the standard
[1], including the interframe gap (9.6 microsec),jam size (32 bits) and slot time (512 bit times).
The backoff mechanism in the simulation is the truncated binary exponential backoff algorithm
with a backoff limit of 10 and an attempt limit of 16, i.e. the backoff time after a collision is a
random integer multiple of the slot time, where the integer is chosen unifOlmly from the interval
[0, 2k

]. In this expression k is the minimum of 10 and the number of previous attempts. A station
cannot send a second frame until the first one is broadcasted successfully or failed 16 times to
gain control over the medium. A frame that failed 16 times is discarded and the protocol layer
above will be notified of this failure to broadcast.

The distribution for frame lengths and interarrival times between frames on one machine are
defined by the same bucket mechanism as in the measurements.

In our simulation we will consider the same stages of the broadcasting process for a frame as
considered in the measurements. Thus our observations stan at the moment a frame is presented
to the Media Access Control (MAC) layer and end when a frame is broadcasted successfully or
discarded.

The workstation parameters used in the simulation are those already presented in Table 2. The
functions describing Main-CPU and Network-card are implemented as being independent.

The simulation of a network without other load is a reference point for the parameter setting.
Once these parameters are known we can simulute the same configuration as measured. The
results can be found in Table 4 and Figure 8.

From Figure 9 one can see that the simulations yield almost the same results as the measurements.
The differences can almost totally be explained by the random behaviour of the load generators.
We conclude that all relevant aspects of the behaviour of an ethernet segment are included in
the simulation model. The simple model of a network node described in 'Measurement' imitates
the behaviour of the actual network node correctly.

An important question is the validity of these results for other configurations and distributions
with the same overall load on the ethernet segment. Several cases with more machines or different
distributions for the frame length and/or for the inter arrival times (e.g. batch arrivals, Poisson
gaps) were simulated. In all these cases, the differences with the original configuration with an
equal load were at most a few percent. Therefore, we may conclude that the ethernet protocol
is rather insensitive for the distribution of the input data given a certain utilization of the net.
The response times on an ethernet can be represented as a function of the load. In a forthcoming
paper, we will discuss these variations in more detail [13J.
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Table 4. T(n) simulation (msecs)

n (bytes) ogen's 1 gen 2 gen's 3 gen's 4 gen's

100 0.33 035 038 041 050

200 036 039 043 0.49 056

300 0.40 043 047 054 064

400 048 052 058 0.65 076

500 060 065 072 080 096

600 0.72 077 085 0.96 111

700 083 090 0.98 112 132

800 0.95 102 112 125 148

900 107 114 '24 139 1.68

1000 118 126 1 37 153 184

1100 130 1 39 150 1.67 1.97

1200 1.42 1 51 163 183 215

1300 1.54 162 1 76 198 2.28

1400 1.65 175 1 88 210 245

1500 1.77 186 200 2.23 2.63

3.5 ,---------------------,

0,5

1500500 1 000

frame-length n (bytes)

O'-------------'---------'-----~-
o

Figure 8. T(n) simulation

The simulation will be very helpful in the modeling and analysis phase. For modeling it is
important that assumptions do not violate the reality of an ethernet segment. With a simulation
it is easy to check whether an assumption will yield acceptable results or not by implementing
this assumption and executing the adapted program.

A further advantage of a simulation is that it is possible to administrate every detail required.
In a real system only a restricted small set measurements of a certain type can be done, while
in a simulation no (such) restrictions exist.
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Figure 9. Differences T(n) measured and T(n) simulated

Conclusions

In this paper we have discussed the performance of an ethernet segment with the IEEE 802.3
CSMA/CD protocol. We have used two techniques in our study: measurements on a real ethernet
in a laboratory environment and a detailed simulation of the standard protocol for it. We have
concentrated on throughput measurements, i.e. we observed a system in which one station tried
to transmit a large number of frames as quickly as possi ble. This was done for various workloads,
generated by a different number of machines.

The results for the simulation of the standard protocol are very close to the measurements in a
real ethernet. The small differences are due to the randomness of measurements and simulations.
A network node can be modelled using a simple linear fonnula.
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A second observation might be that the load in the net is a factor of imponance to the response
time of a message, for the waiting time is a substantial part of the transmission time. The
distribution of inter-alTival time of frames is of little influence on the throughput times.

We assume that a realistic ethernet workload can be generated using four workstations as
workload generators, as shown in [13], this assumption is valid.

The research presented here is a basis for new research in two directions. One direction is using
these results for a mathematical analysis of the performance model of an ethernet segment. The
other direction is to use these results as a stan for equivalent research on higher protocol layers
and/or an extension from one segment to more than one by using bridges or gateways.
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