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PREFACE 

In recent years considerable effort has been spent on the in

vestigation of stochastic decision processes. A stochastic de

cision process may be described roughly as a stochas~ic process, 

which can be in:t;luenced from the outside. The investigations in 

this field have the common purpose to prpvide the surveyor of the 

process with a recipe, which defines a rule for influencing the 

process in an optimal way. 

The optimum criterion is mostly a function of costs. Both coats 

due to actions of the surveyor and costs due to the autonorneus 

steps of the stochastic process. Examples of such functions are: 

expected total costs during a specified time interval, expected 

total discounted costs during a time interval, expected costs per 

unit of time. 

For studies on such decision processes, especially on the situa

tion where the underlying stochastic process is Jllarkovian, one is 

referred to [1960, R. Howard; 196~, 1965, D. Blackwell; 1965, 

G. de leve]. 

A practical draw-back to the application of results obtained in 

this field, is the commonly occurring lack of knowledge on the 

probabilistic behavior of the underlying stochastic process. In 

this study some observations will be presented on stochastic de

cision processes incorporating incomplete knowledge of the pro

bability distributions. A new aspect compared with common 

stochastic decis:Ï:.on processes - is constituted by the possibility 

of gathering information on the unknown distributions during the 7 



progress of the process. Information thus gathered may be of help 

in reaching further decisions. The research will be restricted to 

the situation where the underlying stochastic process is a ~~rkov 

chain with a finite number of states. This situation will be 

studied because of the simple character of the probability dis

tributions involved together with the surveyability of the in

formation gatharing and the obvious meaning of the information 

with respect to unknown distributions. The probability distribu

tion of a Markov chain is characterized by its initial distribu

tion and its matrix of transition probabilities. In this study it 

will be assumed that the transition probabilities do not depend 

on time. However the numerical values of the transition probabil

ities are not completely known by the surveyor of the prooess. 

About the influencing possibilities it will be supposed that 

between any two autonomous transitions of the process, the sur

veyor is allowed to transfer the system from one state to another. 

Furthermore i t is presumed that the surveyor knows at any time of 

decision the complete history of the process until that time. 

The central difficulty in this type of problem, as in the theory 

of statistical inference, is the question of which criterion will 

be applied in order to discriminate between different feasible 

decision rules. 

This difficulty in assigning an optimum criterion may be outlined 

as follows. A risk function may be developed in a natural way. 

Such a risk function presente the surveyor 1s evaluation for any 

decision rule combined with any parameter value (in this case: 

allowed matrix of transition probabilities). For any feasible 

decision rule, the risk function provides an evaluation in the 

form of a function of the parameter values. The object of the 

introduetion of an optimum criterion is to present a means for 

oomparing these evaluation functions for the decision rules. The 

final object - of course - ia to provide the possibility to design 

8 a "best" decision rule. 



Some criteria, which were proposed aarlier for other problems 

(game theory, theory of statistical inferenoe), will be consider

ed: maximum risk, maximum regret, weighed risk (Bayes). 

However the first point to arrive at is a clear statement of the 

problem. This includes the introduetion of a class of feasible 

decision rules. 

In [1956, R.N. Bradt e.a.; 1966, D. Sworder] related topics are 

studied. The problem of the first publication is a very 

case of the problem in this study. An important result 

work by R.N. Bradt e.a. is their proof of the active 

(Bayes optimal) decision making played by the gatherint 

formation (their theerem 3.1). 'fuis means: decisions 

fluenced both by information obtained in the past and 

possibility to gather information in the future. 

special 

of the 

role in 

of in-

are in-

by the 

The problem in D. Sworder's monograph is somewhat different from 

the problem in this study. However in some instanoes there is a 

certain similarity in the methad of investigation. 

In order to prevent misund~rstandings over the use of intuitive 

notions, a rigoreus distinption will be maintained between the 

formal structure of the mathematical theory and the elaborations 

meant as oomments on or justifications of formalsteps. Especial~ 

in the first few sec.tions these comments serve the purpose of 

facilitating the mutual translation of the mathematica! theory 

and the terminology of a practical problem. 

The distinction will be obtained by developing the mathematioal 

theory complete~ in formal assumptions, definitions, lemmas, 

etc., which are all identifiable as such. Inserted verbal eluci

dation is marked by **· Consequent~ there is no need for typo

graphicàl identification of ends of proofs etc. 

9 



SECT/ON I 

INTRODUCTION AND SUMMARY 

** The formulation of a mathematica! model describing decision 

processas based on time independent Markov chains with incomplete

ly known transition probabilities will be initiated in this sec

tion. This fornmlation begins wi th the description of a Maxkovia.n 

decision process. 

A system is given, which is - at a.ny time of observation - in one 

state of a set S of n states, The possible states (elements of S) are 

called s. (1 .;;; i.;;; n). For example, the system may be a storehouse 
J. 

for certain product a.nd the states different numbers of stock. Or 

the system may be a machine a.nd the states different maintenance 

positions. 

Assumption 1,1: nis a given natural number (f 1); 

N := {i I i natura!, i.;;; n}; 

S is a gi ven set : S = {si I i € N} • 

** The system is observed at discrete points of time, say t = 
= 0,1,2, ••• Immediately after a.ny observation, the surveyor of 

the process may take action. He is allowed to transfer the system 

from the observed state - say sk - to a.nother one - say si- which 

is preferred by him. It is supposed that the selection a.nd execu

tion of a.n action require no time. Thus the observation of the 

system and the reaction of the surveyor take place in the same 

instant of time. 

The autonomous transitions of th~ process - which are supposed to 

take place between two subsequent points of time - are governed 11 



by the i'.arkov transition probabilities :p .. (i,j EN). These :prob
~J 

abilities form the l\!a.rlwv transition matrix P. In case the system 

is in state s. at time t (as the result of an action by the 
~ 

surveyor), the probability of observing the system to be in state 
n 

s. at time t + 1 equals p ..• Hence: i:: p .. = 1 (i E N) and :P.;J· ;;;. 0 
J ~J j=1 ~J ... 

(i,j E N). 
Thus it is su:pposed, tl~t the transition probabilities of the 

basic Markov chain do not depend on time. 

n 
Definition 1.1: cp := {PjP= (p .. ). ''"N, ï:: p .. = 1 (i €N), 

~J ~,J ~ j=1 ~J 

pij ;;;. 0 

9'is the set of allowed T.Iarkov transition matrices. 

** In the following sections specific assumptions on the knowledge 

concerning the Markov trans i ti on matrix governing the bas ie Iilarkov 

chain of the decision process will be presented. Namely, partial 

numerical knowledge in sectien 4 and knowledge of a weight func

tion on Cf> in section 7. 

One step of the !:J.arkovian decision process may be represented as 

follows: 

------- sk -si 
t 

-------s--
+ 

In this representation, sk is the state of the system observed at 

time t. si is the state resulting from the surveyor 1s action, 

right after the observation of sk. This part of the process is 

supposed to be concentrated at time t. Then the Markov mechanism 

produces a transfer to state s .• This state is observed at time 
J 

t + 1~ It is further supposed, that state transitions of both 

12 types are evaluated by real numbers. In our informal language, 



these evaluations will be called costs. However it seems obvious 

that the evaluations are not necessary measured in units of money. 

In the informal terminology, it will be said, that action sk-+ si 

coats dk. (decision coats, e.g. coats for buying stock) and r,larkov 
. l. 

transition s. -------i's. coats c .. (process coats, e.g. op-
1 J 1J 

erating coats). 

Without restriction, it m8lf be assumed, that any action sk---Ps. 
' 1 

is permi tted when sk has been observed at certain time. Actions 

which are practically forbidden, can be taxed heavily. Later on 

this situation will be studied more specifically (section 5). At 

this moment, it is simply assumed that any action is permitted, 

possibly with very high coats. 

Assumption 1.2: D = (dki)k,iE N and C = (cj..e)j,l:E N are given 
n x n-matrices with real elements. 

** Wi th re gard to the running period of the dec is ion process, 

both finite and infinite numbers of steps will be investigated. 

In either case the total coats of a realizable state history is 

calculated with discounting. For finite running period, .the dis

count factor is arbitrarily positive. For infinite running period, 

the discount factor is supposed to be less than 1. This condition 

guarantees, that for each possible state history the present time 

value of the total coats is finite. 

Assumption 1.3: T represents a given natural number or the symbol 

oo ; !3 is a gi ven re al pos i ti ve number; when T = oo , then !3 < 1 ; 

T is both the total number of steps of the decision process and 

its running period; 

!3 is the discount factor. 

** The coats of action sk---+si at time t are supposed to have 

the present time value !3t~i. The coats of lifarkov transition 13 



8 . 8 . from time t to time t + 1 are 8upposed to have 
1 J t 

the present time value ~ cij" 

[1956, R.N. Bradt e.a.] investigate8 - applying the Bayesian ap

proach - a situation which coincides with our case: 

Before the decision processas can be investigated properly, it is 

necessary, that a concept of decision rule has been introduced. 

It is supposed, that at any time t the state history of the 

process until that time (the observed state at time t included) 

is known by the surveyor of the process. Hence it is supposed, 

that at the time of the first deoision (t = o), the surveyor does 

know the initial state of the process. This implies the super

fluity of introducing general initial distributions for the under

lying ~Jarkov chain: there is only interest in the resulting pro

cessas for given initial states. 

Then, any possible ini tial state s. € S, any allowed 11B.rkov trans-
J 

i tien matrix P E lfl, and any feasible decision rule determine 

tagether a stochastic process. In sections 2 and 3 this will be 

proved for two different concepts of decision rule. 

Given the knowledge at the time of decision of the state history 

realized until that time, a decision rule should presc~ibe an 

action for any thinkable state history until any time t. In fact, 

T-1 
a decision rule maps U S2 t+t into S according to this concept. 

t=1 

A g;eneralization of this concept would allow mixing of decision 

rules of the first type. This outline will not be followed. It 

will be proved however, that the decision rules which will be 

introduced in sectien 2 are in fact equivalent to the mixed 

decision rules just mentioned (seotion 3). 
The decision rules introduced in sectien 2 allow mixing at any 

T-1 
14 moment of decision. Hence a decision rule maps U S2 t+t into the 

t=t 



set of all probability distributions on s. Those decision rules 

are called accordingly: "decision rules applying mixed strategies". 

However, the addition "applying mixed strategies" will be common

ly omitted, sinoe deoision rules of this type will be the common 

ones in this study. With the same terminology, the decision rules 

T-1 
mapping U S2 t+1 into S may be called: ''decision rules applying 

t=1 

pure strategies". 

In sectien 3 "mixed decision rules applying mixed strategies" are 

introduced. Furthermore it is demonstrated, that these mixinga do 

not form an essential extension to decision rules applying mixed 

strategies. And it is demonstrated, that mixed decision rules 

applying pure strategies and decision rules applying mixed strat

egies are equivalent in a sense. Werking with deoision rules ap-. 

plying mixed strategies is preferred, sinoe they give better 

chances to detailed investigation of the resulting stoohastic 

processes. However, in some instanoes the results of sectien 3 
are profitably applied • .A:ny initial state, any Markov transition 

matrix, and any defined deci.sion rule determine a stochastic 

process. Hence expected total coats of the decision process may 

be calculated as a function of initial state, decision rule, and 

I1larkov matrix. This function, which serves as a risk function, 

and some of its properties are presented in sections 2 and 3 for 

both types of decision rules. 

The decision rules as introduced in sections 2 and 3 base their 

actual decisions at any time on the complete state history real

ized so far. However, it seems likely, that some possible state 

histories until certain time bear the same information with 

respect to the unknown ~larkov transition probabilities. This in

formation may be condensed in a so called "information matrix". 

The information matrix of a state history until certain time is a 

n x n-matrix with for its (i,j)- element the number of Ma.rkov 15 



t;rensitions s1--.,.....,..----J~>sj pccurring in th.a.t state history. 

In section 4, it is proved, th.a.t an.v deoision :rule (a.pplyi.ng 

mixed strategies) is equivalent with rep:ard to the e:xpeoted total 

disco'QD.ted oosts a.s a. f'UD.otion of P (for fixed initia.l state) 

to a deoision rule a.lwa.ys prescrihing the same deoision for two 

rea.lized state histories with. the same Wormation matrix and the 

same state observed at the time of decision. If some elements of 

P are known numerically, the oorreeponding elements of the in

formation matrices may be neglected. If all elements of D are 

equa.l, the observed state at the time of decision is not needed 

e:xplicitly for decision making. 

Sectien 5 is devoted to the partial ordering of the decision 

rules, induced by the risk functions as functions of P. The 

notions of admissibility of decision rules (having non-dominated 

risk functions) and completensas .of subsets of decision :rules 

(every decision rule is dominated by one of the subset) are in

vestigated. Special attention is devoted to the question whether 

sets of a.dmissible decision rules are complete. 

The partial ordering of decision rules according to their risk 

functions gives no possibility to select a. best decision rule. 

For that, other criteria are needed. In sections 6 and 1 a few 

criteria are considered. Namely maximum risk and maximum regrat 

(both with respect to P) insection 6; weighed risk in seotion 7. 

The existence of best decision rules according to these criteria 

ia proved. For maximum risk and marlmum regret, there exist best 

decision :rules only taking into account: initial state, (sub)

information matrix, and observed state (the latter may be akipped 

in the oase of equal decision coats). For weighed risk, there 

exist.s a best decision rule applying pure strategies, only taking 

into account: (sub)information matrix and observed state. In the 

16 case T = oo , there is moreover a certain time independenee. The 



samè holds in the case of equal decision costs for all possible T 

when the known elements of P fill complete ~ows. 

The property: min max risk = max min risk, which does not hold 

generally, appears to be true in the case. of equal decision costs 

and (in sectien 8) when strategies of "Nature" are extended to 

we ighings over tp. 
In sec.tion 8 i t will be proved that each dec is ion rule, whioh is 

admissible for certain initial state, is best for certainweighing 

over ~. This provides a ch~acterization of admissibility. 

The appendix collecta some examples with properties mentioned in 

the main te xt • 

17 
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SECTION 2 

DEC/SION RULES 

Definition 2.1: a) the elements of the (2t + 1)- fold Cartesian 
' ' 2t+1 produo t S x S x ••• S = S are called: allowed (sta te) histories 

until timet (t = 0,1,2, ••• ); 

the mapping from S2 t+1 into N2 t+1
, which maps (s. ,s. , ••• ,s. ) 

~, ~2 ~2t+1 

on (i
1
,i

2
, ••• i

2
t+

1
) is~ and onto, therefore: 

b) the elements of the ( 2t+1 )-fold Cartesian product N x N x ••• N = 
= ~t+1 are called: allowed (index) histories until time t (t • 

=0,1,2, ••• ). 

**In (sk ,s. ,sk ,s., ••• ,s. ,sk ) - an allowed state history 
0 ~0 1 ~ 1 l.t-1 t 

until time t - the component sk (-r = o, •.• , t) denotes the ob-
1: 

served state at time 1:; the component s (,; = o, •.• ,t-1) denotes 

the state resulting from the surveyor 1s action at time ,;, The 

one-to-one correspondence between allowed state histories and 

allowed index histories, presents the opportunity of applying in 

'the mathematica! theory the latter instead of the former. The 

applioation of allowed index histories yields notational profit. 

Definition 2.2: R is the set of real numbers; 

U := {x € RI 0 .,;; x ";;; 1}; 

W is the n-fold Cartesian product U x U x .•• x U; 

1J":= {(v , ... ,v ) € W E V. = 1}. . I n 
1 n i=1 ~ 



** Since it is assumed, that the surveyor of the process knows at 

any time t which ~llowe~ history until time t has been realized, 

a decision rule has to give a recipe to find an action for any 

allowed history until time t (0 ~ t < T). It will be permitted to 

draw lots in order to decide on an action. Hence a recipe is per

mitted which prescribes the surveyor at the moments of decision 

to execute chance experiments with n elementary events and to 

select the action with the same number as the oocurring event. 

The probability distribution of such a chance experiment is 

characterized by an element of the set ~. 

Definition 2.3: a decision rule (apPlying mixed strategies) B is 

a sequence of mappings 

b t : lft+1 
- V' (o ~ t < T); 

the set of all decision rules is denoted by S 

Convention 2.1: bt(h) and bt(k
0
,i

0
, ••• ,kt) denote the image with 

t ( ) 2t+1 ( ) respecttob of h = k
0
,i

0
, .. .,kt E; N t = 0,1,2,~·· ; com-

ponentsof the image are denoted by bi(h) and bi(k
0
,i

0
, ••• ,kt) 

(i € N); bt(h) € ?t, b~(h) € U; bt(h) is somatimes called a de-
J. 

cision vector. 

Elements of 13 are denoted by B, possibly indexed: B , B ; . o r 

the mappings constituting these decision rules will be denoted 

by: b\ 0b\ rbt (o ~ t < T). 

The Cartesian product notatien is used in such a way, that: 

{j} x rt c if t+1 (j € N) ; 

(j,h) € ift+1 
, when j E N, h € N2t (O~t<T); {j,h} :== {(j,h)} • 19 



** The letter h - short for history - always denotès · an element 

in un (0"" m). Later on, decisiön rules will be introduced, which 

do not base' their decisions on the fu1l histories' until the 

moments of decision (see sectien 4). 

if and only if. 

vt(o,.,;t<T)\E:ttt+1 lfiEN [b~(h) E {o, 1}] 

the set of all decision ~les applyirig pure strategies is denoted 

by .A. 

** J!'or convenianee n classes will lle defined, which are strongly 

related to 93. The j-th class contains the parts of the à.ecision 

rules related to histories with initial state s .• 
J 

Definition 2.5a: (j EN). A j-decision rule (applying mixed strat

~ jB is a. se.quence of mappings 

.b t : {j} x ~t - 1i (o ,.,; t < T) ; 
J 

thesetof all j-decision rules is denoted by jJB. 

Lemma 2.1: a) to any B E 1J there corresponds a .B E .13 (j E rn, 
J J 

such that the mappings .bt, constituting .B, are the restrictions 
t J . .2t J 

of the mappings b to {j} x N. ; 

b) to any n-tuple 
1
B E 

1
,13,... E nfj there corresponds exactly 

one B € J& , such that the .B are the restrictions of B in the 
J 

sense of assertien a). 

Convention 2.2: Elements of . 'JJ (j EN) are denoted by .B, possibly 
J J 

indexed: .B , .B ; whenever an element of .13 and one of fJ with 
J o J r J 

the same index (or no index) are mentioned together, they have 

20 the relation of lemma 2.1. 



For the mappings constituting .B, .B
0

, .B the index j will be 
J J J r 

skipped, thus the same notations will be appli~d ~ for the 

eerreeponding mappings constituting B, B
0

, Br; hence no different 

notations will be applied for a mapping and certain restrictions. 

Definition 2.5b: If fj c 13, then .13 (jEN) denotee 
0 J 0 

{ .B E J3j B E J3
0

}; 
J J 

for each n-tuple of sets 
1 

J3 c 
1

1J , ..• , 13 
0 

c fJ the set o _ n n 
{ B E til i! j € N ! E j ~ 0 } is denoted by jj0 • 

llemark: The notatien .1), .13 (j € H) is consistent with the con
J 

vention 2. 2; 

1->= !3, tÄ=.A; 

If 1/J 
0 

c 13 , then f3 
0 

~ 13 
0

• 

** In the following part of this sectien it will be demonstrated 

that an initial state, a 1\IJarkov transition matrix and a decision 

rule together deterniine a stochastic process. 

j)efinition 2.6: E is the set consisting of all subsets of N (E is 

the power set of N). 

Defini tion 2. 7: Let X be a set and let 'I! be a cr-algebra of subsets 

of X, then 

a) X is the countably infinite-fold Cartesian product X x X x ••. ; 

b) 'I! (natural m) is the cr-algebra of subsets of i.n, which is 
m m 

generated by 'I! ; 

co 
c) 'I!

00 
is the cr-algebra of subsets of X , which is generated by 

co 

u {Y x x I y E yfl} 
~1 ~ 
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d) w"" (natural m) is the a-algebra of subsets of X
00

: . m 

··il*. IA:!mma. 2. 2 mentiQll.S ~OIIle elementar;y arid. . well.,.Jq/.own as.sertions 

on the sets of definition 2.7 (see e.g. [1955, M. Loève]). 

Lemma 2.2: If 'f! is a a-algebra of subsets of a set X, then: 

00 

a) u w"': is an algebra; · 
m==1 m 

00 

b) the a-algebra generated by U w: equals '1'
00 

• 

m=1 

** For ~ one obtains some elementary results' 

Lemma 2.3: a) tfl (m natural) contains all subsets of wn which 

consist of one element; 

b) ~ is a a-algebra of subsets of N; 

c) ~m (natural m) is the power set of~. 

Theerem 2.1: To each j E N, .B E . f.3, 
J J 

P E f> there corresponds 

exactly one probability measure ~J(. ) l·p on the measurable space 

( 2T+1 ) N ,~2T+1 , such that 

(2.2) 
~~jB,P)({h,i} x :rf(T-t)-11{h} x 1f(T-t)) = b1(h)] 

c) 11t(o~t<T) \E:rft+1 ViEN 11kEN 



(2.3) [ j ({ } . .2(T-t)-1) ..1 O .... ll( .B,P) h,i X .1'1 r ...., 
J 

j ({ } . .2(T-t-1) { } . .2(T-t)-1) J ll( .B,P) h,i,k x .l.'r h,i x .1'1 =pik • 
J 

~: {h,i,k} x ~ := {h,i,k} • 

** This theorem - which will be proved below- shows the existence 

of exactly one stoabastic prooess on the assumed set of statea 

• satisfying the following conditions: The process bas a gi ven 

initial state and s.tate transitions alternately with the Markov 

property (given :tifarkov transition matrix P) and the gambling 

device of the given deoi~ion rule. It also appears that the 

distribution of the resulting stooha.stio prooess is already de

termined by the j-restriction of a deoision rule. 

With this theorem in mind an obvious formulation of a Markovian 

deoision problem with unknown l4arkov transition matrix oould be 

the following: 

We oonsider the set of steebastic processas 

of whioh one will ba assigned by the determination of j, jB, P. 

The surveyor of the prooess is entitled to choose .B after the 
J 

observation of the initial state sj. 

Definition 2.8: For any j € N, B € 13, P € f> ll(j,B,P) is defined 

( . .2T+1 ) j . 
to be the same probability maasure on .N , I:

2
T+1 as ll(.B,P)" 

J 

** Wi th this defini tion anothèr formulation beoomes possible: 

we consider the set of stochastic processas 

23 



' 
of which one will be assigned by the determination of j, B, P. 

The surveyor of the process is entitled to choose B. 

Proof of theerem 2 .• 1: 

A. For each probabili ty me as ure 11 J(. ) - which satisfies the .B,P 
J 

conditions a, b, o - one proves by induction with respect to t: 

{(t~1 Pik )(~ b~ (ko,io•···,k .. ))' 
"" 1:'=0 't' 't'+l 1'=0 l' 

0 

when k
0 

j 

\ 

t t . 

( n pik )( n b~ (k0 ,i0 , ••• ,k .. )) 
't""O l' 1'+1 't""O 't' 

0 

when k
0 

= j 

t-1 
In case t = 0, the product n p. k is equal to 1, by defini-

1'=0 
1

1:' 1'+1 
ti on. 

B. If T <co , each element of I:2T+1 contains a fini te number of 

allowed histories until timeT. Hence formula (2.5) (t = T-1) 

already determines the probabilities of the elemcnts of E
2

T+1• It 

only remains to be checked whether this measure de termines a prob

ability measure with properties a, b; c. By recursion (starting 

with t = T-1) one proves (2.4) and (2.5) for each t (o..: t < T) 

and those formulae prove a, b, c and the equality to 

24 measure of N2T+1 
• 

of the 



C. The case T = co • The same raasoning as in part B leads to a 

uniqualy dafined probability maasure on ( (natural m), which 

m-1 satisfies a, b, c for t < -r . These measures define an additive 

set function on tha algebra 
00 

u r;QO 
m 

m=1 

This algebra generatea the a-algebra r;oo (lemma 2.2), hence there 

exists exactly one extension of this additive set function to a 
00 

measure on (N ,r;~ (a well-known theorem of measure theory, see 

for example [1955, :lil. Loève]). This measure is necessarily a 

probability measure, since N
00 

€ lÇ (each natural m). 

** The following definitions and lemmas introduce the risk func

tion and some of its properties. The risk function evaluates the 

stochastic process resulting from the fixing of Pand B. 

Definition 2.9: a) For each t (o ~ t < T) a mapping vt is defined, 

which maps N2 T+1 into R ( the set of real numbers) by 

b) A mapping v is defined, which maps N2 T+1 into R by 

T-1 
V 2T+

1 
[v(h) := r; vt(h)] • 

h €N t=O 

** For measure theoretic concepts applied in formulation and proef 

of the following lemma, reférence is made to [1955, M. Loève]. 

Lemma 2.4: vt (0 .,; t < T) and v map (ifT+1 
, r:

2
T+1) into (R,~) 

measurably (o6 is the a-algebra of Borel sets in R); 

moreover these mappings are integrable with respect to every 

probability measure on (ifT+1 , r!
2

T+
1 

). 25 
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Proof: vt is a step function with n
3 

steps ( called simple function 

by Loève) and he nee. measurable. 

v is the sum of a finite or countably 
t 

infini te number of step 

functions each with n
3 

steps. E v~ converges to v for t - T - 1 
--=0 

(pointwise, but even uniform, since ~ < 1 in case T = 00), This 

proves i ts measurabili ty. The integrabili ty of v t and v wi th 

respect to any probability measure on (~T+1 , E
2

T+
1
)follows easi

ly: vt and v are both bounded: 

Definition 2,10: For each j E N, B E J3, P E fJ: 

V(j,B,P) := I Vd!J.(j,B,P) • 

N2T+1 

** V(j,B,P) may be interpreted as the expected total discounted 

costs of the process (~T+1 , E2T+
1

, ll(j,B,P)). One easily veri

fies, that the expected total discounted costs are equal to the 

total expected discounted costs (an application of the dominated 

converganee theorem): 

Lemma 2.5: For each jEN, BE fJ, P E 1J: 

T-1 
V(j,B,P) = E I vtd!J.(j,B,P) • 

t=o 
rfT+1 

Lemma 2,6: For each j E N, B E 13, P E f.> the following assertions 

hold: 

a) For any t (o ~ t < T): 

I 

I vtd!J.(j,B,P)I ~ ~t • ~ ~~i +ci,el 
rfT+1 k,J.,.B EN 



+c. ~I 
Lv 

Proof: a) ( defini ti on 2. 9a). 

b) Combination of result a) with lemma'2.5. 

Lemma 2.7: All j E N, B ,Il E: 1) satisfy: 
1 2 

Proof: The measure IJ. ( • B P) coincides wi th the measure 
J' 1 ' 

(definition 2.8), just like the measure 11-( ) j,B
2 

,P 
= }2. 

** For application in other sections 

topologies will be introduced in tfJ, 
limit concepts and hence 

1J, .fJ (a limit concept in 
J 

a set induces in a natural way a closure oparation for subsets, 

which defines a topological space according to the Kuratovski 

definition; see e.g. [1955, J.L. Ke~ley]). 

In fJ the common n x n-matrix topology is introduced. All topo

logical assertions invalving J> refer to this topology: 

Definition 2.11: Let P,t E fJ (t = 0,1 ,2, ••• ), with elements p~), 
then lim P = P if and only if lim p~t) = p~o) (all i,k € N). 

,t -= t 0 .e -= . ~k ~k 

The topology in Pis the one induced by this limit concept. 

Lemma 2. 8: fJ is compact. 

2 
Proof: '}J is homeomorfic with 'IJ'n c Rn (with the natural topology 

2 
in Rn and the relativa topology in V'n). 1i is compact, hence 

vn according to Tychonov's theorem. 27 



Ler.una 2.9: For each jEn, BE f3 the mapping V(j,B,•) from rp 
into H is continuous. 

Even: if P E 'P and lim P = P
0

, then 
,e ,e -oo ,e 

lim V(j,B,P.e) = V(j,l3,P
0

), uniformly in j, l3. 
,e-oo 

Proof: e:: > o. 

( leiiUlla 2. 5) 

~ ~ l Jl' V ,dil(. Il p ) - J V dil(. B p )1 
1"=0 J ' ' .e ' J ' ' 0 

1jT+1 N2T+1 

(fort sufficiently large, t < T, lemma ~.6) 

~ . max Jdk. +c. i 
k,i,r EN 1 lr 

e: +-
2 

TI' (o) I - p. k 
p=O 1 p p+1 

E: +-
2 

(formula (2.5), 0 ~b~ (h) ~ 1) 
l 

p 

~ e::, for .e sufficiently large (with no dependenee on j,B). 

Definition L.12: IEt B.e € 1J (.e = 0,1,2, ••• ), 

if and only if 

then lim B:.e = B 
.e-co 0 

28 The topology in ~is the one induced by this limit concept. 



Definition 2.13: IncaseT <"", N"(T) is a natural number equal 

T-1 2t+1 n2T- 1 
to l: n = n ----

t=o n2 - 1 

in case T = oe , N(T) represents the symbol "" • 

Lemma 2.10: The topology in VN(T) induced by the limit concept 

of componentwise convergence is the same as the product topology 

in VN(T) generated by the relativa topology in 1J with respect 

to the natural topology in Rn. 

Proof: In the topological product of an ar bi trary set of topolog

ical spaces holds: the limitconceptsof componentwise converganee 

and product topological converganee coincide (e.g. [1955, J.L. 

Kelley ]). 

Lemma 2.11: !/3 is homeomo:dic with t"N(T) (topologyof lemma 2.10). 

Proof: N(T) is the total number of allowed histories until any 

time t ( 0 .";; t < T) ( when T < oe, otherwise the number is countably 

infinite). Let a numbering of the allowed histories until any 

time t (0 .";; t < ':') be given. Then a 1- 1 correspondence between 

~ and ~(T) is obtained by the linking of the decision vector 

belonging to the m-the allowed history with the m-th component of 

an element of ~(T). Since the topology in tfM(T) is induced by 

the limit concept of componentwise convergence, the homeomorfy is 

obvious. 

Lemma 2.12: J3 is compact; Jt is a compact subset of J'S • 

Proof: V/hen focussing on the topology in 1!N(T) 

topology (lemma 2.10), the compactness of VN(T) 

as a product 

appears as a 

consequence of Tychonov 1s theorem, since 1J is compact. Lemma 

2.11 implies the compactness of jj . tA c 13 is closed. 29 



Ler:uua 2.13: For any J E H, P E: fJ the mapping V(j, • ,P) from f3 
into ü is continuous. 

=:ven: if B,e € f3 (,e = 0,1,2, ••• ) and lim D,e = B
0

, then 
1,-+co 

lim V(j,B .e,P) = V(j,B
0
,P), uniformly in j,P. 

,e-oo 

Proof: <:: > 0. 

lv("' u I Jt~_g, 

(for t sufficifmtly large, t < T, lemma ~.6) 

(formula (2.5), 0 ~pik ~ 1) 
p p+1 

(lelll.!lla 2.5) 

E +-
2 

e 
+-

2 

~ e, for .e sufficiently large (with no dependenee on j,P, since 

there is only a finite number of j's). 

Lelll.!lla 2.14: Iet P ,e E: .P, B .e E: 1!> (..e = o, 1, 2, ••• ) and lim P ..e = P
0

, 
,e-co 

lim B,e = B
0

, then 
,e ... oo 

lim V(j,B,e,P.e) = V(j,B
0

,P
0

) 
30 .e ... oo 

(uniformly in j). 



Prooi': 

IV(j,B,e,P,e)- V(j,B
0

,P
0

)I ~ IV(j,B,e,P,e) - V(j,B
0

,P,e) I + 

+ IV(j, B
0
,P,e)- V(j,B

0
,P

0
) I 

Both terms in the right hand part of the inequality are less than 

~ for .é sufficiently large (lemma 2.13 and lemma 2. 9 respecti vely). 

Definition 2~14: jE: N; let l..& E j/3 (,e = 0,1,2,. .. ), then 

lim .B /, .. .B , if .and only if 
,e -oo J J 0 

Vt( t T) IJ .tV. EN [lim J:b~(j,h) = ob;(j,h)l o~ < hEN2 J.. ,e-oo :t. ... J 

The topology in . f3 is the one induced by this limit concept. 
J 

Lemma 2.15: B,e E 13 (t = 0,1,2, ... ), then 

Lemma 2. 16 : .Jj
0 

c fJ, then 

a) J3
0 

olosed ~V j EN j f30 olosed; 

b) J3
0 

open ~V j EN j f30 open; 

o) J3 open ~IJ. E..,. (. J3 open) and (hence) ]
0 

open; 
0 J ... J 0 

d) J3 compact~V.EN (.f3 compact) and (hence) JJ compact; 
0 J J 0 0 

e) specifically: VjEU C/J and j.A compact). 

Proof: a) A direct consequence of lemma 2.15. 31 
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b) Define n subsets of jJ& for any j E N by: 

j~ := j'/3 \ jJ3o and /\ := jj) for k € N, k 1: j • 

For fixed k the sets /1 k define a subset JJk c 13 • 
Then 13\ f3 = U .13k • 

0 
kEN 

Iet all .13 be open, then 13k closed (k E N, assertion a)); hence 
- J 0 :B is open. 

0 -
Let !3

0 
be open and non~empty (when empty jJ3o = ~ and open),; say 

that J3 is not open, or J3 is not closed: there exists a 
1 0 1 1 

aequence { B.}: c J3 with lim B. = 1B0 
E J3

0
; define for 

1 "' "' 1 1 1 ,e -+00 1 "' 

j 1: 1 jB,e (,e = 0,1,2, ••• ) such that for eách j all the jB.t are 

equal and .B. € ./3 ; hence B. rj Jj (.t;;.o1) and lim B.=B
0 

€ .13
0

, 
J Al J 0 Al 0 t-+~ Al 

which ia Contradietory with Jf
0 

open. 

c) In a similar w~ as the second part of b). 

d) Let {. J3 } be an open covering of . f3
0 

then { !.LL with 
J a: 0:: J ... "" 

1
J3o:: := ,efj for ,e /: j constitutea an open covering of 13

0 
(asser-

tien b)). A finite subcovering {~ } of fJ exists a.nd hence 
o:i o:i 0 

{ .13 } consti tutes a fini te au beovering of .13 . 
J o:i o:i J 0 

Lemma ~.17: Let B,e € J3 (.t = 0,1,2, ••• ) and lim .B,e = J.B
0 

for 
,e .... 00 J 

certain j € N, then 

lim V(j,B 0 ,P) = V(j,B ,P) uniformly in P. 
,e-oo "' 0 

Proof: Exactly like the proof of lemma 2.13. 



SECTION 3 

MIXED DECIS/ON RULES 

** This sectien is devoted to the introduetion of a new type of 

decision rule. The new decision rules may be interpreted as 

mixinga of deoision rules applying mixed strategies, The new 

decision rules preeeed by drawing one element from J.3 with pre

scribed probabilities. Then the obtained decision rule is applied 

during the process. In fact a mixed decision rule is defined as a 

probability maasure on :B , It will be proved that the stochastic 

processas defined by any "mixed decision rule applying mixed 

strategies" (for different j € N, P € fJ) essentially agree with 

the stoohastic processas defined by certain "(pure) deoision rule 

applying mixed strategies" (theorem 3.2) and these defined by 

certain "mixed dec is ion rule applying pure strategies" ( theerem 

3.3). 
It is necessary to define a colleetien of measurable subsets of 

J3, in order to be able to define probability measures on JS. 

The relation between J3 and v-N(T) (see lemma 2.12) provides the 

poasibility of introduoinga a-algebra of subsets of J3 with an 

abundance of opportunities for the definition of probability 

measures. 

Definition 3.1: \P := {X € ~niX c 1i}, hence ~is the a-algebra 

of the n-dimensional Borel sets contained in 1J ( 1t is a Borel 

set), 

Lemma 3,1: a) Let f be the 1- 1 mapping from J3 onto 'I!N(T) in-
T-1 t+1 

duoed by a given numbering of U ~ as def ined in the proef 33 
t=o 



of lemma 2. 11. Then f induces a a-alge bra of subsets of J.3: 

T-1 . ..2t+1 
b) All numberinga of U N - the set of allowed histories 

t=O 
until any time t ( 0 .;; t < T) - induoe the same a-algebra of subsets 

of '13 (in the sense of a)). 

Proof: a) Obvious, sinoe f is 1- 1 and onto. 

T-1 
b) Eaoh two permitted numberings of U i!t+l are permutations of 

t=o 
each other. Hence if f 

1 
(~0 ) with 13

0 
c J3 is generated by ele-

ments of 

N(T) ( ) 
U {Y x 'lrN T -m I Y € ~} 

m= 1 · 

(see definition 2. 7), than f
2 

(13
0

) is generated in the same 

mannar by elements with permuted indices. 

Definition 3.2: Let r denote the a-algebra of subsets of 'f3 in

troduoed in lemma 3.1. A mixed decision rula (applying mixed 

strategies) is a probability maasure on tha messure space 03 ,r). 
42*. The set of all mixed decision rules is denoted by JJ Elements 

of 13* are denoted by B*, poss ibly indexed B*, ·B*. o r 

Lemma 3. 2: j € N, P € fJ , 1 .;; m < 2T + 2, h. € r; then: 

1.1.(. P)({h} x rfT+I-m) maps (t),r) into (R,/!,) measurably, more-J,•, 

over the mapping is integrable with respect to any probability 

maasure on ( .13 ,r). 

Proof: Formulae (2.4) and (2.5) present explicit expressions for 

this mapping: a constant multiplied by à finite product of com-

34 ponentsof decision vectors. The induoedmappingfrom (1/N(T),IPU(T)) 



into (H, lb) (gi ven a numbering of allowed histories) is measur

able, hence the mapping considered is measurable. 

The integrabili ty is implied by the boundcdness of the mapping. 

Definition 3.3: If 1 ~ and 2~ are o-algebras of subsets of 
1

X and 

2 X, then 1 ~ * 2~ denotes the cr-algebra of subsets of 
1

X x 
2

X 

generated by ~ x ~ • 
1 2 

Remark: Definition 3.3 combined with definition 2.7 implies: 

Theorem 3. 1: To any j E N, 13* E .J.> *, P E !P there corresponds 

'·~b·l·+ ' (lf) ,2T+1 r "' ) exactly one proua. 1 luY measure ~~j,B*,P) on J~ X H , *.u2T+1 ' 

such that 

Proof: let ~(j,B*,P) be the set function defined by the condition 

of the theorem. It is the purpose of this proof to show that this 

set function can be extended in exactly one way to a function on 

r * L: T satisfying the condi tions of a probäbili ty measure on 
2 +1 

( JS x WT+1 ,r * L:2T+1 ). 

The extension in a unique way to a function 

on r x L:2T+1 in case T <"P, 

or on r x c~1 L:~ in case T = co 35 



is obvious {each set oonsidered is the union of a finite number 

of disjunct sets of the type J'J
0 

x {h} x ~T+1 -m). A similar rea

soning provee the unique extension of ~lj,B*,P) to an additive 
set function on the algebra consisting of finite unions of sets 

with a function value already defined. This algebra generatea the 

a-algebra r * E2T+1, hence, according toa well-known theorem of 

maasure theory (see e.g. [ 1955, M, Loève]) the extension to a 

probability maasure on ($3 x ~T+t ,r * E
2
T+

1
) is uniq,uely deter

mined. 

** Theorem 3.1 shows that an obvious formulation of a 1\llarkovian 

dec is ion problem wi th unknown M.arkov trans i ti on matrix could be 

as follows: 

we consider the set of stochastio processas 

of which one will'be assigned by the determination of j,B*,P. The 

surveyor of the process is entitled to choose B*. 

The next problem is to determine whether the mixed decision rules 

provide an essential extension to the already introduced decision 

rules. In view of theorem 3.2 the answer is: the extension is not 

essential. 

Theorem 3.2 shows, that for the set of stochastic processas just 

described the set of restricted processas (restricted to the his

tories - that is the only part we are interestad in) 

possesses the following proparty. For each B* € J3 *, there exists a 

B € 13, suoh that all restrioted B*-prooesses (j € N, P€ :P) have 

exaotly similar probability properties as the oorreeponding B-

36 processas. 



Theorem 3. 2: 

VB*€ /3*3Bo € f3 V j€ N VH€E2T+1 VP€ fl 

[!L(j,B*,PlJ3 x H) = !L(j,Bo,PlH )] 

Proof: In view of the construction of E2T+1, it suffices to prove 

the aasartion forsets Hof the type: 

{h} x jT+,-m (h € ifl, 1.,.; m < 2T+2) 

Henoe (theorem 3.1) it suffices to prove the existence of a 

B
0 

€ 13 for each B* E: !3*, such that 

In view of formulae (2.4) and (2.5), it is required that: 

If in. an integ-rand the factor b; (k
0

, i 0 , ••• ,k,.) occurs, then the .. 
factors b~ {k

0
,i

0
, ••• ,k ) (0.,.; p < -r) occur also. This fact pre-

kp p 
sents the possibility to define 0b-r inductively. 

Vio € N Vko E: N [ob~o (ko) := ~Jb~o (ko)dB*] 

One verifies: 0b0 (k
0

) E: V' (k
0 

€ N). 37 



that the 0 b't are defined for 0 ~-. ~ t (t < T-1), such that 

t 
If n °b~ (ko,io, ... ,k,) 0 all 

0b~+1 
(ko,io, ... ,kt:'it,kt+1) may 

't'=O 't J.t+1 

be defined freely, if only 0 bt+1 (k
0

, ••• ,kt+
1

) E ~. Otherwise de

fine: 

** In the sequel of this section it is proved that there is no 

essential difference between mixinga on JJ and mixings on ~. In 

fact theorem 3. 3 shows that for each B* E ~ *, there exists a 

mixing on .Ä, say Ilf", such that all restricted B*- processas 

(j E: N, P E fJ) have exactly similar probability properties as the 

oorreeponding restricted Bf-processes. 

Lemma 3. 3: .A. € r . 

Proof: 

~1 . t 

38 .A= n {BE IJ I \f t \f; c rr [b,(h) E: {0,1}]} 
t=O hE: rf . +1 ~ c. ' ... 



Jt is the intersectien of an at most countably infi~ite number of 

measurable subsets of f3 , hence .A- is ni.easurable. 

Theorem ).3: J\:* := {:B* € IJ* I B*(A) = 1}, then 

Proof: According to theorem 3.2 and a simila.:r reasoning as in the 

proof of theorem 3.2, it suffices to prove the existence of a 

~ € A* for each B0 € :P.J, suoh that 

Define: B~(f3 \.A) := 0 and hence B~(130 ) := 0, when !'$
0 

€ r, 
no c n \.A. 

1}) 

One easily verifies that the probabilities as defined are mutual

ly consistent. Furthermore the colleetien of subsets of J3 with 

defined probability generatea the a-algebra r, which proves thè 

existenoe of a probability measure on (13,r) with the defined 

probabilities. On the other hand a probability measure with the 

defined probabilities satisfies the oonditions whioh have been 

put forward at the beginning of the proof. 39 



** Theorem 3.4 statea a result on the risk function with regard 

to mixed decision rules. The two integrale in the assertien both 

present a reasonable generalization of the concept of a risk 

function to the oase of mixed deoision rules. The equality of 

both integrals is a oonsequence of the way of introducing mixed 

deoision rules. Theorem 3.2 implies the equality with the risk 

funotion for the oorrasponding B
0 

€ .f3. This reault may be applied 

in some proofa in subsequent seotions of this study. 

Theorem 3.4: B* € !3*, then for any j € N, P € f.J: 

with w(B,h) := v(h) (B € 13, h € ~T+l ), B
0 

is a decision rule 

whioh oorresponds toB* according to theorem 3.2. 

Proof: Note that the integrability of V(j,•,P) and w has notbeen 

proved up till now. 

Introduce wt(B,h) :=• vt(h) (0 E;; t < T, B € S3, h € ~T+t). wt 

(o .e;; t < T) and w map(!& x ~T+\ r * E
2

T+
1

) into (R,.$) mea

surably and are integrable with reapeet to any probability roea

sure on the first mentioned measurable space (lemma 2.4; inverse 

images of Borel sets with respect to wt or w are the Cartesian 

producta of fl and the inverse images with respect to vt or v 
respeotively). Furthermore 

T-1 t 
.. E I: E ~ (~. +c. ,e) 

t=O h € jft k, i , .t € N ~ ~ 

* ( ~ {h k . } 2(T-t-1)) 40 11-(j,B*,P) Jil x , ,~,.t x N 



This sum will be transformed in two different ways: 

T-1 
1. "' .E .E 

t 
.E ~ (dk. +c .• ) 

i, i, € N ~ ~ ... 

2. 

t=o hE: N2t 

(theorem 3.2) 

( ({h k . •} N2(T-t-1)) dB* 
J.!l·(j,B,P) ' ,~,.., x ( theorem 3. 1 ) 

= JV(j,B,P)dB* • 

(transposing finite summation 

and integration) 

(Iebesgue's theorem, applying 

lemma 2.6) 

41 



SECTION 4 

SUFFICIENT INFORMATION 

** In view of the results in sectien 3, attention will be re

stricted to 13, the set of decision rules applying mixed strate

gies. Actually this sectien is devoted to the investigation of 

the possibility torestriet attention to a subset of J3. This 

investigation concentratea on the possibility of refraining from 

discriminating between each two different allowed histories until 

time t. The purpose of this sectien is to prove that any decision 

rule is equivalent (in terms of risk) to a decision rule, which 

identifies allowed histories presenting the same information (in 

some sense) wi th re gard to further decisions. In a subsequent 

part of this section, a generalization to the situation with some 

elements of the Markov transition matrix known to the surveyor 

and others unknown, is treated. 

This sectien begins with the development of some tools, which 

will be used in constructing the main results. 

Definition 4.1 introduces the expected total coats of the process 

from time t onwards, given the history of the process until the 

decision at time t. 

Definition 4.1: j € N, B € J3, P € f.' , 0 ",; t < T, h € r(t+2 

a) V/hen ~(j,B,Pl{h} x rf(T-t)-
1

) r O, the probability measure on 

the measurable space (rfT+
1 

,E2 T+1 ) defined by ~(j,B,P)(H I {h} x 

42 x rf(T-t)-
1

) for all H € E
2

T+
1 

is denoted by IL~~;B,P) ; 



J T-1 ~ ) 
E vtd~ ~ B P) ' 

•=t J, ' 

1f T+1 ( 2 ( T t ) 1) 
b) Vt(j,B,Pjh) := when ~(j,B,P) {h} x N - - f. 0 

0 , etherwis e. 

** The existence of the integral in part b) of definition 4.1 is 

a consequence of lemma 2.4. 

Lemma 4. 1 : j E N, B E J3 , P E 1J , t ( 0 ..;;; t < T) , then : 

V(j,B,P) 
(' 

jv,d~(j,B,P) + 
ifT+1 

+ h~2 vt(j,B,P l h) ~(j,B,P)({h} x N2(T-t)-1) 

Proof: In view of definitions 2.9 and 2.10, it suffices to prove: 

= ::2:::= vt(j,B,P I h)~(. B P)({h} x if(T-t)-
1
) 

_...2t+1 J. ' 
hE 1~ 

Summatien and integration may be transposed in the left part 

(compare lemma 2.5). 

E ~(. B P)({h} x ~(T-t)-1). vt(j,B,P I h) 
_...2 t -j-,2 J' ' 

hE.N 
43 



Lemma 4.2: j E N, B E J3, P E f.J, 0 ~ t < T, hE rft+2, then: 

a) Vt(j,B,P I h) does notdepend on the choice of b't' (0.;;; 1: ~ t) 

as long as ~(j,B,P)({h} x rf(T-t)-
1

) ~ o ; 

b) Vt(j,B,P I h) does notdepend on the choice of the b't(h
1
,h2) 

for all • (t+1 ~ ...- <T), h
1 

E rft+2 (h
1 

f. h), h
2 

E N2 (1:-t)- 1 • 

•Proof: a) The assertien follows easily, since ~((~)B P) does not 
't' J' ' 

depend on b (o ~ 1: ~ t) (definition 4.1 and formula (2.4)). 

b) This assertion is implied by definition 4.1: 

does notdepend on the b"(h
1
,h

2
) mentioned. 

j € N, B € f3 , P E j) , t ( 0 ~ t < T), then: 

(h) 
~(j,B,P) 

a) Jvtd~(j ,B, P) does not depend on the choice of b 1.' ( t.+1 ~ 1: <T). 

N2T+1 

b) For any hE N2t+
1 

with ~(j,B,P)({h} x rf(T-t)) = O, V(j,B,P) 

does not depend on the choice of bt(h). 

Proof: 

The ~(j,B,P)- factors in the terros of this fini te sum do not 

depend on the choioe of the b" (t+1 ":;;; 1: <T) (formula (2.-5)), 

b) J.L(j,B,Pl{h} x N
2
(T-t)) does not depend on bt; apply lemma 

. t 
44 4.1: the first sum does notdepend on b according to assertien 



a); the sepond sum does not depend on b t <:><,;·c;v,•·u.J,ug 

tion (one term) and lemma 4.2 a). 

to the supposi-

** Coming to the main topic of this section, the first task is 

the formal introduetion of an equivalence concept in the set of 

decision rulea. 

Definition 4.2: B
1

,B
2 

E fL 

a) (j E N) jB1 is said to be equivalent to jB2, when 

V(j,B 1,P) = V(j,B2,P) , for each P E fJ; 

notation: 

b) B
1 

is said to be equivalent to B
2

, when 

for each j € N 

** The ""-concept defines relations in the sets 

B € !/!> with .B = .B
1 

possess the same V(j,B,P) 
J J 

(lemma 2.7) and any .Bis the j-restriction of 
J 

cision rule (lemma 2.1 b)). 

.!3, since all 
J 

for each P € P 
at least one de-

The "'- concepts of definition 4.2 define equivalence 

relations in the sets .ffJ (j € H) a.nd f3 respectively. 
J 

** When applying a decision rule, the decision at any time is 

based on the realized allowed history until that time. It seems 

reasonable to investigate those decision rules, which base their 

decisions at time t on the numbers of the different J,Jarkov tran

sitions in the realized allowed history until that time. 

Definition 4.3 formalizes this concept of information affered by 

allowed histories until certain time. 



Definition 4.3: for each h= (k
0
,i

0
, ... ,kt) E Irt+1 (o ~ t < T+1), 

K(h) denotes the n x n-matrix of nonnegative integers, with ele

ment labelled (i,k) - i,k E K - equal to the number of -r-values 

(0 ~-. < t) such tl•at (i,.,k-.+
1

) = (i,k); 

K(h) is called the inforraation matrix of h. 

** The subset of :/) consisting of the decision rules, which base 

actual decisions on the momentary information matrix and the ob

served state at the time of decision, is introduced in the follow

ing definition: 

Definition 4.4: B € f3 is called an information decision rule 

(applying mixed strategies), when the following condition is sat

isfied: 

\lt(o~t<T) \lh€N2t \lh' EN2t \Ik EN 

[K(h,k) = K(h 1
1 k) ~bt(h,k) = btth 1 ,k)] 

The subset of 3 containing all information decision rules will 

be denoted by ~. 

Lem 4.5: '1t is compact (hence jiJ{ (j E N) and ':}{ are compact 

(lemma 2.16 a))). 

'Jit is a proper subset of 'J(. 

~: · The assertions fellow directly from the defin·i tions. 

Lem 4.6: 0 ~ r < T, B E: Jj and B satisfies the condition of 

definition 4.4 for all t with r < t < T, then: 

[ll(j,B,P>({h,k,i} x ~(T-r )-
1

) ll(j ',B,P>( {h 1 ,k,i} x N
2
(T-r)-

1
) I 0, 

46 K(h,k) = K(h',k) ==*vr(j,B,P I h,k,i) = vr(j',B,P I h',k,i~ 



Proof: Be k = kr' i = ir 

T-1 
V (j,B,P I h,k ,i ) = l: r r r -r-r 

T-1 
l: :::::::::> A 1."(11- + C ) 

. ) 2 Cr-r )+1 t- -k i i k 
r-r {k + , ••• , 1. , k + € N -. " 1." -r+t r 1 -r -r 1 

The probabilities involved in this sum do not depend on bt with 

0 .;;; t .;;; r. They do depend on b t with r < t < T. However the b t 

with r < t < T depend only on the information matrix and the 

observed state and they do not depend on the complete allowed 

history until time t. This proves the assertion. 

** Theorem 4.1 proves that each historical j-decision rule is 

equivalent to an information j-decision rule. 

The proof consists of two parts. In part A an induction 

step will be proved. In part B it will be demonstrated that the 

induction step may be applied to establish the theorem. 

A. In this part of the proof it will be shown, that for any 

decision rule B 
1 

€ _n (given r: 0 .;;; r < T) - which satisfies r+ 
the condition of definition 4•4 for all t with r + 1 .;;; t < T -

there exists a decision rule B E f3, which satisfies the condi-
r 

tion of definition 4·4 for all t with r.;;; t <T and furthermore 

jBr ~ jBr+1 • 

It will appear, that a B suffices with rbT r+tb• for 1." Ir. 
r 

Hence this proof consists mainly of the construction of rbr. 47 



Lemma 4. 1 implies: 

(4.1) V(j,B + ,P) r 1 

r-1 
E 

1:=0 l v diJ.(. B P) + 
-. J, r+1' 

;- 1 

+ ~r+2 vr(j,Br+1'p I h)IJ.(j B P)({h} x if(T-r)-1) 
hE ' r+1' \ 

The first sum in formula (4.1) does notdepend on r+1br (lemma 

4. )a)), hence this sum does not al ter when Br+
1 

is replaced by 

the decision rule Br' which will be constructed. 

The second sum in formula (4.1) may be rewritten as a finite sum 

of finite subsums, such that any subsum collecta all terms oor

responding to allowed histories until time r, which possess a 

certain information matrix and a certain observed state at time r. 

To be explicit, regard the subsum belonging to information matrix 

K and state sk observed at time r (K a given n x n matrix of 
r 

nonnegative integers and sk a given element of S): 
r 

hE 
K(h,k )=K r 

E V (j,B + ,PI h,k ,i ) 
i EN r r 1 r r 
r 

({ } .2(T-r )-1) 
11(. B P) h,k ,i x N 

J, r+1' r r 

The quantities Vr in this expression do not differ with h (lemma 

4.6), provided that the corresponding 11(. B P)-factor does not 
J' r+1' 

equal zero. In this proof the Vr will be denoted henoeforth by 

Vr(P,K,kr' • The 11(. B P)- factors are determined by formula 
J, r+1' 

(2.4). Hence all contain the same elements of P as subfac-

tors. In this proof, the product of these subfactors will be de-

48 noted henceforth by n(P;K). 



Expression (4.2) may be transformed into: 

(4.3) ll(P;K) E V (P,K,k ,i ) 
i E:N r r r 
r 

r 
r+1 1: ( . ) n b. k ,:1. ,..'tk 

1:::0 J... 0 0 .. 

It suffices to find a decision vector rbr(h,kr) - the same for 

each h € Nfr·with K(h,kr) = K - which leaves the value of ex

pression (4.3) unchanged. Since the V (P,K,k ,i ) do not alter r r r 
when r+1br is altered (lemma 4. 2a)), the following choice suffices 

when the denominator involved is not equal to zero: 

r+t -r ( . ) b. k ,J. , ••• ,k 
J. 0 0 .. .. 

If the denominator in expression (4.4) equals zero, expression 

(4.3) is equal to zero and hence the choice of the rb: (h,k ) is 
J.r r 

ar bi trary, except for the condition of nonnegati veness and sulll!lling 

to 1 for i = 1, ••• ,n. 
r 

It is easily verified that rbr(h,kr) as defined by (4.4) is an 

element of V. 

B. When T <co , the assertien follmvs directly on application of 

the induction step derived in part A of this proef: The induction 49 



process may be s tarted wi th r == T - 1 a.nd B = BT : = B; r de-r+1 
creases by 1 at each step of the induction process. The decision 

rule B
0

, which resul ts finally, is a.n element of 'J( and jBo "'jBT. 

If T "' 00 , the establishment of the assertien is somewhat more 

complicated: 

(o ~ p < 00) (lemma 2.5) • 

The first sum in the right hand part of equation (4.5) does not 
t • 

depend on b for t ~ p (lemma 4.3a)). The secend sum satisfies: 

1.
; f v~dfi(· B P)l ~ 1 P~R max jdk. +c . ..e __ l 
~p jr • J, ' ~"' k,i,..eE N ~- ~ 

independent of B,P (lemma 2.6). 

The decision rule Bpp E J3 is defined, such that 

B satisfies the condition of definition 4·4 for t ~ p • 
pp 

Th en 

I ~ jv(j,B,P) - V(j,Bpp'P) ~ 1 _ ~< max jd_. +c .• 1 
I"' k,i,t € N -kl. L~> 

(uniformly in P) • 

By a fini te induotion process - applying the induction step de

rived in part A of this proof - with r decreasing by 1 each step: 

from r = p to r = 0 1 a decision rule B E ?t is obtained, with po 

V(j,B ,P) == V(j,B ,P) for all P € jJ . 
po PP 

50 The compactness of ~(lemma 4.5) implies the existence of a de-



cision rule J3
0 

E: 'lt, which is the limit of a subsequence of the 

sequence {np0 }::
0 

• 

Formula (4.6) implies: V(j,B,P) V(j,B0,P) (all P € 'P) (lemma 

2.13), hence .B ~ .B. 
J 0 J 

Corollary 4.1; \tB € 1) 

** Corollary 4.1 asserts, that the only information supplied by 

the realized allowed history until time t, which is relevant with 

regard to decision at time t, consistsof the initial state 

of the process, the momentary information and the observed 

state at time t. This result is analogous to the well-lmown fact, 

that, when estimating the probabili ties for the elementary events 

of a trial, based on a number of independent re pet i tions of the 

trial, it is useless to pay attention to the order in which the 

elementary events occurred, only their nuobers count: the numbers 

form a set of sufficient statistica. 

In the ncxt part of this seotion, the result of theorem 4.1 will 

be generalized. This generalization initiatea the specificatien 

of the expression "incompletely known transition probabilities" 

in the title of this study. The situation will be investigated, 

with some Markov transition probabilities ha.ving values which are 

lmown by the surveyor of the process and others which are unknown, 

Theerem 4. 2 demonstratea that if the 1/larkov trans i ti on probabili ty 

oorreeponding to i'ilarkov transition - sk is known, the ele

ments labelled (i,k) of the information matrices are not reléva.nt 

in deoision making. 

Assumption 4.1: I
0 

€ rf is a given set; toeach element (i,k) E: I
0 

there oorreapanda a given real number nik' such that 

51 



** Definition 4•5 pre8ents some adaptations of notions which were 

introduced earlier. 

(j E: N) ; 

notation: .B fl .B 
J 1 J 2 

c) B
1 

,B
2 

E '/3; B
1 

is said to be sub-equivalent to B
2

, when 

d) Two n x n matrices - say K and L, with elements Kik and Lik 

respectively - are said to be sub-equal, when 

notation: K g L • 

** The J:!.-concept defines relations in the sets .!3, since all 
J 

B E J3 with .B = .B
1 

possess the Same V(j,B,P) for each P E: 'ft 
J J 0 

(lemma 2.7) and any is the j-restriction of at least one de-

cision rule (lemma 2.1b)). Some simple properties are enumerated 

in the following lemma: 

Lemma 4.7: a) !P
0 

l ç1 and ft
0 

is a compact subset of 'P. 
b) The 52',-concepts establish equivalence relations in the sets 

52 j!J (j E: N) and f.L 



c) The matrix-valued function K on 
T 
U N

2t+1 and the sub-equality 
t=O 

concept establish an equivalence relation in the set 
t=o 

of allowed histories until any time. 

d) Each pair of n x nmatrices K,L satisfies: 

K=L===:>KgL 

(j E: N) 

** Definition 4.6 introduces decision rules, which do not take 

into account the data, which were gathered in the past of the 

process, on Markov transitions with known probabilities. The de

cision veetors of these rules are exclusively based on the "re

duced" information matrix (the information matrix with the ele

ments labelled (i,k) suppressed if (i,k) E I ), the time of deci-cr 
sion and the observed state at .that time. 

Definition 4,6: BE f3 is called a sub-information decision rule 

(apply~ mixed strategies), when the following condition is 

satisfied: 

The subset of f3 containing all sub-information decision rules 

will be denoted by 'N
0 

• 

Lemma 4.8: ')r
0 

c 1t ; 1{,
0 

is a compact subset of ~ (hence j 'Jt
0 

and 'l\
0 

(j € H) are compact (lemma 2.16d))); 53 



r:'ft
0 

is a proper subset of 7\, in case f rj 

~a is a proper subset of ~a 

** Lemma 4.9 presents aresult of the sru~ kind as lemma 4.6. The 

proof proceeds thc same lil1es as the proof of lemma 4.6 and 

will be omitted for that reason. 

Lemma 4.9: 0 ~ r < B E f3 and n satisfies the condition of 

definition 4.6 for every t with r < t <T, then 

lik, i € N 

[ll(j,B,P)({h,k,i} x N2 (T-r)-l)ll(j',B,P>({h 1 ,k,i} x I.f(T-r)-
1)f.o,, 

K(h,k) g K(h 1 ,k) ==+Vr(j,B,P I h,k,i) = Vr(j 1 ,B,P I h 1 ,k,i)] 

The proof shows a fair similarity with the proof of theorem 

4.1. Only the proof of the induction step needs modification: Say 

that Br+
1 

€ fB satisfies the condition of definition 4.6 for all 

t with r+1 ~ t < T (given r, 0 ~r <T). A decision rule B E J3 
r 

will be constructed, such that .B E .B +l and B satisfies the 
J r J r r 

condition of definition 4.6 for all t with r ~ t <T. It again 

appears that a B suffices wi th rb t = r+lb t for 0 ~ t < T, t f r. 
r 

consider formula (4.1). The first sum on the right hand 

side is invariant for the replacement of Br+
1 

by Br as planned, 

The second sum may be rewri tten as a fini te sum of fini te subsums, 

such that any subsum collecte all terms oorreeponding to allowed 

histori~s until time r, which have information matrices sub-equal 

to a certain matrix and which have the same observed state at 

time r. Formula (4.2) presente a typical subsum, if only K(h,k ) = 
r 

54 = K is replaced by K(h,k )~ K. The faotors V in this expression r r 



do not differ with h (lemma 4.9), provided that the corresponding 

~(. B P)-factor does not equal zero. These factors will again 
J' r+1' 

be denoted by Vr(P,K,kr,ir) in this proof. T.he factors ~( ) 
j,Br+1 ,P 

are determined by formula (2.4) and hence all contain the same 

numbers of factors pik for those labels (i,k) ~ I 0 • The product 

of these factors will be denoted in this proof by ll(P,K); the 

product of the remaining n-factors is denoted by n({n}; h,kr). 

Remind that the factors of n({n}; h,kr) are given real numbers. 

The modified expression (4.2) may be rewritten as follows: 

(4.7) ll(P,K) ~ V (P,K,k ,i ) 
i E:N r r r 
r 

Since the V (P,K,k ,i ) do notalter when r+1br is altered, the 
r r r 

following choice suffices, if the denominator involved does not 

equal zero. For all h E: Ntr with K(h,kr) g K and all ir E: N: 

(4.8) rb:: (h,k ) := 
1 r 
r 

(ko,io' • • ,ir-1) E: ~r 
K(k ,i , •• ,k ) g K o o r 

r 
ó.k rr({n};k ,i , •• ,k) rr r+1b; (k ,i , •• ,k) 

J 0 \ o o r .=o 1 't' o o 't' 

)

r-1 
ó.k rr~{n};k ,i , .. ,k rr r+1'b: (k ,i0, .. ,k ) 
J oor 1 o 't' 

0 ~0 't' 

If the denominator in expression (4,8) equals zero, expression 55 



(4.7) is equal to zero and hence the choice of the rbr(h,kr) with 

K(h,kr) g K is arbitrary, if only rbr(h,kr) E Lr. 
It is easily verified that the rbr(h,kr) defined by formula (4.8) 

satisfies: rbr(h,k) € 1!. 
r 

** It will be proved in .the sequel, that in a special case it 

suffices to consider a more restricted subset of 13 • If the deci-

sion costs ~i all have the same value, one may restriet consid

eration to the class of decision rules, which only depend on the 

time of decision and the "reduced" information matrix of the re

alized allowed history until that time. 

The case of equal (in fact vanishing) decision costs establishes 

an appropriate mathematical model for the following type of 

problem: a finite number of experiments is available, each with a 

finite number of possible outoornes (all expressed in the same 

unit, say dollar or success); the probability distributions for 

the different experiments are incompletely knmvn; at discrete 

points of time an experiment has to be selected (compare [1956, 

R.N. Bradt, e.a.]). 

Definition 4.7: B E J3 is said to be a state-free sub-information 

decision rule (applying mixed strategies ), when the following con

dition is satisfied: 

The subset of JS containing all state-free sub-information deci

sion rules will be denoted by ~ • a 

** The difference between state-free sub-information decision 

56 rules and sub-information decision rules is found in the follow-

• 



ing feature. When applying a decision rule of the state-free type, 

decisions are not directly influenced by th~ actual state of the 

system, but only by the time of decision and the elements of the 

information matrix of the realized history oorreeponding to un

lmown Markov transition probabilities. Whe:reas sub-information 

decision rules may base decisions on the actual state of the 

system~ 

Lemma 4.10: IL
0 

c 1.
0 

; i/.;
0 

is a compact subset of :B (hence ji_ 
0 

and .ecr are compact (j € N) (lemma 2.17d))). 

i. is a proper subset of 'jt ; lv is a proper subset of cf.
0 a a cr 

[ ({ . } 2 (T-r )-1) ({ 1 • } .2 (T-r )-1) .1 
ll(j,B,P) h,1 x N P.(j I ,B,P) h ,1 x .1!1 i 0 

Proef: Say i = ir' then 

T-1 ,. (h, ) 
V (j,B,P I h,i ) = l:: j V dil(. B P) r r ~- ~ J, , 

-r rfT+1 

(oompare lemma 2.5) 

-::::::::::=: ( ) p ~(d + 0 • ) 
(k · k ) € ~ -r-r +1 11 1 k 

r+1''''' 1 -r' >+1 '~+1 



T-1 T-1 
i: p' + E 

r-r •=r 

:::::::::=- 't 

( 
• ) .2 h-r) +1 p c i k 

k + , ••• , ::t. , k + E N ' 1:+1 
r 1 ' -. 1 

(h,ir) t 
The ~(j,B,P)-factors do not depend on b (0 ~ t ~ r); they do 

depend on the bt (r <t <T), however these bt map (h,ir,kr+
1

' 

••• ,kt+) and (h',i ,k +, ••• ,kt ) on the same decision vector 
1 r r 1 +-1 

in V when K(h) g K(h' ). 

b'(k ,i , ••. ,k ) does not differ with k (BE ~0 ). 
0 0 ' 0 

Proof: Theorem 4. 2 states the existence of a decision rule 

B
0 

€ 1{
0

, such that jB ~ jB
0

• An induction process will modify B0 

into a decision rule BT € ~cr' such that jBT ~ jB0 • 

58 The induction process applies the following property: each Br E l
0 



(0 ~ r < T), may be modified - by only altering the rbr - into a 

decision rule B 
1 

E ~ , which satisfies the condition of defi-r+ cr 

ni tion 4. 7 for t = r end .B f!. .B 1• Befare proving this property, 
J r J r+ 

it will be demonstrated that it furrlishes aatep-by-step procedure 

for modification of B0 into BT E i 
0 

with lT ~ jBO • 

B
0 

E ~; say that E 1\ , .B f!. .B
0

, ·aatisfies the condition 
o J r J 

of definition 4.7 for all t with 0 ~ t <r, then there exists a 

de cision rule Br+t E '}1.0 wi th jBr+1 

condition of definition 4.7 for all 

~ .B
0 

and B 
1 

satisfies the 
J r+ 

twith O~t<r+1 (rbt=r+\t 

for t f r). If T < 00 , this prC>eildure leads in a fini te number of 

steps to the decision rule BT' which satisfies the condition of 

the theorem. If T = co , the procedure generatea a sequence of 

decision rules {Br};:
0

• Since ~0 is compact (lemma 4.8), there 

exists a decision rule B
00 

E 1 which is the limit of a subse-o 

quence. For each r (0 ~ r < T) the set '>tr := {B E ?to-[B satisfies 

the condition of definition 4.7 for all t with 0 ~ t <r} is 
co 

compact end Bp E Ij{ for p > r. Hence B
00 

E n "ti. = R, • .B
00 

f!. .B 
r r=o '"'r o- J J o 

(lemma 2.13). 

Now the step-proparty will be proved: 

Consider the assertien in lemma 4• 1 wi th B = B € l)t ( 0 ";; ·r < T) r o 
and t = r. The first sum on the right hand side of the equality 

does not depend on rbr (lemma 4.3). The secend sum may be rewrit

ten as a finite sum of finite subsums, such that each subsum col

lecta all terms oorreeponding to allowed histories until time r, 

which have information matrices sub-equal to a certain matrix. 

For given matrix K, such a subsum is: 59 



(4. 9) ~ V (j,B ,P l h,i ) 
i EN r r r 

> 
h EN2r+1 
K(h) g K r 

~(j,Br,P)({h,ir} x N2(T-r)-1) . 

The factors Vr in expression (4.9)donot depend on h (lemma 4.11), 

provided that the corresponding ~(· B P)-factor does not equal 
J, r' 

zero. In this proof the factors V will be denoted henceforth by 
r 

V (P,K,i. ). The factors ll(. B P) are determined by formula (2.4) 
r r J, r' 

and hence all contain the same subfactors pk. with (k,i) ~I ; 
1 a 

the product of these subfactors is denoted by TI(P ,K,; the products 

of the remaining (known) subfactors is denoted by n({n};h). Ex

pression (4.9) may be rewritten as: 

(4.10) TI(P,K) E V (P,K,~ ) 
i EN r r 
r 

Since the V (P,K,i ) do not alter when rbr is altered, the follow-
r r 

ing choice suffices (if the denominator involved does not vanish). 

For all h E: N2r+1 with K(h) g K and all ir € N: 

(4.11) r+ 1b: (h) := 
J.r 

(k
0
,i

0
, ... ,kr)E 

K(k
0
,i

0
,... g K 



If the denominator in expression (4. 11) does equal zero, expres

sion (4.10) vanishes and hence r+lbr(h) may be ohosen arbitrarily 

from 'IJ'. 

** For application in other sections, the following lemma is 

needed: 

iJPEP l ~ c,e·P,e· > ~ c .p .l 
cr i=1 l l i=1 ml m~ 

then there exists a non-empty subset ~ of [)
0

, such that 

Proof: .R,e :={x ER I3PE p [.~ c,eiP,ei =x]} (tEN). R,e is a 
cr l=1 

closed, bounded interval in R. Hence R
0 

n H,e :f ~ . 
-eEN 

Choose: P1 := {P E P0 I 3x ERo V ,eEN [ i~l c ,eiP ,ei= x]}, then P1 :f rJ 

and for each P E P
1
, B E 13, j E N holds (x corresponding wi th P): 

T-1 
V(j,B,P) E x~t 

t=O 

** This may be interpreted as: If decision coats are equal and no 

action dominatea any other, then there exist P E P
0

, such that 

for those P the risk function is constant in j,B. 61 
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SECTION 5 

PART/ALL Y ORDERED SETS OF DECIS/ON RU LES 

** This sectien will be devoted to the comparison of the effec

tiveness of different decision rules. This will be executed by 

oomparing the V(j,B,P) for different B € ~. In fact, the intro

duetion of the relations "'and 2 in 13 and .~ (section 4) was 
J 

already an initiatien of such a comparison. In this section, how-

ever, notions of the type "better than" and hence orderinga will 

be introduced and investigated. 

The material in this section is treated according to the methods 

which have been outlined in [1954, D. Blackwell, M.A. Girshick]. 

Definition 5· 1: B
1 

,B
2 

€ 13 

a) (j € N) .B is said to be at 
J 1 

least as good as jB
2

, when 

VPEP [V(j,B
1 
,P) ..; V(j,B2 ,P)] 

CJ 

notation: jB
1 
~jB2 

b) (j € Iif) }
1 

is said to be better than jB
2

, when 

c) B
1 

is said to be at least as good as B
2

, when 



d) B
1 

is said to be 

notation: B < 
1 

, when 

** The <.- and the <-concept define relations in the sets .13, 
J 

since all B E 13 with .B .B
1 

possess the sa.me V(j,B,P) for each 
J J 

P E :P (lemma 2. 7) and each .B is the j-restriction of at least 
J 

one decision rule (lemma 2.1b)). 

The <:-concepts of defini tion 5.1a) and 5. 1c) define 

orderinga in .f3 (j E N) and 13 respectively. 
J 

b) The <-concepts of definition 5.1b) and 5.1d) define partial 

orderinga in jia (j € N") and J3 respectively. 

** Some other useful notions for the investigation of the quality 

of decision rules follow: 

a) (j € N) lo is said to be admissible in j f.,
0

, when for no 

€ jf\ 

jB < jBo 

the set of all j-decision rules, which are admissible in . fl is J !Jo 

denoted by (jjjo) ; 

b) B
0 

is said to be admissible in J?, 
0

, when for no B E 13 
0 

the set of all decision rules, which are admissible in no is 

denoted by ~o) 63 



L3mma 5. 2: B € J3
0 

c 131 
c 13 , then 

a) \f j € N [ jB E (/3 1) € (j 1lo)] 

b) B € ( f3 1)===>B € (J3o) 
c) [vj€N (l € (/\))] E(J1Jo) . 

P.roof: The assertions are implied directly by the definitions. It 

should be emphasized, that none of the implications may be re

versed. 

Lemma 5.3: .130 c P., , then 

B € (.no)~vjEN (jB E (jf3o)] 
or 

11jEN [lno) = CJ3o)] 
11 ~~~ say 

1
B (. (,J\) : 

1
B1 € J3 0 and 1B1 .C 1B; then 

define B1 € ..13
0 

by this 
1
B1 and jB1 := jB (j E N, j r 1) then 

B1 <: B (contradiction). 

liL--" say B d (13o) , then B1 € -?> B ../' B hence for certam· ".___ l" J.)o' 1 '- ' 

j € N: .B
1 

<.: .B ( èontradiction). 
J J 

Lemma 2·~= 

a) (j € N) c~a) é (/X) c (J3) 
b) (ty{a) c ('~) c·(f3) 

11k,i€N [dki = d11J , then 

64 c) (j € N) (j~a) c (/;{a) ; 



d) (~cr) c ( 'lo) 
e) (~Za) c (tcr) and (j € N) /;/{_cr) = CJ:cr) • 
Proof: a) is implied by theorems 4.1 and 4.2; 

b) is implied by corollaries 4.1 and 4:2; 

c) and d) are consequenoes of theo~em 4.3 and corollary 4.3 re

peotively; 

e) is implied by lemma 4.12. 

** The concept of admissibility only satisfactory in case 

the sets of adrnisL>ible decision rules possess some oompleteness 

prop<,rty: 

Definition 5.3: .13
0 

c J3
1 

c J3 , then 

a) (j E 

't/,, c 13 \ tn 3D E ,f'l [.Bo <:: .D] 
15 c:. 1 -';>o o JJ o J. J 

b) .73
0 

is said to be complete in J3
1 

, when 

c) (j € N) 

< B] 

.lf3 is said to be essentially complete in .JJ , when 
J 0 J 1 

~ .B] 
J 

d) ~0 is said to be essentially complete in .13 1 , when 

** Lemma 5.5 enumerates some properties, which are derived easily, 

They are presented without proof for that reason. 65 



Lemma 5. 5: 1J 
0 

c J3 
1 

c ..13
2 

c î3 , j € N, then 

a) if 13
0 

(or /\) is complete in 1;
1 

(or jJj1 respectively), 

then J3 ( or . J3 ) is essentially complete in Jj1 ( or . n re-
0 J 0 . J 

spectively); 

b) if ~0 (or jJ3
0

) is (essentially) complete in ~2 (or jJ3
2 

re

spectively), then the same is true in 13
1 

(or j'f3
1 

respectively); 

c) if 13
0 

(or /3
0

) is (essentially) complete in ))
2 

(or /\re

spectively), then :13 (or .1:3 ) is (essentially) complete in f3 
1 J 1 2 

(or j.J3
2 

respectively); 

d) if J3 is essentially complete in 13
1

, then .13 is essentially 
0 J 0 

complete in jJ3
1

; 

e) Jj
0 

is complete in 13
0 

; jJ3o is complete in /"J 
0 

f) if 13
0 

is complete in f3
1

, then ( 13
1
) c ]

0 
; 

if /~ 0 is complete in J"\, then C .B 1) c j.f\ ; 

g) if .13
0 

(or jJ3 
0

) is complete in .131 (or j"13
1 

respectively) 

and this holds f or no subset of J3 , then J3 = ( J3 ) ( or . J3 == 

= (j .1\) respectively); 
0 0 

\. 
1 

J 
0 

h) ( .13
1
) (or (j"jj ,).) is complete in .13

1 
(or jA 

1 
respeotively ), 

if and only if ( 13
1
) (or (/~ 1)) is essentially complete in 1.3

1 
(or .f) respectively). 

J 1 

i) the completeness relations between sets of (j-) decision rules 

are transitive; the same holds for essential completeness. 

** Item g) of lemma 5.5 indicates the relevanee of an investiga

tion of the possibility, that the subset of admissible deoision 

rules in a set of deoision rules is complete in that set. 

Lemma 5.6: J3
0 

c J3, then, if ]3
0 

c P.,
1 

c J3: 

a) [Vj EN C/~o essentially complete in /?> 1 )]~.130 essentially 

66 complete in f.3
1

; 



V j EN ( /3 
0 

essentially complete in 1 
~ ~0 con1plete in 

.13 ) 13
1. 

J 1 

Proof: a) Por any B E: 13
1 

and j ~ N, there exists a io E jJ30 , 

such that }o .<, l; hence B
0 

E IJ
0 

and B
0 

<. B. 

b) Say .f3 is complete in 
1
Jj 

1
• 

1 0 -
For any B E: J3 \ J3 and j E H, there exists a .B E .J?> , such 

1 0 J 0 J 0 

that .Il -' .D (for j f 1) 
J 0 J 

jBo .(jB (for j 1). 

Hence B E J3 and B < B. 
0 0 0 

Lemma 5.7: 13
0 

c 13, jE N and for every srJquence {n1};:1 with 

there exists decision rule J00 E 1.10 , with V1 ( 1 ~..e<co)[jBoo<jB.t]. 
Then (jno) is complete in j.J30 • 

00 

Define for 13 E 13: U(j, := Z 2-r V(j,B,Pr). The sum exists 
r=1 

for each B E .1$ and is bounded as a function of B, since the V

values are unif ormly bounded in j ,B and P (lemma 2. 6b)). 

For any Ba,Bb E 13: jBa ~ U(j,Ba) ~ U(j,Bb), with equality 

only in the case .B ~ (lemma 2.9). 
J a 

Assume that (j~o) is not complete in jJ.) 0 : 

let E J30 with E jP.>o \(jf30 ) and J3
1 

:={BE j\1 <. jB0 } 

(whence Jl:J f ç:l), such that .J3 n (./3 ) ~ . 67 
1 J 1 J 0 



An induction process will present a d&cision rule B
00 

E ~0 , such 

that jBoo € jjjo \C.f3o} butwithno B € .130 such that jB is 
better than .B (a èontradiction). The induction process produces 

J 00 

a sequence of sets J3 ..e and dec is ion rules B ,e ( .t = 1, 2, 3,, •• ), such 

that 

1+1 := {B € ..13, I jB <lt} 

B,e € .tJ,e , wit~ U(j,B.t) ~ inf U(j,B) + t (t= 1,2, •• ) 
BE i>J,e 

This is possible, since ~,e ~ ~' for otherwise jB.t_1 € (j130 ); 

furthe rmore j J3 ,e n C J3 0 ) }6. 

The sequence {B,e};:1 possesses the monotonicity property of the 

assumption: .B "+ <. .B., hence there exists a B € 13 , with 
J..v1 J.<! 00 0 

.B
00

<: .B 0 (.t=1,2, ••• ). Hence .B rj. (.J3 ). On the ether hand, 
J J..v J"" J 0 
there is no decision rule in ~ with a j-restriction, which ia 

0 
better than .B , for otherwise it would possesa a U-value less 

J co 

than U(j,B~ and it would satisfy the same inequalities: 

inf U(j,B) ~ U(j,B~ ~ inf U(j,B) 
B € !3,e B € A,e 

This establish the contradiction. 

1 +.t (..e = 1' 2, ••• ) • 

Lemma 5.8: 13
0 

c Jj, j € N, ij)o is closed, then (j.J3o) is com

plete in jJ5
0

• 

Proof: jj3o is closed, hence compact, which implies the monoton

icity condition of lemma 5.7: each sequence {B,e}:
1 

with Bi € .13
0 

possesses asubsequence {B.e )<><>, with lim = .B
00

€ .13
0

• The 
mfm=1 m-"" J J 

result of lemma 2,17 implies: 

VP€ j) [ lim V(j,B,e ,P) = V(j,B.,.,,P~ 
a m-00 m _ J 



Theorem 5.1: j E N, then 

a) C:Ra) is essentially complete in )?> ; 
b) if IJk, iE N = d 11 ] , then C.;eo) is essentially complete 

in jJ.5 • 

Proof: a) .~ is closed (lemma 4.8), hence (lemma 5.8) .\
1 .?{) is 

-- J 0 J 0 

complete in .1 (and therefore essentially complete, lemma 5.5a)). 
J a 

.~{ is essentially complete in .'J.> (theorem 4.2, since .B fl.. .B 
Ja J ( ) J JO 
implies .B (: .13 ). Hence (lemma 5.5i)) .'}{ is essentially com-

J J 0 J 0 

plete in jR. 
b) The proof proceeds analogously: .~ is closed (lemma 4.10) 

J a 
is essentially complete in . f7> as a resul t of theorem 

J • 
and .l... 

J 0 
4 • .). 

Lemma 5. 9: .2
0 

è J3, then: 

[vjEN((/3o) complete in /\)]==::::;)[(JJo) complete in .130] 

Proof: (j13o) = /!3 0 ) (lemma 5.3) (jEN). 

/13 
0

) complete for any j E N in .J3 
0 

implies (lemma 5. 6b)) the 

~~mpleteness of ( ]f ) in Jj . J 
\ 0 0 

Lemma 5.10: ]
0 

c J3 andforanysequence {B,e}:
1 

with 

11t(1 ~t<oo) [B,e E Ao 'Bt+1 <. B,e] 

there exists a decision rule BcoE 13 0 with ll,e( 1 ~t<co) [Boo<B1]. 

Then ( J3 
0

) is complete in J3
0

• 

Proof: This proof possesses some features in common with the proof 

of lemma 5.7, but it is somewhat more complicated and will there

forfr be presented in full. 69 



lr~t {P } cc oe a countable subse;t which seDarates P • For 
r r=1 • o 

every j E N, B E 13 the value iJ(j,B) is definod as in the proof 

of lemma 5.7. 
<. Bt' then V. r ~r [U(j,B ) ~ U(j 1B, )], with Je., a o 

n equali ties only if n R, 1\ (lemma 2. 9). 

( ) 

a l 

Assume that J3fJ ~n not in J30 : 

letBoE JJO \ rJ30) and 131 :={BE .130 I B < } (whence .731 ,je)), 
such that .n

1 
~ ( fl

0
) = Y'· 

A fini te induction process will provide sets 13. c J3 and deci-

sion rules B. (j 1,2, ... ,n), such that 
J 

J3j := {B E :130 I B <: Bj-1} 

E CJ3j) (j 

J 0 

1,2, ••• ,n) 

Jjj 1 rj, since otherwise Bj_
1 

E: J3 1 n ( f3
0
), which produces a con-

tradiet ion. 

'l'here is no dec is ion rule in 13
0 

which is better than Bn, he nee 

Bn E: J3
1 

n ( jj
0
), which provides th"' desired contradiotion. 

It remains to be verified that there exists for any j E N a deci

sion rule B. satisfying the conditions assuming B
0

, ••• ,B. 
1 

to be 
J J-

given. B. is constructed by an induction process, which provides 
J 

sets JJ. and decision rules B. (m = 1, 2, ••• ), such that 
Jill Jill 

J3j1 := J3. 
J 

13. := {B E J3 I B <. B. } 
Jill+1 0 Jill 

B. E: J3. , U(j,B.) ~ inf U(j,B) + 1 (m = 1,2, ••• ) 
Jill Jill Jill B E J3 . m 

Jill 

~jm 1 ~' since otherwise 

70 which provides a contradiction. 



The sequence {B. } "" satisfies the condition of the, lemma, hence 
Jm m=1 

there exists a decision rule B. E: J3
0 

with B. < B. (m= 1,2, ••• ). 
J J Jm 

There is no decision rule in 1'3 , which is better than B. and 
0 J-1 

possesses a j-restriction better than .B., since this decision 
J J . 

rule would be an element of J.3. (m = 1, 2, ••• ) and B. satisfies 
JUl J 

the inequalities 

inf 
BE: A. 

U(j,B) ~ U(j,B.) ~ inf U(j,B) 
J BE: fj. 

1 +m (m = 1, 2, ... ) 

Jm JUl 

Lemma 5.11: J3
0 

c ]., , ]
0 

is closed, then ( .13
0

) is complete in 

1)0. 

Pro of: J3 is closed, hence compact. This ïmplies the monoton-
a "" 0 

icity condition of lemma 5.10: any sequence {B.z} ,e=l with B,e E: 1:>
0 

possesses a convergent subsequencefB,e 100 
with lim B.z =B

00
E: 13

0
• 

l m m.,1 m-co m 
Lemma 2.13 implies: 

hence B= < B ,e (,e = 1, 2, •.• ) • 

** Hence for all special subsets of Jj, which were introduced 

earlier (~'~' l):ta' 'na' i._a' .{a)' the subsubset of admissible 

decision rules is complete in the subset itself. For the subsets 

with bars this ·is implied already by lemma 5.9. 

Theorem 5.2: a) (1(a) is essentially complete in~. 
b) If \lk,iE: N (dki = d

11
), then (t_a) is essentially complete in 

1L · 

Proof: a) (~a) is complete in '}Za (via lemma 5.9 and lemm~.8, 
since .'Y\a is closèd (lemma4.8), orvia lemma 5.11, since 'X is 

J a 
closed (lemma 4.8)). 71 



')(. is essen tially complete in J3 ( corollary 4· 2, since B 2 B 
a (- \ o implies B <; B

0 
). Tienee (lemma 5.5i)) ')to)is essentially complete 

in J3. 
b) The proof proceeds analogously: ./. and l are compact (lemma 

(
-) J a a 4.10) and la is essentially complete in JJ (corollary 4.3). 

** A specific feature of the concept of admissibility just intro

duced is the following: decieion rules may exist, which are ad

nissible, but possess for no jE U, P E:fJa a risk value equal to 

min V(j,B,P) 
BE:J3 

such admissible decision rules will be relatively good for all 

P € f.la' while decision rules vrith r:tiniraum risk value for certain 

j,P are as good as for some j,P, but perhaps rather bad 

for others. This agrees with the fact that any j-~ecision rule, 

which is admissible in jf3 , is Bayes-optimal for ini ti al state j 

and at least one prior dis tribution on 'P
0 

( this will be proved in 

section 8). Hence some admissible dec is ion rul es seem to meet our 

desire for a compromise. The property, that any admissible deci

aion rule is optimal for certain j E: N, P E: fJ is present in some 
a 

special cases. Por e:x:ample in the case of equal decision coats 

withno action uniformly (in P) dominated by another one (lemma 

4.13). Forsome further remarks on such cases the reader 

is referred to the following sections and the It should 

be remarked that in the case of equal decision coats an admissible 

decision rule may prescribe the application of an 

is uniformly dol:linated by another one 

if one prefers to refrain from applying 

which 

A.2). Hence, 

dominated ac-

tions, they should be removed before one studies the ducision 

72 rules. 



Reviewing these problems, it appears to be necessary to study the 

determination of fictitious costs, which may be introduoed in 

order to fit the mathematica! model of a practical situation so 

that the theory of this study may be applied. 

Two different cases will be cormidered. 

In the.first case a finite number of experiments each with a 

finite number of elementary outoornes is available (equal decision 

costs). The numbers of elementary outoornes may be equali~ed by 

adding elementary outoornes with given probability zero and arbi

trary costs. A condition imposed by the theory, is the equality 

of the number of elementary outoornes for each experiment wi th the 

number of experiments available. If the first number happens to 

be exceeded by the second, more elementary outoornes with given 

probabili ty zero can be added. If the first number exceeds the 

second, an obvious trick is the addi tion of fictitious experiments 

with fictitious coats. llowever, one wants to design these dummy 

experiments so that they do not an active role in decision 

making. Example A.2 shows that this should be done carefully. 

Theorem 5.3 demonstrates, how such fictitious experiments may be 

designed. 

Secondly, the case of forbidden actions is investigated. Say that, 

in the system considered, the action 1 - 3 is physically impos

sible. An obvious way-out is the designa~ion of a fictitious de

cision oost d
13

• The question remains, which value for d13 guar

antees, that the action 1 - 3 does not play an active role in 

decision making. 

Befere the assertions on these topics are stated, some auxiliary 

theory is developed, which is anyhow desirable for application in 

sectien 7. 

Those decision veetors of a decision rule, oorrasponding to al

lowed histories until timet (t = T ,T +1, ••• ) which coincide 
0 0 

until T with a given allowed history establish a decision rule 73 
0 



for the de cision problem wi th T- T
0 

steps. This notion of the 

restrietion of a decision rule is a generalization of the concept 

"j-decision rule". A new aspect, however, is the fact that such a 

restrietion induoes a decision.rule fora problem with an ether 

number of steps. All elaboration up till now have assumed a total 

number of steps equal to T. T has been considered as given but 

arbitrarily natural or (countably) infinite. The reasen for as

suming Tas given in sectien 1, is to prevent the necessity of 

explicitly stating T as a parameter in all notions. 

Definition 5.4: m natural, 1 ""m < 2T+1, hE Jfl. 
A h-decision rille (ap:plying mixed strategies) hB is a sequence of 

mappings 

(m; 1 ""t < T) 

the set of all h-decision rules is denoted by hE • 

1""m<2T+1. 

a) To any B E J3 there oorreapond hB € J3 (h € rfl), such that 

the mappings hbt, consituting 

{h} x jT+1-m • 

t are the restrictions of b to 

b) h € Ifl; to any hB € hJJ there corresponds at least one B € 13, 

suoh that is the restrietion of B in the sense of a). 

Convention 5.1: ( 1 ""m < 2T + 1) elements of hJ3 (h E lfl) are de

noted by hB' possibly indexed: hB
0

, hEr; whenever an element of 

h!fJ and one of J3 with the sa.me index ( or no index) are mentioned 

together, they satisfy the relation of lemma 5.12. 

If .130 c J3' then hJ\ (hE rfl) denotes: {hB € hJ3 I B € .130} • 

B,B0 ,Br E J3, hE~; for the mappings constituting hE' hB0 , hEr 
74 the index h will be skipped, thus the same notations will be 



applied as for the mappings constituting B, B
0

, Br; pence no dif

ferent notations will be applied for a mapping and certain re

strictions. 

In all cases where is referred to a si tuation with a total number 

of steps unequal to the given 'I', this is stated explicitly. For 

those cases, the same assumptions, definitions, (andhence) lemmas, 

theorema hold, with only T replaced by the explicitly stated 

value. 

Remark: The notation ~' h13 (h E !(U} (definition 5.4) is con

sistent with convention 5.1. 

2T0 
Lemma 5.13:0 <T

0 
<T, jEN, hEN , J3 € JJ. 

a) hB induces a decision rule for the problelil with T- T
0 

steps in 

a natural way, by defining as decision vector for h
1 

€ N
2
t+

1 (o ~ 
T

0
+t 

~t<T-T0):b (h,h
1
). 

Reversely, any decision rule for the problem with T - T
0 

steps 

induces a h-decision rule. 

b) (h,j)B induces a j-decision rule for the problem with T - T0 
steps in a natural way, by defining as decision vector for (j,h

1
) 

t To+t 
with h

1 
€ ~ (0 ~ t < T-T

0
): b (h,j,h

1
). 

Reversely any j-decision rule for the problemwith T- T
0 

steps 

induces a (h,j)-decision rule. 

2T 

Convention 5.2: 0 <T
0 

<T, j € N, h € N °. 
The (j-)deciSion rules for the problem with T - T

0 
steps (lemma 

5.13), which oorreapond to hB E /J and (h,j)B € (h, j)!J , will be 

denoted by the same symbols: hB and (h,j)B respectively. The same 

convention will be maintained with regard tothesets (h, j)JJ and hf3. 

2T
0 

Lemma 5.14: 0 <T
0 

< T, h € N , B € .1). 

B € 'Jt
0 

implies: hB is a sub-information decision rule for the 

problem with T- T
0 

steps (if B € .f.
0

, hB is moreover state-free). 75 



Proof: Say h
1 

E N2t+\ h
2 

E N2t+l (O.;;t <T-T
0

) a:nd K(h
1

) IJ K(h
2

), 

then K(h,h ) g K(h,h ). 
. 1 2 

2T 
Lemma5.15:0<T <T; hEN °; j,kEN; PEP; BEJ3 a:nd 

0 

ll(j,D,P)({h,k} x·/(T-To)) :f 0, then: the expected total costs 

for the problem wi th T- T
0 

steps V(k,hB' P) are equal to 

-T T 
~ 0 

l:: b. 
0

(h,k)VT (j,B,P I h,k,i) 
i€N ~ o 

~: For·O.;; t <T-T
0

, iE N, h
1 

E ~t+1 , 
following equali ty holds: 

To 
b. (h,k) f o, . the 
~ 

= bTo(h k) (h,k,i)({h k . h } _2(T-To-t-1)) 
i ' ll(j,B,P) ' ,~, 1 x JIJ . 

The probability on the left hand side refers to the problem with 

T- T
0 

steps. 

Application of definition 4.1 then delivers the desired result, 

Lemma 5.16: 0.;; t < T, jEN, BE 13, PEP, then: 

t ( ) ({ } ,2 ( T-t )) + p l:: l:: V k,hB,P ~-'(. B P) h,k x N 
hEN2 t kEN J, ' 

where the V-values on the right hand side denote total expected 

76 costa for the problem with T-t steps. 



Proof: (lemma 4.1) 

+ ~ ~ ~(. B P)({h,k,i} x Nf(T-t)-1)Vt(j,B,P jh,k,i) 
h€N2t i,k€N J, ' 

+ Il Il 1.1(. B P)({h,k}x~(T-t)) l: b~(h,k)Vt(j,B,Pjh,k,i). 
h€NZ kEN J, ' i€N ~ 

This is equal to the stated formula (lemma 5.15). 

V'k,i € N [~i = d 11 ] ; r,t € N , {r} x N c Ia 

't/P€J1J ( L: c .n. > L: C 0 .p 0 .), BE (!3), then 
a i € N r~ rJ. i E N "'J. "'~ 

't/t(o..;;t <T) 't/h€N2t+1 [b;(h) > 0 ===t> 

't/j EN V'PE~ [ll(j,B,Pl{h} x N2(T-t)) = o]] 

Say h E N2t+1 and bt(h) > o. 
r 

Define B
0 

€ f3: 

0 b-.:=b'" (o..;;-r<t) 



0b~(h) := b~(h) (i EN, i r r, i r ~) 
l. l. 

0b"'(h · h ) b"'(h h ) ( 1.· ..L •, h
1 

c . .2( •-t)-1) ,1, 
1 

:= ,i, 
1 

t < 1" < T, i ., "' J'C 

only (h,l)Bo remains to be defined: 

for (h,.t )Bo a dec is ion rule for the problem wi th T- t- 1 steps is 

chosen, oorrasponding (in the sense of theerem 3.2) to the mixed 

decision rule for that problem, which chooses (h,.t)B with proba-

b;(h) bt(h)n . 
bility t t and (h )Bi with probability t r r~ 

b.e(h) + br(h) ,r b.e(h) + br(h) 

(iE N), with (h,r)Bi defined by: 1b'(h,r,k,h1) := b"'(h,r,i,h
1

) 

( t < • < T k E N h Ë w2( •-t-1 )) 
' ' 1 • 

Note that v(k'(h,r)Bi,P) = v(i'(h,r)B,P) (k,i EN, P E ,), 

Now apply lemma 5.16: 

+ ~t+1 h ~+1 i~N v(k, (h1 ,i)B,P >(j,B,P)~h1 ,i,k}x w2(T-t-1 )) + 
1 
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(lemma 4.3a), definition of BQ, formula (2.5)). 

The last sum may be rewri tten as: 

(5.2) (b~(h) +b!(h))k~N v(k'(h,.tlQ,l'J,ek + 

+ l:: b~(h) ~ v(k, (h . )B,P~lp.k • 
i€N 1 kEN ' 1 

)
1 

i ft, r 

The first part of this sum equals (theorem 3.4): 

]lence (5.2) equals: l! b~(h) l! vfk'(h .. )n,P) pik (P € P) 
i€N 1 k€N \ ' 1 cr 

Then (5.1) and lemma 5.16 for B imply: 

If ll(j,B,P>({h} x N2 (T-t)) > 0 forsome P € JJ
0 

and j € N, then 

for those Pand j J vtdll(j,B,P) > J vtdll(j,B,P); for the 

N2T+1 N2T+1 

other P and j equali ty holds. 

Hence BQ<: BiS ll(j,B,P>({h} x N2 (T-t)) > 0 for some P € ~~ 
j € N. This contradiets B € (13). 79 



Corollary 5.3: Vk,iEN [é\:i = d 11 ]; I c N, ~ ~ ~, I x If c I 0 , 

lfp E m (min !: c . n . ~ !: c;:. p ,e. ) • Ja \r E I i E N n n i EN 1 1 

Tnen ( ;t
1
) is essentially complete in J3, when 

P.roof: It will be proved that 

Jjt :={BE J3i VrEI V-r(o..;;-r<t) lfhEN2H1 (b;{h) = 0)} 

(o ..;; t ..;; T) 

is essentially complete in J3 and furthermore, that ( J!. 
1
) is 

essentially complete in J3T. Then lemma 5.5i) implies the asser

tien. 

J3
0 

J3, hence J3
0 

is essentially complete in J3 • 
Say JJt for certain t with 0 < t < T is essentially complete in 

J3. It will be proved, that J3t+
1 

c J3t is essentially complete 

in .13: 
and hence 

Bt+
1 
'(; B may be constructed by applying the construction method 

of theorem 5.3 successively for all rEI, h€~t+1 with tbt(h)>O. 
r 

This inductian method implies the essential oompleteness of J3T 

in J3 in case T < oo • 

Say T = oo, then the induction process delivers a sequence {Bt }.:
0 

wi th Bt E J3t and Bt ~ B. This sequence contains a convergent 

subsequence (lemma 2.12) with limit BT E JST and BT"B {lemma 

2. 13). 

i'. 1 = f. 0 n ET; lf~ E f3T -13TT E ~1 [nT $l BTTJ • The proof proceeds 

exactly as the proof of theerem 4 • .3 and corollary 4.3, since the 

80 construction method in the proof of theerem 4.3 guarantees 



TT t( ) 2t+1 . T t( ) 2t+1 b h = 0 for all h € .N m case b h = 0 for all h E N 
r r 

(see formula (4. 11)). 

(i: J is_:ssentially complete in /! 1 ( :1.. 1 is closed, lemma 5.11), . 

hence ( /( 
1
) is essentially complete in J3T (lemma 5.5i) ). 

** Theerem 5.4 and cerellary 5.4 present a situatien where certain 

actiens do net play an active rolc in decisien-making (e.g. "for

bidden" actiens). 

Theerem 5.4: m,r € N; 

d + min r: c > r: ~ t max min d . + max I! c . p (
T-1 \ f ] 

mr P € j) .t € N rffr-G t=o ) kEN i € N b P E fJ .CE N 1..l i.l 
a a . 

fÇ)) . . 
B E '-!:> ' then: Vt(o ~t <T) VhE lif2t 

[ b;,(h,m) > 0 ,."...V j Eli Vp Cfto hj,B,PJ( {h,m} x N' (T-t)) = oJ] 

Proof: Choose a ik € N for each k E N, such that 

Then: r f 

min r~. + max E c . ,eP .) 
iENl l. PEP .CEN l. 

1 J 
a 

Define B
1 

E Á, by 
1 b~ (h

1 
,k) "' 1, for every t (0 ~ t < T), 

~ 

h € if\ k E N. Say h E Jlt and bt(h,m) > 0. 
1 r 

De fine B
0 

E fJ , by: 

O't "( ) b := b 0 ~ '1: < t 81 



(t.;;; 1: < T, h
1 

€ lf'\ k E: N, 

(h
1
,k) ~ (h,m), h

2 
€ Nf(1:-t)) 

0 b~ (h,m) := b~ (h,m) + bt(h,m) 
1 · 1 r m m 

0b~(h,m) := b~(h,m) (i € N, i ~ r, i ~i ) 
1 1 m 

( t < 1: < T, i € N, 
~ h r .2(1:-t)-1) i r im' 3 c. re 

on~ (h,m,i )Bo remains to be defined: 
m 

Choose a decision rule for the. problem with T - t - 1 steps, oor

responding (in the sense of theorem 3.2) to the mixed decision 

rule for that problem, which selects 

t 
b. (h,m) 

l 
m (h . ,B wi th probabili ty and 

,m,:LmJ b~ (h,m) + bt(h,m) 
1 r 
m 

t 
b (h,m) r 

(h,m,i )B 1 with probability 
m b~ (h,m) + bt(h,m) 

1 r 
m 

Now apply lemma 5.16: 

+ ~t+1 ~ l: 1/h, B ,P)Il . ({h ,k} x Nf(T-t-1 )) 
82 h E: N2t+2 k€ N '\ h1 o (J,Bo ,P\ 1 

1 



(5.3) ~1 I p 
"" l: v 1;d!J. ( · B P) + J vtd!J. ( . B P) + 

'r=O J' ' J , 0 , 
~T~ ~T~ 

~t+1 I: v(k,h B,P)IJ.(. B P)({h1,k} x ~(T-t-1)) 
h

1 
€ k € N 1 J, ' 

h 1 f (h,m,im)' ~ (h,m,r) 

!: v(k'(h mi )Bo,P) Pik 
k€ N ' ' m m 

(lemma 4.3a), definition of B
0

, formula (2.5)). 

According to theorem 3.4: 

Henoe (formula (5.3) and lemma 5.16 for B): 

t+1 ({ } _.2(T-t)) te ) + ~ 1!-(j,B,P) h,m x N br h,m 

{!: v(k'(h )B,P)pk-!: v(k'(h . )B,P)p. k1 lkE:N ,m,r r kE.N ,m,J.m 1 J.m' 
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Hence V(j,B,P) - v(j,B
0

,P) = 

v(_e, (h . )B , P) .;;; (T-~-2 ~ -r\.,ax min [dk. + max :E c. oP. a] 
. ,m, ~m 1 r-o ~~EN i EN ~ P E fJ _eEN ~"" ~"" 

CJ 

Hence the ferm between square brackets in (5.4) exceeds 

~ :E v(.e, (h )B' P) p a• If all dk. and c. _e > 0 this means $EN ,m,r r..v ~ ~ 

B
0 
~ B when ~(j,B,P)({h,m} x ~(T-t)) > 0 forsome j EN, P E fi

0
, 

which delivers a contradiction. The difference of V(j,B,P) and 

V(j,B ,P) does not alter when the same number is added to all ~ . 
0 ~~ 

and ei$' which lifts the positiveness restrietion on the cost-

coefficients. 

2 
Corollary 5.4: I c N ; 

11 (m,r) EI [
d +min :E cp > 

mr PEP $EN rt r-e 
CJ 

> (T~ 
1 

~ t) max min { d_ . + max :E c; 0p1
. n )~ 

t=o kEN iE N ~~ P E ft $EN •"' "' u 
CJ 

84 then ('n,) is essentially complete in J3, when 



Proof: The proof of this oorollary proceeds along the same lines 

as the proof of corollary 5.3: applioation of the construction 

method of the proof of theorem 5.4 in order to prove that 

(o ..;;; t ..;;; T) 

is essentially complete in 13; and application of the proof of 

theorem 4.2 and corollary 4.2 in order to prove that (iJ.t1) is 

essentially complete in J'JT • 
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SECTION 6 

OPTIMAL DECISION RULES: MIN-MAX. RISK AND MIN-MAX REGRET 

** Generally, a partially ordered set does not contain an element 

which is at least as good as all other .elements of the set. 'I'he 

examples of the appendix demonstra te that, in the si tuation con

sidered, a decision rule which is at least as good as all ethers 

may be absent. 

The trouble is caused by the fact that the risk function V(j,B,P) 

for fixed j and B depends on P, the (partially) unknown matrix of 

transition probabilities of the basic Markov chain. A possible 

way out is presented by the introduetion of a new criterion func

tion, which does notdepend on P. Examples of such anew criterion 

function are 

SUP. V(j,B,P) 
P€).) 

C1 

SUil._ [V(j,B1 P) - inf V(j,B,P)] 
POV BE'P.J 

(J 

Another example is obtained by introducing a weight function on 

1'a and computing the average of V(j,B,P) with respect to that 

weight f'unction 

These examples lead to min-max risk, min-max regret and Bayes 1 

theory respectively. In this sectien some implioations of both 

min-max procedures will be investigated. The Bayesian approach is 

postponed to the next seotion. 

Lemma 6.1: 

86 a) VBE:.1Jvj€N JP € :p_ [V(j,B,P
0

) = sup{V(j,B,P) j P € ~}] 
0 (J 



b) 13 c 1:>, j € N, .lb
0 

is olosed, then: 
0 J 

~: a) For any j € N, B €!!> V(j,B,. •) maps P into R oontin
o 

uously (lemma 2.9) furthermore f' is oompact (lemma 4. 7a). 
0 

b) Let {B ,e} ;:
1 

wi th B ,e € J3 
0 

be a sequence defining the infimum: 

lim V(j,B",P) = inf{V(j,B,P) I B € 1!> } 
,e ..... co "' 0 

. f.; is compact, henoe a desioion rule B € J3 exists, suoh that 
J 0 0 0 

. f.J is the limit of a subsequence { .B J, } co 1 • J o J rr= 

Lemma 2.17 states: lim V(j,B.t ,P) = V(j,B
0
,P). 

r- oo r 

Definition 6.1: a) VJ.€1! VB€~ [V(j,B) := max V(j,B,P)] 
P€ ~ 

(f 

Lemma 6. 2 : j € N; J3 , !.; c !.J ; . Jj , . f.J cl os ed., then each of 
1 2 J 1 J 2 

the condi ti ons : 

jJ)1, j J'j2 ;, C ~a) 
j JJ, j J3?. ;, C .t.,o) ' vk,i E' N [\:i = d11] 

il::tplies 
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Proof: The suffioiency of the first condition is implied by theo-· 

rem 5.1a.); item b) of tha.t theerem implies the sufficiency of the 

second condition. 

Lemma. 6.3: j E. N, J3 c J3, . J3 is closed, then: 
0 J 0 

a.) V(j, • ) maps J) into R continuously; 

even: lim . B 11 "' • B for B ..e € J3 (..e = o, 1, ••• ) implies: 
,e .... oo J J o 

b) Y..jj (j, • ) ma.ps ~ into R continuously; 
0 

o) VB€J:!; 3p Ep[V(j,B,P
0
)- Y..Jd (j,P

0
) 

o cr o 

= sup{V(j,B,P) -!:KJ (j,P) I P € .P
0

}] • 

0 

~:a.) Let lim B..e=B
0

, then lim lt"' jBo (lemma. 2.15) • 
..e-oo t...,oo 

Hence i t suffices to prove tha.t 

B .e € P.; (..e = o, 1, 2, ••• ) and lim 
ft .... 00 

.B..e = .B imply 
J J 0 

lim V(j,B ..e) = V(j,B ) • 
..e-"" 0 

IV(j,B..e)- V(j,B )i < sup I V(j,B..e,P) - V(j,B ,P)i 
o P€ fJ o 

Cl 

According to lemma. 2.13, this e:x:pression possesses a. va.lue lesz 

than any se;Lected e > 0, provided that .e is sufficiently large. 

b) Let P.e € P (t".0,1,2, ••• ) and lim P..e = P • 
(j .e-= 0 

According to l9llll!tB. 2.9, this expression possesses a. value less 

88 than any selected e > o, provided tha.t .e is sufficiently large. 



c) For any B E 1:J V(j,B, • ) - y_ J3 (j, • ) maps ~ into R continu
o 

ously (lemma 2.9 and assertion b) of this lemma), furthermore: ~ 

is compact (lemrr~ 4o7a)). 

Definition 6.2: jEN, J3
0 

c JJ, . J:. closed, then: J 'i; ' 

[
-}Jo 

'IB€J3 V (j,B) :"' P~P ( V(j,B,P) - y_ 130 (j,P)] 
a 

** V(j ,B) denotes the maximum risk for thc de cision rule B: the 

risk value for the most unfavourable P € fJ · wi th regard to the 
a 

decision rule B. 

V(j,B,P) - Y.. Jj(j,P) is the "regret" function: the difference of 

the actual risk and the minimum risk for that P. VJ.)(j,B) denotes 

the maximum regret for the decision rule B. 

Lemma 6.4: j € N, Jj cJJ, .13 is closed, then: 
0 J 0 

_530 tf>.. 

V (j, • ) maps JcJ into R continuously; 

even: lim .B,e = .B for B,e E J3 (.e=0,1,2, ••• ) implies: 
;,-ooJ JO 

. - J30 . - .130 . 
hm V (J,B ,e) = V (J,B ) • 

,e-oo 0 

Proof: As in the proof of lemma 6.3a), it suffices to prove that 

B" EJ3 (t=0,1,2, ••• ) and lim .B. = .B imply 
"" ,e_. 00 Jk JO 

. - !30 . - jJO . 
hm V (J,B.) =V (J,B). 

,e-oo k 0 

sup jV(j,B .e'P) - V(j,B ,P) I 
PEP 0 

a 
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lience - as in tlle 1n·oof of lemma G. 3a) - le!J.U;îa 2.13 implies the 

assertion. 

:B 
1 

, B 
2 

€ J3 , Jb 
0 

c .J:J , then : 

a) (j € N) jB1 ~ l2 : ~ V(j,B1) <:;:; v(j,B) ; 

b) : ~ V . € ,7 ( .B
1 

;;; .B ) 
J llJ J2 

c) (j E N, jJ3o is closed) 

_.130 _130 _.130 
.B

1 
(;; .B :~V (j,B

1
) ~V (j,B); 

J J 2 2 

d) (j J3
0 

is closed for all j € H) 

_.730 _J30 
B1 ~ B2 :Ç::::>Itj€N(l1 ~ l2) • 

- ~ a ** The ~- a:nd ~ - concepts define relations in the sets . JJ, 
J 

since all B € J3 wi th .B .B
1 

possess the sa.rr,e V(j ,B, P) for each 
J J 

P € :P (lemma 2.8) and each .B is the j- restrietion of at least 
J 

one decision rule (lemma 2.1b)). 

a) the relation defines a weak ordering in ,fj (j € N) ; 
J 

b) the relation defines a pa.:rtial, weak ordering in J3; 

c) 

d) 

(j € N, .J3 closed) the relation ~.)Jo defines 
J 0 

a weak ordering 

in .JJ; 
J 

(.J.3 is closed for all j € N) 
J 0 

partial, weak ordering in ./3; 

_Jt 
the relation :e defines a 



e) (j € N, j 5)
0 

closed) 

VB B €J3(.B1 ~ .B
2 

=* (.B1 ~ .B
2 

and .B1 ~ 4 .13
2

)] 
1' 2 J J J J J J 

f) (. b is closed for all j € N) 
J 0 

- -'4, ~ (B
1 
~ B

2 
and B

1
:;;: B

2
)] 

_Jj 
Remark: .B

1 
~ .B

2 
does not neoessarily imply .B

1 
~ .B 

J J J J 2 

B
1

, B
2 

€ 13) see e:x:ample A.1b) in the appendix. 

Lemma 6. 6: .!3
1 

, ]
2 

c J3, then: 

(j € N, 

a) (j € n, . J3 and . ./3 are olosed) eaoh of the oonditions 
J 1 J 2 

j ~' /
3

2 ;, C JL cr) 

j 1.3,' j 1.32 ;) (j ;e.J' vk,i E N(t\i = d14) 

implies _13, _)32 ] 
VB B € J3 [ .B1 "' .B2 ~ .B, ·~ .B2 

1' 2 J J J J 

b) (jJ31 and jB
2 

are closed for eaoh j € N) each of the oondi-

ti ons 

~' }32 ;, ( 1fcr) 
~, 132 => (, • .e.a)' vk, i € N(t\i = d11) 

: Assertien a) is a consequence of le~ 6.2. 



J31 ::l ( .f.cr) implies j.J31 :l Ct:cr) (j E N) (lemma 5.4e)); hence b) 

is implied by definition 6.3d) and assertien a) of this lemma. 

: j E N, f3 c: 13, . 13
0 

is closed, then: 
_;___;___:..:, 0 J 

a) 3 B €( p) VBE:J.3 (.B0 ~ .B] 
j 0 j vo 0 J J 

b) 3 B € ( J3 ) V B € JJ [ .B ~ ~ .B] 
j 0 j 0 0 J 0 J 

c) 3P E p \ € 1l [V(j,B ,P ) = sup{!?. (j,P) \ P € ~ }] • 
o a o JJ o 0 0 '.Jo 

Proof: a) Let {B..e};=1 with B;e € 13
0 

be a sequence with 

lim V(j,B,e) = inf{V(j,B) I B € ~}.Then a subsequence {B. }
00 

... 1 ..e-co a "'r r 

and a decision rule B 
0 

€ J3 
0 

exist wi th 

2.16). Hence 

lim .B..e = .B 
r- co J r J o 

(lemma 6.3a)) • 

(lemma 

The completeness of CJ3
0

) in jfjo (lemma 5o8) and lemma 6.5e) 

i.nmly that B
0 

may be select ed. such that .B € ( . f3 ) • 
- J 0 J 0 

b) If B,e € J:J (..e o, 1, 2, ••• ) and lim .B .e = .B , then (lemma 
.t-co J JO 

_130 _,20 
6.4) lim V (j,B..e) =V {j,B

0
);hence the sameargument as in 

..e- 00 

part a) implies the assertion. 

c) The continui ty of the mapping Y.. 13. ( j, • ) from ~ into R 
0 

(lemma 6.3b)) and the oompactness of :P (lemma 4•7a)) imply the a 
92 assertion. 



L.emma 6.8: J3
0 

c J3, J3 = J3 , J3 is closed, the:rp 
0 0 0 

a) 

b) 

\0 €( !30) 
\ 0 €(13o) 

Proof:· Lemma 6. 7a) (and b) respectively) implies the existence of 

( ) 
- _]j0 

.B E . J3 , such that .B ~ .B (or .B ~ .B) (j EN), since 
JO J 0 JO J JO J 

.Jj is closed (lemma 2.16). B € (JJ) (lemma 5.3), hence B 0 ~B J 0 0 0 

_)jo 
(or B 

0 
-:Ç B resp eet i vely) • 

** Lemmas 6. 7 and 6. 8 imply the existence of min- max risk a.nd 

min-max regret decision rules, for the special subsets of Jb which 

were introduced in earlier sections, since they all have j -re

strictions which are closed. They even imply the existence of ad

missible min-max (j•) decision rules. Combined with results from 

sections 4 and 5 the assertions of theerem 6.1 are obtained. 

Theerem 6.1: a) (j E N) 

3 B € ( ....", ) V B E J3 [ .B o ~ .B] 
j o j !La J J 

and 

[ _JJ ] 
3 B €( """) IIBEJ3 .B1 ~ .B 

j 1 j .n.a J J 

b) 

and 

c) when dki = d11 for all k,i EN, then . 'Jl in assertien a) 
J a 

may be replaced by . ,f, and ){ in assertien b) may be replaced 
J a a 

by J:. • 93 
a 



Proof: a) .1Z is closed (lemma 4.8), hence (lemma 6.?a)): 
J a 

Then theorem 4o2 implies \IB€.13[l0 ~ }J (lem.n:a 6.5a)); lemma 

6.7b) i.mplies: 

3 .B E( .1t) VB € "):{ [ .Bo ~ ~jB] 
J 0 J a a J 

'!'hen lemma 6o6a) and theorem 4•2 imply: VB€.13[}
0 
~~l] (lemma 

6.5e)). 

b) As the proof of assertien a): applying lemma 6.8, corollary 

4o2, lemma 6.6b) and lemma 6.5f) insteadof lemma 6.7, theerem 4.2 

and lemmas 6.6a), 6.5e). 

c) 'I'he first part prooeeds as the proof of assertien a), with 

theerem 4.3 instead of theerem 4.2. 

'I'he second part proceeds as the proof of assertien b), with cor

ollary 4·3 instead of 4.2; the proo:f is completed by the obser-

vation: V(j
1 
,B,P) = V(j ,B,P) for all P € J;), j

1
, j € N and 

2 a 2 
B € tl..a (lemma 4.12). 

** One easily verifies that - if decision oosts are equal - the 

decision rule which always prescribes action •- si with i = i 
0 

n 0 

miniruizing max 
P€ ~ 

(J 

~ c. op . • has min-max risk. Some remarks will 
t=1 ~h ~N 

be made on a criterion for the discriminatien between decision 

rules, whioh is related to the min-max regret oriterion: the "min

max regret somewhere minimum regret" as introduoed in [1966, w. 
Schaafsma, L.J. Smid]. This criterion in :fact consists of the se-

94 lection of a special set J3 for the criterion VJ.j0 (j,B). 
0 



Lemma 6.9: j E N, f3 c 13, .J3 closed, 
0 J 0 

~ := {B E Jj0 I 3PE ~ [ v(j,B,P) =.!tb (j,P)]} , 

.f3. is closed; 
J J 

then: 

-~ -~J. ft 
V (j 1B) = V (j,B) for each B E JJ ; 

CJ)j) c C23o) · 

Proof: Let Bi- € J3j, P.e E ~ (J-=1,2, ••• ) and V(j, B.Z, Pt) = 

= y_ 0 ( j, P.). Th ere exist E € !ïj , P E 1J and subsequencea 
.JJ0 -" 0 0 0 cr 

{B,e };,
1 

and {P;_ }
00 

, with lim .B.t = l (lemma 2.16) and 
r r r=1 r- co J r 0 

lim P}; = P (lemma 4•7a)). Hence 
r""" co r o 

(first equality: lemma 6.3b), third equality is proved as lemma 

2.14). This implies: B € 1!J. and .13. ia olosed. 
0 J J J 

.!JJ. (j 1 P) = y_Jj (j,P) for all P € P
0 

(lemma 6.1b), definition 
J 0 

_130 -~J. tn 
6.1b)), henoe V (j,B) =V (j 1B) for any B € ]J (definition 

6.2). 

Let B € f!J ., V(j 1B,P
0

) = .!J?J (j 1P
0

) and .B € ( .J3.) 
J 0 J J J 

let B E J3 wi tb .B < .B , 
0 0 J 0 J 

then V(j,B 1 P ) .-; V(j,B,P ) = VJ?- (j,P ). Henoe B E/3., whioh is 
0 0 0 -IJO 0 0 J 

contradictory; henoe (j1\) c Cno) • 95 
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Theorem 6.2: j E: N, J3 c J3, . J3 closed, 
0 J 0 

Proof: Apply lemmaa 6. 7b) and 6.9. 

Lemma 6.10: \,i € N(dki = d 11 ); for no ..e, m E N : 

n n 
"'PEP [ Z c..e·P;r > .E c .p. ; j, 1?:;, fJJ. as in theorem 6.2, 

(J i=1 J. J. i=1 IU1 ffi1 0 

then 

Proof: There exists a subset J; c J/;, such that for P
1 

V(j ,B, P 1) does not vary wi th B • Hen oe for any B E: J?> 
0 

: 

V(j,B,P
1

) = YJj (j,P1 ) (lemma 4.1:;). 
0 

** Lemma 6.10 statea that, in the important case of equal deci

aion coata, the "min-max regret" procedure and the "min-max regret 

somewhere minimum regret" procedure coincide. 

It should be emphasized, that the exiatence of min-max risk and 

min-ma.x regret j-deciaion rules for certain j € N and J'.b c J3 -
that means j-decision rules in . J3, which are best in ~ - or 

~1)0 - sense-does not necessar~ly
0 

imp~.y the follow:ing properties 

which generally are well-known for risk functions: 

min max V(j,B,P) 
B€J3 PE:.P 

o a 

max min V(j,B,P) 
P€ j) B€ J3 

0 0 



(6.2) min max ( V(j,B,P) - :f.l'd (j,P)) = 
B€ :J3 P€ fJ NO 

0 c 

==. ma.x min (v(j ,B,P) - 1 1iJ (j,P)) 
P€ j) B € J3 J.Jo 

0 0 

• 

Theerem 6.3: j € I'f, J3 c J3, .)3 is closed, then: 
0 J 0 

assertien (6.2) is equivalent tà 3B E J? 1/B€ J3 [ .B ~ .B] 
o 'vo o J o J 

ma.x min (v(j,B,P) - 1 -n (j,P)\ = 
PEP BE fJ J,.b } 

0 0 

= P~P ( .Y13o (j,P)- y JJo (j,P)) "' 0 • 
C1 

V(j,B,P) ';3> Y.f3 (j,P) when B € J3 
0 
•. A decision rule B

0 
E )'3

0 
e:;::ists 

0 

with ma.x (v(j,B
0

,P) - J.p (j,P)) = 
P€ f.J \Jo 

cr = min max (v(j,B,P) - 1]3 (j,P)) 
B€ J3 P€].) o 

0 c 

(lemma 6.7b)). Henoe V(j,B
0

,P) = Y.jj (j,P) (all P E P
0

) for cer
o 

tain B € J3 if and only if (6.2) holds. On the other harid: for 
0 0 

such a decision rule B holds .B :Ç .B (BE J3 ) and reversely. 
0 J 0 J 0 

** Theerem 6.3 :proves that .the min-ma.x pro:perty (6.2) for the re

gret tunetion only holds for some non-interesting oases. For the 

risk function, the proparty (6.1) does also fail to hold general

ly. For an e:x:ample not satisfying (6.1) the reader is referred to 

example Ao3 in the appendix. However, in a substantial class of 

problems the property does hold. A necessary and sufficient con

dition is presented in lemma 6.12; a situa.tion satisfying this 

condition in theerem 6.4. 

Lemma 6.11: For any j € N, there e:x:ists a finite set of decision 

rules applying pure strategies - say 1.J1 := {B . .1)~ 1 c ft - such 97 



that \t(h,k) = .tbt(h 1 ,k) for all .t (1 EO l EO L), t (0..;; t < T), 

hand h'€ N
2
t, k € N; and VB€)3 VP€!J (V(j,B,P) ;;.y_f?> (j,P)]; 

a L 

sp ecially may b e demanded : 

a) if T = """': \t(h,k) = ~'t'(h 1 ,k) for all l (1 < l < L), t 

and -; ( 0 < t, -; < T), k € N, h € lf!t, h I € ~'f ; 

b) if "k,i€ N(\:i .. d11 ): 

1
b1(h) =: 1 

L = n and B
1 

(.ll=1, ••• ,n) defined by 

for all t (o..;; t..;; T) and h € N;rt;+1
• 

Proof: The assertions are implied directly by soma results, which 

will not be proved explioitly, sinoe they are special cases of 

more general theorema, which will be proved in sectien 7. 
The general resul t for the case T < oo is a consequence of corol

lary 7.5: a deoision rule, whioh is best for P € sP is found by 
o a · 

eensidaring a new set !P := {P } ; then the oorreeponding set 
a o 

"X n A is fini te and independent of P ; in :raat ·i t is the set a o 
{B € .A I bt(h,k) = bt(h 1,k) for all t (0..;; t < T), h, h 1 € N2

\ 

k € N}. 
ForT = oo , the result is implied by corollary 7.7: the subset of 

stationnary deoision rules of the just mentioned set is finite. 

For equal decision coats, the result is implied by theerem 7•8• 

** In faot, lemma 6.11 is a consequenoe of some well-known resul ts 

on Markovian deoision processas: if P is known, then a decision rule 

a;pplying pure strategies with deoision veetors only depending on 

time and state of deoision, is optimal. If T = oo even the depen

denee on time may be skipped. See e.g. [1962, 1965, D.Blaokwell]. 

In sectien 7 these results will be generalized to the case of a 

known prior distri bution for the Markov transition matrix of the 

98 basic Markov ohain. 



Lemma 6.12: (j € N). Let f31 be a set of deciaion rul es . as implied 

by lemma 6.11. J3 c: f3, . J3 is closed, JJ1· c: J3 , then assertien 
0 J 0 0 

(6.1) is equivalent with: 

3B € 1'l [ V(j,B ) = max !jj (j,P)] • 
o -'.Jo 0 P€:P L 

(J 

Proof: YJ3Q (j,P) = Y53r, (j,P) for each P €fJ
0

, henoe 

max min V(j,B,P) == max min V(j,B,P) • 
P€ fJ B € J3 P€ JJ B € .13

1 (J 0 (J 

Say (6.1) is true: a deoision rule B € J3 exists with 
0 0 

max V(j,B ,P) = V(j,B ) = min max V(j,B,P) = 
PEP 0 0 B€.13 P€fJ 

(J 0 (J 

== ~ min V(j,B,P) = lllS:lt. min V(j,B1 P) = 
P€JJ B€J3 PEJJ B€ J3

1 cr o a 

= max Y.J3 (j,P) • 
P€JJ L 

0" 

Reversely: generally 

max. min V(j,B,P) Eö min max V(j,B,P) ; 
P€~ B€.13 B€J3 P€Jl 

(J 0 0 (J 

hence the existenoe of a dec is ion rule B € f!J wi th 
0 0 

max min V(j,B,P) = max V(j,B ,P) 
P·€ 'P B € 1'3 p € :P 0 

a o cr 

implies ( 6.1). 

·~~~~~ "~k,i€N(<1ci = d11 ), J31 is the special set implied 

by lemma 6.11b), JJ1 c: 13
0 

c J3, then for any j € N, suoh that 

j).jo is olosed (6.1) is true. 99 



Apply lemma 6.12 with B
0 

equal to the Bt with minimal 

ma.x: 
FE f.J 

u 
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SECTION 7 

OPTIMAL DEC/SION RULES: THE BAYESIAN APPROACH 

-11:* The ether posaibility to induee an ordering in .1-J, whioh bas 
J 

been notieed at the beginning of the preoeding section, prooeeds 

by the introduetion of a weight funotion on ~ and averaging 

V(j,B,P) with respect to this weight function. Such a weight runo

tion may be inte:rpreted as a probabili ty distri bution on ~· Ac

cording to that inte:rpretation one assumea, that before the ini

tiatien of the deeision process an element P is drawn at random 

from the set ~ applying the given probability distribution (pr:ior 

distribution). One assumes, this speeific P - the surveyor of the 

~ ... :ooess does not know which - to be the transition matrix of the 

underlying :ll'farkov chain. The introduetion of the oonoept in ques

tion, however, proceeds quite formally by the poatulation of a 

,;eight function. The properties joined with the probability inter

pretation will appear ~ddually as a part of the investigation. 

The introduetion of the weight funotiona resembles the introdue

tion of mixed deoision rules in section 3. This resemblanoe is 

also found in the game inte:rpretation of the problem: a prior 

distribution ia a mixed strategy for lfature, which is acting as 

the oppommt of the surveyor. 

In order to define a weight function (a no:rmed measure) on P, one 

needs a a-algebra of subsets of !P. One gets a a -algebra, whioh 

provides an abundanoe of possibilities for the definition of mea

surea, by interpreting P as a n2
- vector and introduoing the oom-

2 
mon a - algebras of Borel sets in If • 101 



Defini tion 7.1 : i is the a - algebra of subsets of 1>, defined by n 

Defini ti on 7. 2: 'Y is the set of all normed measures on (j), i ) ; n 
elements from qt will be denoted by F, possibly indexed: F , F ; o r 
1'a is the subset of 11, containing those F € 1 which satisfy 

F( !P ) = 1 a 

Remark: one easily verifies: i is a a- algebra and 1-> € i • 
n • a n 

Lemma 7.1 : For any j € N, B € f3 , 1 .;;; m < 2T + 2, h € wn the 

following assertien holds: 

IL(j,B, .l{h} € pjT+t-m) maps (!P, in) into (R,t,) measurably, 

moreover the mapping is integrable wi th respect to any normed maa

sure on (tp, ~). 

~: Fbrmulae (2.4) and (2.5) present explicit expressions for 

this mapping. These expressiena immediately imply the measurabil

ity and - because of their boundedness - the integrability. 

Theorem 7.1 : To any j € N, B € 1?J , F EJI there oorresponds exact

ly one probability maasure 

F 
IL(j,B) on (~x ~T+1, i *I: ) 

n 2T+1 ' 
suoh that 

102 r~j,B{P, x {b} x N'T+I -m) • )·(j,B,PJ( {b} x N'T+1-mJ.F l 
1 



Proof: Since the p:roofs of theorem 3.1 and theorem 7.1 are fairly 

similar, the latter will be omitted. 

**A number of definitions and lemmas will introduce the risk con

cept and some additional results. 

Defini tion 7. 3 : .Mappings ut ( 0 < t < T) and u from ~x ~T+1 into 

R are defined by: 

• 

Lemma 7o2: ut (0 < t < T) and u map (J'lx ~t+1, in *i: 2T+l) into 

(R,.t!.) measurably; moreover they are integrable with respect to 

each p:robability maasure on the first mentioned measurable space. 

Proof: The propos i tions are implied easily by lemma 2.1 ( the mea

surabili ty and integrabili ty of v t and v), sinoe inverse images 

of llorel sets under ut and u are the Cartesian products of !P and 

the inverse images ttnder vt and v. 

Dei'inition 7.4: V jEN "BE.13 "FE,_[u(j,B,F) := J u d~t(j,B)} 
!fox N2T+1 

** U(j,B,F) denotes the expected total discottnted costs of the 

decision process inoluding the P -lottery. 

Lemma 7.3: j € N, B E'i:J, F € 1f', then: 

(0 < t < T) 

103 



o) U(j,B,F) = J V(j,B,P)dF 

p 

P:roof: a) Lebesgue 's theorem for dominated convergen oe. 

b) J utdp.(j,B) = 

f.>x ~+1 

"' L ~ ~ t(ci . + o~ o)l(. B)ffJx {h,k,i,..t} x N2(T-t-1
)) 

h€N2t k,i,t€N -kJ. .!."' Jt \ 

= :L2t ~ ~t(dk. +o.,e)JP.(· B P)({h,k,i,t}xN2(T-t-1))dF 
h € N k, i, ..e € N 

1 1 jJ J' ' 

( theorem. 7.1) 

= I[ I vtdP.(j,B,P)JdF (tra.nsposing finite aumma.tion and in-
:p N2T+1 tegra.tion). 

= I V(j,B,P)dF 

fJ 
• 

(assertion a)) 

(assertion b)) 

(Lebesgue 1s theorem, applying 

lemma 2.6) 

6: t;;) -Lemma 7.4: j € N, B € fb, F € 1' and J1 € ~n' H € i:
2
T+1 , then: 

104 iJ.(j,B)(~ x H) = J ll(j,B,P)(H)dF • 

. 1 



When it is known that for any H E L:2T+t ~(j,B,. )(H) maps 

(P, in) into (R,.iS) measurably, the lemma follows eanily. Namely, 

measurability implies integrability (because of the boundedness) 

and the integrals of the assertien define a nonnegative set func

tion on ~n x l.:2T+t coinciding with f.I.Cj,B) for sets of the type 

~ x {h} x !fT+t-m (1 ~ 1a < 2T + 2, h E: ~) and furthermore sat

isfying the relevant properties of a probability measure. 

IIence beoause of the uniqueness of its extension to a probability 

maasure ( theorem 7 o 1 ) : 

"~0€i "'nEr: [l(.B)(!P1xH)= J~(.BP)(H)dFJ" 
'"1 n 2T+1 Jt J, t 

!fJ 
1 

a) T < oo. 'l'he measurability of p.(j,B,• )(H) follows from the fact 

that H is the union of a finite number of allowed histories until 

time T; hen oe p. ( • B ) (H) is the sum of a fini te number of mea-
Jt ' • 

surable functions (lemma 7.1 ) and therefore measurable. 

b) T = oo. It suffioes to prove for any H € r: oo and any p E U : 

J; := {P € :pI P.(j,B,P)(H);;,. p} E in 

Define H E: l:
00 

for m natural by: H := {(h ,h ) E: Nool'h E rfl 
m m m 1 2 1 

3h€ wx:((h
1

, h) € H)}. 'l'hen tha sequence {Hm};
1 

converges (mono

tonically deoreasing) to H. Hence for any P E. f.!: 

:p = ; {P E !fJ I P.(. B P) (H ) ;;,. p} 
1 m=1 Jt t m • 

Hence !P has been written as an intersectien of a countable number 
1 

of measurable sets (lemma. 7.1 ) , which proves the propos i tion. 105 



: If F € 1f', P EfJ with F ({P }) ""1, t:hen for any 
~~~~ 1 1 1 
j E N, B € Jj: 

Proof: a) lemma 7 o4• 

b) lemma 7o3c). 

** According to lemma 7.5, the t.'J.eory fcr the situation with known 

weight function for the matrix of rf~arkov transition probabilities 

is a direct generalization of the situation with known lrla.rkov 

transition probabilities. 

Lemma 7.6: j € }l, B €.13, F E'}f', 0 ~ t < T, h E N2t+1 , 

F (a-. { } 2 ( T-1 ) ) 
~(j,B) J•X h X N 0, then U(j,B,F) does not depend on 

b t(h). 

: Lemma 7 •4 implies: ({ } ,2(T-t)) 
~(j,B,P) h x N = 01 except on 

a set P € i with F(<f>) 
1 1 

o. 

Lemma 4•3b) implies for P y:' !P: V(j,B,P) does not depend ?n b t(h). 
1 

Hence (lemma ?.3c)) u(j,B,F) does not depend on the choice of 

b t(h). 

Lemma 7.7: j E: N1 B , 
1 

.B 
J 1 

€5:; , then 

Proof: The assertien follows easily by combination of lemmas 2. 7 
106 and 7.3c), or as a consequence of lemma 7.6. 



** A weight function F E 'T provides the possibili ty to discrimi

nate between the deoision rules: 

F 
a) (j € N) .B ~ .B : ~ U(j,B ,F) .,; U(j,B ,F) 

J1 J2 1 2 

b) B1~B2 : Ç:=:>IJjE:N(l1,çl2) 

F 
** The ~ -concept defines relations in the sets . '}), since all 

J 

BE J3 with .B 
J 

jB1 possess the same U(j,B,F) for any F € J1 

(lemma 7.7) and every .B is 
J 

the j-restriction of at least one de-

cision rule (lemma 2.1b)). 

F 
a) (j € N) ~ defines a weak ordering in . tJ ; 

J 

F 
b) ~ defines a partial weak ordering in 'IJ. 

Lemma 7.9: 

a) Vj€N VB1,B2E.J3[f1 

b) 

Pro of: a) " ===:} " on applioation of lemma 7. 3c); 

" <=== " to any P € P , there corresponds a F € ~ , o a o a 

suoh that F ({P }) = 1. Lemma 7•5b) 
0 0 

Fo 

J
.B

1 
.ç; .B =t V(j,B ,P ) <!i'; V(j,B

2
,P ) 

J 2 1 0 0 • 107 



b) by combination of assertion a) with the definitions of the 

F 
~- and ~ - conoepts in J3 • 
Lemma 7.10: For any jE N, F Etfl the mapping U(j, • ,F) from !/3 
into R is continuous; 

even: if B,e E f3 (1:=0,1,2, ••• ) and lim .B,e = .B , then 
,.e...,.ooJ JO 

lim U(j,B..e,F) = U(j,B ,F) (uniformly in F) • 
,e .... oo 0 

Proof: 

(lemma 7.3c)). 

This implies the assertion, sinoe lim V(j,B,e,P) = V(j,B ,P) uni-
.t-co 0 

formly in P (according to lemma 2.17). 

** For any F E tF, there exists a dec is ion rule, which is the best 

in the sense of the risk U : 

I F ) 
Theorem 7 • 2: V FE 1F 3B 

0 
€ f3 V B € 1) \ B 0 ~ B .. 

Proof: FE 1'; the mapping U(j, • ,F) from the oompact set fJ 
(lemma 2.12) into R is continuous (lemma 7.10) for every j E N. 

Henoe, there exist decision rules B. E J3 (j E N), such that 
J 

VB€.13 [U(j,Bj,F).,;; U(j,B,F)] • 

Define B by: .B := .B. (j € N), henoe VB € f3 (B ~ B) (lemma 
0 JO JJ 0 

7·7). 

** Theorem 7.2 asserts, that the ordering of 13, whioh is induoed 

108 by a weight function for the Markov transition matrix of the ba-



sic prooess, guarantees the existenoe of a deoisio~ rule whioh is 

at least as good as all others wi th respect to the Bayes risk. 

Reviewing the results of sectien 4, one may expeet, that the 

search for a F- best deoision rule may be restriet ed. to a class 

of decision rules, whioh is substantially smaller than 13. 
However, befere establishing some assertions on this point, at

tention will be direoted. on a general structural proparty of any 

decision rule whioh is best in F- sense. This proparty is related 

to the interpretation as a prior probabili ty distribution of the 
. 2'1' 

weight funetion F. Given T (0..;;; T < T) and h € N °, the J"-de-o 0 . 

cision rule (h,j)B for the problem with T - T
0 

steps is best for 

the weight function whioh is the posterior distribution derived 

from. F for (h, j) realized, when B € .[J.] is F- best. 

Definition 7.6: For any T (0..;;; T < T + 1 ), any 
0 0 

( ) 
2To+1 ~ 

h = k
0
,i

0
,k

1
, ••• € N and any F €;,r with 

T -1 I ~ Pi k dF ~ o, the realvalued. funotion ~ on i is def:ined 
P ~ t~1 n 

T
0
-1 

dF r n p. k 'Jt t"'O J.t t+1 

by: Fh(Jn =", -'1'--::::-~----

/~·i ... +, dF 

( empty products equal 1 ) • 

Lemma 7.11: If 0 .o;T
0 

< T 

T -1 

for ~1 € \T?n 

and I 0n p 1 k dF ~ o, then € 'F; 
!}> t=O t t+1 

if moreover F € ~, then: ~ € fF • a a 109 



Proof: One easily verifies, that ~ defines a normal measure on 

the measurable space (f.>, i)o 

If F E fi" : ~(P) = 1 • 
a a 

Lemma 7.12: 

(say T
0

) h 

T -1 

If F E1', then all allowed histories until any time 
2T

0
+1 

(k
0
,i

0
, ••• ) E N with equal information matrices 

and J ri pi k dF oJ 0 define the same normed measure ~; if 
:p t=O t t+t 

F €~, the equality of the information matrices in the ,primal 

assertien may be replaced by sub-equality. 

Proof: Remark, that only histories until the same time can have 

equal information matrices. However, sub-equality is possible for 

allowed histories until different times. The primal assertien is 

directly implied by definition 7.6, since the integrands in numer

ator and denominator are the same for allowed histories uni;il T 
0 

with equal information matrices. 

IfFE:fr, 
a 

restricted 

the integral ranges in the defini ti on of , may be 

to fJ1 n fJ and f> • In these ranges, the integrands in a a 
numerator and denominator are equal and both may be rewri tten as 

product of a constant and a factor depending on P. The constante 

in numerator and denominator cancel each other, whereas the other 

factors are the same for allowed histories until any time with 

sub-equal information matrices. 

** The following lemma statea: if the weight function is such, that 

- in probabili ty interpretation - the rows of the matrix P are 

ohosen independently, then ~ (when defined) again has this prop

erty. Furthermore, the marginal distribution of a row :is the pr:i.or 

one, only corrected for the realized Markov transitions in h start-

110 ing in the oorreeponding state. 



Lemma 7.13: Let F E: fi' have the property that the corresponding 

measure on ('!f , w ) - see defini tion 7.1 - is the product measure, n 

generated by n normed measures {cp)~=1 on (îl, w). 

h ( 2T0+1 
Then y- with h = (k ,i , ••• ) E: N , 0 ~ T < T + 1 

0 0 0 
and 

T -1 J 0IT pi k dF f 0 ) corresponds to a measure on (1Jn, w n), which 
p t=O t t+1 

is the product measure generated by n normeel measures { cp~ };= 
1 

on 

(1/,w) wi th for every i E: K and Y E: \li: 

h cp.(Y) := 
J. 

where pik (k E: N) denotes the k-th component of the integration 

point in 17. 

:;:'roof: The normed measures cp~ are well-defined. 
J. 

A:ppl;;ring definition 7.6 one may verify that the measure on ('!fl ,w ) n 

corresponding to Fh of a product set 

Y. E <D (i E IT) equals 
l 

n h 
n cp. (Y.) 

i=1 J. l 

y = y >< ••• x Y E \Jin wi th 
1 n 

Since the extension of such a set function on the cla.ss of product 

sets \Jin to a measure on \li is unique, this measure just equals 
n 

the stated product measure. 

2T +1 
Lemma7.14: jE:H,O~T <T+1,BEJ3,FE1f,hE:N ° and 

F ft 2(T-To))o -
J.l(j,B)f x {h} x N I o, then for any ~ E: wn: 111 



Proof: The right hand p~~ of the equation equals (definition and 

lemma 7.4): 

r ( 2(T-T )) 
~j ll(j,B,P) {h} x N ° dF 

fll(. B p~({h} X /(T-To))dF p/ J, , J 

The assertien is derived by applying formula (2.5) on the inte

grands in this quotient. 

** Lemma 7.14 shows that actually ~ is a posterior distri bution 

for the Markov transition matrix, based on the prior distribution 

F and the realized state history h. 

2T +1 
Lemma 7. 1 5 : 0 ..;:; T < 'I' + 1 , h == (k , i , ••• ) E N ° . , F E tJ7 and 

0 0 0 
T -1 

I 
0

n p. dF I 0; let G be an integrable function on the prob-
p t==O J.tkt+1 

abili ty space (fo, "i , ~), then for any :P E: ~ : 
n 1 n 

T -1 

IG(P) ~ p. k dF 
:/J t==O J.t t+1 I G (P )~ = --'--1 --;;:T'-'1 ___ _ 

~1 I 0
n p. k dF 

p t==O J.t t+1 

• 

Proof: If G is a step function, thèn the assertien is implied di

rectly by definition 7.6. Otherwise, there e:Jdsts a sequence of 

112 step functions { G..e} ; 1 with 



l:i.m r G,e(P)~ = JG(P)~ 
t-+oorpl p 

1 1 
a.nd T .. 1 T .. 1 

l:i.m J G,e(P) ~ p. k dF = J G(P) 
0
n p. k dF 

..e ... 00cp t=O 
1t t+ 1 ;p t=O 1 t t+ 1 

1 1 

• 

for 0 .".; t < T, where any U-factor in the latter sum is defined, 

when the corresponding /cj,B) -factor does not equal zero; other

wise their product is defined to be zeroo 

P.roof: lemmas 5.16 and 7 .3b), c) :i.mply: 

(7.1) U(j,B,F) = t~1 J J v-rdiJ.(j,B,P) + 
-.-o :P 2T+1 

N 



Applying lemma 7.15 one obtains, if the first integra.l in (7.3) 

does not equal zero: 

0 ...:; t < T; h
0 

€ N2t; j 1kt € N and 

F ( (l) {- } 2(T-t )) _1 
IL(j,Bo)\'-x h

0
,kt x N r 0, then: 

a) for the problem with T- t steps: 

F(ho,kt) 

)B ~ )B (for a:n;y B € J3 ) 
(h0 ,kt o (h0 ,kt 

b) modification of (h k )Be does not destroy the F- bestness of 
o' t 

B 
0
,as long as property a) is maintained. 

Proof: a) When U(j,B
0
,F) is written in the form (7.1), it appears 

that (ho,kt)B only influences its term (7.2) with h = h
0 

(lemma 

4•3a) and the proof of lemma 5.16 with lemma 4.2b)). 

Henoe (h k )Be should minimize (7.2) 
o' t 

h = h
0

• In (7 .4) only the integral is 

with h = h
0 

or (7 .4) with 

114 (formula (2.5)), hence lemma 7.3c) proves the assertion. 



b) (h k )n only influences (7.4) with h = h a.a a term in the 
o' t o o 

representation for U(j,B ,F) of lemma 7.16. 
0 

Henoe any modifioation of (h k )B , which maintains 

( 
(ho,kt)) o' t o 

U kt'h B
0
,F minimal, does not destray the F-optimality of 

B • 
0 

I) 

** In addi tion to their usefullness in the sequel of this seotion, 

lemma 7.16 and theorem 7.3 a:re of value for computational pur-

poses. 

2t+1 
Lemma 7.17: 0 < t < T, B € :J3, j € N, hEN , then Vt(j 1B,•jh) 

is a mea.aurable mapping from (;Fl, i ) into (R , i::>) ;furthermore the 
n 

mapping is integrable wi th respect to any normed mea.aure on the 

first mentioned measu.rable space. 

Proof: The mapping E~ from (!iJ, ë) into (R, 1:> ), defined by: 

r (h) 
v~dp(. B P) • Jt , 

({ } 
2 (T-t)-1) 1 

, when ll(j,B,P) h X N 'F 0 

1fT+1 

E (P) = 
~ 

0 , otherwise 

is mea.au.rable for any 1: wi th ( t < 1: < T). Namely 

J; ; .. {p € jJ I P(j,B,Pl{h} x N
2
(T-t)-

1
) = o} € in and the inte-

gral is measura.ble on f1J\ f.>1 , sinoe i t is a fini te linea.r oombi

nation of funotions like p~~;B,P) ({h1} x 1f(T-p)-1
), which a:re 

mea.aurable ( oompare lemma 7.1 ) • 115 



reason. 

T-1 
Z E (P) (definition 4.1b)) ismeasurable for that 

'T""t 'T 

The integra.bility is implied by the boundedness. 

** Now i t will be proved that the sea.roh for a. F-best de cision 

rule ma.y be restrioted to Jt : 
(J 

F 

Theorem 7.4: VF€Y \ E";l VBE$3 [B0 ~B] • 
a o o 

Proof: Say F € Jr • 
(J 

a) There exists a decision rule B*, which is best in F- sense 

( theorem 7 .2). There exists a decision rule BT € lt
0 

, which is 

sub-equivalent to B * ( corollary 4• 2). Hen oe (lemma 7. 9b)) BT is 

best in F-sense. In the sequel of this proof, BT will be modified 

into a deoision rule B
0 

€ ~a with U(j,B
0

,F) U(j,BT,F) for every 

j € N. 

b) The modification of BT € "X into B E 1t will be aceom-a o a 
plished by an induction process. An induction step will be proved 

in this part. The prooess, whioh is of the same type as the in

duotion prooess in the proof of theorem 4.1, is treated in part c). 

Sa.y 0 .:e;; r < T, B + € !f3, with U(j,B + ,F) = U(j,BT,F) for every r 1 r 1 

j € N, with r+1b t = Tb t for 0 .:e;; t < r + 1 and Br+1 satisfies the 

condition of definition 4.6 for r + 1 "' t < T. 

The existence will be proved of a decision rule B , with r 
rt r+1t _1 • 

b = b for t r r, the same U-values as Br+
1 

and satJ.sfying 

the condition of definition 4.6 for r"' t < T. Lemma.s 4.1, 7a3b), 

7.1, 7.17 imply for every j € N: 



The value of the first sum in the right hand part of equation ( 7 •5) 
will not be ohanged by al tering r+\r (lemma 4.,3)., The secend sum 

in the right hand part may be rewritten as a finite sum of (fi

nite) subsums, such that eaoh subsum collecta all terms oorras

ponding with allowed histories until time r, with information ma

trices, whioh are sub-equal to a oertain given matrix and all 

abserve the sam.e state at time r. Regard the subsum for matrix K 

and state sk € S : 
r 

v rj,B ,PI h,k i )dF r\ r+1 r r • 

The faotors V in this expression nei ther depend on r+1 b r (lemma 
r 

(4.2), nor on j,h (lemma 4.9 )., These faotors will be denoted by 

V (K,k ,i ,P). The faotors 11(. B P) are determined by formula 
r r r Jt r+ 1' 

(2.4) and henoe all oontain the sam.e number of subfaotors pik for 

those indices (i,k) ~ I • The product of these subfaotors will be 
CJ 

denoted by II(P,K). The product of the remaining n-faotors is de-

noted by IT( {n}; h,k ). The mapping r+1br only depende on 
r 

j,K (reduoed), k and images will therefore be denoted by r+1br 
r 

(jpK,k ) in this proof. Expression (7.6) IllaiY be rewritten as: 
r 

(7. 7) [ I! r+tb:' (j,K,k ) Jrr(P,K)V (K,k ,i ,P)d~ X 
i EN ~ r r r r 
r r 'P 

[ > ~r+1~ ~ x I(! b.k n({n};h,k ) r: b. (k ,i , ••• ,k ) • 
h (k . )€ r J r 0 ~ o o T 

.. 0 t•••tl.r_.1 0 T= T 

K(h,k ) g K 117 
r 
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Expression (7. 7) is the product of two rather complicated fac

tors. The second factor is nonnegative. In the first faotor the 

r+1b:' (j,K,k ) (i € N) have been selected, such that (7.7) is 
J.r r r 

minimal (these b 1s do not ocour in any other subsum). However, the 

integrals in the first factor do not depend on j € N. Hence one 

r+1 re. ) oan select the same b J ,K,k - values r for every j € N in 

order to minimize (7.7). 

o) For T < 00 , the assertien fellows direotly on applioation of 

the induotion step: the induction process may be started with 

r = T -1" For the oase T "' oo , the establishment of t'he assertien 

in somewhat more oomplioated: 

t~ I F 00 I (7.8) U(j,B,F) = I: u,.dll(. B) + I: ~dllF(j B) 
't'=O !i\ co J' 't'=t n..· co ' 

.I"' X N 'j-Jx N 

(0 < t <co, B € .13, j € N) (lemma 7.3a) ). 

The first sum on the rlght hand side of equation (7 .8) is equal to 

the U-value for j and F of the deoision prooess wi th t steps and 

the deoision rule ooinoiding with B for these steps. Henoe, ao

cording to the assertien for T < co , one can find Bt € 'Ï( , such o a 
that 

is minimal with respect to B, for each j € N. The sequenoe 

{Bt0};
0 

possesses a oenvergent subsequence with limit B
0 

€ "XC' 

(lemma 4.8): {Bt 
0
};

1
• Then for all j € N: 

J, 

(lemma 7.10) • 



Henoe for all j € N (a finite number) and any & > 0: 

U(j,B
0
,F) < U(j,Bt.eo'F) + & Ce suffioiently large) 

t.e-1 
< min E J u d./( . B·) + 2& (.e suffioiently large). 

B€ /!> ~=Of.lxNoo:. Jt 

Namely the seoond. sum in (7.8) possassas an absolutevaluesmalle:r 

L than or equal to 1 r.l ma.x lei . + o .• 1 (independent of B 
- ~"' k, i,.t € N -l.n 1 "' 

and j; lemma 2.6a) and 7•3b)). 

Henoe for all j € N: 

U(j,B ,F) < min U(j,B,F) + 3& 
o B€ ij 

(same reasoning) , 

henoe the same assertien has been proved. 

** Refinement of the proof of theorem 7. 5 even leads to a much 

strenger result than the aasartion of that theorem. In order to 

minimize (7.,7) one ms;y always select a rbr (j,K,k ), which only 
r 

consists of zeros and a oneo Hence it beoomes apparent that a sub-

information decision :rule applying pure strategies is optimal in 

F-sense. 

Proof: In order to prove the assertion, one may pursue the proof 

of theorem 7 •4• Only the induotion step needs a slight modifica

tion. 

Let Br+1 be best in F-sense. Let Br+
1 

satisfy the condition of 

r+t t T t defini tion 4o 6 for all t ;;;. r + 1 wi th b = b for t < r + 1 , 

while r+1 b t (h) consiste of zeros and on es for all t ;;;. r + 1 and 

h € rft-11 • By al tering r+t br the decision :rule B may be con- 119 
r 



struoted, whioh is bast in F-sanse and satisfies the condition of 

definition 4.6 for all t ;;;. r with rb t = Tb t for t < r, while 

rbt(h) consiste of zeros and ones for all t;;;. r and hE ~t+1 • 

For the case T = oo the same reasoning as in the proof of theorem 

7 •4 (part o)) oan be presented, since Bto lll83" be seleoted from 

"ti' n cA , whioh is compact (lemmas 2.12 end 4o 8). 
(} 

Corollary 7 .. 5: P E fJ. there exists a deoision rule B E .Ij, suoh 0 , 0 
that 

and 

Proof: Suppose: P={P}.Then I .. lf. 
(} 0 (} 

The assertien is implied by theorem 7.5 on applioation of lemma 

7a5b). 

** Theorem 7 .. 5 substantially rastricts the search for en F- best 

decision rule. 

In fact, the set ~ nfi. is finite when T is finiteo 
(} 

In view of theerem 4.3 it seems obvious to investigate the possi-

bility of restrioting the searoh for a F-best deoision rule in the 

oase of equal deoision casts to the set of stata-free sub-infor

mation decision rules EJ1>plying pure strategies l n ..4 • 
C1 

Theorem 7.6: If Vk,iEN(<\:i = a11 ), then 

V F € '}F ~ € .p n ..4 V B € ,B ~ J B] • a o ~a · to 

120 Proof: The proof will not be exhibited completely, since it fair-



ly resembles the proof of theerem 7•4 combined with the proof of 

theerem 7.5 : 
Theorem 7.2 implies the existence of a F-best decision rule in 

'13. 
Corollary 4• 3 implies the existence .of a deoision rule BT € i.. a 

which is sub-equivalent to the F-best deoision rule and hence F

best itself (in fact lemmas 7o3o) and 4.12 imply direotly that a 

B € J:.. is F-best; however to find a B € J:. n tt4 the step- by-o o o a · 
step procedure is still wanted). 

A step-by-step procedure as in the proofs of theorema 7.4 and 7•5 

provides the possibility to modify BT into a decision rule 

B € /!:.. n fi.., which is F-best. o a 

Corollary 7.6.1: Vk,i€ N(dki = d
11 

), then: 

VF€~ VBE:13~B is best in F-sense) ~ Vj,.t€lU(j,B,F)=U(.t,B,F)]. 

Pro of: F E ff , B € .f3 -- (} 

a) Combination of lemmas 7•3c) and 4.12 delivers: 

BE. it... a~ 'd j,.t€ ~U(j,B,F) = U(.t,B,F)) 

b) The assertien is proved by oombining resul t a) wi th theorem 

7 .. 6. 

Corollary 7.6.2: Vk,i€N(dki = d11 ); I c N with I x N c Ia; 

,e € N\I; 

V p € rp ( min l: o. n ;:;,. E o p ) 
o i E. I k € N ~k ik r € N tr . tr 

èf:.
1 

defined as in oorollary 5.3, then: 

VF€'!f' ~ €./:. nrA- VB€f>[BOJ; BJ 
(} 0 1 

121 
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Proef: F € ~· The proef of the' assertien prooeeds as the proof of 

theerem 7.6 with oorollary 4·3 replaoed by corollary 5.3: 

A deoision rule I\r € i:1 e~dsts, whioh is F-best. 

The same step-by-step procedure as in the pro of of theerem 7.6 
provides a modifioation of BT into a de cision rule B 

0 
which is 

still F-best and whioh is an element of d:':
1 

nA. 

Lemma 7 • 18: V k, i € N( dki = d 11 ) ; B E i:., cr' F E ~' 0 ..; t < T, K is 

a n x n-matrix of nonnegative integers, then: 

( 
(h,kt)) 

For the problem with T-t steps, the value U kt'hB,F is 

the same for all h = (k ,i , ••• ,it ) € ~t, kt € N with 
0 0 -1 

J
t-1 

II pi k dF I 0 
tjJ 't""Û .. 't'+1 

(h,kt) 
Proof: F is the same for all h, kt oonsidered (lemma 7.12): 

call this one F(K). 

Let (h,kt) and (h',kt) be two histories until timet which satis

fy the conditions of the assertion. 

For those allowed histories until any time (for the problem with 

T - t steps) starting with kt the decision rule hB prescribes the 

same decision veetors as h'B for those starting with kt. Those 

decision veetors are determining for the values of u(kt'hB,F(K)) 

and u(kt'h'B,F(K)) respectively (lemma 7.7). Furthermore, sinoe 

hB and h'B €/:..
0 

(lemma 5.14) part a) in the proof of oorollary 

7 • 6.1 implies: 



** So far it has been proved that, when a weight function for the 

transition matrix of the basic Markov chain has been given, deci

sions may be based on pure strategies only using a part of the 

information provided by the realized allowed history until the 

time of decision. Namely, the information matrix (up to sub

equality), the time of decision and the state observed at that 

time (this last item may be skipped in the case of equal decision 

costs) .. It is interesting to know, whether the item "time if de

cision" may be skipped in some situations. It is obvious, that 

this may not be asked generally ( compare example A. 1 b) in the ap

pendix with i-< n < ~ ). However, it will be proved, that this 

is allowed in the case T = ~ (theorem 7.7) and in the case of 

equal decision costs with only complete rows of the Markov tran

sition matrix known (theorem 7•8). 

Definition 7.7: A sub-information deoision rule - say B - is said 

to be stationary, if and only if: 

~ t(O.,.;t<T) ~ .. (0.,.;-r<T) ~h1 € N2t 11 h
2 

€ N2'" Vk€ N 

[K(h1,k) g K(h
2
,k) ===::::} bt(h

1
,k) = b'"(h

2
,k)] 

Theerem 7.7: When T = ~, then: 

• 

~F€'F 3_s €";tl OJ+[s0 is stationary and VB€J.3(B0~B~. 
c 0 c 

Proef: The assertien is a direct result of the theorema 7.3 and 

7.5 .. In the oase T = ~, the h-restriction of a decision rule 

B (for any h E N2t, 0 < t < oo ) is again a decision rule for the 

problem with T steps. 

Suppose: B € "jj{ nA ' F € 1' and o a a 

(theorem 7 .. 5). 123 



Applying theerem 7 .3, B
0 

may be modified into a decision rule in 

"Jt
0 

fl fi, which is stationary, without loosing its F- bestness 

property. 

Suoh a modification may be defined in a doubly inductive way: 

1. Induotion with respect to the possible values of 

I(h) := ~ Kik(h), with Kik(h) denoting the element la
(i,k) ~ I

0 

belled (i,k) of the information matrix of h (allowed historyuntil 

oerta.i.n time) ; 

2. For a.ny possible value of I the modification is performed by 

induotion with respect to the time of deoision t. 

The resul t of every modification is again denoted by B : 
0 

a) Fort subsequently equal to 1,2,3, ••• replace (h,k)Bo by kBo 

for all h € Nzt, k € N with I(h,k) = o. B
0 

stays F-best (theorem 

7•3)o 

b) Say 0 < m < co , B is F-best and for every t ( 0 .;;;; t < co), 
0 

h
1 

€ N2t, k € N wi th I(h
1 
,k) <m holds: 

3i € ~0b~(h 1 ,k) = 1) and 

V (O.;;;; ) Vh €N2·t{K(h ,k) g K(h ,k) .q 
0bt(h ,k) = 0b't'(h ,k)] • 

't' 't' <"" 2 1 2 1 2 

00 

Then consider H := { (h,k) € U N2 t+1 Ik € N, I(h,k) = m} 
m t=m 

Divide H in subsets H (K,k), which contain all elements of H m m m 
with last component k and information matrix sub-equal to K. 

Suppose (h ,k) E: H (K,k) for certain matrix K and k€ N, such that 
( \ o m 
h 0 ,k, 

F is defined. A decision rule B (h ,k) € "'!?cr n A exists, 
(h0 ,k) o 

124 which is F - best ( theerem 7 o 5). 



For t subsequently equal to m,m + 1 , ••• 

replace (h,k)Bo by kB(h
0
,k) for all h€N2t with K(h,k)gK(h

0
,k)o 

(h0 ,k) 
i'llien for oertain K,k no (h ,k) € H (K,k) with def'ined F o m 

exists, B(h
0

,k) may be ohosen arbitrarily from 'jt
0 

n .flr, since 

those allowed histories do not contribute substantially to Uo 

B
0 

stays F-best (theorem 7.3). 

'** The well-known result (e.go [1962, 1965, D. Blackwell]) that, 

if the Markov transition matrix is known and T = 00 , there exists 

an optima.l decision rule, which applies pure strategies and only 

depends on the state observed, is contained in theorem 7•7= 

C orollary 7. 7 : T = "", P 
0 

€ fJ; then there exists a de cis ion rule 

B 
0 

€ ./t, such that: 

V j € N VB €.13 [V(j,B
0
,P

0
) < V(j,B,P

0
)] 

vt(O<t<oo) vh €N2t \€N v-r(o<-r<"") vh €r-r 
1 2 

(obt(h
1
,k) = ~'r(h2 ,k)) • 

Proof: Suppose: fJ = {P } ; hence I = r • The assertien is di-
-- cr o· cr 
rectly implied by theerem 7o7 on application of lemma 7o5b). 

Lemma 7.19: Any sub-information decision rule B, whioh is stata

free and etationary satisfies: 

• 

** The following lemma presents a key assertion on the case of 

equal decision costs with the known Markov transition probabili- 125 



ties filling some rows of the Markov transition matrix. Say that 

at time t, for oertain "reduoed" information matrix, it is neces

sary to decide on transforming to st (the elements labelled (t,k) 

of the Markov trans i ti on matrix are known to be equal to ntk for 

all k € N) in order to obtain a F-best decision rule. Then the 

same is necessary at time t + 1 o Actually lemma 7.20 is a genera

lization of lemma 4.1 in [1956, R.N. Bradt e.a], which only 

treats the case:~= 1, T < 00 , n = 2, c11 = o
22 

=-1, o
12

=c
21

=0 

and.I=,tl. 

Lemma 7o20: Vk,i€ N(~i = d11 ); I c N, I x N c Ia; tE: N\'I, 

{..e} x N c I ; a 

oe1 defined as in oorollary 5o3; 

B
0 

E: J:.1 nfi, F €~, VB€ J!; (B0~ B); 

0 .,; t < T - 1 , K is a n x n- matrix of nonnegati ve integers; 

B
0 

is such, that: Vh€N2t+1 [K(h) g K=* 
0
b;(h) = 1], furthermore, 

there does not exist a B
1 

€ J?..
1 

n c.A, which is best in F- sense, 

• 1 "" o "" < ) , te ) _L wJ. th b = b for all -r 0 .,; -r < t and b t h r 1 for certain 

h € N2t+1 with K(h) g K • 

Then: 0 b;+1 (h) = 1 for aJ.l h € N2t+l with K(h) g K o 

Proof: The neoessi ty of 
0
b ;(h) = 1 for those h € N2t+1 wi th 

K(h) g K implies: 

> 2t+ l(. B )(fiJx {h} x ~(T-t)) > 0 for aJ.l j € N (lemma 7o6) 
h€ N 1 J, o \ 

K(h) g K 

Henoe: 

~ l. (Cfl>x {h} x N2(T-t-1 )) > 0 for aJ.l j E: N 
h€ N2t+3 (J 1B

0
) 

126 K(h) g K 



(lemma 7.4, formula (2.,5), 0b1(h) = 1 for h€ N2t+
1 

with K(h) ~ K). 

For all h E Ift+1 U Nzt+3 with K(h) ~ K, the weight function Fh 

(when defined) is the sa.me (lemma 7.12), sey F(K). 

Theorem 7.3 shows, that hBo should be F(K)- best for the problem 

with T-t steps when h € N2 t+1, K(h) g K and for the problem with 

T - t - 1 steps when h € N2t+
3

, K(h) g K., 

Henoe i t suffioes to consider t = 0 and K consisting of zeros: 

F(K) := F., 

Suppose 0
b1 (h) = 1 (m € N\I, m f, .e) for h € ~ with K(h) gK. 
m 

u(j,B
0
,F) does not differ with j € N (part a) in the proof of oor

ollary 7.6.,.1) and equals (lemma 7.3): 

(7 .9) (d11 + ~ o .Ek n.Ek) + T.Ë
1 I u" dl(. B ) • 

k=1 -r=1 ÇPx N2r+1 J' o 

In short-hand notation (7.9) may be written as: ;'.e +t3UT-t" A more 

detailed expression for V(j,B
0

,F) is (lemma 7.3): 

+I ~ omkpmkdF) + 
fP k=1 

T-1 I F 
+l: dJl. 

-r=2 2T+(r (J,Bo) 
5i>xN 

• 

( ) - - 21 In short-hand nota ti on 7.1 0 may be wri tten as: 1t ,e + ~Pm + ~ UT- 2• 

The suppositions lead to the following inequalities: 

127 



0 

( T-1 ) 
~ :"' o, when T = oo 

(7o12) is oontradictory for ~ = 1o 

(7.11) contradiets (7.12) in oase ~ > 1. 

(7.13) contradiets (7.14) in oase 0< ~ < 1. 

Henoe 0b1 (h) = 0 for all m € N\ I, m ~ .e, h € N
3 with K(h) <l. K. 

m 

Theorem 7.8: Vk,i€ N('1ci = d11 ); Na c N with Ia= Na X N, then 

VF€1" \ EJ': n.~+[B.r is stationa.ry a.nd VBEJJ(BT};_ B)]. 
cr T a 

Proof: In oase Na "' p (hen oe Ia = ~), the a.ssertion is the same 

as theorem 7 .6. Suppose subsequently Na ~ ~. 

n n 
Be .e € N , suoh that :& c.ek n:.ek = min :& oik nik; I := N \{.e}. 

0 k=1 i € N k=1 a 

cl..
1 

is defined a.s in corolla.ry 5.3. 
(] 
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Corollaxy 7.6.2 gua.rantees that: 

is nonempty., 

Lemma 7.20 provides the possibility to construct a decision rule 

in fi
0 

which is stationaxy. The construction proceeds by induc

tion with respect to time. 

Choose a decision rule from fi. , say B , if possible with 
0 1 

1 b~(j) = 0 for all j € N. 

Let a decision rule Br (1 _,. r < T) be ohosen from ~' such that 

the condition of definition 7•7 is satisfied for all tand~ with 

0 ""t, -r < r. Then Br+
1 

is ohosen, suoh that Br+
1 

E .Jt, r+1b t = rb t 

for 0 _,. t < r. The equivalenoe classes of N2!.'+1 with respect to 

and r+1brsub-equali ty of the information matrices are numbered 

values for these classes are fixed subsequently - if possible 

. r+1 r( ) wJ.th b .t • = o. Br+1 satisfies the conditions of definition 

7. 7 for all t and ~ wi th 0 _,. t, ~ < r + 1. 

Wh en T < oo , emerges in a fini te number of steps. If T = oo , BT 

may be selected as lim B • 
r .... OQ r 

** In the appendix (A.5) it is demonstrated that in the general 

case of equal decision oosts it may occur that there does not 

exist a stationary decision rule which is best in F-sense. 

Theorem 7.9 combines a n~unber of results of'this seotion. 

a) 

b) 

(all cases) ; 

bhe subset of stationaxy deoision :i:-ules in "Jl n.fl:, if T = oo 
Cl 
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o) ,f_cr n._4, if \,iE N(~i = d11 )J 

d) the subset of stationa.ry decision rules in i:. a fl A- , 1f 

vk,i€ N(~i = d11) and Icr r,~ x N • 

Proof: Since all J3
0 

involved are closed sets, the sets ( 13
0

)a.re 

complete in '1)
0 

(lelllllla 5.11). 

Lemma 7.9 combined with theorems 7.5, 7.7, 7.6 and 7•8 respecti

vely implies the assertions. 



ADMISSIBILITY AND THE BAYESIAN APPROACH 

**As noticed in section 5, the admissibility of .B 
J 0 

plies the existence of a weight function F €~, such 
a 

B € f3 
F 

.B ~ 
J 0 • 

SECTION 8 

in .13 im
J 

that for all 

The assertion, whioh provides a charaoterization of admissibility 

will be proved in this sec ti on ( theerem 8. 2). 

Theorem 7. 9a) stat es (for any F € Jf' ) the existence of a de cision 

rule B
0 

€ (~a neA) with for all B
0

€ f3 

B0 J; B , hence ~€ N(lo ,J; l) . 
Reviewing theorems 7o9a) and 8.2, it is temptingto conjecture for 

any B € ('!?. ncA) the existence of a weight function FE 1P with o a a 

for all B € f3 
F 

B ~B 
0 

This conjecture, however, appears to be faJ.se. A.6 in the appendix 

provides à counter example. 

In sectien 6, i t has been mentioned for the expected total costs 

V(j,B,P), that the property 

min max V(j,B ,P) 
B E :J?> P€7J 

max milj.., V(j,B,P) 
p € fJ B € :Fj 

a cr 

is not satisfied generally. 131 



Consider 11', the set of weight fu.nctions on !P, as the set of a a 
strategies for Nature ( the opponent of the surveyor of the process 

in the game interpretation of the problem). Then the s:i.rJilar prop

erty for the expected total costs u(j,B,F) is satisfied generally. 

This in proved in theerem 8.1, since in the proof of theorem 8.2 

this assertion will be applied. 

There exi..st two generally applied methods in order to proof an 

assertien like theerem 8.1 • The first is based on the application 

of a fixed point theerem for point-tc-set mappings. The secend 

ene, which leads to success in this case, basically applies a se

paration property of convex sets in fini tely dimensional Euclidean 

space. 

Theerem 8.1 :. inf sup U(j,B,F) 
BE.J3 FEtfi' 

sup inf U(j,B,F) • (j € N). 
FE~ B€13 

a 0 

Proef: j E JIJ. 

Lemmas 2.6b) and 7.3c) imply the bou.ndedness of U(j,B,F); hence 

both parts of the asserted equation are finite real numbers. 

Trivially holds: 

inf sup U(j,B,F) ~ sup inf U(j,B,F) 
B€:13 F€11 FEifl BEJ3 

0 0 

Eence the proof will consist of jnstifying: 

( G.1) inf 
B€13 

sup U(j,B,F) 
l~E? 

0 

~ sup inf U(j,B,F) 
FEJ" BEJ3 

a 

Select a E R, with inf sup U(j,B,F) > a. 
BE.13 FE:ff a 

Define for any P EfJ
0

: f3p := {B EJ3 l V(j,B,P) >a} 

All sets J\ are open in 13 (lemrna (2.13). 

132 {J.3p}pE2'Ja constitutes an open covering of J3. 



The oompactness of 13 (lemma 2.12) implies the existence of a 

fini te subcoverinl): { J3p } ;.1 • 
r 

Hence: 

inf max V(j,E,P ) ~ a 
EEJ31.-;;r.-;;.t r 

..e 
Defines V := sup inf I: p v(j,B,P ) 

a {pr} B€13 r=1 r r 

with sup denoting the supremum over the set 
{pr} 

r=1, ••• ,.e and 

Since sup inf U(j,B,F) ~V 
FEr BEJ3 a 

a 

prove: V ~a. a 

(lemma 7•3c), 

Namely then: sup inf U(j,B,F) ~a 
FE§i B€!/3 

(J 

For any a € R, with 

inf sup U(j,B,F) > a 
BEJ3 F€1!"' 

(J 

which implies (8.1). 

Because of (8.2), it suffices to prove: 

, 

..e ..e 

.e 
I: p = 1} 

r=1 r 

i t suffices to 

sup inf I: p V(j,B,P ) ;;;. inf sup I: p V(j 1 B1P ) o 

{p } B € 13 r=1 r r B € f3 {p } r=1 r r 
r r 

Define: V:= fv = (v1 , ••• ,v.t) E R.tj \€13Vr(1 .-;;r.-;;t) 

(vr = V(j,B 1 Pr) )} 133 
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for v0 ER: W(v0) := {w (w1 , ••• ,w,e) E R,e I \lr(1 ";;r";;.t/wr < v0 )} 

b := sup { v 
0 

E R I V n w ( v 
0

) = ~ } 

hence b E R o 

This implies: V n W (b + 1) f. ~ for natural m. m 

Suppose vm E V n W(b + 1) 
m 

and B E Jj satisfies: vm = V(j ,B , P ) for r = 1, ••• , ..e. 
m r m r 

Then: 

or 

V(j,B ,P ) ";;; b + 1 
m r m (r = 1 , ••• , .e, natural m) 

ll 1 ll 
I! p V(j,B ,P ) ";;; b + - (natural m) for p ;;. o, I! p =1. = 1 r m r m r r=1 r 

This implies: inf sup 
BE13{p} 

r 

..e 
I! p V(j,B,P ) ";;; b 

r=1 r r • 

W(b) is an open, convex subset of R..e. 

,e 
V is an convex subset of R , namely: 

(V(j,B,,P ) = ÀV(j,B ,P ) + (1 - À.)V(j,B ,P ) ) ., n.r 1r 2r 

This is a oonsequence of theerem 5•4• 

V n W(b) = ". 

A separation theerem for disjoint convex sets - oompare [1959, c. 
Berge, page 171 ] - implies the existence of nonnegative real num-

bers 

• 



Henoe 

vvEv[i
1 
~ vr ~ b] 0 

Th is implies: 

t 
inf l: ~ V(j,B,P ) ~b , 

BE Jj r=1 r 
or: 

t 
(8.5) ;rup inf l: p V(j,B,P ) ~ b • 

{p } BE fb r=1 r r 
r 

** In fact, however, the proof of theerem 8.2 needa a somewhat 

different result. The proef of that assertien proceeds exaotly as 

the proef of theerem 8.1. Whenoe the assertien ia presented as a 

corollary to theerem 8.1 : 

Corollary 8.1.1: B
1 

E ~~ j € N, then 

(8.6) inf sup (u(j,B,F) - U(j,B ,F)) = 
B€J3 F€11' 1 

(] 

= sup inf (u(j,B,F) - U(j,B ,F)) • 
F€1'" B EJ.) 1 

0 

** Actually "inf" and "sup" in theerem 8.1 may be rep la eed by 

"min" and "max''., 'I'his will be asserted in a secend corollary to 

this theorem. However, the proef needs some auxiliary measure and 

integration theoretic resul ts. These will be presented in two lem

mas. 'l'he developments are based on [1956, H. Richter]. 

Lemma 8.1 : t is a natural number, Q. is a closed and bounded sub

set of Rt (in the natural topology). 

Let {w } 
00 

be a sequence of normed measures on (R.t, f.,b), r r=1 .-. with 

oorreeponding dis tribution functions { Gr} ~ ; suoh that 135 



w (Q) = 1 
r 

(r=1,2,3, ••• ) 

Then: there exist a normed measure w
0 

on (R,e, ~) with oorreapon

ding distribution function G a.nd a subsequence of the sequence 
00 0 

of natural numbers {rp}p=
1 

, such that 

wo (Q) = 1 

,e 
and for any x € R, which is a continuity point of G

0
: 

Proof: Theerem v.7.3 in [1956, H. Richter] implies the existence 

of a measure defining function G
0 

and hence a maasure w
0

, whioh 

satisfy nea.rly all the conditions. 

It only remains to be provèd that the G 
0 

a.nd w
0 

fou:nd are such 

that G
0 

is a distribution function and w
0

(Q) = 1. 

That G 
0 

is a dis tribution function follows from the bou:ndedness of 

Q: there exist points x( 1), x( 2) €R,ewith G
0
(x( 1))= 1, 

G
0
(x(

2
)) = 0 and for no x E R,e holds G

0
(x) < 0 or G

0
(x) > 1. 

Select for any natural k finitely many real numbers 

~0 < ~1 < ••• < ~ 

suoh that no discontinuity ooordinate of G oocurs and 
0 

a.. -cc "'1 
kv kv-1 k (V= 1, 2, • •. ,~1) 

(compare theerem I.5o20 in 

[1956, H. Richter]). 

Define IJ(k) as the set of all 11 semi open - semi olosed" intervals 

in R of the type: 

136 I(v1 , .... ,vt) := {xE R.t:lcckvÀ <~ ""cxkvÀ+1 forÀ. 1,2,u.,.t:}. 



A (k) is the union of those elements of 'J(k), which have a non

vacuous inters eetion wi th Q. Hence A (k) ::> Q. 

For any I € ~(k) holds: 

lim w (I) = w (I) 
p-oo rp o 

Hence for A(k) applies: 

• 

For any natural u. holds: w ( ~ A (k)) = 1 
0 

k=1 
00 

'I'hus n A (k) = Q implies 
k=1 

Lemma 8.2: ..e is a natural number, Q is a closed and bounded sub

sei of R..e, Y is a set. 

Let {fyl y€ y be a family of equicontinuous mappings of Q into R. 

Furthermore this family is supposed to be uniformly bounded. 

Let {w } "" be a sequenoe of normed measlires on (R.e,i;~), with r r=o .., 

oorreeponding distribution functions {G }"" , such that r r=o 

w (Q) = 1 
r for r 0,1, ••• 

.e and for any x € R , which is a continuity point of G : 
0 

lim G (x) = G (x) 
r- oo r o 

'I'hen: 

ff dw = Jf dw y r y o (uniformly on Y) • 

Q Q 137 



Remark: The equicontinui ty of the family means, that to any e: > 0 

there corresponds a number ó > 0, such that 

whenever y E Y, x ( 1 ) , x (2 ) E Q 

with ix(1)- x(2 )j < ó • 

Proof: Suppose: e: > 0 ; 

select ó(e:) > o, such that 

whenever y € Y, x(1 ), x (2 ) € Q with 

l c 1 ) (2) I c ) ~ - ~ < ö e: for À= 1 , ••• , ,t 

select fini tely many real numbers a < o: < ••• < o: , such that no 
o 1 m 

o: ( v = 0, ••• ,m) is a discontinui ty coordinate of G and 
V 0 

a - o: < b(e:) v v-1 (v=1, ••• ,m) 

and Q c (a , a: ].t = A o m (compare theorem I.5.20 in 

[1956, H. Richter]) o 

The f are extended to functions on R..e, by defining y 

Then: 

f (x) := 0 for 
y 

J, 
y € Y, x ER \Q 

J fy dwr "' J fy dwr (y € Y, r=0,1, ••• ) 

A Q 

0 

:::1 is the set of all "semi open - semi closed" intervals in RJ, of 

the type 

I(v
1

, ••• ,v;,) 

138 having a nonvacuous intersectien with Q. 

for À.=1, ••• ,;,} 



Dei'ine .for I E ':j and y € Y: .fi := in.f f (x) 
Y xEinQY 

{

f (x) - r 1 

for x € I: e(y,x) := 
0
Y Y 

when x € Q , 

when x 15:, Q • 

Hen oe 0 ...:; e(y,x) < ~ .for those x with e:(y,:x:) defined. 

Now 

'f
f doo - Jr doo I< L: jJr doo - Jr doo I= y r y o I€:::1 y r y o 

A A I I 

< lrl L: I JaG - JaG I + -2e (choose lrl > o) • max IE::1 r o max 
I I 

G 
0 

is oontinuous for the vertices of any I € 'J • 

Henoe: lim JdG = JdG for I E 'J • 
00 

r o 
r- I I 

Then, when r sufficiently large 

1 e: . -.-
j, 2 for a.ll I € ':l 

m 

Hence for auch r: 

for any y € Y 
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Corollary 8.1.2: 

min ma.x U(j,B,F) = ma.x min U(j,B,F) 
B€J.3 F€'F F€11" B€.f3 

(J (J 

(jEN). 

Proof: j € N. 

It su.ffioes to prove that "inf" and "sup" in theorem 8.1 may be 

replaoed by "min" and "max:''. 

a) S<>v B € Î!J. There exists a sequence {F } "" c !lf such that """ r r=1 cr' 

lim U(j,B,F ) = S11.1;L U(j,B,F) 
r-"" r F€1" 

(J 

(f.J, i ) and ('On, lP ) are fairly similar (definition 7.1 ). Henoe 
n n 

F € '? (definition 7.2) induoes a normed measure on (rf, ~ ) in a a n 

natural way. Therefore any F € (Jf induces by extension a normed 
2 (J 

measure w on ( Rn , ~ n
2

) wi tl). a distribut ion funotion G and the 

proparty tha.t the w- maasure of the i:.:; 2 - measurable set Q. whioh 
n 

corresponds to fP E i is equal to 1 • 
cr n 

Then lemma 8.1 implies the existenoe of a subsequenoe {F }~ 
rp r=1 

and a weight function F E: !fr, which satisfy Caooording to lemma 
0 (J 

7.3o) and lemma 8o2): 

lim U(j,B,F ) = U(j,B,F ) r o 
p-~ p 

( the y of lemma 8.2 is a dummy variable in this oase; the conti

nuity of f - in this case V(j,B, • ) - is asserted by lemma 2.9, 
y 

while the oompactness of ~ implies its uniformity). 

Henoe: 

s~ U(j,B,F) 
FE 1' 

(J 

U(j,B,F ) = max U(j,B,F) ° FE<Ji' 
(J 

• 



b) ma.x U(j, • ,F) is continuous on 1J (oompaet aocording to lem
F€ ']i 

a 
ma. 2.12): 

I max U(j,B,F) - ma.x U(j,B ,F)j~ max lu(j,B,F) - U(j,Be,F)I 
· FE'F FE9f e. F€9f 

a cr a 

a.nd application of lemma 7.10. 

Henoe the first "inf'' may be replaced by "min" .. 

o) Theorem 7.2 provides the justification of the "min" in the 

right hand side. 

d) There exists a sequence { F } :. c 'Ji, such that 
r ... -. a 

lim min U(j,B,F) = sup min U(j,B,F) 
r-+ 00 BE 73 r F€ ~ B€ 13 

a 

As in part a) of this proof, lemma 8.1 implies the existenoe of a 

subsequence {F }p
00 

1 
a.nd a weight function F € 'fP, such that the 

~ = 0 (J 

oorreapanding distribution functions satisfy: lim G (x) = G (x) r o 
2 

for each continui ty point x E Rn for G • 
0 

Then: 

p- 00 p 

I min U(j,B,F ) - min U(j,B,F )I~ max IU(j,B,F ) -U(j,B,F )I• 
BE~ rp BE1J 0 BE J3 rp 0 

This maximum is leas than any preassigned e > 0 for p sufficient

ly large aooording to lemma 7o3c) and lemma 8.2 (the role of yin 

lemma 8.2 is pla.yed by B in this case; the equicontinuity of the 

family {f)yE y- in this case {V(j,B, • )JBE 1) - is asserted by 

lemma 2.10 and the oompactness of 'P ) • 
a 

Hence: 

sup min U(j,B,F) = min U(j,B,F ) = max min U(j,B,F) 
FE 1i BE J) · BEJ.> ° FEff BE.fj 

a a 
• 
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Theorem 8.2: B E f3, j EN, .B € (.fb), then 
0 J 0 J 

3FE~ VB €13 CBo ~ l) 
Proof: Another formulation of the theorem ia: 

• 

Therefore it suffioes to prove: 

jJ3b is complete in j1.3 (lemma 5.5r)). 

Hence attention may be restricted to essential completeness. Fbr 

completenaas is implied by esaentlal completenaas in this case. 

Thus the problem is: 

Be B
1 

€ 13. Then find B* € f3, such that 

.B* € .:JJb a.nd .B* € .B • 
J J J J 1 

Or: find B* € .13 , such that for certain F € 'Y: 
(1 

and 

U(j,B*' F) < U(j,B,F) 

V(j,B*' P) <V(j,B 1,P) 

(for any B € J3 ) , 

(for any P € :P) • 
(1 

Henoe it suffioes to find B* € Jl>, such that: 

142 Namely, acoording to the same reasoning as in part a) of the proof 



of oorollary 8.1.2 there exist a subsequenoe {F } 1 and a weight 
r p= 

~ m p 
funotion F €'/" , such that for all B E J;; : 

0 C1 

lim U(j,B,F ) = U(j,B,F ) 
p .... cxo rp o 

Define: U (j,B,F) := U(j,B,F) - U(j,B ,F) 
1 1 

(B E /!) , F E ~ • 

It suffices to prove the existence of a decision rule B* satisfy

~g 

(8•9) Vr(natural) ~ Efi VB€~[U1(j,B*,Fr) .,.;;U/j,B,F) +;], 
r a 

(8.10) and sup U
1 

(j,B*' F) = .inf sup u
1 

(j,B,F) 
FE"fi BE.f3 F€11 a a 

• 

Na.mely: (8.9)~(8.7) and (8.10) implies: 

heneer u1 (j,B*' F).,.;; 0 for any F € ~' which implies (8.8) (via 

lemma 7•5b)). 

Then it suffices to prove: 

( 8.11 ) int au~ U1 (j,B1F) = sup ·inf U
1
(j,B,F) 

BEN FEJF F€11' B€1.3 a a 

and the existence of B* E !/!> wi tb 

(8.12) • 

Namely: (8.11) and (8.12) imply: 

sup u1(j,B*,F) = sup inf u1(j,B,F) 
F€q; F€9" B€1.3 

a a 
00 

which implies the existence of a sequence {F } 
1 

c !P with 143 r r= a 
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U (j,B*' F ) ..; inf U (j,B,F) + 1 
1 r BEf?> 1 r r • 

(8.11) is true aocording to cerollary 8.1.1. 

The existence of B* sa.tisfying (8.12) is implied by the compact
; 

ness of !l!J and the oentinuity of sup U
1 
(j, • ,F) on J3 (applying 

FE iJi 
cr 

the same argument as in part b) of the proef of oorollary 8.1 .,2)., 

Corollary 8.2: ltk,iEN('\:i = d
11

), E
0 

E (.t._
0
), then 

3FE1i' 11 BE13(Eo ~ B) 
cr 

~= E
0 

E: (~:..cr)=.vj€~E0 E(j.J3)) (lemma 5.4e), o), a)). 

E is F-best for oertain F E 'F (theorem 8.2). 
1 o a 
'l'hen B is best in F-sense (oorolla.ry 7.6.1 ), since B EJ:.. im-o . 0 (J 

plies U(j,B
0
,F) = U(t,B

0
,F) (part a) of the proef of corollary 

7 .6.,1 ) .. 



APPENDIX 

** In this appendix some examples have been colleoted. No example 

bas been inoluded for its value in applioations. The only purpose 

of this appendix is to illustrate some features mentioned in the 

main text of this study. 

The first example already illustrates the fact that the .C - and 

~- relations in 1.3 do not provide the means for the selection of 

a "best" decision rule. The two investigated varieties of this 

example (T = 1 and T = 2) furthermore illustrate the value of in

formation colleoting on behalf of deoision- mak ing. 

A.1 

s, 

n = 2; d11 d12 d22 = o, d21 large; 

~ = 1 ; 0 11 0 22 o, 0 12 = 0 21 1; 

I
0 

= {(2,1),(2,2)}, 1t22 =: rt, p11 =: P• 

a) T = 1. 

V(1,B,P) = b~(1) • (1 -p) + b
0

(1) • (1 -rt) = 
2 

145 
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oall: 

= b0 (1) • (n-p) + 1 
1 

b~(1) =; bo 

1 

U ( 1 , B, F) = b (n - J pdF) + 1 

0 

- 1t 

_.,. 

1 

Henoe b = 0 is F-optimal, if n > J pdF; othe:r.wise b = 1 .. 

0 

Fbr min-max risk: ohoose b = 0. 

Fbr min-max regret: ohoos e b = 1 - n ., 

b) T = 2., 

Only oonsider those 
1
B with: b!(1,2,2) = b!(1,1,2) = 1. 

V(1 ,B,P) b 0 
( 1 ) • [ ( 1 - p) + p {b 1 ( 1,1 , 1 ) • ( 1 - p) + 

1 1 

+ b1(1,1,1) • (1-n)} + (1-p)(1-1t)]+ 
2 



Then: 

+ b 1 
( 1 , 2,1 ) o ( 1 - n) } ] o 

2 

V(1,B,P) =- bb
1
p

2 
+ [b(b n-1)- (1-b)(1-n)b ]p + 

1 • 2 

+ (b+b -2-b n-bb +bb n)n+2. 
2 2 2 2 

Henoe V(1 ,B,P) is for any B a part of a parabola (or a straight 

line). 

( J3 \ = { B I b = 1 , b = 0} u { B I b = o, b = 0} u { B I b = 1 , b = 1 } 
1Ï 1 1 2 1 2 1 2 

(the first set is the essential one) 

0 Tt p 

1 

U(1 ,B,F) =· .2(1 -n) - b[ v
2 

+ (1 -n)v
1 

- n] , with vi = J pi dF , 

0 
when b = 1 , b = 0 and F E % • 

1 2 a 

Henoe, when F is uniforni for p : v 
1 

= -b , 

optimal if n ;;;. j, otherwise b = 1. 

1 v = - and b = 0 is F-
2 3 

For min-max risk: ohoose b = 0 (and b 
1 

= 1, b
2 

= 0) • 147 
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. 2(1 -n:) For ml.n-ma.x regret: choose b = 2 (and b = 1, b = 0)., 
-n: 1 2 

Let 
1
B

1 
and 

2
B

2 

than 2 (1 -n) 
2 - 1t 

both have b
1 

= 1 and b
2 

= 0, and b-va.J.ues 

(
1

B
1 

ha.s the smallest one), then: 

-13 
1 B1 ~ 1 B2 , butnet B ~ B (seotion 6) 

1 1 1 2 

smaller 

• 

** The secend exa.mple serves to demonstrate, that in the oase of 

equal deoision coats an a.dmissible decision rule may prescriba the 

applioation (in an essential way) of an action with expeoted 

coats, whioh are dominated (uniformly in P) by the expected coats 

of another action (seotion 5). 

A.2 

n = 3; D oonsists of zeros; ~ = 1; T = 2; !
0 

= {(1 ,3), (2,3), (3,3)}, 

1t = 1t = 1t = o. 
13 23 33 

(

16 0 

c = 32 12 

19 17 

(the third column is indifferent). 

Hence action 3 is dominated by action 1., 

It will be demonstrated, that the deoision rule B 
0 

with ~~(" ) = 

= 0
b! ( • ,3,1) 

0b~ ( • ,3,2) = 1 is not improved by ~my decision 

t rule B with b3 = 0 for t = o, 1 • 

Suppose: V( • ,B0,P) ~ V( • ,B,P) for oertain B and all P € ~ .. 

Then oertainly forthese P with p 11 = 1, p
21 

p11 = 1 ' p21 

o and 

1 



Or: for all p31 E [0,1] : 

1 9p 31 + 1 7p 3 2 + 1 6p 31 + 1 2p 3 2 ~ 1 6b ~ ( • ) + 1 2 (1 - b ~ ( • ) ) + 

+ b ~ ( • ) [1 6b ~ ( • '1 '1 ) + 1 2 (1 - b ~ ( • , 1 , 1 ) ) J + 

+ (1 - b ~ ( • ) ) ~ 6b ~ ( • ' 2' 2 ) + 1 2 (1 - b ~ ( • ' 2' 2 ) ) J 
and: 

+17p +16p +32p ~16b0 (•)+32(1-b0(·))+ 
32 31 32 1 1 

+ b ~ ( • ) [1 6b ~ ( • ' 1 '1 ) + 32 (1 - b ~ ( • , 1 , 1) )] + 

+ (1-b~(· >)~6b~(· ,2,1) + 32 (1-b~(· ,2,1))] • 

Or: 29 ~ 1 2 + 4b 0 
( • ) + b 0 

( • ) (4b 1 ( • , 1 '1 ) + 1 2) + 
1 1 1 

+ (1 -b~(. )) (4b~ (. ,2,2) +12) 

35 ~ 1 6 [2 - b 0 
( • ) + 2b 0 

( • ) - b 0 
( • )b 0 

( • '1 '1 ) + 
1 1 1 1 

and: 

• 

Whenever this is true, then for b~ ( • ,2,1) = 1, b~ ( • ,2,2) = 0 

.2. ~ b 0 
( • ) + b 0 

( • )b 1 
( • ' 1 ' 1 ) 4 1 1 1 

.:!.l .;;; b 0
( • )b 

1 
( • 1 1) 

16 1 1 ' ' • 

However the second inequality implies: 

b ~ ( • ) + b ~ ( • )b ~ ( • , 1 ' 1 ) ~ 2b ~ ( • )b ~ ( • , 1 '1 ) ~ ~ 

This contradiets the first inequality. 

• 
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** The next example does not satisfy ( 6.1) (the min-ma.x proparty 

for V(j,B,P)) • 

Ao3 

n = 2; T = 2;13 = 1, d11 =d22 =0, d21 =55, d
12 

large; C= r22 0
); 

54 54 
I

0 
= {(2,1),(2,2)}, n

22 
.. t• p 11 ==: p. 

110 
109 

101! 
100 
99 

I . 

' 

102i 
101ff 

99 

go o'--___ ....__--+l---!~"--~----' -
Po z 11 1 p 

(::OO.M) 

# 

For any p one of B
1

, B
2 

is best (starting in s
2 

). 

( ) 11 ( ) rl 8 )
2 1Q71 V 2,B1 ,P = 3 p + 99, V 2,B2,P = 2ccv .. 1"1 + 11 • 

ma.x min V(2,B1 P) = V(2,B ,p ) ~ 100,32 • 
P€ !f? B € .13 1 o 

(1 

B
3 

minimizes the maximum risk: 

max V(2,B ,P) = V(2,B ,p = 0) = 101 
4
2
1
8 

P€ j:l 3 3 " 
(1 



'** An example of an admissible decision rule, which does not mini

mize V(j 1B,P) for a single P € P is presented next (section 5). 
cr 

Ao4 

n=2; T=2; ~ =1; d
11 

=0, d = 66, d = 60, d large; 
22 21 12 

0· 
' 

I
0 

= {(2,1),(2,2)}; 1t
22 

= -k_ P 

P11 =: P• 

B1 , B
2

, B
3 

are such that: 
1 b~(2) = 1b!(2,2,2) = 1 b~(2,2,1) = 1 , 

2b~(2) = 
2
b!(2,1,2) = 

2b~(2,1,1) = 1, 

3b~(2)- 3
b! (2,2,2) = 3 b: (2,2,1)- 1 • 

110 

24 

i ~ ~ 
C·~D C•H> 

For any p one of B1 , B
2

, B
3 

is best (starting ins). 
2 2 

V(2,B1 ,P) = 10p + 104-!, V(2,B
2

,P) = 24(p - ~) + 107 ~ 

V(2,B3,P) = 24p + 101 • 

B4 satisfies: 
4b~(2) = f.f, 4b!(2,1,2) 

V(2,B
4
,P) = 111 1~ • 

2B 4 is admissible in 
2
13, but is best for no P € ~· 

• 
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** Example A.5 presents a situation with equal decision costs, but 

no stationa.ry sub-information decision rule which is best in F

sense for oertain F €<Jfcr (seotion 7). 

n = 3; T = 2; ~ = 1; iL. = 0 (k,i € N); o = c = o = large, 
KJ. 31 32 33 

021 = 022 = 023 = - 1, 011 =- 2 • 012 = o, 013 "' --!ö ; 
Icr = {(1,3),(2,1),(2,2),(2,3)}, rt

13 
= {; Fis uniform for p

11 
on 

[o, t] • 
B € 13 is optimal wi th respect to F, only if 

• 

Whereas stationarity requires: 

** The last example shows, that B 
0 

E: ( ]l cr n A) is not necessa

rily F-optimal for certain F €~ (section 8). 
(} 

s, 

n=2;~=-21 ; T=2Jd
11

==0,d large,d =-1,d =-2~2 12 21 22 

I = {(1,1),(1,2)}, rt = 0, oall p 
(} 11 22 

: p • 



~~(1,1,2) = 1 

bb~(1,1,2) = 1 

0b0 (2) = 0b1(2,1,2) = 1 
1 1 

~~(2) = ~!(2,1,2) = 1 

~~(2) = ~~(2,2,2) = 1 

fb~(2) fb!(2,2,2) = 1 

then V(1 ,B ,P) = a -t 

V(1 ,Bb,P) = 
1 .l. -:rp - 4 

V(2,B ,P) 
c - 1 t 

V(2,Bd,P) = -ip - 1 t 

V(2,B , = - 1-i p - ! e 

'){nA 
C1 

contains the following combinations: 

B with B B and B B 
1 1 1 1 a 2 1 2 0 

B with 1B2 = B and B 
2 1 a 2 2 

B3 with B = B 
1 3 1 a 

and B = B 
2 3 2 f 

B with B 4 .. 1\ a:nd B = B 
4 1 2 4 2 d 

B with B = 1\ and B = B 
5 1 5 2 5 2 e 

B with B = B a:nd B = B • 6 1 6 1 b 2 6 2 f 

All are admissible. 

Suppose that is best for certain F E 1E , then a contradietien 
0 

is obtained by oonsidering the requirements: 

F 
1. 1Ba ~ 1Bb 

F 
2. Bf~ B 2 2 c 
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F 

2Bf ~ 2Bd ' 

F 
Bf..ç; B 

2 2 e 

0 p -. 

-1 

-2 

154 
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-1 
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0 ! p 
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SAMENVATTING 

Het onderwerp van dit proefschrift behoort tot de theorie van de 

stochastische Een stochastisch beslissings

proces is een stochastisch proces dat van buiten af beïnvloed kan 

worden. In deze studie is het autonome proces een M.arkov keten 

met eindig veel toestanden, de overgangswaarschijnlijk-

heden niet van de tijd afhangen. om bij een veel voorkomende 

praktische situatie aan te sluiten, wordt niet aangenomen dat de 

overgangswaarschijnlijkheden precies bekend zijn. Het proces werkt 

gedurende eindig veel of (aftelbaar) oneindig veel perioden. Bij 

de start van elke periode mag ingegrepen worden; vervolgens is er 

gelegenheid voor een ~fuxkov stap. 

Een beslissingsregel is een voorschrift, dat in elke mogelijk 

voorkomende situatie (een situatie wordt niet uitsluitend bepaald 

door de toestand op een bepaald moment, doch mede door de hele 

voorgeschiedenis, wantdie beïnvloedt onze kennis van de onbekende 

overgangswaarschijnlijkheden) aangeeft hoe ingegrepen dient te 

worden. 

Een beslissingsregel, een starttoestand en een matrix van over

gangswaarschijnlijkheden bepalen tezamen een stochastisch proces. 

Dit wordt aangetoond in de paragrafen 2 en 3: in § 2 voor beslis-

singaregels die op elk tijdstip van loting toestaan 

tussen de diverse ingrijpmogelijkheden; in § 3 voor beslissinga

die vó6r de start loting toestaan tussen beslissingsregels 

van het type uit § 2. In § 3 wordt voorts aangetoond, dat de 

klassen van beslissingsregels met verschillende soorten loting 157 



(loting alleen op de beslissingsmomenten, loting alleen bij de 

start, loting zowel de start als op de beslissingsmomenten) 

in wezen dezelfde verzamelingen stochastische processen opleveren. 

Op grond van dit resultaat kunnen de beschouwingen verder beperkt 

worden tot beslissingsregels met uitsluitend loting op de beslis

singstijdstippen. Deze klasse wordt gekozen omdat de beslissings

regels uit deze klasse de gunstigste mogelijkheden bieden bij de 

bestudering van de eigenschappen van de re sul terende stochastische 

processen, bovendien zijn ze het gemakkelijkste toe te passen. De 

resultaten van § 3 kunnen bovendien in volgende paragrafen nog 

enige keren nuttig worden gebruikt. 

Verondersteld wordt voorts, dat aan de ingrepen (ingrijpen wil 

zeggen: het systeem in een andere toestand brengen) en aan de 

toestandsveranderingen ten van het autonome proces kosten 

zijn toegekend: respektievelijk beslissiné;"'Skosten en proceskosten. 

Als kriterium voor de kwaliteit van een beslissingsregel wordt 

ingevoerd: de verwachting van de totale (verdiskonteerde) kosten 

van het stochastische proces. Deze verwachting wordt, behalve 

door de gekozen beslissingsregel, bepaald door de geldende matrix 

van overgangswaarschijnlijkheden en door de begintoestand van het 

proces. 

In deze verkennende studie worden eigenschappen onderzocht van 

de verzameling beslissingsregels met betrekking tot de verwachte 

totale kosten: de z.g. risikofunktie. In het bijzonder wordt een 

aantal eigenschappen behandeld die van belang zijn voor de keuze 

van een beslissingsregel, 

In § 4 wordt aangetoond, dat men zich wat betreft de ingevoerde 

risikofunktie, kan beperken tot het beschouwen van een deelklasse 

(genaamd i}Ç) van J3 (de in § 2 _geïntroduceerde klasse van be

slissingsregels). Bij beslissingsregels uit 1){
0 

worden de afzon

derlijke ingrepen niet bepaald door de volledige geschiedenissen 

158 tot en met het beslissingstijdstip, doch slechts door de start-



toestand, het tijdstip, de momentane to~stand en de aantallen ge-

'"."'~J·uH autonome toestandsovergangen waarvan de bijbehorende 

overgaugewaarschijnlijkheden onbekend zijn. In het geval de be• 

slissingskosten gelijk zijn, behoeft ook niet naar de momentane 

toestand gekeken te worden (d~ betreffende verzameling beslis

singsregels heet Z" ). 
a 

In § 5 wordt de ordening van de beslissingsregels be~tu-

deerd, die geïntroduceerd wordt door dominantie van het risiko 

als funktie van de matrix van overgangswaarschijnlijkheden. Deze 

partiële ordening bepaalt in het algemeen geen "beste" beslis

singsregel. Daarvoor zijn andere kriteria nodig. Enige uit andere 

problemen welbekende kriteria, die gebaseerd zijn op de risiko

funktie, worden behandeld. Namelijk: maximum risiko en maximum 

spijt (regret) in § 6; gewogen risiko in § 7. 
Voor maximum risiko en maximum spijt bestaan optimale beslissings

regels uit ~ • Als de beslissingskasten gelijk z~Jn, is voor 
(J 

beide kriteria een beslissingsregel uit J. optimaal (1._ bevat 
- a a 

de beslissingsregels uit ~a waarbij niet naar de starttoestand 

gekeken wordt voor de momentane ingrepen). 

Bij het kriterium "gewogen risiko" bestaat een optimale beslis

singsregel uit lJt waarbij nergens geloot wordt. Als T = co is er a 
een optimale beslissingsregel met een zekere mate van tijdsonaf-

hankelijkheid. Dit is ook het geval als de beslissingskasten ge

lijk zijn en bovendien de bekende overgangswaarschijnlijkheden 

volledige rijen in de l'lla.rkov matrix vullen. Tevens wordt de struk

tuur van optimale beslissingsregels aangegeven. 

IedeTe beslissingsregel waarvan bij een gegeven begintoestand het 

risiko als funktie van de Ma.rkovmatrix niet door de risikofunktie 

van enige andere beslissingsregel gedomineerd wordt, is optimaal 

voor zekere weging van de mogelijke 11arkov matrices (§ 8). 
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STELLINGEN 

behorende bij het proefschrift van J. Wessels. 

1. Door het invoeren van een belastingfunktie voor schendingen 

van de beperkingen, kunnen verschillende .typen van stochastische 

programmeringsproblemen vanuit één gezichtspunt worden beschouwd. 

J. Wessels, Stochastic pro~amming. 
Statistica neerlandica ll t 1967) 39- 53. 

2. Ten onrechte beweert D.J. Wilde, dat de methode van de con

tourraakvlakken om het maximum te vinden van een · differentieer

bare, sterk eentoppige funktie op een begrensd gebied een rij 

punten oplevert die naar het maximumpunt konvergeert, als bij 

iedere stap het door hem gedefinieerde middenpunt van het overge

bleven gebied wordt gekozen en dit middenpunt in het inwendige 

van het overgebleven gebied ligt. 

D.J. Wilde, Optimization by the Method of Contour 
'rangents. 
A.I.Ch.E.-Journal 2. ( 1963) 186- 190. 

3. De eerste inbeddingestelling van Sobolev geldt voor open ge

bieden in ~ die voldoen aan een eenvoudige kegelvoorwaarde. 

Dit volgt reeds op betrekkelijk elementaire wijze uit de oor

spronkelijke uitspraak van S.L. Sobolev voor begrensde open ster

vormige gebieden. 

S • L. S obolev, E inige Anwendungen der Funktional-Analys is 
auf Gleichungen der Mathematischen Physik. 
Akademie-Verlag, Berlin 1964. 



4. Zij K een deelverzameling van Rn, 

Voor x € Rn wordt de verzameling A(x) van bereikbare richtingen 

gedefinieerd als de verzameling van alle a € Rn, waarvoor - als a 

niet de nulvaktor is - een n-vektorwaardige funktie 1l van een 

reäle variabele e bestaat, zodat: 

11(0) = x en 11(9) I x als 

terwijl voor zekere e
1 

> 0; 

11(9) € K als 

11 heeft in a = 0 een rechterafgeleide en wel: 

lim 1l(e)-x a e = 
9lo 

Als er een konvexe verzameling K
0 

c K bestaat met K
0 

= K, dan is 

A(x) voor iedere x € Rn een gesloten en konvexe kegel, 

Bij het berekenen van de kansverdeling voor de werkingsduur ~ s. 
van een systeem uit de kansverdelingen voor de werkingsduur van 

de samenstellende komponen ten, kan men soms op nuttige en elegante 

wijze gebruik maken van de theorie van de ï.'farkov processen. 

Het verdient echter geen aanbeveling om, zoals G.H. Sandler doet, 

op deze wijze te werk te gaan bij problemen die ook eenvoudig op 

te lossen zijn met behulp van elementaire kansrekening. 

G.H. Sandler, System reliability engineering. 
Prentice-Hall, Englewood Cliffs 1963. 

X 6. Stel in een systeem worden komponenten van een bepaald type 

toegepast. Aangenomen wordt dat voor de levensduur van de kompo

nenten vermoeidheid door langdurige belasting geen rol speelt: de 

"conditional failure rate 11 À op tijdstip t hangt slechts af van 

de momentane belasting b(t), dus À= À(b(t)) (voor terminologie 

zie bv. het bij de vorige stelling genoemde boek van G.H. Sandler). 

In het systeem kunnen deze komponenten op twee manieren worden 

toegepast: 



Bij methode A wordt steeds één exemplaar belast en dit wordt ver

vangen zodra. het faalt; totaal mogen n exemplaren ge'bruikt worden. 

· Bij methode B worden n exemplaren parallel geschakeld en gelijk

tijdig belast; stel: als de belasting van het systeem b(t) be

draagt en er nog k exemplaren werken is de "conditional failure 

ra te" va.n elk va.n deze exemplaren gelijk aan a..tt.\(b ( t)). 

De kans dat het systeem op tijdstip t nog werkt bedraagt: 

1) bij methode A en bij methode B als alle ~ gelijk (en dus • 1) 
zijn: 

-A(t) n-1 Aj(t) 
e ~ ., 

j=o J. 

2) bij methode B als alle k~ ~ verschillend zijn: 

waarin 

t 

Hierin is A(t) = J t..(b('t'))d..- daarbij wordt aangenomen dat deze 

0 

integraal voor elke t > 0 bestaat. 

7. Van de beide volgende uitspraken verdient de eerste de voor

keur: 

"de kans dat geen verjaardagen samenvallen is reeds kleiner dan 

een half bij een groep van 23 door loting aangewezen personen"; 

"de kans dat geen verjaardagen samenvallen is nog groter dan een 

half bij een groep van 22 door loting aangewezen personen11
• 

8. Bij stochastische beslissingsprocessen waarvan het kansmecha

nisme onvolledig gespecificeerd is, verdient, ter verkrijging van 

een optimaliteitskriterium, een Bayesiaanse behandeling van de 

gekozen risikofunktie overweging. 



9. Laat f (~reëel, cr >0) de kansdichtheid zijn die een 
~,o 

normale verdeling karakteriseert met als verwachting en standaard-

afwijking respektievelijk IJ. en cr. Stel 0 < p < 1. De kan9dichtheid 

h wordt gedefinieerd door: 

h(x) = pf
11 0 

(x) + (1- p)f" 
0 

(x) 
'"1' 1 '"2' 2 

Als p, a 
1
, a

2 
vast gekozen Zl.Jn en ~ 1 - 11

2 
doorloopt het interval 

[o, oo) , dan is h op den duur tweetoppig. Echter, het kan voorkomen 

dat h eerst een stulc eentoppig is, dan tweetoppig, vervolgens weer 

eentoppig en daarna pas definitief tweetoppig. 

J. Wessels, Multimodality in a family of probal1ility 
densities, with applioation to a linear mixture of two 
normal densities. 
Statistica 1~eerlandica ..1§_ ( 1964) 267- 282. 

10. Tn § 7 van dit proefschrift wordt bewezen, dat bij een gegeven 

gewichtsfunktie op de parameterverzameling ~ een sub-informatie 

beslissingsregel bestaat die optimaal is. Bovendien wordt aange

toond, dat er een dergelijke beslissingsregel is die werkt met 

zuivere strategieën. Het laatste is een nevenresultaat bij het 

bewijs van het eerste. De existentie bij een gegeven gewichta

funktie op JO van een optimale beslissingsregel met zuivere stra-
·o 

tegieën kan ook worden bewezen met behulp van de resultaten over 

gemengde beslissingsregels in § 3 van dit proefsc:b.rift. 

11. Invoering van het onderwerp Statistiek in het wiskunde pro

gramma van het Voorbereidend Wetenschappelijk Onderwijs is wense

lijk ter demonstratie van de basis van elke empirische wetenschap: 

de mogelijkheid te oordelen over de waarde van een theorie op 

grond van waarnemingsmateriaal. 


