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5 conclusions

In this paper, we have investigated the way to reduce
the power consumption of wireless personal area net
works thanks to the use of channel coding. Consider
ing the power levels achieved in such systems and the
consumption of channel encoders and decoders, we
have seen that channel coding can effectively reduce
the power consumption. The opposite conclusion was
found in some prior literature [7], but this seems to
be related to their hypothesis of low-efficiency front-
ends: whatever the transmitted power, they consider
a fixed overhead of some 100 nJ/bit, which seems def
initely too high if we want to consider low-power ap
plications. Estimating the minimal power consump
tion per bit for the front-end is a crucial issue: it
gives rise to a threshold below which coding becomes
useless, as the transmitted power becomes negligible.

In our case, considering applications with different
average bit energies ranging from 100 pJ to 10 nJ/bit,
we successively recommend, Hamming coding, short
constraint length convolutional coding, and in the
end turbo coding. These results hold for symmetric
systems, for which both encoding and decoding are
achieved in the transmitter and receiver. In more
specific situations, like “sensor networks” with low-
power nodes sending information to a central higher-
power receiver, we can use even more efficient codes,
as the decoders will not be as critical any more.

Finally, we would like to mention a few facts that
have not been considered in this paper. First, se
quential decoders for convolutional codes could be
considered. Even if they are suboptimaj, their re
duced complexity enables the selection of codes with
longer constraint lengths, meaning that the resultant
coding gain should be explored. Secondly, the fading
character of wireless channels has not been consid
ered, except through a power margin. If the fading is
fast enough to enable good averaging through inter
leaving, coding solutions will become even more ap
pealing that what was found here. As a last remark,
some applications may be strongly constrained not
only in power, but also in bandwidth. This is proba
bly not the case for WPANs, but if we want to extend
our analysis to such situations, trellis-coded modula
tions could be a possible solution.
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Abstract. The applicability of MPEG video coding can be improved by scaling the resource
usage, considering the desired application and the device that is going to be used. For this
purpose, we present a new resource-scalable motion estimation technique, based on a flexible
three-stage process. This process involves frame processing in display order independent of
GOP structures and approximation of MPEG motion-vector fields using multiple references.
Quality refinements are optional, giving a flexible framework with a large scalability range
(with a factor of 14) of computational effort and memory bandwidth usage, resulting in
different picture-quality levels or bitrates. Experiments show that in high-quality operation,
the new method slightly outperforms a full-search motion estimation with a search window
of 32 x 32 pixels, although it is based on a recursive block matcher that has only a fraction
of the complexity of a full-search block matcher. For e.g. mobile applications with power
constraints, the computational effort can be further reduced by at least 43% compared to a
single-pass recursive block matcher, at an expense of a slight increase of the bitrate (0.013
bits/pixel).

1 Introduction

internet-based applications (e.g. video conferencing), portable television applications and mobile
consumer terminals impose variable video quality requirements on the system architecture. These
requirements can be exploited for scaling the algorithmic complexity of the applications (such as
MPEG coding), while accepting a certain quality loss under circumstances as indicated below.
Firstly, a part of the available general-purpose computation power of a TV can be saved on-the-fly
to be able to perform other tasks in parallel by request. Secondly, when using small displays in e.g.
mobile devices, the observer cannot perceive fine details that are contained in the complete video
signal. However, for such devices, still a full and thus costly processing of the video is performed.

In this paper, it is our objective to design a scalable MPEG encoding system, featuring scalable
video quality and a corresponding scalable resource usage 11]. Such a system enables advanced
video encoding applications on a plurality of low-cost or mobile consumer terminals, having lim
ited resources (available memory, computing power, stand-by time, etc.) as compared to high-end
computer systems or high-end consumer devices. Note that the advantage of scalable systems is
that they are designed once for a whole product family instead of a single product.

A computationally expensive corner stone of an MPEG encoder is motion estimation, which is
used to achieve high compression rates by exploiting the temporal redundancy. The search of motion
vectors in the motion estimation process requires significant computational effort, because large
temporal distances between reference frames lead to large search areas. We have found considerable
savings in computation and introduce scaling by performing an initial motion estimation with the
video frames at the entrance of the encoder. This estimation is exploited to efficiently derive the
desired motion vector fields needed for the final MPEG encoding process. F~jrthermore, the quality
of full-search motion estimation can be obtained with an optional refinement stage.

The paper is organised as follows. Section 2 gives a brief introduction to the motion estimation
process and Section 3 adresses the problem statement. Section 4 presents a new technique to per
form motion estimation with considerable savings in computational effort and memory bandwidth
for resource-constrained applications. SectionS shows experimental results and Section 6 concludes
the paper.
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2 Motion estimation for MPEG coders
subgroup I subgroup 2

Successive frames of a video sequence have a temporal correlation that is utiised for video data~
pression, by sending frame differences instead of complete frames to the decoder, saving bandvidth
and/or storage space. Motion in video sequences introduced by camera movements or moving oh.
jects result In high spatial frequencies occuring in the frame-difference signal. A higher compr~05
rate is achieved by flattening these spatial frequencies using motion estimation and compen~00
techniques. Figure 1 shows the basic architecture of an MPEG encoder.

Video !‘~‘!!!~_f GCPI.
Input ~

Fig. 1. l3asic architecture of an MPEG encoder.

The motion estimation process in MPEG systems divides each frame into rectangular macro-
blocks (16 x 16 pixels each) and computes motion vectors per block. A motion vector signifies
the displacement of the block (in the x-y pixel plane) with respect to a reference image. For each
block, a number of candidate motion vectors are examined. For each candidate, the block under
test in the current image is compared with the corresponding block fetched from the reference
image, displaced by the motion vector. Alter testing all candidates, the one with the best match
is selected. This match is usually done on basis of the sum of absolute differences (SAD) between
the current block and displaced block. The collection of motion vectors fir a frame forms a motion
vector field.

The MPEG coding standard defines three different types of frames, namely I-, P-and B- frames,
where I-frames are coded without any temporal reference, thus as completly independent frames. P
frames are based on motion estimation using one temporal reference, namely the previous reference
frame. The motion between the reference frame and the P-frame is called forward motion. B-frames
are based on motion estimation that can use both backward and forward motion, hence they can
also refer to the upcoming reference frame. Reference frames are I- and P-frames. Since B-frames
refer to future reference frames, they cannot be (en/de)coded before this reference frame is received
by the (en/de)coder. Therefore, the video frames are processed in a reordered way, e.g. “IPBB”
(transmit order) instead of”IBBP” (display order).

Notations

For ease of discussion, we form subgroups ofpictures (SGOP) that have the form (I/P)BB...B(I/P)
within a group of pictures (GOP) according to the MPEG definition and we refer to Figure 2.

The number of pictures within a subgroup k is denoted by Ma, analogous to the prediction
depth M of a GOP, and can vary from SGOP to SGOP. The MPEG forward vector-field, which
is used in the prediction of the ii” frame of the SGOP, is denoted by f~. The MPEG backward
vector-field is denoted by b~. Arbitrary vector fields are denoted by (X,,, —a X,,) for the forward
case and (Xm +- X,,) for the backward case, indicating motion between frame Xm and X~ with
a > m. To indicate the frame type of X, it can be replaced by I, P, or B. In this paper, we discuss
motion estimation in terms of entire vector fields, rather than the individual motion vectors.

yjg. 2. Example of vector fields used for motion estimation in MPEG encoding after defining a GOP
structure. In this example, a GOP with a constant M =4 was chosen.

3 problem statement

A large number of algorithms has been proposed for reducing the computational effort of a full-
search motion estimation. The algorithms make a trade-off between complexity and the quality of
the computed vector fields. When compared to full search, popular algorithms like New Three Step
Search 121 and Center-Biased Diamond Search 131 provide a good quality of motion vector fields
at low cost. However, the accuracy of the motion vectors is limited for fast motion in the video
sequence.

Further reduction of the computational effort is achieved by using recursive motion estimation
(RME) [41(51 that derives candidate motion-vectors from previously computed motion vectors in
both the current motion vector field (so-called “spatial” candidates) or the previous motion vector
field (so-called “temporal” candidates). Currently, the usage of RME algorithms is limited to a
fixed GOP structure with M = coast. Only the vector field f~ç is used once for the computation
of the next field f~’ and without modification.

A more sophisticated approach for motion estimation is presented in [6], featuring a two-step
estimation process and enhanced vector-field prediction. The first step of this approach is a coarse
RME to estimate forward vector-fields. The second step uses the vector fields computed in the first
step as prediction and performs an additional RME. Vector fields used for prediction are scaled to
the required temporal distance.

The problem of the aforementioned algorithms is that a higher value of M increases the pre
diction depth, which implies a larger frame distance between reference frames, thereby hampering
accurate ME. Furthermore, the algorithms do not provide sufficient scalability. For these reasons,
we introduce a new three-stage motion estimation that works not only for the typical MPEG
GOP structures, but also for more general cases. Furthermore we introduce a new technique called
muiti-temporrd ME. These new techniques give more flexibility for a scalable MPEG encoding
process.

4 New three-stage motion estimation

Temporal candidate motion vectors play a key role within our new technique for ME. For this
reason, we propose the usage of R.ME (which is based on block matching), since such algorithms
make use of temporal candidates and provide a good prediction of the current motion in a video
sequence at low cost.

it is obvious that the prediction quality improves with a smaller temporal distanceD, where the
parameter D denotes the difference between the frame numbers of the considered frames. Therefore,
we commence with estimating the motion using the minimum temporal distance IDI 1, which
results in an accurate motion estimation that can be performed at low computational effort. Since

10 B~ 82 B3 P4 B~ B6 87 P8...
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a common MPEG GOP structure has M> 1 and thus some of the required vector fields i~
1)> 1, we consider this as a first stage to derive a prediction of vector fields. In a Second stage
these predicted vector fields are used to calculate the required vector fields according to the
standard. In a further stage, the vector fields can be refined by additional - although simple -

vector refinement. This concept results in a new motion estimation process that is carried out ~
three stages as follows.

— Stage 1. Prior to defining a GOP structure, we perform a simple RME for every received fran~e
X,, and compute the forward motion-vector field (X~1 -+ X,,) and then the backward fisid
(X~_1 +- X,j. For example, in Figure 2 this means computing vectors like f~’ and b~, but then
for every pair of sequential frames.

- Stage 2. After defining a GOP structure, all the vector fields F E {f,b} required for MPEG
encoding are approximated by appropriately accessing multiple available vector fields F4 an4
FB and combine them using the linear relation

F=a*FA +fl*FB,
where the scaling factors a and fi depend on the processed fields to obtain the correct tempor~
distance needed for F. For example, f~ fI+(Bi —~ B~) (see Figure 2), thus having a 1.
Note that a and fi become different if the frame distances change or when complexity scaling
is applied (see below).

— Stage 3. For final MPEG motion estimation in the encoder, the computed approximated vector
fields from the previous stage are used as an input. Beforehand, an optional refinement of the
approximations can be performed with a second iteration of RME.

Architecture

Figure 3 shows the architecture of the three-stage motion estimation embedded in an MPEG
encoder. Note that the amount of memory needed for the new architecture is the same as used for
the architecture shown in Figure 1, except for the additional motion vector memory. The amount
is the same because the entrance frame memory for Stage 1 can be integrated with the memory for
the reordering process. With respect to the additional vector memory, the following can be said.
The memory needed to store a vector field is negligible compared to the memory consumption of
a video frame. For comparison, the vector needs only 2 bytes, whereas a macroblock contains 256
bytes (luminance only).

Fig. 3. Architecture of an MPEG encoder with the new scalable three-stage motion estimation.

Let us now discuss several aspects of the architecture.

— The initial motion estimation process in Stage 1 is performed on succeeding frames, which
have a temporal distance of 1. Furthermore, Stage 1 uses original frames, without quantisation
errors. For these reasons, the RME results in higher quality prediction based on accurate motion
vector fields.

— Stage 2 can optimally choose a GOP structure by e.g. analysing the computed motion vector
fields. For example, if motion occurs in a sequence, the first frame that is followed by (almost)
zero motion can be defined as a reference frame.

— With Equation (1), Stage 2 introduces a new concept called multi-temporal ME. It means
the computation of a vector field results from combining two other vector fields (see example
in the description of Stage 2) and/or the total prediction is based on various vector fields (as
follows). We define the computations using various vector fields as a ‘~motion model”. Note
that such a motion model is independent of the initial stage of motion estimation, e.g. in our
case recursive block matching. For example, an affine motion estimation would simply lead to
more accurate motion vector fields. A prediction based on various vector fields can be used for
high-quality applications to approach different motion models like real velocity, acceleration,
zoom, rotation, etc. To give an example of multi-temporal motion estimation for an object
with constant motion speed, we predict a motion-vector field f by speciflng the motion model
“most recent velocity” by

(2 * — f,’~—2if i ≥ 3
2k_ J2*1L1
J — ~i _i.k—j

I Mr.~i
ifi=1,Mk._1=1

Note that besides our framework, any state-of-the-art motion estimation algorithm can be
improved by using multi-temporal vector-field predictions. This implies that a higher number
of predictions are generated for the computation of one vector field.

— Stage 3 is intended for high-quality applications to reach the quality of a conventional MPEG
motion estimation algorithm by refining the motion vectors that are approximated in Stage 2.

- Figure 3 indicates a central memory for motion vectors that is available for all three stages. The
advantage of this central memory is that it can be used in combination with multi-temporal
motion estimation to enhance the vector-field predictions. As indicated in the example pre
sented in Equation (2), the selection of vector fields for a further vector-field prediction is not
limited to vector fields that are found within the current SGOP, but also to the previous SGOP
(e.g. the use of b~’, in Equation (2)).

- The three stages are decoupled from the actual coding process and are connected with each
other via the central motion-vector memory This concept leads to a flexible usage of the three-
stage motion estimation, where within an SGOP, the stages can be processed in sequence or
in parallel.

The main advantage of the proposed architecture is that it enables a broad scalability range of
resource usage and achievable picture quality in the MPEG encoding process. This is illustrated
by the following statements.

— Stage 1 can omit the computation of vector fields (e.g. the backward vector fields) or compute
only significant parts of a vector field to reduce the computational effort and memory.

— The effort for computing a vector field can be reduced in all stages if a constant motion velocity
is measured in the current video stream.

— The set of motion vectors that are refined in Stage 3 can be limited to significant parts of a
vector field to save computations and memory accesses. If this refinement is omitted completely,
the new technique can take advantage of further reduced computational effort, because the
processing of vector fields in Stage 1 and 2 is much simpler than motion estimation itself when
applied to frames with a large temporal distance.

5 Experiments and results

The flexible scalable motion-estimation technique introduced in Section 4 gives a good opportunity
for quality and computational scaling. The results of a proof-of-concept experiment using the

(1)
if I 2
ifi=1, Mi_i >1

(2)

Vtloo frame
Input~
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“Stefan” sequence (tennis scene) is shown in Figure 4, based on a GOP size of N =16 and M
(thus “JBBBP” structure). We use the RME taken from [4] (limited to pixel-search) in
and 3 because of its simple design. Note that the RME for this proof-of-concept does not yet tSlq
advantage of the reduced temporal distance during the initial stage at the entrance of the
In this experiment, the scaling of complexity is introduced by gradually increasing the vector
computations in Stage 1 using the order f~, 12, 13, 1~, ba, b2, 1i5, and then the same order was us~
for the vector field refinements in Stage 3. The area with the white background shows the scaJabW~,
of the quality range that results from downscaling the amount of computed motion~vector fl.eJ~
Each vector field requires 14% of the effort compared to a 100% simple RME based on 4 fo~~j
vector fields and 3 backward vector fields when going from one to the next reference frame. Jf all
vector fields are computed and the refinement Stage 3 is performed, the computational eifor~ i~
200% (not optimised).

Fig. 4. SNR of reconstrm~e,j B-frames of the “Stefan” sequence (tennis scene) with different computat ions]
th’ort, P-frames are not shown for the sake of clearity (N = 16, M = 4). The percentage shows the differer~
computational effort that results from omitting the computation of vector fields in Stage 1 or Performisg
additional refinement in Stage 3.

The average SNR of the reconstructed P- and B-frames (taken after motion compensation
and before computing the differential signal) of this experiment and the resulting bitrate of the
encoded MPEG stream is shown in Figure 5. Note that for comparison purpose, no bitrate control
is performed during encoding and therefore, the output quality of the MPEG streams for all
complexity levels are equal. The quantisation factors IwfQUAArT we use are 12 for I-frames and 8 for
P- and B-frames. For a full quality comparison (200%), we consider full-search block-matching with
a search window of 32 x 32 pixels. The new motion estimation technique slightly outperforms this
full search by 0.36 dB SNR measured from the reconstructed P- and B-frames of this experiment
(25.16 dB instead of 24.80 dB). The bitrate of the complete MPEG sequence is 0.012 bits per
pixel (bpp) lower when using the new technique (0.096 bpp instead of 0.108 bpp). When reducing
the computationaj effort to 57% of a single-pass RME, an increase of the bitrate by 0.013 bpp
compared to the 32 x 32 full search is observed.

6 Conclusions

We have presented a new scalable technique for motion estimation in MPEG encoding. The scal
ability can be exploited to reduce the computatjo~ effort over a large range making our system
feasible for low-cost mobile MPEG systems. The motion-estimation technique has been split into

Resuftkig SM~ and bltrata for scaled computation effort
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Pig. 5. Average SNR of reconstructed P-and B-frames and resulting bitrate of the encoded “Stefan” stream
~ ~fferent computational efforts. A lower average SNR results in a higher differential signal that must be
coded, which leads to a higher bit-rate.

a precoinputat on stage and an approximation stage. Optionally, a refinement stage can be added
to come to the quality of a conventional MPEG encoder (or even outperform it). In the precom
putation stage, we used a simple recursive block matcher to find rather good motion estimates
because the frames are processed in time-consecutive order. In the approximation stage, vector
fields are scaled and added or substracted (thus having multi-temporal references), which is less
complex than performing advanced vector searches. The computation of e.g. the backward motion
estimation can be omitted to save computational effort and memory bandwidth usage.

First experiments with the new method show that a full processing of our framework slightly
outperforms a 32 x 32 full-search motion estimation when quality is compared. For comparison
of the computational effort, we have used a simple recursive block matcher as a reference (note
that this is a challenging comparison, because the algorithms are completely different). With a
12% increase of the bitrate, a reduction of 43% in computational effort is obtained, compared to a
single-pass recursive motion estimation. The advantage of the proposed system is that it offers a
large range in saving computational effort. In our experiments, the computational effort is scaled
by a factor of 14, resulting in an average SNR range from 17.84dB to 25.16dB of the reconstructed
P- and B-frames and a bitrate range from 0.164 bpp to 0.096 bpp.
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