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1
Introduction

1.1 Research area and problem statement

There is currently a major technological revolution takingplace with regard to
the availability of digital video on the markets for personal computers (PC), con-
sumer electronics (CE) and mobile devices. Consumers are moving from analog
TV reception and analog storage to digital storage and, moreimportantly, to elec-
tronic management of video. Direct Broadcast Satellites (DBS) transmit digital
signals; cable service providers are installing infrastructures with digital capability
and there is a substantial growth in the availability of digital video channels [1].
Tiny video clips and movie trailers can be watched on the Internet, while video-
on-demand enables entire movies to be shown whenever and wherever the user
requires. Personal computers and handheld devices are joining TV sets as facili-
ties for showing videos. As more and more of the devices in consumers’ houses
have the facility to acquire, process and display video, theinterconnectivity of the
devices has set an immense challenge.

Households have a fully developed infrastructure for analog video. This infras-
tructure, however, cannot be extended in a cost-effective way to serve the emerging
devices that work with digital video. For example, in order to watch a video from
different devices, a physical connection (cable) is required between the devices and
a TV set. This involves a huge amount of cabling in the house and may require the
user to have specific expertise if devices need an intermediary to connect (as in

1



2

the case of a handheld or mobile device connected via a PC to a TV set). There
are currently a variety of research and development projects in progress that focus
on creating an interoperable digital video infrastructureinside the house. The first
step towards a solution is to create and deploy an in-home network that can be used
for video distribution.

1.1.1 In-home networks

An in-home network1 provides a convenient means for connecting together dif-
ferent consumer electronics devices – from DVD players and TV sets to PCs and
PDAs. The introduction of new pervasive computing devices,such as PDAs, hand-
held computers and smart phones that allow users access to multimedia informa-
tion, means that home networks have to be partly wireless.

Figure 1.1. Home network.

Figure 1.1 shows an overview of a home network. The network ismade up of
a mixture of interconnected PC and CE devices. The devices are subdivided into
servers and clients according to their capacity for handling video: clients process
and display the video, whilst servers distribute the video and can also process and
sometimes even display. The video is distributed directly or via a gateway, which
is also responsible for connecting the home network to the Internet. The gateway
is seen by most CE manufacturers as a powerful PC-based solution.

1For simplicity, in this and the following chapters, we usehome networkas a shorthand forin-
home network.
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1.1.2 Problem statement

In general, there are two types of video delivery: video streaming and video deliv-
ery by download. Video streaming is the real-time transmission of video to a client
device that enables simultaneous delivery and playback of the video. In effect,
video streaming splits the video into parts, transmits these parts in succession and
enables the receiver to decode and play back the video as the parts are received,
without having to wait for the entire video to be delivered. In video streaming
there is usually a short delay between the start of the delivery and the beginning
of playback at the client. Video streaming also has low storage requirements since
only a small portion of the video is stored at the client at anypoint in time. This is
in contrast to file download, where the entire video has to be delivered and stored
on the client device before playback can begin. Unlike conventional applications,
video streaming generally requires a continuous bandwidthguarantee as well as
stringent bounds on delays and jitters [2].

Wireless streaming environments present many challenges for the system de-
signer. Wireless streaming systems are limited by wirelessbandwidth and client
resources. Video makes the most stringent requirements on the network – a suc-
cessful video streaming system has to combine limited latency with high capacity
and low bit error rates. Wireless network bandwidth is scarce because of its shared
nature and the limitations in the availability of wireless spectrum [2]. Even though
wireless media can cope with occasional transmission errors, their performance can
be devastated by bursts thereof [3]. Client resources are often limited in practical
terms by power constraints and by display, communicationaland computational
capabilities. Different devices have different processor/memory potential, so not
every device will necessarily be capable of processing all video data that is sent by
the server.

A successful wireless video streaming system must be able tostream video
to heterogeneous devices over erroneous communication links with a fluctuating
bandwidth. To achieve a high level of acceptability of wireless multimedia (in
particular wireless video), several key requirements needto be satisfied to ensure a
reliable and efficient transmission:

• easy adaptability to wireless bandwidth fluctuations caused by co-channel
interference, multipath fading, mobility, handoff, competing traffic, etc.;

• robustness to partial data losses caused by the packetization of video frames
and high packet error rate; and

• support for heterogeneous clients with regard to their access bandwidths,
computing capabilities, buffer availabilities, display resolutions and power
limitations.

The CE manufactures and service providers are among the major stakeholders
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in the deployment of a wireless video streaming solution on the market. Their main
motivation is to make profit by introducing a new system and, at the same time, to
minimize the cost of manufacture. A solution must, therefore:

• reuse the existing devices and software systems as much as possible,

• use legacy devices,

• comply with existing standards.

An additional requirement that originates from the real-time properties of the
developed system is low start-up latency. Start-up latencyis defined as the maxi-
mum time from the start of the streaming to the time video playback starts at the
display.

1.2 Domain analysis

This section gives an overview of the approaches, methods and techniques that
exist in the formulated research area. An introduction intothe domains that are
discussed in the thesis can be found in Appendices A and B.

1.2.1 Video adaptation for network

A network-aware application, i.e. an application that can deal with changes in the
network environment [4], should adjust its behavior in response to network per-
formance variations. Since transmission rate is dictated by channel conditions,
problems arise if the available transmission rate is lower than the video bit rate.
Video content adaptation techniques enable the video to be adapted2 to suit the
varying network conditions. These techniques aresimulstore, stream switching,
frame dropping, transcoding, scalable video coding, andmultiple descriptive cod-
ing. The first five techniques aim at adaptation of the video stream to the bandwidth
limitations, themultiple descriptive codingis a technique that improves robustness
of the transmission. Further categorization of the techniques is given in Table 1.1.

Adapting to the bandwidth. Static.

Thesimulstoresolution is based on simultaneous storage on the sender of different
streams with different spatial resolutions, temporal resolutions and signal-to-noise
ratio levels. When a sender starts streaming it chooses an appropriate stream ac-
cording to present network conditions. The advantages are optimum coding effi-
ciency for each individual stream, easy selection of the appropriate stream at the
sender side and low complexity at the sender and client [5]. Amajor disadvantage
is that the stream is chosen at the start of a transmission andthe sender cannot

2The termadaptedequally relates to dropping parts of the data during the transmission as well as
to decreasing the amount of data that is prepared to be streamed.
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Aim Technique Type
adapting to the bandwidth simulstore static

stream switching static/ dynamic

scalable video coding static/ dynamic

frame dropping dynamic

transcoding dynamic

improving robustness multiple descriptive coding

Table 1.1. Video content adaptation techniques. The two basic categories are:
adaptation to the bandwidth limitations and robustness improvement. The adap-
tation to the bandwidth is sub-categorized into static/dynamic or mixed types.
‘Static’ means that the technique pre-processes video databefore the streaming
starts. ‘Dynamic’ means that an adaptation of the takes place during the stream-
ing as a reaction of bandwidth changes.

change it if network conditions are changed. Thus, the choice of bit rate for a
stream is always based on a worst-case analysis, which leadsto poor bandwidth
utilization.

Adapting to the bandwidth. Static/dynamic.

Stream switchingis an extension of thesimulstoreapproach which allows another
stream to be selected if the transmission conditions have changed. Stream switch-
ing offers an additional advantage to the simulstore solution – it allows adaptation
to a varying transmission capacity. Furthermore, also a transition to another media
format is possible by simply selecting another stream [5]. However, the reaction to
a change in network conditions is slow. The change delay depends on the distance
to the next switch point3 and the number of frames that are currently in the sender
buffer. On average the delay ranges from1 – 2 frames to10 – 15 frames, which is
unacceptable for a wireless environment because of the frequent bandwidth fluctu-
ations. Also, the long time bandwidth variation may lead to poor bandwidth usage,
as it is impossible to have streams with all possible requested bit rates.

A large part of the research activities carried out into video streaming are con-
centrated on the use ofscalable video codingthat describes the encoding of video
frames into multiple layers, including a base layer (BL) of relatively low-quality

3Special switching frames are used for switching to another stream
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video and several enhancement layers (ELs) that contain increasingly more video
data to enhance the base layer and thus give rise to video of increasingly higher
quality [6]. The principles ofscalable video codingare described in Appendix A
together with the standard coding techniques. Examples of proprietary scalable
video coding schemes can be found in [7, 8, 9, 10].

An adaptive priority-based selective repeat transmissionscheme for transmit-
ting scalable video over a single-hop lossy wireless link isproposed in [11]. The
proposed on-line priority-based scheme prioritizes all layers of various frames of
a group of pictures and transmits them over a lossy wireless link. Although the
scheme achieves good results with respect to video quality,it requires a substantial
control effort in the transport layer.

A real-time video transmission scheme, which is based on scalable noncausal
predictive codec with vector quantization and conditionalreplenishment [7] and is
capable of providing spatial and temporal scalabilities, is described in [12]. The
approach eliminates error propagation by combining bandwidth adaptability with
error concealment. The scheme produces a relatively constant visual quality in
real-time streaming over wireless networks.

The construction of a model that takes into account the framedependencies
of scalable video streams and analysis of the performance ofdifferent packet-
dropping mechanisms is described in [13]. The findings show that scalable video
combined with the priority dropping mechanism gives rise toa higher throughput,
lower delay and lower delay jitter for multimedia transmission.

In [14], authors propose a new scalable video transmission scheme which does
not require major changes in network protocols. In the proposed scheme frames
are dropped dynamically either by the sender or by the network, depending on the
level of network congestion. The scheme is based on encapsulation of video frames
with priority information which is used to allow the networkto drop frames during
congestion.

The system proposed in [15] provides unequal error protection for the layers of
a scalable video. Results show that the picture quality of a streamed video degrades
gracefully as the packet loss probability of a connection increases.

Additional research that have been reported in the literature for adaptive
streaming of scalable video described in [16, 17, 18].

Adapting to the bandwidth. Dynamic.

Frame droppingis one of the major techniques for rate adaptation to bandwidth
variations in video streaming applications. Efficiency andsimplicity are the major
reasons that the method is widely used. Frame dropping, however, is undesirable
when it happens at high frequency and especially when two or more frames are
dropped consecutively. In the wireless environment, however, the bandwidth may
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fluctuate with a large amplitude, which forces a number of frames being dropped
in a short period of time. This causes motion judder since thedropped frames
usually are replaced by replaying previous frames, which, in turn, is very annoying
to viewers.

Transcodingis the transformation of media from one format to another (e.g.
from MPEG-2 to MPEG-4) or the transformation of media withinthe same media
format (e.g. change of frame rate, bit rate or image resolution) [19, 20, 21, 22, 23].
Transcoding is extremely efficient for handling long-term bandwidth variations.
However, for short drops in bandwidth the reaction delay is in the order of a few
frames (a number of frames could still be in a sender buffer plus a transcoder
needs at least one frame to adapt rate control). Also, adaptation of the media in
the network is not possible. Some examples of the transcoding solutions for video
streaming are described in [24, 25, 26, 27].

Improving robustness.

Multiple Description Coding (MDC)is a source coding method where a source is
encoded into a limited number of descriptions such that, whenever some descrip-
tions are lost, the quality gracefully degrades [28, 29, 30]. In general some amount
of redundancy has to be added in order to increase the error resilience and to en-
hance the gracefulness resilience. There are methods of symmetric MDC where
each description is equally important and equivalent (similar but not the same)
and, more promising, asymmetric MDC where descriptions that are not equally
important and may be prioritized (so, having descriptiononemay give better qual-
ity than having only descriptiontwo). A general framework based on the method of
asymmetricmultiple description coding(AMDC) is presented in [28]. The AMDC
encoder fits the network conditions and in many cases outperforms single descrip-
tion coding, symmetric MDC, layered coding and in some caseslayered coding
with unequal error protections [28].

A combination ofscalable video codingandmultiple descriptive codingis pos-
sible with descriptions are formed using MDC with forward error correction build-
ing on a scalable video coder. The advantage of the approach,as described in [31],
is that video streaming becomes robust against bandwidth variations or failing net-
work nodes, which in both cases cause random chunks of data tobe unavailable to
a video decoder.

1.2.2 Multimedia processing on terminals

Multimedia processing on a receiving device (terminal) represents another field of
research relating to video streaming. Sometimes a device isnot capable of process-
ing the whole video that is sent by the sender, so one of two approaches has to be
applied: either the amount of video data that is being sent tothe device is scaled
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down or the complexity of the video processing is reduced. The first approach sim-
ply involves video content adaptation, which is described in the previous section.
The substantial difference is that the content adaptation,which is performed at the
sender side, is the result of feedback from the receiving device to the sender. The
second approach addresses terminal resource management.

Terminal Resource management

Scalable algorithms [32] have become popular enablers of dynamic resource man-
agement, where the worst-case analysis is substituted withestimates for average
load. In general, a scalable algorithm is an algorithm that allows a trade-off be-
tween resource usage and the output quality of the algorithm. A scalable video
algorithm (SVA) can be manipulated via its internal settings to produce a video
stream of variable quality. The basic idea behind SVA is shown in Figure 1.2. The

Control Mechanism

Scalable AlgorithmIn Out

Parameter(s)

 

Figure 1.2. Scheme of a scalable algorithm.

control mechanism influences the behavior of the algorithm by means of a set of
parameters, taking into account the present state of the system and, in particular,
the resource availability.

A method for regulating the varying computation load of a scalable MPEG de-
coder is described in [33]. The decoding quality of a frame isscaled in accordance
with the estimated complexity of the frame processing and the resources required
for the processing. The method optimizes the output qualityof individual frames.

The work described in [34] optimizes the overall quality of avideo whilst
changing the quality of the video processing in order to fit inwith the resource
limitations of the terminal. The approach balances different QoS parameters: pic-
ture quality, deadline misses and quality changes.

1.2.3 Adaptable multimedia streaming

There are a number of solutions [35, 36] for using feedback control to adapt dy-
namically to the amount of resources available over the whole video delivery and
processing chain, including sending video over the network, receiving it from the
network, decoding, and displaying the decoded video. The framework described
in [35] adapts video content on the basis of the feedback information from the re-
ceiver with respect to the observed network conditions and the current resource
availability on the device. The adaptation of the video is based on frame-rate re-
duction [36].
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1.3 Focus of this thesis

To outline briefly the application domain in which the work described in this thesis
is to be executed, we show a simplified example of a home network. Figure 1.3

Figure 1.3. Home network view used in this thesis.

shows an example of a video streaming system that consists ofa set of receivers
(TV and PDA) wirelessly connected to a sender (gateway). Thegateway is con-
nected to the outside world via an Internet connection. Thisconnection is used to
receive video content either in real time (e.g. video-on-demand or live broadcast-
ing) or by downloading a video and storing it for use at a laterstage. In addition, the
gateway obtains video content from the DVD player, which serves as an in-home
video content supplier. The gateway distributes content via the wireless network
to TV and/or PDA. Since the available bandwidth may fluctuateover time, for ex-
ample due to signal interference or because the channel is being used by another
application, the gateway should adapt the video signal continuously to ensure the
best possible video quality on terminals.

We recognize long- and short-term bandwidth variations on awireless link.
A long-term bandwidth change can be caused, for example, by one or more new
applications that use the same link or by changing the distance between a sender
(or an access point) and a receiver. A short-term bandwidth change usually occurs
as the result of interference.

In this thesis we use a simple sender-receiver model. A sender is a powerful
device that provides media access to video data for all receivers in the net. A sender
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can also pass on the content received in real time (applications for broadcasting
sporting events, for example). A receiver is a CE device. It is very important
that the costs are low for these devices, which means low processing power and
minimum memory use.

1.3.1 Purpose

The main purpose of this thesis is to design a framework that enables video stream-
ing to resource-constrained terminals and performs a bit-rate adaptation that can be
used to improve the quality of video transmission by tackling short- and long-term
bandwidth fluctuations. The framework is required to handlenetwork and terminal
resource constraints.

Network issues

0

1

2

3

4

5

6

7

8

0
.0

4

1
.0

4

2
.0

4

3
.0

4

4
.0

4

5
.0

4

6
.0

4

7
.0

4

8
.0

4

9
.0

4

1
0

1
1

1
2

1
3

1
4

1
5

1
6

1
7

1
8

1
9

2
0

2
1

2
2

2
3

2
4

Time (sec)

B
a
n

d
w

id
th

 (
M

b
p

s
)

Figure 1.4. Bandwidth fluctuations on a wireless channel.

Figure 1.4 shows an example of the bandwidth fluctuations as perceived by a
TCP stream sent at maximum packet rate. For the first5 seconds the TCP stream is
the only user of the link. Then, for the next5 seconds an additional wireless stream
shares the link, for the next5 seconds a third stream is added, then for the next
5 seconds the second stream stops and, finally, after20 seconds, the third stops as
well. Every40 ms the amount of bits that have arrived is measured to obtain the
effective bit rate for the TCP stream.

The solid line depicts a video quality level close to the measured value4. The
price paid for this is an occasional loss of data. In general,occasional losses are

4For the sake of simplicity, the average bit rate is used in thefigure. In reality, the bit rate of
individual frames is slightly different from the average, as explained in Appendix A.
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acceptable in a streaming application as these losses do notaffect the perceived
video quality very much.

To exploit the available bandwidth to the full, the video bit-rate curve should re-
trace the measured curve shown in Figure 1.4. However, this is impossible in prac-
tice due to such factors as the variable bit rate of the video,the use of fixed-sized
video layers, etc. Even when the video bit rate follows the available bandwidth, the
end user is faced with the unpleasant effect of frequent quality changes [37].

We could change the bit rate of the video on the basis of feedback. This would
trigger the source to change to another bit-rate value when appropriate. In Fig-
ure 1.4, we base this triggering on the changes in the two average bandwidth values
denoted by dashed and solid lines. However, knowing when thebit-rate change
should occur is not enough, we need to know by how much the bit rate should
change. Should we aim for a worst-case (dashed line) or a more‘optimistic’ guar-
anteed level (solid line)?

Using the more pessimistic dashed line, the video gets through with maximum
probability. However, the drawback is the low effectiveness of the bandwidth us-
age. We see that due to the fluctuations in the intervals[1, 5) and [20, 25), the
worst-case is1 Mbit/s below the measured bit rate, while in interval[9, 14) the
bandwidth fluctuation becomes so high that the worst-case scenario brings us no
video at all.

A video that follows the solid line utilizes the available bandwidth effectively
and keeps the amount of lost data within reasonable limits. The challenge set by the
network is how to provide a solution that executes bit-rate adaptation in accordance
with an ‘optimistic’ pattern of behavior.

Terminal issues

Besides the network aspects, the capability of the receivers also comes into play.
Different CE devices have different processor/memory potential, thus not every
receiver may be capable of processing all video data that is streamed by the sender.
A receiver should be allowed to receive and process different amounts of data in
accordance with its capability.

Figure 1.5 shows an example of the processing resource consumption for de-
coding a video. For the sake of simplicity we assume that a video can be processed
at three different quality levels. The quality level of the processing is determined
by the video bit rate; higher bit rates require higher processing levels and opera-
tion at lower quality levels forces the decoder to process less video information.
The decoding of a video at the first quality level only consumes an average of23%
of the resources available on the terminal, processing at the second level requires
38%, while processing at the third level consumes about75% of the resources.
Table 1.2 shows the relationship between quality level and video bit rate.
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Figure 1.5. Resource availability vs. resource demands forvideo decoding.

Quality level Bit-rate
1 2 Mbps
2 3 Mbps
3 6 Mbps

Table 1.2. Relationship between quality level of the decoding and bit rate of the
video.

As shown in Figure 1.5, during the first7 seconds the video-processing ap-
plication is allowed to use almost100% of the available resources. From6 to
16 seconds another application uses the resources, leaving the video processing
with only 50% resource availability. In this case, processing at the third level is
not possible, so the decoder changes to the second quality level. After 16 seconds,
the video-processing application is again allowed to use100% of the resources,
however, high resource demands due to an increase in the complexity of the video
in the16 to 20 seconds time interval force continuous switching between the third
and second quality level.

Whenever the resource demands are at the limits of the resource availability, the
decoding process is often forced to make changes to the quality level, which leads
to frequent quality changes in the output video. As has already been mentioned,
the end user does not appreciate these quality changes.

In the example shown in Figure 1.5 it would be best for the decoder to operate
at the second quality level during the time period from16 to about19 seconds. The
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quality provided by the decoder is then average, but stable.
The key challenge set by the terminal is to develop a decodingalgorithm that

provides a good video quality whilst keeping the number of quality changes to a
minimum.

System level issues

The decisions made by the sender with respect to the bit-rateadaptation and the de-
cisions made by the decoding process with respect to the quality level for decoding
need to be synchronized when a terminal is connected to a network. Figures 1.4
and 1.5 show that the intended behavior of the sender and terminal do not agree
during the time period from16 to 21 seconds. The terminal tries to process the
video at the third quality level, while the bit-rate adaptation shrinks the bit rate to
about3 Mbps, thus leaving the terminal with an insufficient amount of data.

It is essential to create an overall control mechanism that synchronizes the local
decisions made by the sender and the terminal if the designedframework is to be
deployed successfully.

1.3.2 Assumptions and limitations

Several assumptions have been made with regard to the environment in which the
framework should operate.

MPEG-2 is the only standard for the video distribution inside the home net-
work. As a result, all the client devices are capable of processing a MPEG-2 video.
The gateway gets the video from the Internet or from a storagedevice inside the
home in non-scalable MPEG-2 (a typical source for video is DVD). The gateway
has sufficient resources to transcode the video into a scalable format and to stream
the video over the network.

The connection between sender and receiver is either wireless or a combination
of wireless and wired links. The wireless connection is formed with an access
point. Since our solution focuses on home networks, the usual number of network
devices in the network is one (the access point) or, in exceptional cases, two. If
traffic shaping is performed on the network, we assume no collaboration between
the framework and the traffic shaping mechanism.

The service discovery mechanism is outside the scope of thisthesis. We assume
that the sender and receivers know each other, i.e. they can connect directly with
their IP addresses.

1.3.3 Contributions of this thesis

The main contributions presented in this thesis have been published in a number of
research papers [38, 39, 40, 41, 42, 43, 44, 45]. The contributions fall within three
areas – scalable video coding, video streaming, and terminal resource management.
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These areas are linked by the context of the research, QoS framework for video
streaming to resource-constrained terminals.

In this thesis we present a framework for achieving high-quality video trans-
mission over wireless networks based on scalable video coding. An important
advantage of the proposed scalable video coding scheme is that it only requires a
non-scalable legacy video decoder to process each layer. The approach can there-
fore be used for video streaming to CE devices.

Slow bandwidth fluctuations are present in all networks whenstreams share the
bandwidth. The proposed framework removes video information to reduce the bit
rate of the video in a controlled fashion. At the sender side,a transcoder adapts the
bit rate to the slow fluctuations while the fast fluctuations,which are specific for
wireless networks, are dealt with by throwing away layers ofthe scalable video.
The absence of dependencies between frames in enhancement layers makes the
system resilient to the loss of arbitrary frames from an enhancement layer. The
proposed methodology for creating enhancement layers based on frames with in-
dependent fail characteristics is not MPEG-2 specific and can be applied to other
coding standards.

Important quantities are the number of layers and the size ofthe layers, which
define layer configuration. A change in the network conditions forces a change in
the number or size of one or all of the layers. We demonstrate that knowledge of
the network conditions helps in choosing an optimized layerconfiguration for the
scalable video coding.

Scalable video is chosen to make trade-offs between user-perceived quality
and terminal resources. We show that a controller can be usedfor a terminal to
optimize perceived quality with respect to the available processor power and the
amount of input data. The developed controller does not depend on the type of
scalability technique. The controller uses the strategy that is created by means
of an Markov Decision Process (MDP). Additional research addresses parameter
setting optimization.

1.4 Outline of the thesis

Chapter 1 provides an overview and background of the research covering introduc-
tion to the research area, formulation of the research questions and overview of the
issues that are addressed in this thesis.

The top-down approach is used in the description of the system (see Fig-
ure 1.6). The conceptual overview of the system is first formulated in Chapter 2,
specifying but not detailing any subsystems/components. Each subsystem is then
refined in yet greater detail in Chapters 3 to 5.

Chapter 2 focuses on the description of the framework and itscomponents.



1.4 Outline of the thesis 15

Figure 1.6. Structure of the thesis – a top-down approach.

The chapter describes responsibilities of the components and communication be-
tween them. This chapter discusses how video data can be efficiently distributed
to a receiving device. The key technology is scalable video coding. The chapter
shows how a framework assists in adapting the digital code tothe changing trans-
mission conditions to optimize the quality rendered at the receiver. The conceptual
description of the framework has been presented in 2005 at the IFIP International
Conference on Embedded and Ubiquitous Computing (EUC-05) under the title “A
Framework for Video Streaming to Resource-Constrained Terminals” [39].

Chapter 3 provides an overview of the developed scalable video coding
scheme. The proposed video coding scheme requires standardnon-scalable
MPEG-2 video decoders, and is suitable for the needs of the both, video streaming
and video processing, parts of the framework. The new schemeproduces video
without dependencies of the base layer on an enhancement layer and dependen-
cies between frames in an enhancement layer. This allows an easy drop of an
arbitrary number of frames from an enhancement layer and decreases the required
bandwidth, which helps to accommodate wireless link fluctuations. The paper that
describes the proposed scalable video coding and presents results of an evaluation,
where the new scalable video scheme is compared to a non-scalable solution has
been presented in 2005 at the Ninth IASTED International Conference on Internet
and Multimedia Systems and Applications (IMSA 2005) under the title “Wireless
Streaming based on a Scalability Scheme using Legacy MPEG-2Decoders” [44].

Chapter 4 covers the issue of controlling the streaming of scalable video over
wireless links and describes how scalable video transmission can adapt to the
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widely and frequently fluctuating bandwidth. The streaminguses TCP, which pro-
vides the following advantage: all the intelligence of the system is concentrated at
the sender side; no network protocol adaptation is needed. Adynamic adaptation
of the scalable video to the available network resources that is based on a hierar-
chical approach to handle at the highest level the slow bandwidth changes, and at
a lower level the fast bandwidth changes has been presented in 2007 in Journal of
Systems and Software under the title “Hierarchical resource allocation for robust
in-home video streaming” [45].

Chapter 5 mainly focuses on the terminal resource management research and
shows that scalable video techniques together with a controlling mechanism for a
device that receives and decodes video data provide good user experience while
adapting to the limitations of the device. The challenges are resource limitations of
the device (processor) and network (bandwidth). The developed controller that op-
timizes user-perceived quality by smoothening the qualityfluctuations and avoid-
ing deadline misses has been presented in 2004 at the IEEE International Confer-
ence on Multimedia and Expo (ICME 2004) under the title “Predictive Control of
Video Quality under Fluctuating Bandwidth Conditions” [43]. A method to de-
crease an amount of pre-calculated strategies for the controlling mechanism by ex-
ploring the dependency between layers configuration and network conditions has
been presented in 2005 at the IEEE 14th International Conference on Computer
Communications and Networks (ICCCN2005) under the title “Adaptable video
streaming over wireless networks” [38].

Chapter 6 covers the evaluation of the proposed solution. The tests include
evaluation of the scalable coding technique, streaming techniques, and terminal re-
source management. This work shows that scalable video techniques together with
a controlling mechanism for a device that receives and decodes video data provide
a solution to some challenges posed by home networks. The challenges are re-
source limitations of devices (processor, memory, etc.) and network (bandwidth).
Additionally, a wireless network usually has bandwidth fluctuations that consecu-
tively lead to rapid throughput fluctuations. These rapid changes severely reduce
the quality of viewing as perceived by an end user. We developed a controller that
optimizes user-perceived quality when looking at available input data and available
processing power. The quality is optimized by smoothening the quality fluctuations
and avoiding deadline misses.

Chapter 7 provides a summary of the various concepts and methods introduced
in this research. It also covers applicability, limitation, as well as future recom-
mended expansion on this research.



2
System description

This chapter describes a framework that enables real-time wireless video stream-
ing between various CE devices in a home environment. The chapter defines the
structure in which the different elements of the framework are described. As the
basis for the description of the framework we use a distributed system that consists
of a sender and receiver connected to a network.

The chapter describes the minimum set of framework components required
for the video streaming and video processing on a resource-constrained terminal
that satisfies the requirements coming from the problem statement section of the
previous chapter. A component has a certain input, output, behavior, and may
have responsibility to take decisions that influence the configuration of the whole
system. The behavior of the component is the most important characteristic; it is
described informally or in precise algorithmic notation.

2.1 Adaptation to the resource limitations

The system consists of three basic elements: sender, receiver and network. Two of
the elements, receiver and network may and, most of the time,do have resource
limitations. Both receiver and network resources, are often used by other appli-
cations, which makes control of resource availability impossible. In addition, net-
work bandwidth may fluctuate due to physical properties of the medium, which
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makes impossible not only control, but also prediction of changes in the resource
availability.

A system that streams video without taking into account availability of re-
sources, experiences data losses during transmission or during decoding of video
material every time there is resource shortage. The rendering of video material is
very sensitive to data losses because usually the losses create artifacts (mostly, due
to time-dependency in video decoding) that are extremely annoying to the user. To
make a sender-receiver react to changes in resource availability, a policy is pro-
posed to describe how, when and what parts of the system should adapt to the
changing conditions.

The change in network resources (bandwidth) suggests to have the sender per-
form video adaptations to minimize transmission losses andmaximize quality.
These adaptations must be highly flexible due to the unpredictability of the trans-
mission losses. The terminal resources such as processor cycles, define the quality
of the video processing. Changes of terminal resources are handled locally in the
receiver.

Figure 2.1 shows the basic scheme of the policy for adaptation to resource
changes in the sender-receiver system. The sender continuously observes the net-
work and the receiver observes its terminal resource constraints. As soon as the
network conditions change the sender reconfigures the transmitted video code (i.e.
the number and sizes of the layers of scalable video code). Changes in the video
code are observed by the receiver, which adapts its processing settings. The time
granularity of the actions shown in Figure 2.1 is given in Table 2.1. The sender
observes the network every time a part of video data is transmitted. A typical
video stream comprises25 or 30 frames per second, so every30 – 40 ms a new
frame is available for transmission. That gives a time granularity in milliseconds
for network observations. Not every change in network conditions should lead to
the reconfiguration of the video coding. Depending on the projected sensitivity of
the system and the particularities of a network environment, the time granularity
of video-coding reconfiguration could be in seconds or, even, minutes. The time
granularity of the resource-constraints observations at the receiver is in seconds
or minutes, because the changes of terminal resources are inmajority the result
of starting/finishing of an application. Consequently, theadaptation of processing
settings at the receiver has a time granularity in seconds/minutes.

The video configuration information is absolutely essential for the decoding
process. Incorrect configuration information leads to an incorrect decoding process
and artifacts. The purpose of the whole framework is the suppression of artifacts.
To guarantee the successful transmission of the change in video code configuration,
this information is incorporated in the video data stream.
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Figure 2.1. The decision-making algorithm for the sender and receiver. Solid
lines show the transition from one algorithm block to another as the result of an
event. Dashed lines show events that initiate changes on an another device.

Device Action Projected time granularity
Sender Observe the network milliseconds

Sender Reconfigure the video coding and in-
form the terminal about the change

seconds / minutes

Receiver Observe resource constrains seconds / minutes

Receiver Adapt processing settings seconds / minutes

Table 2.1. Overview of the projected time-granularity for the decision-making
algorithm.

2.2 System design

The design of our framework is shown in Figure 2.21. A receiver, which is con-
nected wirelessly to the sender, processes incoming video data in accordance with
local resource limitations. The sender adapts the input video data in accordance
with the network conditions.

The video data comes to the sender from a storage inside the house (for ex-

1For simplicity, in the following figures, we omitLossless networkthat provides an input to the
transcoder as well asDisplay that always serves as an output for the decoder .
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Figure 2.2. Video-distribution system that is based on multi-layered scalable
video. The sender application comprises of the scalable video transcoder and the
streaming solution. The receiver application consists of scalable-video decoder
and the network reader.
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ample, DVD player) or from online source outside the house (for example, video-
on-demand). The developed system accepts video only in MPEG-2 format. If
necessary, the sender transforms the incoming video into MPEG-2 format. This
transformation is outside the scope of the thesis.

The sender produces a set of video streams, where every stream carries one
layer of a scalable video. Every stream can be decoded by a non-scalable MPEG-
2 video decoder. The decoded layers can be merged by a summation module to
obtain video of a high quality.

The video streams are sent to the receiver via an unreliable communication
channel (e.g. wireless network). The sender takes care thatthe streams are packe-
tized in accordance with specifications of the communication protocol. The pack-
etization at the sender and de-packetization of data at the receiver are outside the
scope of the thesis.

The receiver acquires data streams from the network, decodes every stream,
merges the decoded layers and displays the result on the screen.

The video data travels through the sender via the following path:

1. The transcoder reads non-scalable MPEG-2 video stream fromthe reliable
channel, processes it and writes to the output buffers the video streams that
contain layers of the scalable video. The transcoder creates one output buffer
for every layer.

2. The streaming solution takes data from the transcoder output buffers and
fetches it into protocol buffer, according to the layer priorities.

3. The transmission protocol takes responsibility to send data over network to
the receiver.

At the receiver side the video data goes through the following path:

1. The incoming data packets are stored in the protocol input buffer.

2. The network reader is responsible for taking the data from the transmission
protocol, sorting the data into layers of the scalable videoand storing the
layers into decoder input buffers. The decoder has one inputbuffer per layer.

3. The decoding process reads video streams from the input buffers, processes
individual frames, merges the frames and puts decoded frames into the de-
coder output buffer. The details of the output rendering aredevice specific
and they are not addressed in this thesis.

2.2.1 Sender

The sender takes broadcast or stored content and transcodesit into a scalable video.
This video is sent over a wireless network to a receiver. The observed network be-
havior characteristics are used to make a decision about configuration of the scal-
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able video, i.e. for choosing the number and bit rates of layers. The components of
the sender shown in Figure 2.2 are discussed in details.

Scalable video transcoder

The transcoder converts non-scalable video into multilayered SNR scalable video
in accordance with the current layer configuration.

The input video data is supplied to the transcoder via a reliable channel, which
means we can assume that there are no losses or delays in the incoming stream.
The input video is compliant with the MPEG-2 standard [46]. Along with the
stream, the transcoder takes a set of values that defines the internal parameters
of the MPEG-2 compression. The parameters are defined at the beginning of the
session and do not change until the transcoder is re-initialized. The transcoder also
takes the layer configuration expressed as the number and bitrates of layers as an
input parameter. The transcoder checks the layer configuration settings after every
processed frame, which means that the output layers may change at run time.

The transcoder operates in one of two modes – thefull processingmode or
the fast processingmode. The transcoder in the full processing mode decodes the
input stream and encodes it into scalable video streams withnew encoding settings.
The fast processing mode enables the input stream to be only partly decoded and
re-encoded with new bit rate.

The transcoder incorporates information about the currently chosen configura-
tion of layers and estimations of the probabilities of the successful transmission of
the layers as user data within the base layer stream. User data is defined by the
MPEG-2 standard [46] to allow data not related to the decoding process be placed
within the stream. The writing of configuration settings into data streams allows
natural propagation of changes through the system, as all parties involved can be
informed of the complete change history. A base layer streamis the preferred target
because its delivery and processing is guaranteed.

The SNR scalable video [47] coding approach has been designed specifically
with inter- and intra-layer dependencies in mind (see Figure 2.3). If a frame from a
base layer depends on a frame from an enhancement layer, error propagation may
take place when an enhancement layer frame is lost. The used technique removes
all dependencies of base layer frames on enhancement layer frames. Furthermore,
the ability to drop an arbitrary number of frames from an enhancement layer if
network conditions are bad or if a receiver does not have enough processing power,
requires that frames in an enhancement layer should have no relation to each other.

The output of the transcoder is a set of streams, where each stream contains
one layer of the scalable video coding. Moreover, for every frame in the stream the
transcoder produces a PSNR value that represents the quality of the picture with
respect to the original.
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Figure 2.3. Standard MPEG-2 SNR scalable encoder.

Streaming solution

The streaming solution is responsible for:

• the prioritization of the video data and dropping of outdated packets before
submitting them to the network protocol,

• performing an estimation of the current bandwidth of the network,

• choosing an optimal layer configuration for the observed network conditions.

The streaming solution takes video streams provided by the transcoder as an in-
put. The solution hasa-priori knowledge of the layers and can distinguish between
the base layer and different enhancement layers. Other input is the limitations of
the lifetime of a packet in the buffer (maximum time that a packet of may spend in
the transcoder output buffer before being sent).

Since BL information is absolutely necessary to enable scalable video usage,
this layer has the highest priority. The priority of EL decreases as the layer number
increases. When a frame from enhancement layer numberx (LE,x) is transmitted
and a frame from base layer (LB) arrives, a sender will send theLB frame after
transmission of the current packet belonging toLE,x (if any). When a frame from
LE,x arrives, it preempts a frame fromLE,y wherey > x (see Figure 2.4).

When a channel degrades, the buffers of the sender become full. This affects
above all the low-priority streams and spreads to the higher-priority streams.
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Figure 2.4. Reading video data from transcoder output buffer.

The video streaming has very strict time requirements, so ifa frame trans-
mission is significantly delayed, it is not possible for the frame to be used on the
decoder side. Consequently, transmission of the outdated frame wastes the band-
width and should be avoided. The scheduler checks every packet to see if it is
outdated and if it finds an outdated packet, it drops the packet before it is submitted
to the network protocol.

The scheduler stores the packets into a protocol buffer. Theinformation regard-
ing the fullness of the protocol buffer is communicated to the network appraiser as
an indication of the network status.

The streaming solution performs an estimation of the current bandwidth of the
network. The estimations are used for choosing an optimal layer configuration.

The solution observes the fullness of the protocol buffer and makes an esti-
mation of the current bandwidth based on the changes in the amount of data in
the buffer. The frequency of scheduler observations is an input parameter for the
network appraiser. Knowledge of the amount of information that goes through the
buffer during a period of time gives a good indication of the network throughput.
Moreover, changes in the bandwidth availability are easilydetectable, as the de-
crease in the number of data packets in the buffer means that the current bit rate of
the stream(s) is lower than the network throughput, while the increase in the buffer
fullness suggests that the bit rate is higher than the available bandwidth.

The dropping of a part of the video data is a mechanism for handling short-term
bandwidth fluctuations. If the available bandwidth decreases for a long period of
time, adjustments to the data streams at the level of video coding are necessary.
The streaming solution chooses the number and bit rates of layers to be produced
based on the information acquired about network conditions.

Observations of the available bandwidth are used to estimate the tendency for
changes in the network bandwidth,BR , that is currently available. The value of
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BR together with the history of changes constitutes the observable network condi-
tions.

For the observable network conditions the streaming solution estimates the loss
probability per layer for the set of layer configurations andthe average quality that
can be delivered by the configuration (by looking at probabilities of the success-
ful transmission of the layers and knowing an objective quality of the video from
the rate-distortion curve that is based on the quality measurements given by the
transcoder). The layer configuration that delivers the highest quality under the
given network conditions is then used in the system.

The algorithm for choosing a layer configuration consists ofthe four steps that
are repeated continuously. The general description of the steps is given in Table 2.2.
A detailed discussion of the layer configuration algorithm is provided in Chapter 4.
The output of the algorithm of layer configuration search is the number of layers
and the bit rates of layers that should be used by the transcoder for the next frame.

Step Description Calculated parame-
ter(s)

1 Updating the rate-distortion dependency for the
transcoder. The real-time recalculation of the de-
pendency is critical to enable the component to es-
timate the average picture quality that is delivered
by video stream(s) of the given bit rate.

Dependency between
frame size and frame
quality (PSNR)

2 Evaluating the network status by observing the
changes in the bandwidth. The changes are moni-
tored by observing variations of buffer fullness of
the transmission protocol

Available bandwidth
(momentary, history of
changes)

3 Defining the set of possible layer configurations
from which the best suitable candidate will be se-
lected. Estimating probabilities of the successful
transmission of the examined layer configurations
under the network conditions and predicting the
average video quality that can be delivered by the
layer configurations. quality.

Paired set of layers
configuration – average
quality

4 Choosing the best layer configuration and inform-
ing the transcoder about the new layer configura-
tion.

Number of layersandbit
rates of layers

Table 2.2. Four steps for choosing a layer configuration.
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2.2.2 Receiver

The receiver is responsible for obtaining the required number of layers from the
ones available, for decoding and for displaying video data.The components of the
receiver shown in Figure 2.2 are discussed in detail.

Network reader

The main task of the network reader is to receive the video data from the network,
sort it into different layers and feed the layers to the decoder. The data streams
from the sender are the only input of the network reader. In the case of scalable
video coding, transmission delays may lead to a loss of synchronization between
the layers, forcing a frame from one layer to arrive significantly later than a cor-
responding frame from another layer. Frames from base and enhancement layers
should be merged during the decoding process. If a frame layer arrives too late to
be merged in time with the frames from other layers, this frame is discarded before
it is offered to the decoder.

The component supplies the decoder with synchronized data and informs the
decoder about the number of layers that are present for everyframe.

Decoder

The decoder reads the video streams and processes them so that at the output there
is an uncompressed video frame, which can be shown on the device’s display. The
decoding process is implemented as a scalable video algorithm, where the number
of processed layers is a parameter that changes the output quality as well as the
resource consumption of the component.

The input of the decoder is the number of layers to be decoded for a particular
frame. If, for any reason, the number of layers, asked to be decoded, is higher
than the number of layers available, the decoder processes all available layers.
Moreover, if there is no input relating to the number of layers to be decoded, the
decoder processes as many layers as are available. These situations should be
avoided as much as possible, because they may result in the loss of synchronization
between layers and, consequently, alterations to the picture shown if some frames
are missing during the transmission. To illustrate this, imagine that at a certain
period of time there are frames1 and2 in BL buffer and only frame2 in EL buffer.
If the decoder is asked to process two layers for the frame1 , it processes frame1
of BL and frame2 of EL.

The decoder needs a given amount of resources on the terminals. These re-
sources are not always available, either because the resources are insufficient from
the start, or because other applications use part of the available resources. The
amount of available resources changes with time. The decoder, therefore, should
be able to change it’s resource consumption. The latter is possible if the decoder
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is implemented as a scalable video algorithm. A decoder implemented as an SVA
needs a controlling mechanism to ensure that resource consumption of the decoder
is scaled to the limitations of the device. The controlling mechanism calculates the
trade-off between the resource consumption of the decoder and the quality of the
resulting video. The controlling mechanism is discussed indetail in Chapter 5.

The decision of the controlling mechanism depends on the amount of video
data available for the next frame, the amount of terminal resources that are avail-
able, the amount of resources that are used by the decoder andan estimate of how
much data will be available for the frame that will come afterthe next one. Since
the amount of available video data is dependent on the network, a controller strat-
egy is linked directly to the network conditions.

It is important to mention that it is only possible to use the controller in a
system where a budget scheduler schedules the resource usage (such as a processor)
of different processes. A process (or task) should not only be scheduled, i.e. told
when to run, but should also be forced to stay within allocated amount of resources.
The latter enables resource-availability guarantees to bemade for all of the tasks
in the system.

It is also assumed that there is a resource manager that decides on the distribu-
tion of the system resources over the applications that are running. The resource
management is not required if the video-processing application is the only appli-
cation on the device. In this case, the budget available to the application is around
100%, the number of layers and overall bit rate that can be handledby the device do
not change over time and are defined by the device processing capabilities (hard-
ware/software configuration of the device). As soon as thereis another application
that requires a substantial amount of resources, the distribution of the resources
may change, lowering the capabilities of the video processing, so the overall bit
rate that can be handled and the number of layers that can be processed change
as well. The mechanism by which the resource manager reacts to the changing
conditions is beyond the scope of this thesis.

2.3 Outline of the system description

The following three chapters address in turn the domains of the research area, i.e.
scalable video coding, video streaming and terminal resource management.

Scalable video coding research presents an improved SNR scalable video cod-
ing scheme for a wireless video streaming system. The proposed video coding
scheme requires standard non-scalable MPEG-2 video decoders. The new scheme
produces video in which the base layer is not dependent on an enhancement layer
and there are no dependencies between frames in an enhancement layer.

Video streaming research addresses the issue of controlling the streaming of
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scalable video over wireless links and describes how scalable video transmission
can adapt to the widely and frequently fluctuating bandwidthwhile maintaining a
smooth video display. Video streaming based on scalable video coding makes it
easy to drop an arbitrary number of frames from an enhancement layer and de-
creases the required bandwidth, which helps to accommodatewireless link fluctu-
ations.

Terminal resource management research shows that scalablevideo techniques
together with a controlling mechanism for a device that receives and decodes video
data provide a solution to the challenges posed by home networks. The challenges
include the resource limitations of devices (processor, memory, etc.,) and network
(bandwidth). The controller optimizes user-perceived quality when looking at the
available input data and available processing power. The quality is optimized by
smoothing out the fluctuations in quality and avoiding deadline misses. The strat-
egy used by the controller is created off line by means of a Markov Decision Pro-
cess.
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Scalable video coding

In this chapter we describe a scalable video coding techniquethat transforms non-
scalable MPEG-2 video coming to the sender into a set of streams containing layers
of scalable video as described in Chapter 2. This chapter portrays the research that
preceded the development of the coders, including analysisof various scalability
coding alternatives, their performance and general suitability for the developed
framework. The chapter also provides an overview of the transcoding techniques
that are used.

3.1 Requirements to the developed coding

Using as a basis the general definition of the requirements for the video streaming
system that are mentioned in Section 1.1.2, we define the following requirements
for the scalability technique to be developed:

• There should be no coding dependency of base layer on a enhancement layer
or of LE,x on LE,y wherex < y. This is necessary in order to ensure that
the absence of a part of or the whole of EL does not create any disturbance
in BL or lower EL. It is also necessary for correct functioning of the sender-
side prioritization of the video layers and terminal resource management.
The prioritization scheme that satisfies the requirements has the following
structure (Φ(f) is priority of framef ): Φ(FBn) > Φ(FE

j
i ) andΦ(FE

j
i ) >
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Φ(FEk
i+1) for any naturaln, j, k < nF , whereFBn is frame numbern

in LB , FE
j
i is frame numberj in LE,i , FEk

i+1 is frame numberk in
LE,i+1 andnF is the number of frames in the video sequence. Based on this
rule, only the layer number, and not the frame number, plays arole in the
priority assignment. In this case, the inter-layer frame dependencies have no
influence –FBn may depend onFBm andFE

j
i may depend onFEk

i (for
any naturaln,m, j, k < nF ).
Having a coding dependency of lower layers on the higher layers signifi-
cantly complicates the priority mechanism. Let us considerthe example of
MPEG-2 SNR scalable video coding, where some frames ofLE,1 are used
in the motion compensation ofLB. A frame inLE,1 should be merged to the
LB frame with the same frame number. Figure 3.1 shows dependencies be-
tween frames in theLB andLE,1. For the sake of simplicity, the dependency
of FEx

1 onFBx is not shown.
The figure demonstrates an example where frameFE1

1 from the enhance-
ment layer is needed for the correct decoding ofFB2..9 frames from the
base layer. The loss of frameFE1

1 leads to errors in the frames of theLB.
Moreover, because framesFB2..9 are not as they were expected to be, the en-
hancement could not be applied to these frames. That rendersframesFE2..9

1

useless. As a result, the transmission and processing of frameFE1
1 is more

important than the processing of some frames from the base layer. In gen-
eral, it is safe to say thatΦ(FE1

1) > Φ(FB2,3,5,6,8,9). The differentiation in
priorities ofFE1

1 andFB4,7 is, however, not that clear. The loss of either
FB4 or FB7 leads to errors in framesFB2,3,5..9 andFB5,6,8,9 respectively.
With no much difference in the amount of the frames affected,it is hard to
say what loss,FE1

1 or FB4 , has bigger effect on the quality of the decoded
video. The answer depends on the bit rates of the layers, amount of motion
in the video material, etc. Thus, the inter-layer dependencies complicate
algorithms that rely on clear definition of the frame priorities, making the
sender-side prioritization and terminal resource management virtually im-
possible.

• There should be minimum dependency between frames in EL. Theideal
target is for EL frames to be independent of each other to makeit easy for an
arbitrary number of frames to be dropped from an enhancementlayer, which
helps to accommodate wireless link bandwidth fluctuations or changes in
resource availability on a terminal.

• The developed scalable coding scheme should produce streams that can be
decoded by standard non-scalable decoders. If this is the case, a minimum
of modifications will be required at the receiver side promoting the reuse of
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already existing software/hardware decoders.

• The scalable video coding technique should provide the required flexibility
in the choice of the number of layers. The ideal target is an arbitrary number
of layers. This is necessary to satisfy the broad spectrum ofthe receiving
devices.

Figure 3.1. Dependency ofLB frames onLE,1 frames in MPEG-2 SNR (an arrow
from A to B meansA depends onB). The dependencies ofLE,1 on LB (every
FEi

1 depends onFBi) are not shown for simplicity.

In addition to the functional requirements, the scalable video coding technique
developed must also achieve good results in terms of user-perceived quality.

3.2 Preliminary research

Using various approaches based on spatial, temporal and SNRscalability methods,
the choice of the basic scalability technique to be used in the system is motivated
by investigating which technique can satisfy the aforementioned requirements. The
basic description of scalability techniques is provided inAppendix A.3.

The choice and further development of a scalability technique depends on the
way in which the decoding process is organized. Possible approaches to the organi-
zation of the decoding process for scalable video are depicted in Figure 3.2. Type-
I assumes a video where BL and EL are encoded as standard non-scalable video
streams. The streams are decoded by different decoders and then merged together.
The merging operation may, if necessary, include scaling operation. Type-II takes
scalable video that complies with a standard scalable technique (such as MPEG-2
SNR). The output of the decoder is a joint decoded video. Type-III operates with
video streams that can be merged together before actually being decoded.

Type-I decoding requires that a device is capable of processing multiple layers
at the same time. This can be implemented either via parallelprocessing or by
exploiting a time-division technique. In both cases, a terminal should have signifi-
cantly more computational resources than other types of scalable video decoding.
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Figure 3.2. Three types of organizing decoding process for scalable video coding.

Type-II, which corresponds to the classical ideas of scalable video coding [46],
usually requires the least amount of resources. The disadvantage of the approach is
the standardization, and in order to be deployed successfully the decoding should
be compliant with a standard. The present state of the marketis such that there are
no off-the-shelf systems equipped with a scalable decoder and, moreover, there is
no agreement within the research community about the particular scalability stan-
dard that should be used. Furthermore, scalable decoders are more algorithmically
complex.

Conceptually speaking, a Type-III decoding process has thegreatest chance of
being implemented in CE devices1. The advantages of this type include: reuse of
a standard non-scalable decoder, low resource demands and easy modifications on
the decoding side. The encoding techniques based on temporal scalability and/or
non-standard data partitioning are the primary candidatesfor the Type-III. These
techniques, however, encounter significant problems with regard to the graceful
quality degradation if a part of the enhancements or – even worse – all of the
enhancement layer(s) is not transmitted.

1De-factomarket situation is very different. Various implementations of Type-I decoding process
in combination with transcoding are present.
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3.2.1 Temporal scalability

The temporal scalability method produces video where EL hasno influence on BL,
because it is composed ofB frames that have no influence onI andP frames that
are stored in BL. For the same reason, frames in the EL have no dependencies on
each other. Moreover, the layers can be merged in the obviousway into a single
stream, by puttingB frames back betweenI andP frames. The result is a usual
non-scalable video stream that can be decoded by a non-scalable decoder (Type-III,
in Figure 3.2).

The main drawback of this solution is subjective quality degradation. The qual-
ity degradation is the direct result of the decrease in the frame rate of the video if
EL layer is not available, hence the frame rate is one of the most important charac-
teristics that affect user perception [37].

Another problem associated with the temporal scalability method is the low
flexibility in the choice of the number of layers and their bitrates. The number of
B frames in a stream determines the number and average bit rateof the enhance-
ment layers. In the general case2, the number of EL that is possible under temporal
scalability equals the number ofB frames between two successiveI or P frames.
For example, a typical MPEG-2 stream has twoB frames between two consecutive
I or P frames. As a result the number of ELs,nE , can be one (allB frames go to
the single EL) or two (every secondB frame goes to the second EL).

Furthermore, the total bit rate of the ELs is also defined by the number of
B frames in the stream – the moreB frames are present in a stream, the bigger
fraction of the overall bit-rate may go to ELs. For a typical MPEG-2 stream the
maximal bit rate of EL equals12 of the bit rate of the BL in the case of having two
B frames3.

Lack of flexibility in choosing number and bit rate of layers combined with
huge quality degradation rules temporal scalability out.

3.2.2 Spatial scalability

In the spatial scalability approach there is also no dependency of BL on EL or
between ELs. For most of the implementations that are available nowadays, both
BL and EL of the spatial scalable video coding can be processed by a non-scalable
decoder (Type-I in Figure 3.2, where the summation/merge module also provides
scaling functionality).

The drawback of this approach is the interframe dependencies in EL. Although
it is possible to create an EL that contains mutually independent frames, such an

2Meaning that theB frames stored in EL are picked with a certain regularity, such as every second
or every third. Configurations with aperiodic picking ofB frames are technically possible but not
used in practice.

3This is based on the observation thatB frames produce1
3

of the size of the overall stream.



34

EL would be of a considerably lower quality [48]. In addition, spatial scalability
requires substantial resources for scaling operations during the decoding. These
facts make the use of spatial scalability unattractive.

3.2.3 SNR scalability

An SNR scalability is considered to be the best choice for thesystem developed.
SNR scalability is introduced in the MPEG-2 standard [46]. In the approach de-
fined by the standard, motion compensation for a frame in the base layer requires
a reference frame created by BL and EL together. Error propagation may therefore
take place when an enhancement layer frame is lost.

Since the introduction of the MPEG-2 standard, many improved SNR scalable
video coding schemes have been proposed (for example, [49, 50, 51]). The main
point requiring improvement in the standardized techniqueis the dependency of
BL frames on EL frames. This weakness is overcome by a modifiedMPEG-2 SNR
video encoder described in [51]. The scheme of the encoder isshown in Figure 3.3.
Two rectangles in the figure separate functional modules that are required for en-
coding base layer frames (bottom square) from modules needed for enhancement
layer frames (top square). As shown in Figure 3.3, no enhancement layer data
participates in the encoding of the base layer. Moreover, there is no back-loop of
any kind in the section that is responsible for EL encoding, so the proposed scheme
produces no interframe dependencies in EL.

Figure 3.3. Non-compliant MPEG-2 encoder based on SNR scalability.

The drawback of the solution based on SNR scalability is thatit requires a
special scalable video decoder to handle the processing of the layers. Below we
propose a new encoding technique that is derived from the encoder presented in



3.3 MPEG-2 SNR scalable coding 35

Figure 3.3. The solution creates layers that are fully compliant with non-scalable
syntax.

3.3 MPEG-2 SNR scalable coding

The scalable video coding technique developed in this thesis makes the enhance-
ment layers compliant with non-scalable MPEG-2. To create these layers we wrap
the enhancement layer data in the syntax of a non-scalable MPEG-2 stream. A
video data stream encoded in accordance with the proposed method can be de-
coded on a terminal equipped with a scalable decoder that corresponds to Type-I
in Figure 3.2.

3.3.1 Enhancement-layer frame types

As mentioned above, the EL syntax should comply with MPEG-2 non-scalable
coding. According to the MPEG-2 standard, a stream may contain frames of dif-
ferent types:I , P andB frames. Dropping arbitrary frames from EL requires that
frames in EL should have little or no dependency on each other.

Thedefaultoption for creating an EL without having interdependent frames is
to create an enhancement layer that consists ofI frames. SinceI frames have no
dependencies on each other, the loss of a frame does not affect subsequent frames.

Options other than the aforementioned one have dependencies inside the group-
of-pictures (GOP) structure and, therefore, allow error propagation. We consider
three different types of GOPs:

• IPn , where anI frame is followed byn P frames. For example, withn = 4
the frame sequence isIPPPPIPPPPI.... Whenn = 0 the stream contains
only I frames. GOP size for this approach is calculated asSGOP = n + 1.

• IBn , whereI frames are followed byn B frames. For example, withn = 4
the frame sequence isIBBBBIBBBBI...4. Whenn = 0 the stream contains
only I frames. GOP size for this approach is calculated asSGOP = n + 1.
This GOP type, in fact, combines two subtypes – GOP with unidirectional
prediction and with bidirectional prediction. Unidirectional prediction cov-
ers the case when allB frames are predicted from a single preceding or
succeedingI frame. In bidirectional prediction everyB frame is predicted
from two, one preceding and one succeeding,I frames.

• andI(BxP )yBx , which is the standard structure for an MPEG-2 GOP. For
example, withx = 2 andy = 3 a GOP looks likeIBBPBBPBBPBB. Appar-

4Although the given GOP structure does not violate MPEG-2 standard, some practical difficul-
ties exist. Most off-the-shelf MPEG-2 decoders fail memoryinitialization when encounter a video
sequence with GOPs that have noP frames. This is solved by adding an emptyP frame to the end
of the GOP.
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ently, the first two types are the particular mutations of thethird type. When
x = 0 the stream has formatIPy , with y = 0 the stream format isIBx.
Whenx = 0 andy = 0 the stream contains onlyI frames. GOP size for this
approach is calculated asSGOP = (y + 1) · (x + 1).

To decide between these approaches we investigate the consequences of a
frame being lost on the rest of the stream. Whenever a frame islost during trans-
mission it cannot be used by the decoder. This creates a chance that some of the
subsequent frames that rely on the lost frame could not be processed by the de-
coder. For example, losing anI frame causes all the frames in the GOP to be
useless due to the fact that all dependencies in a GOP originate from theI frame.

Figure 3.4 shows that probability that a frame cannot be usedby a decoder if1
out of10, 1 out of100 or 1 out of1000 frames is lost during transmission. Param-
eters of the corresponding GOP structure are shown on the horizontal scale. When
n = 0 , the GOP consists of onlyI frames (x = 0, y = 0 for I(BxP )yBx GOP).
The vertical scale shows frame loss probability at a decoder, i.e. the probability
that a frame is unusable for the decoder. If a frame is lost during transmission,
it is considered to be lost for a decoder as well as any other frame that uses the
lost frame as a reference. Thus, with loss probability during transmission equal to

1
1000 , the real loss at a decoder is much higher.

The probability that a frame cannot be used by a decoder if some frames are
lost during transmission can evaluated by two methods – theoretical calculation
based on formulas and empirical observations based on simulations. The theo-
retical approach is used when the precise knowledge of the probability values are
needed, whereas the empirical approach gives a rough idea about the influence of
the GOP parameters on the probability values.

The probability,PD that a frame cannot be used by a decoder if some frames
are lost during transmission can calculated as follows:

• IPn: the probability that only one frame from a GOP cannot be usedby a
decoder is

PD =
1

n + 1
· (Pd(I) +

n
∑

i=0

Pd(Pi)), (3.1)

wherePd(I) is the probability thatI frame cannot be used by the decoder,
Pd(Pi) denotes the probability thati th P frame cannot be used by the de-
coder,PN is the probability to loose a frame during the transmission.I frame
does not depend on any other frame in the GOP, soPd(I) = PN . The first
P frame in the GOP,P1, cannot be decoded in the following cases:

1. The frame is lost during transmission (the probability of this to happen
is PN ),
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Figure 3.4. Probability that a frame cannot be used by the decoder as a function
of a transmission frame loss probability and configuration of the GOP.
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2. I frame, on whichP1 depends, cannot be decoded.

Thus,

Pd(P1) = PN · (1 − Pd(I)) + PN · Pd(I) + (1 − PN ) · Pd(I)

= PN + PN · (1 − PN ).
(3.2)

Consequently, for frameP2, which depends onP1, we have

Pd(P2) = PN · (1 − Pd(P1)) + PN · Pd(P1) + (1 − PN ) · Pd(P1)

= PN + PN · (1 − PN ) + PN · (1 − PN )2.
(3.3)

Using Equations (3.1),(3.2),(3.3), the resulting formulae to calculate the
probability that a frame cannot be used by a decoder

PD =
1

n + 1

n
∑

i=0

i
∑

j=0

PN · (1 − PN )j

=
PN

n + 1

n
∑

i=0

(n − i + 1) · (1 − PN )i ,

(3.4)

wheren is the number ofP frames in the GOP.

• IBn: frames inside a GOP are independent on each other with the exception
that allB frames are dependant on one or twoI frames. The probability that
a frame cannot be used by a decoder, if allB frames in a GOP are predicted
from a singleI frame (backward or forward uni-directional predictions),is
calculated follows. The probability that anI frame cannot be used by the
decoder is, again,Pd(I) = PN . The probability that aB frame cannot be
used by the decoder is

Pd(Bx) = PN · (1 − Pd(I)) + PN · Pd(I) + (1 − PN ) · Pd(I)

= PN + PN · (1 − PN ).
(3.5)

Equation (3.5) is valid for allx ≤ n. Thus, for a video stream withIBn

GOP whereB frame are only backward or only forward predicted

PD =
PN

n + 1
(1 + 2 · n − n · PN ), (3.6)

wheren is the number ofB frames in the GOP.
The bi-directional prediction introduces more dependencies between frames
in the GOP. A simulation was used to calculate probabilitiesfor the GOP
whereB frame are predicted from twoI frames (bi-directional prediction).
The results are shown in Figure 3.4.

• I(BxP )yBx: A simulation was used to calculate probabilities for that GOP
structure. The results are shown in Figure 3.4.
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UnidirectionalIBn GOP shows lower losses than bidirectionalIBN GOP. This
is a result of less interdependencies with unidirectional prediction, where the whole
GOP may be become useless for a decoder only if it’s first frame(I frame) is lost.
With bidirectional prediction, loss of either anI frame from the current GOP of
from the succeeding GOP discredits the whole GOP. The results for mixedIBn

GOPs, where differentB frames are formed based on uni- or bi- directional pre-
diction, should lie between the two curves.

IPn , bidirectionalIBn andI(BxP )yBx are much more vulnerable to frame
losses than the unidirectionalIBn GOP. The latter performs better even for small
sizes of GOP, whilst for larger GOPs the difference increases dramatically. Thus,
we consider theIBn structure with unidirectional prediction as a potential candi-
date for enhancement layers.

3.3.2 Encoding

The previous section shows two possible stream structures for EL – having only
I frames or having all frames of typeB bounded by singleI frame and single
P frame. Performing an encoding that is based on SNR principles as shown in
Figure 3.3 and that conforms with the decoding scheme of Type-I (Figure 3.2)
could be done in two ways: by cascade of non-scalable encoders or by a specific
SNR encoder.

Cascade of non-scalable encoders

Figure 3.5 shows a scheme of the cascade encoding process that corresponds to the
encoding principles shown on the scheme in Figure 3.3 (the details are revealed
in Appendix C). The original signal is encoded by an MPEG-2-compliant non-
scalable encoder into a BL stream (LB). The resulting stream is decoded and a
subtraction module calculates the pixel value difference between the original video
and the video inLB. The difference is encoded inLE,1 by the same (or another)
encoder.

The major advantage of this method is that there is no modification to legacy
encoders. The only extra functionality is the subtraction that can be implemented
as a separate software module. This method also enables the creation of ELs with
a variety of GOP structures.

The major disadvantage of this method is its computational complexity. En-
coding of a scalable video that consists of BL andn ELs requiresn + 1 instances
of encoders andn instances of decoders. Another disadvantage of this approach is
the additional inaccuracy during encoding introduced by extra forward and inverse
discrete cosine transforms (DCT) that are performed on data.
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Figure 3.5. Principal scheme of SNR-enabled cascade encoding.

Specific SNR encoder

SNR encoder created in this thesis work has two operational modes regarding the
structure of EL:I-frame mode andB-frame mode.

In the first mode, frames of an enhancement layer are encoded as I frames.
The contents of a frame is composed of residuals from the encoding of the corre-
sponding BL or previous EL frame. The residuals are quantized and stored in the
EL stream in accordance with the scheme in Figure 3.3. As shown in Figure 3.6,
valuefx of the original frame is represented in the BL frame by valuebx. If the
number of bits available for the BL frame is not enough for lossless encoding of
the original frame, a non-zero difference represented byrx should be encoded in
the EL.

Figure 3.6. Calculation of EL frame content forI-frame mode.

In the second mode,B frames are used to create EL. Theoretically, the encoder
in the second mode should use fewer bits to encode the same enhancements5. The

5Chapter 6 presents comparisons of two modes, where the hypothesis is verified.
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main reason for this is that aB-type macroblock with only zero values can be
skipped. This is impossible withI frames, where all empty macroblocks are still
encoded in the stream.

To benefit fully fromB frames, the information contained in this frame needs
to be encoded as if it is predicted. If a macroblock of aB frame is not predicted,
it is encoded as anI-type macroblock. Thus,B frames will be encoded in the
same way asI frames, which means there is no difference with the first mode. We
looked at how to make the information that we store in aB frame into predicted
information.

Figure 3.7. Prediction of frameB from frameA.

One result of motion prediction on a frame could be seen as splitting the frame
into two parts – one part has predicted values, while the other part contains predic-
tion errors. Figure 3.7 shows an example of predicting a block of values for frame
B from the previous frameA. Valuesax of frameA are used as predicted values
for frameB. The difference between the original valuesbx of frameB and the pre-
dicted values are called prediction errors. The predictionerror (bx − ax) is stored
in the stream together with motion vectors. The motion vectors tell a decoder what
part of a reference frame should be used to restore predictedvalues (i.e. where to
find ax). A decoder adds predicted values to prediction errors to restore the full
frame.

Motion estimation and compensation are performed in the spatial domain (i.e.
values involved in prediction represent the real pixels of apicture). However, the
values we are working on are in theDCT domain, and this means that predicted
values as well as prediction errors can be distributed over different macroblocks
and, moreover, contribute to an arbitrary number of DCT coefficients.

An obvious way to simplify this is to assume that every macroblock is fully
predicted from a macroblock that has the same spatial position in the reference
frame (the motion vectors are zero). The summation of valuesfrom a reference
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frame macroblock and a macroblock that contains predictions errors can be done
either in the spatial or in the DCT domain.

We organize the EL frames such that the values in the EL frame are prediction
errors of the motion compensation from a reference frame. Asshown in Figure 3.8,
valuefx of the original frame is represented in the BL frame by valuebx. If the
number of bits available for the BL frame is not enough for lossless encoding of
the original frame, a non-zero difference represented byrx should be encoded in
the EL. We putrx into the EL, pretending this is a prediction error.

During decoding a decoder addsrx to the predicted valuepx , thus givingex.
To obtainfx , ex should be added tobx. Thus,ex must be equal torx , which
implies thatpx is zero. As a result, a reference frame must be empty (zero DCT
coefficients), as it is necessary to preserve the values stored in aB frame.

Figure 3.8. Calculation of EL frame content forB-frame mode.

We makeI (the first frame of a GOP) empty and encode every macroblock of
a B frame as a forward predicted macroblock with zero vectors. Adecoder adds
zero values from the reference frame to our ‘prediction error’ values, which results
in exactly the same values. The content of a macroblock thus stays the same as in
the previous mode, but the macroblock type is nowB. This allows more efficient
encoding because empty macroblocks can be skipped.

3.4 Transcoding

The previous section discussed SNR scalable encoders. An encoder requires an
uncompressed video as an input. In Chapter 1, however, a non-scalable MPEG-2
video is listed as the primary input format. Transforming a non-scalable video into
a scalable format is a job of a transcoder.

The most naive implementation of transcoding is re-encoding. The re-encoding
means that the input video is decoded by a standard MPEG-2 decoder and the
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uncompressed video data is fed into a scalable encoder. A standard decoder can be
coupled with either cascade of non-scalable encoders or specific SNR encoder. The
re-encoding combines an easy implementation with a high quality of the produced
video. The only disadvantage of the approach is high resource consumption.

A more advanced technique is a SNR scalable transcoder that extends the spe-
cific SNR encoder with transcoding capabilities. Creating an SNR scalable video
from a non-scalable input consists of two steps: lowering bit-rate of the input video
to create a BL and storing the difference between the original video and BL into
one or more EL. The first step is the primary responsibility ofa typical single-layer
transcoder, whereas the second step describes an enhancement that can be built on
top of the transcoder to enable EL encoding capabilities. Inthis thesis, two algo-
rithms for making a single-layer transcoder are considered: open-loop transcoding
and closed-loop transcoding.

3.4.1 SNR open-loop transcoder

An open-loop transcoder for the BL has a three-step architecture: 1) parsing of the
incoming bitstream, 2) performance of the transcoding operation, and 3) compila-
tion of the outgoing bitstream. The first and the last step in the transcoding chain
correspond to entropy decoding and encoding. The operationin between performs
the actual bit-rate reduction on the video sequence. This type of transcoder does
not involve motion estimation, motion compensation or DCT.In the open-loop
transcoder the core of the process, the transcoding operation, is re-quantization,
which is an inverse quantization followed by a forward quantization with a coarser
quantization parameter.

The difference between the original and the re-quantized values is stored in the
enhancement layer. This transcoder architecture is depicted in Figure 3.9.

Figure 3.9. Open loop transcoder that produces SNR scalablevideo.

A major drawback of the open-loop transcoder are drift errors. Drift errors
occur in BL stream because the motion-compensated frames ina GOP rely on the
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reference frame, which gets modified during transcoding. Asan example, imag-
ing that frame is encoded as anI frame. The original value of pixelx is fI(x).
The transcoder decreases the amount of data in the frame by applying coarser
quantization, which introduce an erroreI(x). The resulting value of pixelx is
f̃I(x) = fI(x) − eI(x). Now, the followingP frame uses thisI frame as a ref-
erence, which means that the value of pixelx , fP (x) is not encoded directly.
Instead, the differencedP (x) = fP (x) − f̃I(x) is used. The transcoder modifies
theP frame introducing the erroreP (x). The resulting value of pixelx is d̃P (x).
f̃P (x) is calculated as follows:

f̃P (x) = d̃P (x) + f̃I(x) = dP (x) + fI(x) + eI(x) + eP (x). (3.7)

So, the modification of a pixel value in frameP is a result of two errors.
The errors in predicted frames cannot be compensated by the enhancement

layer in scalable video coding. The enhancement layer stores the difference be-
tween the original values and re-quantized values of the current frames only. It
means thateI(x) can be compensated for frameI, but not for frameP , where only
eP (x) could be compensated by EL. Consequently, the drift errors remain present
in the scalable video made by an open-loop transcoder.

3.4.2 SNR closed-loop transcoder

In video transcoding, it is desirable that a video layer can be decoded correctly
without any drift errors, hence the BL video layer should have its own drift-error
correction motion-compensation loop. This transcoding architecture is shown in
Figure 3.10.

Drift-error correction is provided as follows. The input coefficients to the en-
hancement layer are subtracted from those obtained via the inverse quantizer. This
difference signal, which represents the information lost in the transcoding process,
after conversion from the frequency domain to the pixel domain by an inverse dis-
crete cosine transform (DCT), is then accumulated in a motion-compensation loop
which receives motion vectors extracted from the incoming signal. This accumu-
lated drift is then converted to the frequency domain and added as a correction to
the next frame.

3.5 Decoding

A general scheme of a decoder that is capable of handling the proposed video
streams is shown in Figure 3.11. Bitstreams of BL and EL are decoded separately
and inverse quantized; after inverse DCT transformation and motion compensation
both layers are combined. In theI-frame mode, the motion-compensation chain is
not involved in processing an enhancement layer due to the absence of predicted
frames. This allows a simplified implementation of the decoder. The decoder that
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Figure 3.10. Closed-loop transcoder that produces SNR scalable video.

handles video streams created in theB-frame mode is also capable in decoding
streams made in theI-frame mode. In the later case, the motion-compensation
chain is unused.

The functionality outlined in the boxes of Figure 3.11 corresponds to a general
implementation of MPEG-2 decoders with an external superposition of streams
coming from the decoders (represented by the plus sign to theright of the boxes in
Figure 3.11). The main condition for the superposition is the presence of layers:
an enhancement layer can be used only if all previous enhancement layers are
available. The summation module makes a summation of video frames according
to a simple equation

R(x, y) = [

NL
∑

j=0

Ij(x, y)] − (NL − 1) · C, (3.8)

where

• R(x, y) is the resulting pixel in the output frame,

• Ij(x, y) is the pixel at positionx ,y in a frame of video stream numberj (LB

is 0, LE,1 is 1 , etc.),

• C is a constant, in our case equal to128.

The choice of the constant in this case is determined by the specifics of MPEG
encoding/decoding, which can be explained as follows. Pixel values of an uncom-
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Figure 3.11. Principal schemes of a decoder: a)I-frame mode compatible, b)
B-frame mode compatible.
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pressed image have a range between0 and255 (8 bits). DCT performed on8-bit
pixel values produces14-bit signed coefficient values. Subtraction of128 from
pixel values shifts the range to[−128, 127], which, after DCT is performed, pro-
duces coefficient values within the range[−1024, 1023]. For encoding efficiency
the shifting operation became an essential part of the MPEG-2 standard.

The modification of a pixel value through encoder and decoderis as follows:

1. original valuef is shifted by128, changing to
fs = f − 128 ,

2. after DCT the value is changed to
p = FDCT (fs) ,

3. after quantization the value is
p
′

= FQ(p) ,

4. the decoder performs inverse quantization to get
p
′′

= F iQ(p
′

) ,

5. inverse DCT reproduces the original value and shifts it by128
f

′

= F iDCT (p
′′

) + 128.

When the EL is created, it containsr = p− p
′′

. After quantization, an encoder
producesr

′

= FQ(r). The decoder, after all aforementioned steps outputs
R = F iDCT (r) + 128.

The summation function mergesLB andLE,1

S = F iDCT (p
′′

) + 128 + F iDCT (r) + 128

= F iDCT (p
′′

+ r) + 256

= f + 128.

Apparently, during the summation the resulting value is increased by128 as
many times as many layers are decoded. The summation module therefore sub-
tracts128 times number of enhancement layers.

3.6 Conclusions

We investigated various scalability techniques and show that scalable video coding
that is based on SNR principles is the most suitable for the developed system. We
developed SNR scalable video-encoding technique that produces multiple layers.
The layers can be processed by a standard non-scalable MPEG-2 decoder.

During the research and development, multiple alternativesolutions were cre-
ated:

• Encoding technique: two modes for creation of an EL are proposed. InI-
frame mode an EL contains onlyI frames. InB-frame mode an EL consists
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of GOPs that haveIBn structure. In Chapter 6 the two modes are compared
to each other and the choice of parametern is discussed.

• Encoder implementation: we proposed SNR-specific encoder as an alter-
native to an implementation based on cascade of non-scalable encoders. The
comparison of the two approaches is presented in Chapter 6. In addition, the
best layer configuration for given network conditions is a question, hence in
Chapter 6 we study the influence of the layers split on the delivered picture
quality.

• Transcoder implementation: in this chapter we discussed three approaches
for making a transcoder – re-encoding, open-loop SNR transcoder and
closed-loop SNR transcoder. The elaborated research and development of
the transcoders are not a part of this thesis. Only open-loopSNR transcoder
and re-encoding based transcoder were used within the scopeof the thesis.
A comparison of the quality of these two approaches is given in Chapter 6.
An additional information regarding SNR transcoder can be found in [52].

The following expectations exist prior to the evaluation: asender in a home
network should have a transcoder that is based on the re-encoding approach. The
re-encoding consists of decoding a MPEG-2 stream into raw video data by a stan-
dard non-scalable MPEG-2 decoder. Raw video data is, than, processed by a SNR-
specific encoder that creates a scalable video.

As discussed in Chapter 1, the sender in a home network is seenby most CE
manufacturers as a powerful PC-based solution. In this casethe re-encoding ap-
proach seems to be the best option for making a transcoder. The advantages of the
approach are:

• Low implementation complexity. The transcoding is done by adecoder-
encoder couple. The encoder should comply with the scalability technique
that is proposed in this chapter. The decoding can be done by any of-the-
shelf MPEG-2 standard decoder.

• Adaptability to another input format. The decoder and encoder are not con-
nected directly. So, replacing an MPEG-2 decoder by, for example, a MPEG-
4 AVC decoder that outputs raw video data would allow the sender to take a
MPEG-4 AVC stream as an input.

The choice of encoder implementation is explained as follows. Since we are
not bounded by sender resources, the computational complexity of SNR encoder
implementation that is based on cascade of non-scalable encoders plays no role.
Moreover, the simplicity of implementation gives a significant advantage to the
cascade-based approach. The SNR-specific encoder, on the other side, should pro-
duce a video of higher quality (under the same bit rate),because the cascaded-based
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solution has more functions where a video data could be disrupted – cascaded
iDCT/DCT processing and quantization operations reduce the PSNR values by
about0.1 – 0.5 dB (this is confirmed in Chapter 6). Facing a trade-off between
video quality or implementation complexity we choose SNR-specific encoder.
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Scalable video streaming

This chapter presents a streaming solution for real-time transmission of a scalable
video over wireless/wired networks. The video data produced by the transcoder is
sent over a heterogenous network that consists of at least one wireless link.

The basic requirements and assumptions regarding the streaming environment
are explained in Chapter 1:

• A home network may contain a few nodes (e.g. an access point, arouter).

• Links in the network may be wired or wireless, but the thesis’main target is
a fully wireless network.

• Any data loss in between the video data producer (transcoderat the sender
side) and consumer (decoder at the receiver side) should be transparent for
and controlled by the streaming solution on the applicationlevel. Ideally, the
data is sent without any losses through the transport layer.

• The data should be transported in a timely fashion, e.g. a sufficient amount
of information should be available to the decoder, to keep the frame rate of
the output video constant.

• The buffer size at the receiver side should be minimized and should not ex-
ceed values required to buffer one second of video data. The requirement
on the buffer size originates from the request to use CE devices as receivers.

51
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Due to the cost minimization, CE devices do not have sufficient memory
resources to buffer large portions of an incoming video stream.

The major research question answered in the chapter is:is it possible to create
a video streaming solution that minimizes transmission data losses and improves
protocol throughput by observing protocol behavior at the sender side? The pre-
sented streaming solution observes changes in protocol buffer fullness to detect
changes of network conditions. The information about the current network condi-
tions is used to calculate an optimal amount of video data that goes to the protocol
(per time interval) to avoid losses in the transport layer and to keep utilization of
the bandwidth as high as possible.

4.1 Preliminary research

Figure 4.1 shows the basic idea of video streaming, where a streaming solution
appears as a black box between the transcoder (at the application level) and net-
work protocol. This section answers questions regarding the choice of protocol and
details of the streaming solution.

Figure 4.1. Principal positioning of the streaming solution in the system.

4.1.1 Protocol choice

Two protocols are considered for the purpose of video streaming – RTP and TCP.
In the following subsection we discuss the pros and cons of these.

The discussion assumes that for wireless links a MAC retransmission mech-
anism [53], which allows automatic re-sending of a non-delivered packet for a
(predefined) number of times, is used. This mechanism ensures a guaranteed trans-
mission of data, but results in delays during transmission (which can be harmful
for time-sensitive applications [54]). MAC retransmissions have been shown to
negatively affect TCP performance [55, 56, 57] for multi-hop wireless networks.
At the same time, experiments with home networks (few wireless clients connected
to a single Access Point) show that MAC layer retransmissions improve UDP and
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TCP performance [58, 59].

RTP

RTP is a natural choice for real-time video streaming. Poor reliability of the pro-
tocol is easily compensated by a MAC retransmission mechanism. A major draw-
back of using RTP for video streaming is the difficulty of controlling the data losses
at the sender that occur due to congestion in the routers. Furthermore, if the con-
nection between a sender and a receiver includes another node (for example, an
access point or a router), data losses or delays on a network link between the node
and a receiver are not easily observed at the sender.

Figure 4.2. Sender and receiver connected via an intermediate node.

Figure 4.2 illustrates the case where a sender and a receiverare connected via
an intermediate node. The connection between the sender andthe intermediate
node is marked as Link A, while the connection between the intermediate node
and the receiver is Link B. Let us consider two possible scenarios:

1. There are no data losses or significant delays on Link B. This occurs when
Link A is a wireless channel and the intermediate node is an access point
that is connected to the receiver by a dedicated ethernet cable. In the situa-
tion described, video data packets arrive at the intermediate node, are put in
the node buffer and sent to the destination. Since there is always sufficient
bandwidth and there is no competing application, the transmission over Link
B suffers no losses or delays.

2. There are losses and delays on Link B. This occurs if the intermediate node
is an access point that has a wireless connection to the receiver as Link B.
If data is lost during the transmission on Link B, the resulting data stream
is disrupted, or recovered upon retransmission on the MAC level. The latter
case results in delays of data packets in the node buffer. With time, the buffer
could overflow, resulting in a packet drop at the intermediate node. The
loss influences BL packets or EL packets with equal probability. Moreover,
the loss cannot be directly detected at the sender side, thuspreventing error
recovery at the sender.

The same reasoning can be applied to a connection with multiple intermediate
nodes. Since the sender has control over the first link only, errors on later links or
nodes are not directly detected at the sender. There are two possible solutions that
allow the control of losses and delays for video data that is streamed by RTP:

1. create intermediate nodes that are aware of scalable video,
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2. organize feedback from a receiver to the sender.

To bring scalable video awareness to nodes, software modifications will have to
be made to nodes that were not designed for the purpose of scalable video stream-
ing. Controlling losses and delays using RTP with a feedbackchannel from a
receiver is much like using a TCP acknowledgement mechanism. For the moment,
RTP has no retransmission capabilities.

The data loss by RTP is hidden from the sender and, as the result, cannot be
detected and/or avoided by a streaming solution. Thus, the protocol cannot be used
in the developed system.

TCP

TCP is the second option to be considered as a protocol for video streaming. TCP
eliminates uncontrolled losses of data due to its100% reliability. Despite the fact
that TCP is a reliable protocol, it is rarely used for real-time video streaming. The
reason for this is that TCP retransmits the data that is lost or corrupted during
the transmission, which then results in transmission delays that are not tolerated
in a real-time environment. Moreover, in case of packet loss, TCP reduces the
transmission rate leading to even longer delays.

An advantage of TCP is that any losses or delays during transmission are visible
at the sender side no matter on which link (A or B) they occur. Moreover, all
actions required for recovery from the above-mentioned problems are incorporated
in the protocol, which means there is no need for additional measures at application
level. As a payoff, the reliability of TCP comes at the expense of higher bandwidth
usage due to data retransmissions and acknowledgement transmission. If at some
point in time the application tries to send more data than TCPcan deliver (e.g.
video bit rate larger than network bandwidth), the losses ofdata can still occur
due to application/protocol buffer overflows. The reasons for an overflow are the
following. When an application cannot write data to a protocol buffer because the
buffer is full, the data can be discarded or maintained in theapplication buffer. The
discarded data is irreversibly lost, so the majority of applications prefer to keep the
data in the application buffer until the protocol buffer is emptied. If the protocol
buffer is not emptied for a long time, the application buffergets full. This is not a
problem for applications that can delay the production of data. Video applications
(especially those dealing with real-time input) must continue the production, so old
data in the application buffer needs to be discarded to create space for new data.

Despite the two problems of TCP-based streaming, the absence of timely deliv-
ery and the possibility to loose data in application/protocol buffers, TCP guarantees
absolute reliability of the delivery, which makes it the most suitable protocol for
the developed streaming solution.
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4.1.2 Single stream vs. Multiple streams

Single stream versus multiple streams delivery is another point of attention in de-
veloping a video streaming. The scalable video coding produces multiple layers of
video data, with all layers composing a single video stream.The majority of mod-
ern solutions for scalable video streaming uses one connection per stream. The
advantages of the approach are easy management of the layersduring the trans-
mission, the possibility of using unequal error protectionfor different layers, and
the possibility to organize multi-path transmission. The disadvantage of the ap-
proach is the difficulty to support prioritization of layersduring the transmission.

A single stream approach uses only one connection and a single data stream
to transmit multiple layers. The video frames from the layers are written one by
one to the stream in accordance with the layer’s priorities.TheLB frames precede
LE,1 frames,LE,1 frames precedeLE,2 frames, etc. Since TCP does not change
the order of data arrival, it is guaranteed that the order of the layers at the receiver
are exactly the same as they were at the sender.

4.2 Prioritization

Scalable video produced by a transcoder at the sender side can be sent over a net-
work according to the importance of the frames, i.e. BL first and then ELs. BL
frames are absolutely necessary to reproduce a video, whileELs only improve the
quality of the video delivered by BL, from which their importance is derived. The
relevant prioritization is handled at the application level in the following way. The
layers of a scalable video are stored in separate buffers. Every layer consists of
video frames split into a set of data packets. A scheduler is responsible for mov-
ing data packets from the application buffers into a protocol buffer, from where
the packets are sent to their destination (see Figure 4.3). The scheduler reads

Figure 4.3. Streaming solution with prioritization scheduler.

packets from the BL buffer and, if there is no BL packet, from the EL buffers.
Consequently, the BL part of a frame is always sent first and the rest of the frame
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composed of the ELs layers is transmitted afterwards.
The scheduler verifies that there is sufficient space in the protocol buffer for

data packets coming from an application buffer. If there is no space available, the
scheduler does not take packets from the application buffers. Consequently, the
protocol buffer fullness spreads into the application buffers. This mechanism is
absolutely necessary because it enables buffer managementat the application level
which, to a large extent, decouples buffer management from the chosen communi-
cation protocol.

Once video packets are stored in the protocol buffer, the responsibility for the
transmission of the data lies entirely with the protocol itself. The data is sent in
a single TCP stream, so the order of the layers for a given frame does not change
during the transmission.

4.3 Controlled losses – EL drop

In the previous sections we discussed the fact that the delivery of video data is
guaranteed at the protocol level. If the network bandwidth drops below the video
bit rate, the application buffers become full. The larger the buffers, the longer
the periods of insufficient bandwidth can be hidden from the end user. The cost
of the large buffers is increased latency (the time needed for a video frame to be
transferred from the sender to the receiver).

Latency of more than2 seconds, which corresponds to the buffering of50 –
60 frames, is not acceptable in real-time video applications.Given the prioritiza-
tion scheme described in the previous section, the fuller anapplication buffer, the
longer the packets from the buffer wait for transmission, which leads to synchro-
nization problems because the difference between the arrival of BL frames and the
arrival of the EL frames increases. If the EL frame is not available to a decoder at
the time the corresponding BL frame is being processed, transmission of that EL
frame is pointless because it will be dropped at the receiverside. Moreover, if a BL
frame is transmitted to a receiver with a significant delay, this frame is discarded
at the receiver side because it is too old. To avoid this, we assign a timestamp to
all packets in the application buffers so that the schedulercan check how long a
packet has spent in the application buffer. If this time is longer than a given thresh-
old, which depends on the amount of buffering in the system, the packet is dropped
by the scheduler. Furthermore, if an application buffer is full when the applica-
tion is attempting to write data to the buffer, the application removes any outdated
packets.

As discussed in Chapter 2, preemption of frame transmissionleads to an un-
wanted resource wastage. When during transmission of frameFEi

1 from enhance-
ment layerLE,1 frameFBj from base layerLB arrives to the application buffer, a
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sender will sendFBj after transmission of the packets belonging toFEi
1 that are

already placed in the protocol buffer. During the transmission of FBj, FEi
1 data,

left in the application buffer, may become outdated. If the scheduler would drop
the outdated data, the resources which have been spent on transmission ofFEi

1 are
wasted. That may lead to a regretful situation, when the sender continuously uses
resources to transmit only parts of frames from the EL. A simplified example of
such situation is shown in Figure 4.4.

Figure 4.4. Timeline for transmitting a video data from the application buffers to
the protocol buffer.

Figure 4.4 presents the timeline for transferring video data from the applica-
tion buffers to the transmission-protocol buffer. It is assumed that the transcoder
produces a scalable video consisting of two layers,LB andLE,1 with a frame pe-
riod of 40 ms. The bit rates of the layers are1 and2 Mbps respectively. We set
the maximum time that a frame can spend in the application buffer is two frame
periods (80 ms). The network throughput is2 Mbps. The protocol buffer size is
5 KB (which is adequate for a slow link with a very small round trip time). For the
sake of simplicity, let us assume that:

• every frame in a layer has the same size,

• framesFBi andFEi
1 are put in the application buffer concurrently,

• and data is transmitted in chunks of2 KB.

The horizontal scale in Figure 4.4 represents time in milliseconds from the moment
framesFB0 andFE0

1 (the first frames inLB andLE,1 respectively). In the figure,
the operation of reading a part of a video frame from the application buffer and
writing it into the protocol buffer is shown as a block that occupies time. Each
block is marked with its frame number(on top). The percentage inside a block
shows how much data of the frame was transferred in the given time slot. To
improve visual clarity of the figure, the transfer ofFB0 is shown as if it occupies
the first8 ms of the first frame period. In reality, the whole frame is written to the
protocol buffer instantly. In8 ms the first2 KB chunk ofFB0 is transmitted to a
receiver, making space in the protocol buffer for data fromFE0

1 . This is a startup
behavior.

As shown in Figure 4.4, during the first frame period all ofFB0 and80% of
FE0

1 is written to the protocol buffer. New frames,FB1 andFE1
1 are produced at
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40 ms.FB1 preemptsFE0
1 . After the scheduler transfersFB1 data to the protocol

buffer, it continues with the rest (20%) of FE0
1 and a part (30%) of FE1

1 . Frames
FB2 andFE2

1 are produced at80 ms, andFB2 preemptsFE1
1 . Only 50% of

FE1
1 is written into the protocol buffer in the third frame period, since at120 ms

FE1
1 is preempted byFB3. WhenFB3 is transferred to the protocol buffer, the

scheduler drops the rest ofFE1
1 because it is older than80 ms. As a result, only

80% of FE1
1 will be transmitted to the receiver, makingFE1

1 useless for the de-
coder. Consequently, the scheduler writes50% of FE2

1 to the protocol buffer in
the fourth frame period, and switches toFB4 in the fifth. AfterFB4 is transferred
to the protocol buffer, the scheduler drops the rest ofFE2

1 to deal with the first half
of FE3

1 , whereas the second half of the frames will be dropped one frame period
later. As a result, despite having a high utilization of the network bandwidth, the
receiver never gets a full EL frame (except forFE0

1 ). Thus, dropping an outdated
part of a frame is not the best approach.

An alternative is to not remove the outdated packets, which is a work-
preserving approach where instead of dropping the part ofFEi

1, transmission is
continued. The extended life ofFEi

1 increases the probability that frames from
EL are dropped. Note that the work-preserving approach can result in multiple
frames to be dropped as the result of a successful transmission of a single frame,
whereas an approach that always drops a part of an outdated frame can result in no
EL frames at all.

Let us discuss the difference between keeping/dropping outdated data in the
application buffers. Figures 4.5 - 4.8 show an example behavior of buffers at the
sender (application buffers) and at the receiver (decoder buffers). The settings,
simplifications and assumptions are taken from the previousexample (see page 57).
The decoder at the receiver buffers5 frames before the start of video processing
(known as ‘initial buffer fullness’).

Figures 4.5 and 4.6 show the filling of the application buffers and the decoder
buffers for theno skippingapproach in which outdated packets arenot removed.
Since the bit rate of theLB is lower than the available bandwidth,LB frames are all
transmitted successfully over the network within half a frame interval after their ar-
rival at the protocol buffer. The second half of the frame interval is used to transmit
LE,1 frame packets. As implied by Figure 4.5, when a newLB frame is available
in the application buffer, it preempts theLE,1 frame that is being transferred to the
protocol buffer (for example, at40 ms a new BL frame is available in the buffer,
and it preempts the previous EL frame). As shown in Figure 4.6, at time312 ms,
the decoder starts processing frame number3 while the transmission of theFE3

1

frame is still in progress. As a result, the decoder only processesFB3 , which
gives rise to a video of low quality. The same happens with frame number4. Later
on, at352 ms, the requiredFE4

1 is also not available because a large part of the



4.3 Controlled losses – EL drop 59

Figure 4.5. Application buffers at the sender. Theno skippingapproach. The
dotted line shows number of frames in the EL buffer (layerLE,1), the solid line
shows number of frames in the BL buffer (layerLB).

Figure 4.6. Frames ofLB andLE,1 in the decoder buffers at the receiver. Theno
skippingapproach.
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previous frame interval was spent on the transmission ofFE3
1 despite the fact that

FE3
1 will never be used by the decoder. As a result, the bandwidth is wasted on

outdated frames and from frame number3 onwards the decoder processes onlyLB

frames.
Theskippingapproach is shown in Figure 4.7 and 4.8. Under the same condi-

tions, the scheduler does not even start with the transmission of FE3
1 because at

the time of transmission ofFE2
1 , the frameFE3

1 has spent more than80 ms in the
buffer 1. The result ofFE3

1 being skipped is thatFE4
1 is transmitted on time.

Removal of outdated packets is an easy and efficient solutionfor adapting the
bit rate to suit the available bandwidth to scalable video. The solution is easy to
apply to EL buffers, because frames in EL have no dependencies on each other, so
any frame can be skipped. A situation may exist when droppingof all frames in EL
cannot accommodate bandwidth variations, so during a deep drop in the available
bandwidth the BL buffer may overflow. In contrast with EL frames, frames in BL
have interframe dependencies and therefore require a more sophisticated skipping
mechanism. We use the I-Frame Delay (IFD) method [60] for BL buffer manage-
ment. IFD represents a temporal scaling technique. When thenetwork bandwidth
drops below the bit rate of BL, IFD decreases the bit rate of BLby dropping video
frames in accordance with the importance of the frames for the rest of the video
stream. A reasonably low amount of dropped frames might not be noticeable to
the end user, yet the bit-rate reduction achieved is high enough to enable recovery
from bandwidth fluctuations.

Figure 4.9 shows positioning of IFD at the sender side. IFD uses the frame type
to guide the frame skipping process, thus implementing a Push-out Buffer tech-
nique as follows: when the application buffer is full, IFD first pushes theB frames
out of the buffer and then, if still necessary (i.e. the bandwidth has dropped signif-
icantly for a longer period), it pushes out theP andI frames. By only dropping
all B frames from a video stream we can make the resulting video stream fit into a
bandwidth that is half the bit rate of the original stream, still preserving interframe
dependencies. The price that has to be paid for this is a reduced frame rate – in
the case of anI(B2P )yB2 GOP structure, if allB frames are dropped this would
generally lead to13 of the original frame rate.

4.4 Controlling data flow – transcoding

So far we discussed only reactive measures to handle bandwidth fluctuations. The
dropping techniques decrease the amount of data that is given to TCP. As men-
tioned above, a long period of bandwidth decrease may lead tothe complete loss
(due to the dropping) of EL and significant loss of BL frames. To avoid that, a

1As mentioned above, the system buffers only2 frames, which is80 ms.
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Figure 4.7. Application buffers at the sender. Theskippingapproach. The dotted
line shows number of frames in the EL buffer (layerLE,1), the solid line shows
number of frames in the BL buffer (layerLB).

Figure 4.8. Frames ofLB andLE,1 in the decoder buffers at the receiver. The
skippingapproach.
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Figure 4.9. Streaming solution with prioritization scheduler, dropper of outdated
frames and IFD algorithm.

proactive technique should be used that reconfigures the transcoder when a drop
in the bandwidth is detected, so the transcoder produces smaller video layers or
a lower number of layers. Making a smaller layer means reducing the amount of
bits that is allocated to individual frames, thus making their transmission easier and
avoiding buffers getting full.

Figure 4.10 shows the complete scheme of the streaming solution that is ca-
pable to anticipate the network behavior and react to it by reducing the amount of
produced video data. The scheme has two additional core components: a network
appraiser and a layer configurator.

Figure 4.10. Streaming solution with the network appraiser, layer configurator
and scheduler&dropper components.
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4.4.1 Network appraiser

The main task of the network appraiser is to calculate the current bandwidth and
bandwidth variations. As shown in the previous section, there should be no data
losses at the protocol level during transmission. All losses are ‘transformed’ into
delays of data. In this case, buffer fullness is a good indication of network con-
ditions. The basic principle is that if packets are sent at a rate larger than the
available bandwidth, the queuing delays increase, so the time that the packets stay
in the buffer increases. If a buffer is becoming empty or is already empty, the cur-
rent network conditions allow more data to be sent than is currently being sent. An
increase in buffer fullness suggests that an application issending more data than is
possible with the current network state.

The network appraiser uses a simple formula to calculate themomentary avail-
able bandwidth (Bt), which is an estimation of the effective available bandwidth,
BR

t , at the timet:

Bt =
(St−δt − St) + W(t−δt;t]

δt
. (4.1)

ParametersSt andSt−δt denote the protocol buffer fullness (size of data in the
protocol buffer) at the momentst and t − δt respectively. VariableW(t−δt;t] is
the amount of data written to the buffer in the time period(t − δt; t] , which can
be calculated asW(t−δt;t] = R · δt , whereR is the bit rate of the data stream.
In general definition,R is the bit rate of the data that comes from the application
buffer to the protocol buffer. Assuming that the scheduler is not dropping frames,
R is the bit rate coming from the transcoder.

Under certain conditions,Bt represents the minimal value of the available
bandwidth and not the estimation of the effective availablebandwidth. That can
be explained as follows. Let us assume thatBt = BR

t . From Equation (4.1),

St = R · δt + St−δt − BR
t · δt. (4.2)

If the effective available bandwidth,BR
t , is less thanR +

St−δt

δt
, the value of

St is positive or zero. In the case whenBR
t · δt > R · δt + St−δt , the buffer

fullness has a negative value which means that the protocol sent more data than
was available in the buffer. In reality, after transmittingR · δt + St−δt of data the
protocol stops until new data arrives at the protocol buffer. The absence of data at
the buffer means thatSt = 0. So, from Equation (4.1),Bt · δt = R · δt + St−δt ,
which means thatBt < BR

t . To compensate for the unaccounted bandwidth, an
additional valueBe is added to the measured bandwidth ifSt = 0. The value of
Be is chosen experimentally as discussed in Chapter 6.
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The overall formula to calculate the momentary available bandwidth is

Bt =















(St−δt − St) + W(t−δt;t]

δt
if St > 0

St−δt + W(t−δt;t]

δt
+ Be if St = 0

(4.3)

The network appraiser continuously calculates the available bandwidth keeping
the history of values over a period of time calledobservation window. A zero-
phase digital filtering [61] is used on the calculated valuesto filter out ‘noise’, i.e.
short-term fluctuations (see Figure 4.11).
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Figure 4.11. An example of filtering of a calculated available bandwidth.

The available bandwidth changes continuously during the transmission. We as-
sume that during a short time interval (less than1 second) the bandwidth fluctuates
around a given average. So, the set of calculated values of the average bandwidth
is approximated by a normal distribution, where meanµB is the average band-
width andσB is the standard deviation. These two parameters are the output of the
network appraiser.

4.4.2 Layer configurator

The layer configurator continuously receives information about the available band-
width from the network appraiser and, with that knowledge, examines the space for
possible video stream configurations (number and bit rate oflayers), searching for
a configuration that delivers the highest possible quality under the given network
conditions. Figure 4.12 presents a detailed view of the layer configurator and its
environment. The layer configurator consists of three parts: loss estimator, quality
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estimator and decision maker.

Figure 4.12. Principal scheme of the layer configurator (info flow). Based on
the quality information from the transcoder and network statistics from the net-
work appraiser, the layer configurator provides the transcoder with video settings,
namely, number and bit rate of layers.

Loss Estimator

The loss estimator calculates the probability of data loss (due to dropping outdated
frames from the application buffer) for each layer of a layerconfiguration under
given network conditions. The description of the network conditions is based on
the current value and the variations in the available bandwidth as delivered to the
loss estimator by the network appraiser.

The loss probability is calculated by matching the estimated performance of
the link (in terms of bandwidth changes) to the video traffic model that describes
changes in video frame sizes for the given layer configuration. We base the traffic
model on the statistical model [62], where the distributionof video frame sizes is
approximated by a normal distribution [63, 64].

We denoteRj as the average bit rate of layerj (j = 0 for LB , j = k for
LE,k). We assume thatRj is a random, normally distributed variable with mean
µj and standard deviationσj . The mean value corresponds to the bit rate of the
layer, while the standard deviation depends on the encodingalgorithm and should
be supplied by the video data producer (for example, for an MPEG-2 TM5 encoder
with a GOP (12,3) the standard deviation is close to1

4 of the mean value).
As a result, the probabilityξN thatN layers can be transmitted successfully at

the current time is

ξN = P (

NL
∑

j=0

Rj ≤ Bt), (4.4)
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or

ξN = P (Bt −
NL
∑

j=0

Rj ≥ 0), (4.5)

whereP is a probability.
Taking into account thatBt andRj are normally distributed values, the differ-

ence between them is also a normally distributed valueDN = Bt −
NL
∑

j=0
Rj with

mean

µDN = µB −
NL
∑

j=0

µj (4.6)

and standard deviation

σDN =

√

√

√

√

√

NL)
∑

j=0

σ2
j + σ2

B . (4.7)

The probabilityP that the random variableDN takes a value greater than0 can
be calculated using a cumulative probability functionFDN for DN ,

P (DN > 0) = 1 − FDN (0). (4.8)

Cumulative probability functionFDN (0) is calculated as

FDN (0) =
1

2
· (1 + erf(

−µDN

σDN ·
√

2
)). (4.9)

From Equations (4.5), (4.8), and (4.9), the probability that N layers can be
transmitted successfully is calculated as

ξN = 1 − FDN (0)

= 1 − 1

2
· (1 + erf(

−µDN

σDN ·
√

2
))

=
1

2
· (1 − erf(

−µDN

σDN ·
√

2
)).

(4.10)

Furthermore, based onξN we may calculate the probabilityEK that only a
certain number of layers can be transmitted (for example, only LB or onlyLB and
LE,1). K = −1 means no layers,K = 0 means onlyLB , K = 1 meansLB plus
LE,1 , etc. The probability that onlyK layers are transmitted is the probability of
the successful transmission ofK layers minus the probability thatK +1 layers can
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be successfully transmitted

EK = ξK − ξK+1

= (1 − FDK (0)) − (1 − FDK+1(0))

= FDK+1(0) − FDK (0).

(4.11)

For K = −1, FDK (0) = 0 , sinceξ−1 = 1 as follows from Equation (4.4). If
the total number of layers isM , FDK+1(0) = 1 if K ≥ M because the probability
to successfully transmit more layers than are available is zero (ξK+1 = 0).

The loss estimator returns probabilities for the successful transmission of a
certain number of layers,EK , for every given layer configuration as shown in
Table 4.1. For example, the probability that onlyLB frames will be transmitted
under configuration2 is3% , whereas the probability that onlyLB andLE,1 frames
will be successfully transmitted under the same configuration is93%.

Bit rate [Mbps] Probability
Config. LB

rate
LE,1

rate
LE,2

rate
none only LB only LB

& LE,1

all layers

1 1 2 2 0.00 0.00 0.50 0.50
2 2 2 2 0.00 0.03 0.93 0.04
... ... ... ... ... ... ... ...
n 3 2 1 0.00 0.50 0.45 0.05

Table 4.1. An example of the results of the loss estimator.

Quality estimator

The quality estimator establishes a relation between a layer configuration and the
objective quality that is delivered for the configuration. The relation depends on
the coding technique that is used and the estimator therefore uses bit-rate/quality
dependency (we refer to the dependency as ‘quality mapping’) derived from the
transcoder.

An example of a quality mapping for the base layer is shown in Figure 4.13.
The horizontal scale represents input bit rate, the vertical scale represents the qual-
ity of the output stream expressed in PSNR. For the sake of simplicity we limit
maximal quality because in cases where there is no difference between the input
and the output streams, the PSNR value is equal to infinity. Different lines within
the figure correspond to a particular bit rate of the output stream. As shown in
Figure 4.13, the quality is at maximum when the output bit rate is higher than the
input bit rate. As soon as the output bit rate drops below the value of the input bit
rate, the quality goes down. Quality as a function of input and output bit rates also
depends on the encoding parameters of the original stream and on the content of
the stream. The transcoder should, therefore, have a pre-defined quality mapping
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for an “average” case. This mapping is used every time when the transcoder starts
processing a new stream and is updated by the transcoder at run time.
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Figure 4.13. An example of transcoder quality mapping forLB.

The quality of the video produced by the transcoder depends on output and
input bit rates of a video. If the input bit rate of a video is fixed, the quality delivered
by LB is a function of theLB bit rate.

The quality is measured by the transcoder itself and is expressed in PSNR. As
follows from Equation (A.2), the PSNR is based on the MSE value, which is a
distortion introduced to the video by the transcoder. We denote MSE ofLB with
bit rateRB asd(RB). Modelling of rate and distortion characteristics has been
frequently used within bit-rate control schemes [65, 66, 67]. From a number of
approaches described in the literature the exponential model is among the most
popular due to an easy computation and good fit characteristics. The exponential
model describes the relation between bit rate of the video data RB and distortion
of the datad(RB) as

d(RB) = α + β · log(
1

RB
). (4.12)

Equation (4.12) describes distortion as a function of output bit rate of the
transcoder. The coefficientsα and β are different for various input bit rates of
a video and, moreover, for every type of video content. We assume, however, that
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for a single video the input bit rate and the major characteristics of the video (pixel
resolution, color resolution, etc.) stay the same.

Every time the transcoder starts processing new video material, the quality es-
timator resetsα andβ coefficients in the rate-distortion function. With every new
frame, the transcoder communicates theMSE of the frame to the quality estima-
tor, which calculatesα andβ using a least squares error method (the details can be
found in Appendix D). Using Equations (4.12) and (A.2) the quality estimator is
able to predict the averagePSNR value of a video stream containing BL with bit
rateRB .

The quality mapping for an enhancement layer shows what quality improve-
ment is achieved by anLE,i of a given bit rate. The mapping is more complex than
for theLB since the quality depends on three variables: input bit rate, output bit
rate forLB and output bit rate for theLE,i.

It is important to mention that all frames in the EL have the same coding type
(I or B frames, as described in Chapter 3). As a result, two enhancement layers
with bit ratesRE,1 andRE,2 give rise to the same quality improvement as a single
enhancement layer with bit rateRE,1 + RE,2−RO , whereRO is the overhead for
having an additional enhancement layer (the value ofRO is evaluated in Chapter 6).
It is, therefore, sufficient to have a quality mapping for a single enhancement layer
case in order to estimate quality improvements by any numberof ELs.

An additional distortion is introduced to a video by transcoding it into BL and
one or more ELs instead BL only, namely:

δd(RB , RELs) = α̃(RB) + β̃(RB) · log(
1

RELs
), (4.13)

where

RELs =

NL
∑

i=1

RE,i − (NL − 1) · RO. (4.14)

The image improvements brought by an EL with a certain bit rate to a base
layer depend also on the bit rate of the base layer. As a result, coefficientsα̃(RB)
andβ̃(RB) are calculated for different values ofRB .

Every time the transcoder starts processing new video material, the quality
estimator resets̃α(RB) andβ̃(RB) coefficients for allRB . With every new frame
that is encoded into the BL and one or more ELs, the transcodercommunicates
MSE of the frame to the quality estimator. TheMSE is calculated based on BL
only or on the sum of BL and one or more ELs. The quality estimator uses the
input to recalculatẽα(RB) andβ̃(RB).
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The final output of the quality estimator is

PSNR = 20 · log10
255√

d(RB)+δd(RB ,RELs))

= 20 · log10
255

√

√

√

√ α+β·log
(

1
RB

)

+α̃(RB)+β̃(RB)·log

(

1
∑NL

i=1
RE,i−(NL−1)·RO

)

(4.15)

Table 4.2 shows an example of the quality estimator results.LB quality is the
PSNR value (indB) for video that is delivered by the BL alone. TheLE,1 quality
andLE,2 quality show quality that is delivered by these layers in combination with
the preceding layers. In Table 4.2,LB from configuration1 delivers video quality
of 28 dB with respect to the original video, while theLB and theLE,1 from the
same configuration yield video quality of33 dB.

Bit rate [Mbps] Quality [dB]
Config. RB RE,1 RE,2 LB

quality
LB &
LE,1

quality

LB &
LE,1

& LE,2

quality
1 1 2 2 28 33 36
2 2 2 2 35 39 41
... ... ... ... ... ... ...
n 3 2 1 40 42 43

Table 4.2. An example of the results of quality estimator.

Decision maker

The task of the layer configurator is to choose an optimum number of layers with
optimum bit rates for the given network conditions. This task is done by bringing
together results from the loss estimator and quality estimator in a decision-making
module. Figure 4.14 presents the decision-making algorithm for three-layered scal-
able video.

The algorithm inspects various bit rates for the layers using the following pa-
rameters:

Maximal Rate is the maximum bit rate for the sum of the layers. The rate is cho-
sen as the maximum of the network throughput (e.g.6 Mbps for 802.11b).

Minimal Rate is the minimal bit rate forLB that is possible for the given video
settings. As an example, a Standard Definition video stream should have a
minimal bit rate in the region of0.75 Mbps, which is needed for the video
stream syntax alone.

Step Rate is the increase step for going through the possible bit ratesfor the lay-
ers. A general practice is to choose an increase that makes improvements to
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BestQuality = 0;
ChosenConfiguration = notchosen;
[µB, σB] = Network Appraiser→UpdateBandwidth();
FOR (RB = Minimal Rate;RB < Maximal Rate;RB += StepRate)
{

FOR (RE,1 = 0; RE,1 + RB < Maximal Rate;RE,1 += StepRate)
{

FOR (RE,2 = 0; RE,2 + RE,1 + RB < Maximal Rate;RE,2 + =StepRate)
{

[ξ0, ξ1, ξ2] = LossEstimator→CalculateProbabilities(RB,RE,1,RE,2);
[Q0, Q1, Q2] = Quality Estimator→EstimatePSNR(RB,RE,1,RE,2);
Quality = CalculateConfigurationQuality([ξ0, ξ1, ξ2],[Q0, Q1, Q2]);
IF (Quality> BestQuality)
{

Best Quality = Quality;
ChosenConfiguration =[RB, RE,1, RE,2];

}
}

}
}

Figure 4.14. Decision-maker algorithm in pseudo-C.
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the quality of the video visible. The experimental evaluation of the influence
of theStep Rate value on the system performance is given in Chapter 6.

QualityQi of configurationi is transmitted under the current network condition
and is calculated as

Qi =

NL
∑

j=0

Qj · Ej , (4.16)

whereNL is the number of layers in the configuration (N = 0 means only the BL),
Q1 is the quality achieved by theLB , Qk if k ≥ 1 is the quality achieved by the
sum of all layers fromLB to LE,k , Ej is the probability to transmit onlyj layers
(j = 0 is only theLB). The configurationn whereQn = maxi=0..NC

(Qi), where
NC is the number of configurations, is considered to be the best for the current
network conditions and it is communicated to the transcoder.

4.5 Conclusions

In this chapter, we have presented a streaming solution thatenables streaming of a
scalable video over a wireless/wired link. The approach is based on TCP streaming
and therefore shows no data losses during the transmission.

Priorities can be assigned to layers of scalable video codedmaterial to guar-
antee that transmission of the BL is not hindered by transmission of the ELs, and
the higher EL has no influence on the transmission of the lower, more important,
ELs. Due to the single-stream approach, the prioritizationscheme is valid over the
whole transmission path and does not depend on the network environment.

The lossless transmission results in potentially high transmission delays, when
the bandwidth decreases. Two mechanisms are introduced to handle bandwidth
variations –frame droppinghandles short term bandwidth drops allowing an im-
mediate decrease in the amount of data that is offered to the protocol, whereas
transcodinghandles long term bandwidth variations changing the amountof the
produced video data. Frame dropping represents a reactive approach towards
network-condition changes, while a transcoding-based approach executes a full
spectrum of activities including network-bandwidth estimation, loss estimation and
quality estimations for the video being transmitted. The major advantage of the ap-
proach is that all functionality can be fully implemented atthe sender side.

Chapter 6 presents an extensive evaluation of the suggestedsolutions, focusing
on the influence of internal parameters on the behavior of thesolution as well as
on the applicability of the solution under various network conditions.

The proposed streaming solution is not video-encoding specific and can be
used with other (scalable) video coding techniques.
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Controlling a network terminal

This chapter presents a resource management technique that employs a budget
preservation approach for a scalable video-decoding application. The developed
technique optimizes user-perceived quality by taking intoaccount the available
input data and available processing power. The quality is optimized by smoothing
the quality fluctuations and preventing deadline misses. The optimization strategy
is created offline by means of a Markov Decision Process. The algorithm of the
strategy creation is, for a large part, based on the work of Clemens Wüst [34].

Within the scope of this thesis, the development of the resource-management
technique focuses only on processor resources. The management of other system
resources (bus, memory, etc.) has not been studied.

5.1 Preliminary research

The video-decoding application on the terminal is responsible for receiving scal-
able video data, decoding and merging frames of the scalablevideo into frames of
uncompressed video that are ready to be rendered by the terminal. The reception
of the video data, as described in Chapter 2, consists of reading data from the net-
work protocol buffer, de-packetizing data, splitting the data stream into the set of
layers of the scalable video and putting these layers into the buffers of the scalable
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video decoder. This is the responsibility of the network reader, which is depicted
in Figure 5.1.

Figure 5.1. Overview of the network reader.

As discussed in Chapter 1 it is not guaranteed that the video-processing appli-
cation can use all the device resources. Therefore, the developed video-decoding
application should be able to perform even if the available resources are not suf-
ficient to decode all incoming video data at the highest quality. Moreover, the
application should be prepared to tolerate resource availability changes during run-
time 1.

The successful functioning of the video-processing application assumes that a
terminal has basic components for the resource management –budget scheduler
and quality manager. Figure 5.2 shows an example organization of the resource
management system. The quality manager is responsible for the definition of the
priorities of various applications running on the terminaland, consequently, for
assigning resources to every application. The resource assignment is then commu-
nicated to the budget scheduler, which takes care that the resources assigned to the
application are used solely by the application and, at the same time, an application
does not use more resources than are assigned to it.

It is assumed that the video-processing application runs only when the assigned
resources are sufficient for the seamless processing of a BL at the minimal bit
rate. In the worst case, that is an amount of resources that allows to decode an
empty(black picture) frame from a BL every frame period. The frameperiod is
the time between displaying two successive frames. In the general case, if a frame
is not processed during the frame period, it is late for a display and, therefore, it
is considered useless. The time when a frame processing mustbe complete is a
deadline for the frame. A deadline-miss defines the state of the system when a
frame is not decoded before its deadline.

1Although practice shows that the changes in resource allocations happen rarely, less than a few
per hour.
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The developed application consists of two major parts (excluding the network-
reader component that always executes at the highest priority and, therefore, cannot
be managed by the resource management system) – a controllerand a decoder. The
decoder is responsible for processing layers of a scalable video and merging them
frame by frame for future display. The controller is continuously getting input
from the budget scheduler regarding the utilization of the resources and changes
the resource consumption of the decoder by modifying the decoder’s settings, so
the resources are not exceeded. The budget scheduler provides resources to appli-
cations in terms of budgets. Budget is the amount of resources that the application
can use during a certain time period. The budget assigned to avideo-processing
application is specified with respect to the frame period. A budget of50% assigned
to a decoder that processes one frame every40 ms says, in fact, that the decoder has
20 ms of exclusive resource usage for processing a frame. The time representation
of the resource budget is referred to as a time budget.

OSOS

B
udget scheduler

B
udget scheduler

ApplicationApplication

Quality managerQuality manager

Video decoderVideo decoder

ControllerController

Applications
settings

Application
status

Settings

Figure 5.2. Resource management on a terminal.

The decoder can adjust the resource consumption in two ways:change the
accuracy of the processing (e.g. lower accuracy of inverse DCT transformation) or
change the amount of data that is processed (e.g. using fewerlayers of the scalable
video).

Changing the accuracy of the processing is only possible when the process-
ing is done in software. Many CE devices on the market, however, use hardware
modules to perform the most computationally intensive tasks or even the entire
decoding process. Having a hardware module with a fixed functionality disallows
any changes in the processing algorithm, making a techniquethat relies on such
changes useless. The approach that exploits reduction of the amount of data that
is sent to the decoder suits all range of the devices – with only software, only
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hardware, or mixed software/hardware decoders.
The decoder can be manipulated by setting the number of processed layers to

adjust its resource consumption. Since the quality of the decoder output depends
directly on the number of processed layers, the quality of the output is a function
of the resource consumption. An algorithm that trades resources for quality is a
scalable video algorithm as described in Chapter 1.

The decoder in Figure 5.3 is organized as a scalable video algorithm, where the
number of processed layers is an internal parameter that influences the resource
consumption and output quality of the decoding. Processingof LB requires the
least amount of resources, but produces a picture of the lowest quality. When the
decoder processesLE,1 and merges it toLB , the resource consumption increases
so as the quality of the output picture. The processing of thehigher ELs provides
increasingly higher quality of the output, while consumingmore resources.

Figure 5.3. Decoder of SNR scalable video.

The relation between the resource consumption and the number of processed
layers depends, for the lager part, on the implementation ofthe decoder. Decoding
of a scalable video requires the following components (as shown in Figure 3.11):
variable length decoding, de-quantization, inverse DCT and motion compensation.
The influence of these components on the overall resource consumption is dis-
cussed below. As mentioned above, the only considered resource is a processor.

• Inverse DCT is one of the most computationally demanding components.
The transformation is performed on a block of data indifferent of the content
of the block. Therefore, the resource consumption of the component dur-
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ing the processing of the video is linearly dependent on the number of data
blocks that are processed. The latter is defined by dimensions of the video
picture. As the result, the component uses

RiDCT = α1 · NL (5.1)

resources, whereNL is number of layers of a scalable video andα1 is a pa-
rameter that depends on component implementation and execution platform.

• Motion compensationis another high resource-demanding component. The
motion compensation consists of simple block reading and occasional fil-
tering operations that are performed on blocks of data. So, the number of
operations linearly depends on the number of blocks that should be pro-
cessed. The latter depends on the frame types. For example,I frames have
no predicted frames, so the motion compensation is not performed during
processing of these frames. On the other hand,B frames usually contain
many predicted frames and therefore, the motion compensation is involved
intensively. In the case of scalable video coding, the motion-compensation
involvement and, thus, resource consumption for decoding the BL and EL is
different. As described in Chapter 3, the EL is created usingonly I frames
or I andB frames. If theI-frame mode is used to encode EL, the resource
consumption of the motion compensation for processing EL iszero, so it is
only defined by the BL. Otherwise, the motion-compensation involvement
is calculated based onB frames, which are the major part in theIBn GOP
of an enhancement layer. It is shown in [68] that bit rate has little influ-
ence on the number of motion-compensated blocks. As a result, the resource
consumption of motion-compensation component is

RMC =

{

α2 if I−frame mode

α2 + (NL − 1) · α3 if B−frame mode
, (5.2)

whereα2 is the amount of resources needed to process BL andα3 is the
amount of resource needed to process an EL. Parametersα2 andα3 depend
on component implementation and execution platform.

• De-quantization is an insignificant component from resource-consumption
point of view. Moreover, the de-quantization is often performed with a vari-
able length decoding component. For the current analysis de-quantization is
neglected.

• Variable length decodingis the only component that has high demands for
resources and shows a clear dependency on the bit rate of the processed
video. The amount of computation in variable length decoderis linearly
dependent on the amount of the video data in the layer. The resource con-
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sumption of the component is

RV LD =

NL−1
∑

i=0

α4 · Ri + β, (5.3)

whereRi is bit rate of layeri (0 is LB , 1 is LE,1 , etc.). If, however, the
variable length decoding is implemented as a hardware module, the bit rate
of the video stops playing an important role in the resource consumption of
the component. So, for hardware implementation,

RV LD = α5 · NL. (5.4)

Summation of the layers is an additional component that is part of scalable video
decoding. The summation is performed on uncompressed videoand, therefore, its
resource consumption is linear to the number of layers

Rsum = α6 · NL. (5.5)

An additional resource consumption is caused by the functionality that facili-
tates the above-mentioned components. There are some activities regarding head-
ers parsing, frame memory management, motion vectors processing, etc. This
activities are content dependent and are responsible for around5% of the overall
decoder resource consumption.

From Equations (5.1)- (5.5), the resource consumption of a decoder is defined
by the number of processed layers and, in the case of the variable length decoder
implemented as a software module, by the bit rates of the layers. Figure 5.4 shows
an example of resource consumption of the decoder where the consumption de-
pends on either on the number of processed layers or on the number of the layers
and bit rates of the layers.

Figure 5.4. An example of resource consumption of a scalablevideo decoder as
a function of number of processed layers: left) with additional dependency on bit
rates of the layers (e.g. a software decoder); right) independent of bit rates of the
layers (e.g. a hardware decoder).
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The discussion above is valid for the majority of off-the-shelf decoders. In the
research environment, however, solutions exist that perform computational com-
plexity scalable video processing [69, 70].

5.2 Controlling the decoder

The number of enhancement layers processed in addition to the base layer defines
thedecoding quality level. When it operates at the lowest quality level, the decoder
processes only the base layer. If the quality level is increased, the decoder then in-
creases the number of layers to be processed, which results in a rise in the resource
consumption. In effect, if quality leveli is chosen, this means decodingLB and
LE,j for all j with 1 ≤ j ≤ i.

The mapping of the internal quality level to the amount of processed layers is
depicted in Table 5.1.

Internal quality level Number of layers to be processed
q0 LB

q1 LB + LE,1

q2 LB + LE,1 + LE,2

... ...

qn LB + LE,1 + LE,2 + LE,3 + ... + LE,n

Table 5.1. The quality levels of the scalable decoder.

The core responsibility of the controller is to change the quality level of the
decoder in such way that a frame can be successfully processed within the given
budget. As shown in Figure 5.4, decoding at a certain qualitylevel may require a
different amount of resources. Therefore, the controller may act in two ways, via a

1. worst-case approach, where the controller chooses the highest quality level
with the maximum resource consumption that is lower than thegiven budget;

2. ‘average’-case approach – where the controller chooses a quality level with
the average resource consumption that is close to the budget.

The worst-case approach leads to an under-utilization of resources. Figure 5.5
shows an example of a video decoder CPU consumption for processing a three-
layer scalable video. The horizontal scale gives the frame number of the video.
The vertical scale presents CPU consumption by the decoder.Three graphs in
the figure correspond to the processing at three quality levels – the lower curve is
quality level0 , the middle curve is quality level1 , and the top curve is quality
level2. If the budget given to the video-processing application is40% of the CPU,
the worst-case approach chooses quality level0. That choice results not only in
low quality of the output video, but also in a huge amount of wasted resources –
roughly72% of the assigned budget is unused.
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Figure 5.5. CPU resource consumption by the decoder at different quality levels.

In the provided example, the ‘average’-case approach chooses quality level1.
The budget utilization in this case is close to75%. However, in3.5% of the frames
the budget is not sufficient for processing a frame. That situation can be resolved
in the following ways:

• Some amount of video frames can be processed in advance, thereby smooth-
ing peak loads in the resource consumption. This method requires that the
decoder starts processing the next frame immediately afterthe current frame
processing is finished. Processing in advance is possible when the next frame
is available in the input buffer of the decoder and there is free space in the
output buffer to put an additional uncompressed frame. If one of these re-
quirements is not met, the decoder is put on hold until the requirements are
met again. Since the developed system is targeted at CE devices, the amount
of buffering, especially of uncompressed video, is minimal. Thus, the num-
ber of frames that can be processed ahead is limited to2 or 3.

• When the amount of resources is not sufficient for processinga video frame
at the chosen quality level, the decoder should process the frame at a lower
quality level. The switching between the quality levels is performed at run-
time. Moreover, it should be done before the decoder starts the processing
of a frame. So, the controller should anticipate ‘problematic’ frames, lower
the quality level for processing these frames and increase the level after the
frames are processed. The development of such a controller is difficult to
realize: the anticipation of the frame decoding complexityis impossible to
predict without preprocessing of the video stream, and preprocessing of that
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kind requires the amount of resources that is comparable to the consumption
of the decoder itself.

The combination of the two approaches combines the quality switching solu-
tion which eases the implementation of the processing-in-advance solution. The
basic idea of the combined approach is to process as many frames in advance as
possible, saving the budget for a possible high resource-demanding frame. When
such a frame comes, the preserved resources allow the decoder to process the frame
on time. The major question for the controller is to decide how many resources
should stay in the reserve. A bigger reserve allows to handlea huge sudden in-
crease in the resource consumption, whereas a smaller reserve allows processing
of a larger number of frames at the higher quality. Moreover,the controller should
avoid frequent changes in the quality levels, since that results in changes in the
quality of the output video, known asquality fluctuations. As shown in [37], fre-
quent changes in the number of layers being processed lead toa considerable drop
in the user-perceived quality.

Thus, the strategy of the controller is to

• process video at the highest possible quality level, so to keep the quality of
the output video high;

• avoid budget over-usage, to prevent frame losses for display;

• keep the number of quality-level changes low, so the user is not irritated by
quality fluctuations.

The development of the controller strategy is presented in the following section.

5.2.1 Controller strategy

Immediately after a frame has been decoded, a decision has tobe taken about the
quality level at which the next frame will be processed. The set of decisions that can
be taken corresponds to the set of quality levels at which thedecoder can operate.
It is not possible to choose a quality level that requires more layers to be decoded
than the number of layers received for a given frame. Thus, the maximum quality
level is given by the number of layers received.

Because a decoder receives the layers from a network, there is no guarantee for
the number of layers available to the decoder at a given moment in time. This issue
is resolved by obtaining information about the next frame from the network reader
as shown in Figure 5.6. Every time the network reader puts a frame into the input
buffers of the decoder, the information regarding the framenumber and the frame
affiliation with the particular layer of scalable video is noted. The network reader
then communicates the gathered information to the controller in form ofφn = M ,
whereφn is frame numbern andM is the highest layer received for the frame. For
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example,M = 0 means that onlyLB is received, andM = 2 means thatLB ,
LE,1 andLE,2 are received.

Figure 5.6. Scheme of the developed video-processing application and its collab-
oration with the rest of the system.

When choosing a quality level, the following three objectives are balanced to
maximize the perceived quality. Firstly, the number of deadline misses should be
as low as possible. Every frame should be processed within a time interval defined
by the video frame rate. For example, with a frame rate of25 fps, each frame
must be processed within40 ms. Missing a deadline means that the corresponding
frame is not shown, which results in a severe drop in the perceived quality of the
video in general. Secondly, the number of quality changes should be as low as
possible. Finally, the quality level at which the frame is processed should be as
high as possible.

One of the approaches to handle a stochastic decision problem is to use a
Markov Decision Process (MDP). MDP models return policies that provide a trade-
off between immediate and future benefits and costs [71].

MDP mathematical techniques are applied to model decision-making in situa-
tions where outcomes are partly random and partly under the control of the decision
maker. In the decision-making problem:

• a system evolves through time,

• a decision maker controls it by taking actions at pre-specified points of time,

• actions incur immediate rewardsandaffect the subsequent system state.

An MDP is characterized by a set of states; in each state thereare several
actions from which the decision maker must choose. For a state s and an action
a , a state-transition functionTa(s) determines the transition probabilities to the
next state. The decision maker earns a reward for each state visited. The states of
an MDP possess the Markov property that transitions to a new state at timet + 1
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from the current state at timet are independent of all previous states. A Markov
Decision Process hasfour elements:

• the state spaceS ,

• the action spaceA ,

• the probability that actiona in states at timet will lead to states
′

at time
t + 1:

Pa(s, s
′

) = P (st+1 = s
′ | st = s, at = a), (5.6)

• the immediate reward received in states , V (s).

Finding an optimal strategy is maximizing the reward function

V =

∞
∑

t=0

V (st). (5.7)

Relative progress

The moment at which processing of a frame has been stopped (either finished or
aborted) is referred to as a milestone. Every milestonem has a completion time
cm , that is the time at which the processing of the frame is stopped, and a dead-
line at timedm , that is the point at which the corresponding frame is neededfor
an output process (for example, a video renderer that needs to display a frame).
The deadlines are strictly periodic. PeriodTP is the time between two succes-
sive deadlines. In each period, the decoder is guaranteed a certain time budget,b
(0 ≤ b ≤ TP ), by the budget scheduler.

At each milestone the controller calculates the relative progress, defined as the
fraction of the time budget remaining until the deadline of the milestone. There
is an upper bound on the relative progress that defines the maximum number of
frames that can be decoded in advance.Decoding in advancemeans that frames
are processed by a decoder faster than they are consumed by anoutput process (for
example, a video renderer). The upper bound is determined bybuffering and la-
tency limitations as follows: the maximum number of frames that can be processed
in advance is defined asmin(BFi, BFo, LTF ) , whereBFi is the maximum num-
ber of frames in the input buffer,BFo is the maximum number of frames in the
output buffer, andLTF the maximum latency that is allowed in the system ex-
pressed in frames. So, if the input buffer has a capability tocontainfour frames,
the output buffer can storetwo frames and the maximum latency isthree frames,
the maximum number of frames that could be processed in advance istwo.

Let us denote the deadline of milestone numberm as

dm = d0 + m · TP , (5.8)

whered0 is an offset.
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Figure 5.7. Example timeline of the algorithm.

The relative progressρm at milestonem is expressed by the following equation:

ρm =
dm − cm

b
= m · TP

b
− cm − d0

b
. (5.9)

If the relative progress at the(m + 1)th milestone drops below zero, thend−ρme
(the next larger integer to−ρm) deadline misses have occurred since themth mile-
stone (for example, one deadline is missed if0 < −ρm ≤ 1).

The deadline misses are dealt with in the following way. If atthe deadline for
milestonem the frame processing is not completed, the decoder is not allowed to
continue the processing during the next frame interval, executing an aborting ap-
proach. The approach, however, does not necessarily mean that all the information
that is decoded so far is lost. As shown in Figure 5.3, the decoder processes the
layers of scalable video sequentially. Thus, if the decoding is interrupted afterLB

is processed, then theLB frame is delivered by the decoder for display. In the
same way, if the decoding is aborted afterLE,1 is processed and merged withLB ,
the combined picture is shown. In the model, however, we consider an unfinished
processing as a deadline miss, despite the fact that some information can be used
further. With the aborting approach the minimum relative progress is0, i.e. the
lowest possible value, which in a sense corresponds to usingthe available output
immediately upon the frame deadline.

States and Decisions

Let us define the state of the decoding at milestonem by the relative progress at
this milestone,ρm. In accordance with Equation (5.9), the relative progress is a
real number, so we obtain an infinite number of states, whereas a Markov decision
process requires a finite set. We definep as the upper bound on relative progress,
while the lower bound for the relative progress is set to0. The value ofp is a
measure of the number of periods that the application can work ahead, which is
derived from the buffer sizes, as explained above.

The relative progress is split up between0 and p into a finite setΠ =
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{π0, ..., πn−1} of (n ≥ 1) progress intervals.2

πk =

[

k · p
n

,
(k + 1) · p

n

)

, for k = 0, ..., n − 1. (5.10)

Let us denote the lower and the upper bound of a progress interval πk by πk and
πk , respectively.

The maximum quality,qm , that can be chosen is given by the number of lay-
ers received from the network for the frame that should have been processed at
milestonem + 1.

A state of the system at milestonem is therefore defined by

• the relative progress interval, denoted byπk (0 ≤ k ≤ n − 1),

• the maximum quality level that is possible to choose for the next unit of
work, denoted byqm , and

• the quality level previously used, denoted byqm.

The initial state has relative progress equal to1 , the quality level previously
used is0 and the maximal quality level that it is possible to choose for the next unit
of work is defined by the number of layers of the first frame thatare in the buffer.

Transition probabilities

Let p
q
ij denote the transition probability for making a transition from a statei at

the current milestonem to a statej at the next milestonem + 1 , when quality
level q is chosen to process the next unit of work. After the transition, we have
q(j) = qm+1 = q andq ≤ qm , which means thatpq

ij = 0 , if q 6= qm+1 or q > qm.
In other words, the probability of moving to a state with a different quality level
from the one that was chosen or moving to a state with quality level higher than
the maximum possible level is impossible (zero probability). As an example, if we
decide to process video at quality level1 , it is not possible to end up processing
the video at quality level0 or 2. Furthermore, it is impossible to make a transition
to a state where the quality level is2 if the maximum level allowed in the state is1.

Let random variableXq denote the time required to process one unit of work in
quality q (the distribution ofXq can be derived experimentally). If we assume that
the computation budget per periodTP is given byb , the relative progressρm+1

can be expressed by the following equation

ρm+1 = (ρm + 1 − Xq

b
) |[0,p], (5.11)

2The value ofn can be seen as the parameter of the model. Obviously, a highern increases
the quality of the decision procedure, and also increases the time needed to resolve the model. It
is shown in [72] thatn = 300 gives a good balance between the quality of strategies and the time
needed to calculate them.



86

where we use the notation

f |[0,p]=







0 if f < 0
f if 0 ≤ f ≤ p

p if f > p

(5.12)

Let Yπk,ρm,q,qm,qm+1 be a stochastic variable, which gives the probability that
the relative progressρm+1 of the decoder at the next milestonem + 1 will be
in progress intervalπk and the maximum quality level that can be chosen in this
milestone will beqm+1 , provided that the relative progress at the current milestone
is ρm , the maximum quality level isqm and quality levelq is chosen.

The variableYπk,ρm,q,qm,qm+1 describes the probability of two independent
events – the decoder in the next milestone is in the progress intervalπk and the
maximum quality levelqm is set toqm+1. The progress and, in turn, the progress
interval depend on the performance of the decoder as a resultof processing the
current frame and all the previous frames. It does not dependin any way on the
amount of data that comes after the current frame has been decoded. The number
of layers that will arrive for the next frame depends on the sender and the network,
but not on the receiver, or even on the decoder. Taking the above into consideration,
we can say that

Yπk,ρm,q,qm,qm+1 = Yqm,qm+1 · Yπk,ρm,q, (5.13)

whereYqm,qm+1 is the probability that the maximum quality level that can becho-
sen in milestonem + 1 is qm+1 if the maximum quality level that can be chosen
in milestonem is qm; Yπk,ρm,q is the probability that the relative progress of the
decoder at milestonem + 1 is in progress intervalπk provided that the relative
progress at the current milestone isρm and quality levelq is chosen.

Yπk,ρm,q is derived as:

Yπ,ρm,q =















































P (ρm+1 < π) =
= 1 − P (ρm+1 ≥ π) if πk = π0

P (ρm+1 ≥ π) if πk = πn−1

P (π ≤ ρm+1 < π) =
= P (ρm+1 ≥ π) + Pr(ρm+1 < π) =
= P (ρm+1 ≥ π) + 1 − Pr(ρm+1 ≥ π) otherwise

(5.14)

In general terms, the probability that the relative progress is in progress interval
πk is the probability that the value of the relative progress isgreater or equal than
the lower bound of the progress interval and is less than the upper bound. Equa-
tion (5.14) describes also two special cases when the progress intervalπk is either
the first interval(π0) or the last interval(πn−1). The lower bound for progress inter-
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val π0 is 0 and with the aborting approach the relative progress is always greater or
equal than zero as discussed above. The upper bound of interval πn−1 is p and the
relative progress is always less thanp, since it is defined by the number of frames
that can be processed ahead.

Equation (5.14) contains probability functions in the format

P (ρm+1 ≥ x), (5.15)

which can be calculated as follows (taking into account Equation (5.11) and the
fact that0 ≤ ρm+1 ≤ p):

P (ρm+1 ≥ x) = P ((ρm + 1 − Xq

b
) ≥ x) = P (Xq ≤ b · (1 + ρm − x)). (5.16)

Let Fq denote the cumulative distribution function ofXq and let us make a pes-
simistic approximation ofρm by choosing the lowest value in the progress interval
to whichρm belongs. So, ifρm belongs to progress intervalπm

k , the pessimistic
approximation is ofρm is πm

k . Equation (5.16) can be rewritten as

P (Xq ≤ b · (1 + ρm − x)) = Fq(b · (1 + πm
k − x)). (5.17)

The probabilitiespq
ij can then be approximated by

p̃
q
ij = Yqm,qm+1 ·


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
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

























(1 − Fq(b · (1 − πk + πm
k ))) if πk = π0

Fq(b · (1 − πk + πm
k )) if πk = πn−1

(Fq(b · (1 − πk + πm
k )) otherwise

−Fq(b · (1 − πk + πm
k )))

(5.18)

Further information regarding creation ofFq and calculation ofYqm,qm+1 is
provided below.

Revenues

Another element of an MDP relates to revenues. Letr
q
i denote the revenue for

choosing quality levelq in the statei. The revenue is created by the utility function,
the deadline-miss penalty function and the quality-changefunction, as described in
[72].

The utility functionu(q) returns a positive value that is related to the perceived
quality of the output of the algorithm running at internal quality level q.

The deadline-miss penalty function returns a positive value that is related to
the number of deadlines we expect to miss, if the quality level q is chosen in the
current state. This value should be subtracted from the revenue.
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Finally, the quality-change functionc(q(i), q) returns a penalty for switching
the quality level fromq(i) to q. The value of the quality-change function should be
subtracted from the revenue.

Solving MDP

The solution of an MDP is given by a decision strategy that maximizes the aver-
age revenue per transition. We used thesuccessive approximationsolution tech-
nique [71] to solve the MDP. The strategy calculation is doneoffline.

For the full definition of MDP, the cumulative distribution functionFq of vari-
ableXq , which represents processing time (or resource consumption) for a frame
at a particular quality level, has to be estimated. The estimation can be done by
using statistics for frames that were processed by the decoder. The statistics are
gathered offline by feeding the decoder with various video inputs. The input data
for the model is given in the formatΛi = Ci, whereΛi is a number of processed
layers for frame numberi , Ci is processing time for frame numberi.

The calculation of theYqm,qm+1 can be done in two following ways.

• Thenetwork-unawaresolution assumes that the probabilityYqm,qm+1 has the
same value for any pairqm andqm+1 (i.e. is uniformly distributed):

Yqm,qm+1 =
1

NL
, (5.19)

whereNL is the maximum number of layers. Real changes in network con-
ditions are not taken into account, so the chosen strategy isthe same for good
and bad states of the media. This approach is useful when no estimation of
losses of video data during transmission is available.

• The network-awaresolution creates controller strategy for individual pairs
(qm, qm+1). Consequently, the strategy can be selected according to the
observed network conditions. As discussed in Chapter 2, providing the
network conditions (i.e. probabilities of the successful transmission of the
layers) is a responsibility of the sender.

5.3 Conclusions

In this chapter we have presented a resource management solution for the receiver
of a scalable video. The solution is based on the use of a controller that changes the
number of layers processed by the decoder and controls in this way the resource
consumption of the decoder. The controller bases its decisions on a precalculated
strategy. A set of strategies is created offline by means of MDP.

Every strategy is calculated for a particular configurationof layers and a partic-
ular probabilities of successful transmission of the layers. If the layer configuration
changes or probabilities change, the previously used strategy is substituted with
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the most appropriate one. The following aspects contributeto the total number of
strategies that are needed.

• At least one strategy per layer configuration is calculated.The number of
configurations,NC , is, as we showed in Chapter 4, a function of the number
of layers, the maximum bit rate for the sum of the layers, the minimal bit
rate forLB , and the step for assigning bit rates to the layers.

• For every layer configuration the loss estimator calculatesthe probability of
successful transmission of a given number of layers,EK . The probability
depends on the network conditions. So, for every network condition, the
loss estimator calculates a set of probabilities,Υ = {E0,...,ENL

} (see Equa-
tion (4.11)). The number of controller strategies, in this case, equalsNC

multiplied by the number of probability sets,NΥ. Since the probability is a
rational number between0 and1 , there can be an infinite number o proba-
bilities. Needing probability set per probability leads toan infinite number
of probability sets. In practice, the range of probability values is split up into
a finite set ofNΠ equal intervals. Thus,NΥ is a function ofNΠ andNL.

Table 5.2 gives an example of the total number of strategies as a function of
parameters described above. As shown in Table 5.2 a large number of strategies
is calculated in advance and stored on the terminal. The consequences are high
memory consumption for storing the strategies on a terminaland high computa-
tional power for the creation of strategies.

Step Rate [Mbps] NΠ NC NΥ Total strategies
0.1 20 35, 990 1, 330 47, 866, 700
0.1 10 35, 990 165 5, 938, 350
0.25 20 2, 300 1, 330 3, 059, 000
0.25 10 2, 300 165 379, 500
0.5 20 286 1, 330 380, 380
0.5 10 286 165 47, 190

Table 5.2. Number of strategies as a function ofStep Rate and the number
of probability intervals. The set of layer configurations isbuilt assuming three-
layered scalable video with minimal BL bit rate of1 Mbps and maximal total bit
rate of6 Mbps.

In addition to thenetwork-awaresolution, we present a solution that does not
take the loss probability into account directly. Thisnetwork-unawaresolution as-
sumes that the probability of receiving any number of layersfor a frame is equal.
In general terms, the solution is aware that the number of input layers is constantly
changing, but does not know the particularities of the changes.

In Chapter 6 we present the comparison of the developed solution to thebest-
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effort approach in the decoding. Moreover, the results of the comparison of the
network-unawarewith thenetwork-awaresolution are presented.



6
Evaluation of new system components

This chapter presents the results of system components evaluation. Since there
are large dependencies between the experiments, we have integrated all experi-
ments in a single chapter. The chapter is organized as follows. First, we evaluate
the scalable coding technique, looking at the difference inthe quality of video pro-
duced by the various approaches for the encoding and at the overhead induced by
the approaches. Second, we evaluate our streaming techniques, focusing on the
behavior of the system under various network conditions. Third, we evaluate the
technique developed for terminal resource management. We look at the difference
in quality resulting from the controller in comparison witha non-controlledbest-
effort solution. We also look at how the network awareness of the controller affects
the quality of video processing.

6.1 Scalable video coding

This section presents evaluation of the scalable encoding technique. The evalua-
tions include: comparison of the specific SNR encoding to theencoding based on
a cascade of non-scalable encoders, comparison of theI-frame mode toB-frame
mode, estimation of the overhead caused by the usage of scalable video, impor-
tance of the layer configurations, and a comparison of an open-loop transcoding to
a re-encoding technique.

91
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6.1.1 Encoder solutions and encoding modes

In Chapter 3 two approaches for making scalable video are described – a specific
SNR encoder and a cascade of non-scalable encoders. In this section we investigate
what encoding approach in combination with encoding mode produces the best
results in terms of quality of encoding (e.g. achieves the highest picture quality for
the same bit rate).

To start, we investigate the quality improvement deliveredto the BL by the EL
for a different GOP size. With a GOP structureIBn , we varyn in the GOP (i.e.
by changing the number ofB frames) in the test video. Whenn = 0 the stream
contains onlyI frames, so encoding operates inI-frame mode. The GOP size for
this approach is calculated asSGOP = n + 1. We use two DVD video sequences,
each re-encoded into two-layer scalable video sets with a fixed BL bit rate and a
different EL bit rate. The bit rate of the BL is2.5 Mbps. The EL bit rates are either
1.5 Mbps or2.5 Mbps.

Figures 6.1 and 6.2 present anaveragequality addition delivered byLE,1 with
GOP structureIBn for different values ofn. The quality delivered by aLB is the
same for both the SNR-specific and the cascade-based approach 1.

Figure 6.1. Quality added byLE,1 in two-layer scalable coding based on a cas-
cade of non-scalable encoders. The added quality is calculated as the difference
between PSNR of the video that contains the sum ofLB andLE,1 and PSNR of
the video that consists ofLB only.

The horizontal axis in the figures represents the value of parametern for the
GOP structure in the EL. Whenn is equal to0, the GOP consists of a singleI

1Both solutions use the same software implementation for encoding BL.
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Figure 6.2. Quality added byLE,1 in two-layer scalable coding based on an SNR-
specific encoder. The added quality is calculated as the difference between PSNR
of the video that contains the sum ofLB andLE,1 and PSNR of the video that
consists ofLB only.

frame, whilen = 1 describes a GOP that consists of oneI frame and oneB frame
(so the whole video sequence looks likeIBIBIBIBIBIB...). The vertical axis gives
the quality addition in dB. The same values are calculated for two different bit rates
(1.5 Mbps,2.5 Mbps), both shown in the figures.

The results in Figure 6.1 show that with a GOP size exceeding8, the added
quality stabilizes for the ELs made with the cascaded approach. This is the result
of a lack of temporal correlation betweenLE,1 frames, which is logical since EL
contains residuals of the BL encoding. If the motion estimation in the encoder
does not find any similarity between the current frame and a reference frame, mac-
roblocks of the current frame are encoded inI mode. As a result, for the bigger
value ofn , moreB frames in an EL are encoded with macroblocks of theI type.
The quality shown by theIBn GOP with largen is still higher than for a GOP that
uses onlyI frames. The explanation for this effect is the ability of an encoder to
skip empty macroblocks2 in B frames.

On the contrary, the SNR-specific encoder produces better results with increas-
ing GOP size inLE,1 (see Figure 6.2). The reason for this is the absence of real
motion estimation in the creation ofB frames. As discussed in Chapter 3, the
referenceI frames are empty in the EL, so we can force prediction in everyblock

2An empty macroblock is a macroblock that has onlyzerovalues after quantization.
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of aB frame. Therefore, the values stored inB frames are the same, independent
of the distance to the reference frame. The added quality delivered byLE,1 , there-
fore, depends only on the amount ofI frames that are present in the stream. Since
I frames bear no information, an EL with lessI frames produces better results.

The SNR-specific encoder delivers a video of the lowest quality with n = 0 ,
which corresponds to operating inI-frame mode. The same results are observed
with low-bit-rate ELs (1.5 Mbps) in cascaded approach. The quality delivered by
the cascaded approach with larger ELs inI-frame mode is comparable with the
quality inB-frame mode.

In general, the SNR-specific encoder performs much better. However, in an
environment where internal modification of an encoder is notpossible, the cascade-
based approach could be a valuable option.

With respect to the GOP structure, an EL that consists of a single GOP withI

frame and all other frames of typeB produces the best quality improvements.

6.1.2 Overhead of the coding and layer configuration

We investigate what bit-rate overhead the scalable video has with respect to a non-
scalable solution. We also look at how the bit-rate distribution over layers influ-
ences the overall quality of the scalable video, focusing onthe importance of BL
size. This section is meant to answer two questions:

• if a video encoded in a single layer with a bit rateRB delivers a qualityQ ,
what bit rateRS is required to encode the same video into a BL and ELs to
deliver the same quality;

• how does the distribution of the total bit rateRS of a scalable video among
BL and ELs influence the quality delivered by the video?

Objective tests

For the rest of our evaluation, we use only the SNR-specific encoder withIBn

GOP structure, wheren is equal to the number of frames in the video sequence
minus one. As discussed in Chapter 3, the first frame (I frame) of the sequence
contains zero values, and allB frames useI frame as prediction.

In this test we study the bit-rate overhead created by encoding a video into
a scalable video, instead of a single-layer video. For the test, we use the Fore-
man (CIF resolution,300 frames) test sequence. The video is encoded into three
different one-layer streams with bit rates of1 , 2 and 3 Mbps (this provides us
with reference videos that are distinguishable in quality). The same video is also
encoded into a BL and one or two ELs, using the proposed scalable coding tech-
niques. In the latter case, the bit rates of the first and second the EL are set equal
(RE,1 = RE,2). The bit rate of the base layer is chosen as a percentage of the
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reference bit-rate. For example, if the reference video is1 Mbps , the BL that is
25% of the reference video is a layer with bit rate250 Kbps.

Afterwards, we choose the bit rate of the EL such that the overall objective
video quality of the scalable video is equal to the quality delivered by a reference
video. In the example above, it may require an EL of2 Mbps to deliver, together
with the BL of250 Kbps, the same video quality as a single-layered1 Mbps video.

The sum of bit rates of all layers of the test video and bit rateof the reference
video is then compared. The results of the evaluation are presented in Figures 6.3
and 6.4. The horizontal axis shows the bit rate of the BL layerin relation to the bit
rate of the reference video. The vertical axis gives the overhead as a percentage.
An overhead of100 percent means that twice as many bits are needed to encode
scalable video of the same quality as the reference. For example, the top curve on
the left graph in Figure 6.3 demonstrates that if the reference video is encoded into
a single layer of1 Mbps , it delivers the same quality as a scalable video consisting
of LB with bit rate equal to25% of the bit rate of the reference video (1 Mbps) and
LE,1 with such a bit rate that the total bit rate ofLB andLE,1 is 160% higher than
the bit rate of the reference.

In general, the enhancement layer created inI-frame mode shows a higher
overhead in the number of transported bits than theB-frame mode. Evaluation of
both methods shows that the overhead depends on

• how big the fraction ofLB bit rate is in the overall bit rate of the scalable
video,

• on the overall bit rate of the video, and

• on the number of enhancement layers.

Scalable video with a larger BL introduces less overhead than scalable video
with a small BL. As shown in Figure 6.4, separation of the video into three layers
with a BL of 25 percent of the reference bit rate produces twice as much overhead
as a configuration with a BL of50 percent of the reference bit rate. The main
reason for this is that a low-bit-rate BL is of poor quality, which means that a
substantial amount of additional information is required to improve it. Scalable
video with a higher overall bit rate (which implies higher quality) produces less
overhead than videos with lower bit rates. The syntax overhead per enhancement
layer is, in the first approximation, equal. Thus, for higherbit rates the effect of the
syntax overhead (the amount of bits used to describe the stream) is less important,
because the fraction decreases with increasing bit rate. Syntax overhead is also
the main reason for the overhead increase when an extra enhancement layer is
introduced.

To further investigate how the distribution of the bit ratesamong BL and EL
influences the overall quality, we took a real-life example with a DVD video se-
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Figure 6.3. Dependency of the overhead of a scalable video (two layers) from
a bit-rate distribution amongLB andLE,1 and from the overall bit rate. Top –
I-frame mode, bottom –B-frame mode.
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Figure 6.4. Dependency of the overhead of a scalable video (three layers) from
a bit-rate distribution amongLB andLE,1 and from the overall bit rate. Top –
I-frame mode, bottom –B-frame mode.
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quence (Standard Definition,1000 frames). We encoded the video sequence into a
set of test scalable videos consisting of aLB andLE,1. Although bit rates ofLB

andLE,1 are different for every video in the test set, the bit rate of the sum of the
layers was constant at a value of5 Mbps. For every test video, we calculated the
quality delivered by onlyLB and the quality delivered by both layers. The result-
ing values were compared to the quality of the reference, that is as single layer with
bit rate of5 Mbps. The differences in quality delivered by the referencevideo and
by LB andLB with LE,1 are shown in Figures 6.5 and 6.6.

Figure 6.5. Difference in PSNR between one-layer referenceand two-layer I-
frame scalable coding (the overall bit-rate is5 Mbps). The (x+y) notation at the
bottom represents a video withLB of x Mbps andLE,1 with y Mbps.

The scalable video coding based onB frames is much better in terms of the
quality delivered. The importance of the base layer size is less significant for the
B-frame mode than for theI-frame mode. This is mainly due to much better
compression in theB-frame enhancement layer.

From the results above, it is clear that the quality of the video delivered depends
on the allocation of bit rates to the base and enhancement layers. From all SNR-
scalable videos with an equal number of layers and total bit rate, the ones with the
highest bit rate for BL provide the best video quality.
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Figure 6.6. Difference in PSNR between one-layer referenceand two-layer B-
frame scalable coding (the overall bit-rate is5 Mbps). The (x+y) notation at the
bottom represents a video withLB of x Mbps andLE,1 with y Mbps.

Subjective tests

Goal

Choosing the appropriate configuration of layers is one of the main challenges in
the creation of a scalable video. As shown in the previous section, out of SNR scal-
able videos that have the same number of layers and the same total bit rate, it is the
video with the larger BL that delivers a higher video quality. The results described
in the previous section are based on objective quality measurements (PSNR). This
section is meant to support the obtained results with subjective assessments of the
quality of the scalable video. We performed user tests to validate these results with
subjective evaluations.

Method for performing experiments

The effect on people’s judgment of the quality of different configurations of base
layer and enhancement layers in combination with differentbit rates was measured.
A movie fragment from a DVD with an average bit rate of6 Mbps was transcoded
to make the various video sequences for the subjective evaluations. The following
independent variables were used in the experiment:

1. Number of layers – the base layer (LB), the base layer plus one enhance-
ment layer (LB+LE,1) and the base layer plus two enhancement layers
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(LB+LE,1+LE,2).

2. Type of coding – four different types of coding, numbered0 – 3. A coding
type describes the distribution of bit rate over different layer of a scalable
video, e.g. whether a BL is bigger/smaller than the rest of the layer. A
detailed description of the coding types is given below.

3. Bit rate of the video data –2, 3, 3.5, 4, 5 and6 Mbps.

Coding types:

• Coding type0 consists of one layer based on a bit rate of approximately
3 Mbps (the video sequences were made by eliminating B-type frames from
the original DVD fragment of6 Mbps). This coding type was originally
included into the tests to get a rough idea about quality of the IFD technique
that is discussed in Chapter 4. Since the coding is not related to the concept
of scalable video, it is not further discussed in the currentchapter.

• Coding type1 consists of a base layer of1.5 Mbps (RB = 1.5 Mbps), an
enhancement layer of2 Mbps (RE,1 = 2 Mbps), and an enhancement layer
of 2.5 Mbps (RE,2 = 2.5 Mbps). For this coding type it holds that each next
layer is larger than the previous layer, i.e. the bit rate increases for each layer
added.

• Coding type2 consists of a base layer at3 Mbps (RB = 3 Mbps), an en-
hancement layer of2 Mbps (RE,1 = 2 Mbps) and an enhancement layer of
1 Mbps (RE,2 = 1 Mbps). For this coding type it holds that each next layer
is smaller than the previous layer, i.e. the bit rate decreases for each added
layer.

• Coding type3 consists of a base layer at2 Mbps (RB = 2 Mbps), an en-
hancement layer of2 Mbps (RE,1 = 2 Mbps) and an enhancement layer of
2 Mbps (RE,2 = 2 Mbps). For this coding type it holds that each next layer
has the same size, i.e. the bit rate is equal for each layer.

The following comparisons were made with regard to overall bit rate:

• bit rates:3 and2 if only the LB is received. This was the one-layer case in
Session1.

• bit rates:3.5, 5 and4 if the LB andLE,1 are received. This was the2-layer
case in Session2.

• bit rates:6, 6 and6 if the LB , LE,1 andLE,2 are received. This was the
3-layer case in Session3.

Four different video sequences were made from these variables. These se-
quences were presented in random order to participants who were asked to com-
pare them in terms of best and worst video quality. Four different sessions with
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different combinations were presented. The structure and the nesting of the vari-
ables for the sessions are shown in Table 6.1.

Session number 1 2 3 4
Num. of layers 1 (LB only) 2 (LB andLE,1) 3 (LB ,LE,1 ,LE,2) mixed

1 2 3
Coding type 3 2 0 1 2 3 1 2 3 2 1 3
Bit rate (Mbps) 2 3 3 3.5 5 4 6 6 6 3 6 4

Table 6.1. Overview of configurations used in the experimental session.

In each session, a sequence of3 different configurations was presented. A
new sequence was made for Session4 in which one configuration from Session1,
Session2 and Session3 was used.

A session consists of6 repetitions of the same test run. A run consists of a
sequence, which starts with a reference video clip followedby three video clips.
These three video clips consist of3 different configurations of coding schemes. The
reference video clip constitutes the original DVD video with a bit rate of6 Mbps.
All video clips have the same length and are derived from the same video content.
A pause in which a gray screen is presented for5 seconds is inserted between each
test run sequence. After the third video clip there is a pauseof 15 seconds. During
that pause subjects are asked to choose the best and the worstvideo clip in terms
of image quality by rating them with a score of−1 (worst),0 and1 (best). The test
runs are all the same. The order of presentation is changed continuously during a
session.

The sessions can be summarized as follows:

• Session1: LB only (2 Mbps and3 Mbps sequences of coding type3 and2,
respectively; and3 Mbps of coding type0).

• Session2: LB andLE,1 (coding types1, 2, 3).

• Session3: LB , LE,1 andLE,2 (coding types1, 2, 3).

• Session4: Sequence withLB only (coding type2), LB andLE,1 (coding
type1), LB plusLE,1 andLE,2 (coding type3).

All sessions include the reference video sequence.
16 persons (8 male, 8 female) participated in the study. Their ages ranged

from 23 to 30 years, with the average age being26 years. The participants had
no prior experience with video quality assessments or any professional experience
with systems for video processing. The participants workedin parallel (in a single
group) watching video sequences on a large plasma TV screen.The participants
did not communicate during the test. The test leader explained the experiment and
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its goals, provided the subjects with a form to fill in their scores and demonstrated
the system.

Results

Session 1. Table 6.2 shows the results as mean scores for the differentLB bit
rates in Session1. The results of the session showed that people see very clearly
the differences between the sequences.

Condition Mean score Std.Dev.
RB = 2 Mbps 0.23 0.43
RB = 3 Mbps 0.77 0.43

Table 6.2. Effect ofLB size.

According to the participants, the base layer with a bit rateof 3 Mbps earns the
best marks delivering a higher quality than a base layer of2 Mbps.

Session 2. Table 6.3 shows the results as mean scores for the different sequences
in Session2. The video that consists of a base layer at3 Mbps and an enhancement
layer of2 Mbps has the best quality according to the participants. Thebase layer
of 1.5 Mbps and an enhancement layer of2 Mbps (coding type1) has the worst
video quality according to the participants.

Condition Mean score Std.Dev.
RB = 1.5 Mbps andRE,1 = 2 Mbps −0.83 0.51
RB = 2 Mbps andRE,1 = 2 Mbps 0.16 0.38
RB = 3 Mbps andRE,1 = 2 Mbps 0.67 0.69

Table 6.3. Effect of bit-rate distribution between two layers (LB + LE,1).

Session 3. Table 6.4 shows the results as mean scores for the different sequences
in Session3.

Condition Mean score Std.Dev.
RB = 1.5 Mbps ,RE,1 = 2.5 Mbps , andRE,2 = 3 Mbps −0.40 0.81
RB = 3 Mbps ,RE,1 = 2 Mbps , andRE,2 = 1 Mbps 0.57 0.68
RB = 2 Mbps ,RE,1 = 2 Mbps , andRE,2 = 2 Mbps −0.17 0.65

Table 6.4. Effect of bit-rate distribution between three layers (LB + LE,1+LE,2).

A base layer of3 Mbps, an enhancement layer of2 Mbps (RE,1 = 2 Mbps)
and a second enhancement layer of1 Mbps (RE,2 = 1 Mbps) produces the best
quality according to the participants. A base layer of1.5 Mbps, an enhancement
layer of2 Mbps and a second enhancement layer of2.5 Mbps produces the worst
video quality according to the participants. All the sequences in this session have
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the same overall bit rate. The only difference is the combinatorial scheme. It can
be concluded that coding type2 is perceived to be better than coding types1 and3.

The subjects did not perceive a difference between sequences of coding type1
and3. The BLs for coding types1 and3 have almost the same bit rate, i.e.1.5
and2 Mbps respectively. The test sequences have a total bit rate of 6 Mbps, which
implies that the sum of the bit rates of the enhancement layers is4.5 and4 Mbps
respectively. As a result, we have a case in which base layersof nearly the same
quality are improved almost to an equal extent by enhancement layers.

Session 4. Table 6.5 shows the results as mean scores for the sequences in Ses-
sion4.

Condition Mean score Std.Dev.
RB = 3 Mbps 0.53 0.73
RB = 1.5 Mbps,RE,1 = 2.5 Mbps , andRE,2 = 3 Mbps −0.60 0.62
RB = 2 Mbps andRE,1 = 2 Mbps 0.07 0.69

Table 6.5. Effect of number of layers for different schemes.

A base layer of3 Mbps has the best quality according to the participants. A
base layer of1.5 Mbps, enhancement layerLE,1 of 2 Mbps and an enhancement
layerLE,2 of 2.5 Mbps has the worst video quality according to the participants.
A base layer of2 Mbps and an enhancement layer of2 Mbps gives an average
video quality. The results support the theory on the importance of the BL quality.
It seems that a single BL of3 Mbps provides a higher quality thanLB of 2 Mbps
plus anLE,1 of 2 Mbps. The latter, in turn, is perceived to be better than the
result of processing all three layers,LB of 1.5 Mbps,LE,1 of 2 Mbps andLE,2 of
2.5 Mbps.

Conclusions

When comparing the use of different layers, we find that it is better to apply one
layer with a large BL than to apply two or three layers with a small BL. In other
words, the quality of a small base layer cannot be improved byadding enhancement
layers. The best approach for coding SNR scalable video is tocreate the largest
possible BL within the current environment settings and to improve it with smaller
ELs. These results support the previous findings in objective tests that the size of
the base layer is more important than the size of the enhancement layers.

Another outcome of the user test is that a single BL layer is always better than
a set of BL and ELs if the overall bit rate is the same. The system should therefore
minimize the number of layers in the scalable video coding whenever possible.
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6.1.3 Open-loop transcoding vs. re-encoding

In this section we present a basic comparison of the quality of the open-loop
transcoding technique for scalable video to the re-encoding technique.

We use a movie fragment with an average bit rate of10 Mbps. In the first test
the fragment was transcoded into a set of single layer video streams, where the bit
rate of the output video was in the range of1 Mbps to8 Mbps. Figure 6.7 shows
the quality results produced by the open-loop transcoding and the re-encoding ap-
proach. The quality of the output video is calculated as PSNRcharacteristics in
comparison to the quality delivered by the original video. The horizontal axis rep-
resents the bit rate of the BL for both approaches. The vertical axis gives the PSNR
value of the output video.

Figure 6.7. Quality delivered byLB created with different transcoding tech-
niques.

It is clear from Figure 6.7 that the re-encoding approach outperforms the open-
loop transcoding in terms of quality. A substantial qualitydifference can be ob-
served with bit rates over6.5 Mbps. At the high bit rates, the errors that are intro-
duced by re-quantization in the open-loop transcoder are small. However, he prop-
agation of the errors via motion compensation creates a significant quality drop as
can be observed in Figure 6.8. The figure shows the PSNR valuesfor every frame
of the BLs. The BLs have bit rate7 Mbps and the GOP contains12 frames. It
can be seen in the figure that, despite the high bit rate of the video, the open-loop
transcoding still shows a significant quality decrease in predicted frames (frames
with a frame number that isnot a multiple of12).

For the second test, we compare the quality delivered by two-layers scalable
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Figure 6.8. PSNR measurements of100 frames ofLB with a bit rate of7 Mbps.

video that are produced by the investigated solutions. The bit rate of theLB is cho-
sen differently for re-encoding (2.5 Mbps) and for open-loop transcoding (3 Mbps).
The intention is to produce BLs of the same quality. The videois encoded with
varying LE,1 bit rate. The measurements of an overall quality delivered by the
layers is presented in Figure 6.9.

Figure 6.9. Additional quality delivered byLE,1 of two-layers scalable video
created with different transcoding techniques. TheLB delivers the same quality.

The results again show that the re-encoding approach outperforms the open-
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loop transcoding in terms of quality, as is predicted in Chapter 3. At low bit rates,
both solutions show similar results. With increase of the bit rate, the re-encoding
solution progresses much better than the open-loop transcoding. The latter shows
only small improvements not being able to overcome the shortcomings of the open-
loop scheme.

6.2 Streaming solution

6.2.1 Experimental setup

The network environment influences the behavior of the streaming solution by in-
fluencing the performance of the transmission protocol, since the observations of
the protocol performance are directly used to build the streaming strategy at run-
time. The performance of the transmission protocol is characterized by the speed
of the transmission, which is influenced by both the throughput of the network
links and packet losses on the links. The losses can be categorized in two types:
protocol-level losses and MAC-level losses (in wireless networks).

When a packet is lost over the wireless link, it is retransmitted by the MAC
layer as many times as is allowed by the network interface settings. The informa-
tion about such losses does not reach a transmission protocol, so for the protocol it
results in a network throughput decrease.

The losses that are visible at the protocol level are more critical since the pro-
tocol that is used in the proposed streaming solution is TCP.The TCP protocol is
developed for lossless wired links, so any packet loss is considered by TCP to be
caused by congestion. TCP is developed in such a way that if congestion is de-
tected, the protocol slows down drastically and then slowlyrecovers its speed. In
our system protocol level losses may occur due to congestioncaused by competing
traffic, or due to Access Point / Route buffer overflow.

Various factors that influence the protocol performance canbe modelled by
additional packet error rates at either the MAC or TCP level.For example, the
absence of competing traffic is modelled by zero TCP packet error-rate, whereas
the presence of the traffic from an additional node is represented by the positive
value of the TCP packet error-rate. The presence of an additional wireless device
in the network with wireless sender/receiver is modelled byelevated packet error
rates on MAC level, since transmissions on the wireless linkmay interfere.

So, independent of the network configuration, the conditions, which are rel-
evant for the transmission protocol performance, can be modelled by a simple
single-link communication system (see Figure 6.10) via setting packet error rates.

To investigate the behavior of the created streaming solution we use a simu-
lation that is based on the NS2 network simulator [73]. NS2 isa discrete-event
simulator targeted at networking research. It provides support for simulation of
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Figure 6.10. A single-link network.

TCP, routing and multicast protocols over wired and wireless networks. The sim-
ulation experiments involve the transmission of a video that contains2500 frames
through a network that consists of a sender and a receiver. The link has a cer-
tain packet error rate, TCP PER, with packet losses occurring at the protocol level.
The link might experience some losses in the MAC layer. The amount of losses
is given by the packet error rate within the MAC layer, MAC PER. The values of
TCP PER and MAC PER are given in Table 6.6 and are used by NS2 at the start of
the simulation session.

During a session, the network simulator simulates transmission of a set of data
packets over the pre-described network and calculates various statistics regarding
the transmission. NS2 models the transmission starting from the moment data is
put into the protocol buffer at the sender side and ending when the data is received
and stored in the protocol buffer at the receiver side. The simulator uses a sepa-
rate software module to generate the input data description. This software module
indicates when and how many data arrives to the protocol buffer. The module im-
plements all the algorithms of our streaming solution described in Chapter 4. It
takes as an input TCP buffer fullness (as is measured by NS2),estimates band-
width, chooses layers configuration and updates the “transcoder”. The latter is a
simple function that generates a value of the current frame sizes, based on the layer
configuration. The functioning of the simulated streaming solution depends on the
number of internal parameters that are discussed in detailsbelow. The settings of
the parameters, which are set at the start of the simulation,are given in Table 6.6.

EL data Observation Bandwidth Step TCP packet MAC packet
lifetime window addition rate error rate error rate
(frames) (ms) (Kbps) (Kbps)

4 200 100 50 1e−6 0
8 400 250 100 1e−3 0.1
12 1000 500 250 1e−2 0.2

500 1e−1 0.3
0.4
0.5
0.6
0.7
0.8
0.9

Table 6.6. Parameters used in the evaluation of the streaming solution.
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Dropping of outdated packets is introduced in our system to ensure that the
bandwidth is not wasted on sending data that will arrive too late for the decoder to
process it. The dropping of outdated packets is implementedwithin EL buffers as
described in Chapter 4. The time that data can spend in the buffer is limited by the
value calledEL data lifetime.

The network appraiser keeps the history of estimated bandwidth values over
a period of time calledobservation window. Furthermore, the values are filtered
to remove ‘noise’, i.e. short-term fluctuations. The biggerwindow allows for
more filtering and, as a result, less sensitivity of the system towards short-term
fluctuations.

As discussed in Chapter 4, under certain conditions the bandwidth estimated
by the network appraiser represents the minimal value of theavailable bandwidth
and not the estimation of the real available bandwidth. To compensate for the un-
accounted bandwidth, a value calledbandwidth additionis added to the measured
bandwidth.

Layer configurations differ from each other by the number andbit rate of layers.
The minimal difference in bit rate between layers is defined by step rate, which is
the step used by the layer configurator for going through the possible bit rates for
the layers.

6.2.2 Research questions, hypotheses, and measurements

The system should satisfy real-time requirements for the streaming. As mentioned
in Chapter 1, the start-up latency should not exceed2 seconds, which corresponds
to buffering of50 – 60 frames at the receiver.

The first question we want to answer is: under what network conditions (i.e.
TCP PER and MAC PER) can the2 seconds latency be guaranteed and what is
the quality of the delivered video under these conditions. The hypothesis is that an
increase of TCP PER or MAC PER increases the start-up latencyand decreases the
quality of the video.

The second question is how the choice of the internal parameters influences the
latency of the system and, more important, the quality of thedelivered video. The
following hypotheses are formulated.

• Longerdata lifetimesincrease the quality of the delivered video, since more
EL frames have a chance to overstay a bandwidth drop and to getsuccess-
fully transmitted to the receiver.

• Largerobservation windowsdecrease the quality of the video. A large obser-
vation window results in low utilization of short-term bandwidth increases,
which, in turn, implies low quality of the delivered video.

• Bigger values of thebandwidth additionincrease quality of the delivered
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video. When the available bandwidth increases significantly, a small band-
width addition may be insufficient for compensation for the unaccounted
bandwidth, which leads to the bandwidth under-utilizationand, conse-
quently, low video quality. An addition that puts the estimated bandwidth
above the real available bandwidth has little effect on the system behavior,
since an overestimation of the real available bandwidth is detected upon the
transmission of “oversized” frames.

• Smallerstep ratesincrease the quality of the delivered video, due to finer
bit-rate allocation to the video layers.

To answer the questions above, during the experiment the following character-
istics where measured:

• Minimal latency (or start-up latency)defines the time that is spent from the
moment the streaming starts until the moment the decoding ofthe video
begins. The decoder should be able to process every frame within a frame
period after the preceding frame is processed. The transcoder also produces
one frame every frame period. If the delivery of a frame takeslonger than
a frame period, the frame is late for the decoder. To avoid that situation,
a certain number of frames has to be buffered, i.e. stored at the receiver,
before the decoder starts working. The longer the transmission takes, the
more frames should be buffered. The buffering mainly targets BL frames,
since the absence of EL frames is not critical for the system –the decoder
can use only BL. During the experiment we calculated the number of BL
frames that should be buffered before the start of the decoding, so during the
whole session the decoder can process every BL frame on time.

• PSNR under minimal latencyis the average quality of the deliveredandde-
coded video if the decoding starts with the minimal latency,as it is defined
above.

• PSNR under2 seconds latencyis the average quality of the decoded video if
the decoding starts in2 seconds after the beginning of the streaming appli-
cation. The2 seconds buffering (50 – 60 frames) is the maximum allowed
buffering as discussed in Chapter 1. When the transmission conditions are
not good and the buffering is insufficient for ensuring timely decoding of BL
frames, the late BL frames are not processed, so it is assumedthat the last
decoded frame is given to a renderer.

The results of the simulation are shown below. There are two separate cases
that are studied: influence of network conditions as external parameters and inter-
nal settings of the streaming solution.
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6.2.3 Network parameters

As mentioned above, the network conditions are given in terms of error rates – pro-
tocol packet error rate (TCP PER) and MAC layer packet error rate (MAC PER).
Figures 6.11- 6.13 present relations between measured system characteristics and
the value of error rates. The horizontal scales of the figuresgive values of MAC
PER, while the lines on the graph are presented for differentTCP PER values.

Figure 6.11. Minimal latency for various packet error rates.

Figure 6.11 shows that the higher MAC PER or TCP PER results ina bigger
latency. The minimal latency is directly dependent on the transmission throughput.
The longer it takes for the system to send a frame to the receiver, the more frames
have to be buffered.

Figure 6.12 shows that the quality decreases with increasing MAC PER. The
influence of TCP PER on the quality is clearly visible for TCP PER value of0.1 ,
whereas the lower values of TCP PER have less impact on the results. These
effects could be explained as follows. If the network conditions are poor (MAC
PER> 0.5 or TCP PER> 0.01) the streaming solution cuts off the production of
ELs and decreases significantly the bit rate of the BL. The aimof these actions is to
decrease the amount of data that is offered to the transmission protocol and, in turn,
make sure that the time between transmission of two successive frames is close to
the frame period. Less layers and low bit rates result in a significant decrease in
the quality of the video, as shown in Figure 6.12.

As we discussed in Chapter 1, the developed system should allow real-time
video streaming, which means that buffering in the system should be limited to
2 seconds. A very important characteristic of the system behavior under various
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Figure 6.12. Video quality (PNSR) for various packet error rates in the system
with minimal latency.

Figure 6.13. Video quality (PNSR) for various packet error rates in the system
with 2 second latency.
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network conditions, therefore, is the average quality thatcan be delivered by the
system when the start-up latency is at most2 seconds. The quality of the video for
operating with2 seconds start-up latency is shown in Figure 6.13.

The figure demonstrates that two seconds start-up delay allows a sufficient
buffering to the receiver, when MAC PER is less than0.6 and TCP PER is less
than0.1. The quality, therefore, is high (with better quality for lower PER). If the
packet error rates are high, the system transmits mostly BL frames. Moreover, due
to a number of retransmissions some of the frames from EL or, even, from BL
arrive at the receiver too late to be processed. Because the system operates under
strict latency requirements, these frames are dropped at the receiver side without
processing. Therefore, the quality delivered by the developed streaming solution is
lower when the processing of late frames is not allowed.

6.2.4 Internal parameters

The studied network conditions represent a system with an either slightly, moder-
ately, or heavily disturbed wireless link and none or plentyof competing traffic in
the network.

The results show that only three internal parameters have a significant influence
on the behavior of the developed streaming solution: EL datalifetime, observation
windows and step rate. The fourth parameter, bandwidth addition, does not influ-
ence the behavior of the system.

• Bandwidth addition.Equation (4.3) in Chapter 4 shows that the bandwidth
addition,Be , is added only if the protocol buffer fullness,St is zero. In
the tests, the value of bandwidth addition had no influence onthe outcome.
The developed system reacts fast to an increase in the available bandwidth
by increasing the bit rates of the produced video, keeping the protocol busy
and avoiding under-utilization of the bandwidth.

• EL data lifetime. The effect of different settings for the time that EL data
can spend in the buffer is seen only on an undisturbed or moderately dis-
turbed wireless link with no competing traffic in the network. Under these
conditions, the number of buffers at the receiver that is needed for obtaining
a video of maximal quality increases with increasing EL datalifetime. The
effect can be explained as follows. The good network conditions allow to
send all layers of the scalable video in time in most of the cases. Sometimes,
however, there could be a small short-term drop in the bandwidth availabil-
ity of the wireless medium. In this case, frames of the highest EL or, in rare
situations, of all ELs get delayed in the output buffer of thetranscoder. After
the bandwidth drop the frames are sent to the receiver. A bigger value of EL
data lifetime allows the frames to spend more time in the buffer, so the longer
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drops in the bandwidth could be overcome. The frames, however, could be,
and usually are, late for the decoding if the receiver has small buffers. When
the buffering is unlimited the frames are used by the decoder, increasing the
quality of the video.
A more important issue is that the EL data lifetime has no influence on the
system behavior for other network conditions (heavily disturbed wireless
link or a presence of competing traffic). This is because drops of band-
width availability under poor network conditions are neither small nor short-
term. The developed system detects the drops and timely changes the layer
configuration, decreasing the amount of video data that is produced by the
transcoder. So, while EL buffers are getting fuller following the bandwidth
drop, the transcoder terminates production of additional EL frames. That
action effectively prevents application buffers overflow.

• Observation window.Changing the size of the observation windows changes
the sensitivity of the streaming solution towards variations in the available
network bandwidth. A smaller window allows the system to react to in-
significant events, whereas a large window averages out small bandwidth
changes allowing to concentrate on big changes only. The test results show
that an increase of the observation window decreases the quality of the video
that is delivered by the system, while also decreasing the number of layer-
configuration changes. A system that is more sensitive to changes in the
bandwidth availability tries to change layer configurationimmediately after
the bandwidth change increasing bandwidth utilization, but risking that the
very next moment the chosen configuration will be invalid dueto the next
bandwidth change.
Thus, the choice of the observation windows is a trade-off between the qual-
ity of the video and the number of layer-configuration changes. The latter, in
turn, influences the user’s perception of the video with manychanges being
perceived badly as discussed in Chapter 1.
The influence of the size of the observation window on the system is negli-
gible when the network conditions are extremely poor. The tests show that
for a moderately or heavily disturbed wireless link and plenty of competing
traffic in the network (TCP PER =0.1 , MAC PER> 0.5) the size of ob-
servation window has no effect on the system. This is becausethe available
bandwidth is constantly low during the whole transmission.

• Step rate.A lower step rate allows the system to inspect more layer con-
figurations, which, hypothetically, should enable a betterutilization of the
bandwidth. The tests results show that the values of the steprate that we’ve
chosen for the tests have a very small influence on the behavior of the sys-
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tem. Only in the case of an undisturbed wireless link and no competing
traffic in the network, the streaming solution made a fine-tuning of the used
layer configuration by adjusting bit rates of the layers withsteps smaller than
250 Kbps and improving the quality of the video by as little as0.1 dB. In the
rest of the cases the adjustments of the bit rates were in a scale of 250 Kbps
– 500 Kbps.
A small, 50 Kbps , increase in the bit rate of a layer brings insignificant
quality improvements, but increases the risks associated with the transmis-
sion. Therefore, small bit-rate changes are not favored by the streaming so-
lution. Moreover, a bigger step rate requires less computational effort from
the system, since the number of inspected configurations decreases. Thus,
the choice of the step rate value is a trade-off between the performance of
the sender and the quality increase that can be made by the added bit rate.

6.2.5 Conclusions

The system performance depends significantly on the networkconditions and is
only slightly influenced by the chosen internal parameters.The required2 seconds
start-up latency cannot be guaranteed when the TCP PER is higher than0.01 or
when MAC PER is higher than0.6 . The basic hypothesis that an increase of TCP
PER or MAC PER increases the start-up latency and decreases the quality of the
video is confirmed.

Answering the question how the choice of internal parameters influence the la-
tency of the system and the quality of the delivered video, the following hypothesis
was confirmed:

• Largerobservation windowsdecrease the quality of the video.

The following hypotheses were confirmed partly (the conditions are described
in the section above):

• Longerdata lifetimesincrease the quality of the delivered video.

• Smallerstep rateincrease quality of the delivered video.

The following hypothesis was rejected:

• Bigger values of thebandwidth additionincrease quality of the delivered
video.

6.3 Terminal management

In this section we evaluate the quality of controlled decoding in comparison with
the un-managed decoding. In addition we evaluate the difference betweennetwork-
awareandnetwork-unawarecontroller solutions.
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6.3.1 Tests preparation

As input for the evaluation we use decoding-trace files of twovideo sequences con-
sisting of100, 000 frames. The video sequences were encoded into SNR-scalable
video consisting of three layers (one base and two enhancement). The bit rate of
each layer was1 Mbps.

We performed decoding of the test video using

1. only the base layer (quality levelq0),

2. the base layer and one enhancement layer (quality levelq1), and

3. all the layers (quality levelq2).

The time measurements for the decoding were stored in trace files. The trace files
contain time measurements for decoding a frame using the base plus zero up to
2 enhancement layers. The time measurements provide the amount of CPU time
spent solely on the decoding.

We use trace files from the one sequence to create controller strategies by solv-
ing the Markov Decision Process as described in Chapter 5. Trace files of the other
file are used as a test input for evaluation of the strategies.

We used two decoders to create the trace files: a software decoder on a PC and
a hardware-based decoder on a MT3 set-top box (both decodersare discussed in
the sections below).

Software decoder

The software decoder is implemented as an application that decodes an BL and EL
using a non-scalable decoder and then merges the layers together (see Figure 3.2,
Type-I decoding process). The decoding of the BL and EL is performed in parallel
using a time-division technique and is followed by a summation. For example, for
a three-layer video, the decoder processes frameFBj, then processes frameFE

j
1,

after that processes frameFE
j
2, and, finally, performs summation of the frames.

The following observations were made while timing the decoding process.

1. Decoding of the BL takes more time than decoding of the EL.B frames in
the EL consist of macroblocks with uni-directional prediction as opposed
to mixed macroblock types inB frames. Moreover, motion vectors for
all predicted macroblocks in the EL are zero, which makes themotion-
compensation task easier. Additionally, for enhancement layers with a low
bit rate, many empty macroblocks are skipped during encoding, which re-
sults in a fast decoding. We found that over40% of macroblocks are skipped
in a EL of1 Mbps.

2. On a PC, the summation of the layers does not take a significanttime in
comparison with the decoding of a video layer.
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Hardware-based decoder

The platform for a hardware-based decoder is the Viper-1 [74] chip integrated in a
MT3 set-top box. The MT3 platform was developed by Philips Digital Networks
for advanced set-top-box products featuring enhanced digital TV services, Internet
services, local storage and streaming media. The Viper chipcontains a MIPS pro-
cessor for general purpose processing and a TriMedia processor [75] for the media
processing functions, accompanied by hardware support forvideo decoding. The
chip can decode up to6 MPEG-2 video streams in parallel (using a time-division
technique).

The organization of the decoding process corresponds to Type-I (see Fig-
ure Figure 3.2). Every MPEG-2 decoder works in a separate thread, receives data
from the input buffer and sends decoded frames to the output buffer. After all the
decoders have updated the output buffer (i.e. a new frame hasbeen processed), the
summation function is called. The summation function is implemented as a sepa-
rate module with its own thread. It takes input from the decoders and passes the
results of the summation to the output buffer. Every frame period (e.g.40 ms for a
PAL video stream), a frame is taken from summation’s output buffer to the display.
If the buffer is full (no frame was taken between the filling),the summation task is
blocked. This ensures that we have a fixed maximum number of frames on which
the summation module can work ahead.

Time measurements show that the summation is the most CPU consuming part
of the video processing. It consumes around25% of the CPU when three layers
are summed up,18% for two layers and less than0.5% when only the base layer is
present.

At the same time, the CPU consumption of the decoder tasks is negligible. In
addition to the decoding of video data which is performed by ahardware unit, a
pre-processing of video streams is done in software. As a result, each decoder tasks
consumes up to2% of the CPU for the needs of stream parsing, headers decoding,
etc.

Time traces

Based on the processing time recorded in the trace files, we calculate, for every
quality level, a cumulative distribution function (CDF) ofthe time required to pro-
cess a frame. Figures 6.14 and 6.15 show CDF of the time for hardware-based and
software decoders.

6.3.2 Controlled vs. best-effort decoding

For the first evaluation we compare thecontrolled solution with thebest-effort
solution. Thebest-effortsolution decodes as many layers as possible within a
given budget. The processing of layers progresses sequentially, starting withLB
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Figure 6.14. A cumulative distribution function of the timerequired to process a
frame at a given quality level with the hardware-based decoder.

Figure 6.15. A cumulative distribution function of the timerequired to process a
frame at a given quality level with the software decoder.
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andLE,1 , until all available layers are processed. On a deadline, the decoding
result (if any) is shown and the decoder starts to process thenext frame. If BL is
not decoded by the deadline, a deadline miss occurs. If the decoding of a frame
finishes before its deadline, the remaining budget can be transferred to the next
frame.

The controlled solution performs the decoding in accordance with a pre-
calculated strategy. The comparison is performed under theassumption that all
layers are always available to the decoder (i.e. we have a stable input).

Setup

We define the parameters of MDP as follows. The upper bound on relative progress
is set to2, which assumes that we can work up to two decoded frames ahead(it is
assumed that the output buffer of the decoder can store at most two frames). Since
the perceived quality of the video depends on the actual bit rate of a video stream
and given the fact that we increase the total bit rate by the same value with every
quality level, we define the reward for being at a particular quality level as2, 4, 8
for levels0, 1, and2 respectively3. In the revenue function, we set the penalty for
missing a deadline to100, 000. This means that we allow around1 deadline miss
per 12000 frames or, in other words, on average we skip1 frame per8 minutes
of video. The penalties for increasing the quality level areset to5 and50 if the
quality level is increased by1 or 2 respectively. For decreasing the quality level
the penalties are set to10 and100 for going down by1 or 2 levels respectively.
For this test we assume to receive all layers (i.e. a stable input), so it is possible to
choose freely any quality level. Since we have a stable input, for calculation of the
strategy we setYqm,qm+1 = 1 if qm+1 = 2 andYqm,qm+1 = 0 otherwise. For the
evaluation we consider budgets from4 to 40 ms, with steps of1 ms.

Results

First, we look at the results for the software decoder. Most attention should be
devoted to the deadline misses for both solutions, because adeadline miss causes
visible stalls of the video frames during video playback. Figure 6.16 presents the
percentage of deadline misses as a function of the budget. The solutions perform
almost identical for budgets below15 ms and above25 ms. This can be explained
as follows. With low budgets none of the solutions has resources to successfully
process BL frames, because, on average,17 ms are required to process these frames
(see Figure 6.15). At the same time, having a budget bigger than 25 ms guaran-
tees that any BL frame can be decoded on time, so no deadline misses can occur.
For budgets from15 to 25 ms, thecontrolledsolution outperforms thebest-effort
solution.

3We based the choice on the data from our user tests and from theresults of user tests in [37]
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Figure 6.16. Comparison of thecontrolledand abest-effortsolutions – deadline
misses of the software decoder (as a percentage of the total number of processed
frames).

Figure 6.17. Comparison of thecontrolledand abest-effortsolutions – average
quality level of the software decoder.
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Figure 6.18. Comparison of thecontrolledand abest-effortsolutions – quality
level changes of the software decoder (as a percentage of thetotal number of
processed frames).

The average quality level (Figure 6.17) of thebest-effortsolution is higher un-
der low budgets (smaller than27 ms). However, the penalty for indiscriminate
increases in quality level is a higher number of quality level changes (Figure 6.18)
and a slightly higher percentage of deadline misses. At the same time, thecon-
trolled solution allows a quality level increase only when it can guarantee that the
number of deadline misses for the given budget will be in the pre-defined limit
(which is roughly1 per12000 frames, as mentioned above).

Second, we look at the results for the hardware-based decoder. As shown in
Figure 6.14, the successful decoding of frames from the BL ispossible under the
budget of1 ms, so both solutions experience deadline misses. Under larger bud-
gets, the solutions suffers no deadline misses at all, because processing of any
frame from the BL is possible.

Both solutions demonstrate comparable results for the average quality level and
the number of quality level changes (see (Figures 6.19 and 6.20). Under budgets
between7 and11 ms, the average quality level of thebest-effortsolution is higher,
but it experiences more quality level changes than thecontrolledsolution. Under
budgets from12 ms to14 ms, the situation is reversed and thecontrolledsolution
demonstrates a better average quality as well as an increased number of quality
changes.

6.3.3 Controllednetwork-aware vs. network-unaware decoding

For the second evaluation we compared thenetwork-awaresolution with the
network-unawaresolution. Both solutions perform the decoding in accordance
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Figure 6.19. Comparison of thecontrolledand abest-effortsolutions – average
quality level of the hardware-based decoder.

Figure 6.20. Comparison of thecontrolledand abest-effortsolutions – quality
level changes of the hardware-based decoder (as a percentage of the total number
of processed frames).
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with a pre-calculated strategy. Thenetwork-unawaresolution uses a strategy with
all probabilitiesYqm,qm+1 equal to1

3 (i.e. chances of getting the same amount of
layers or any other amount are equal). Thenetwork-awaresolution has probabili-
ties of receiving exactly one, two or three layers, as shown in Table 6.7. We define
three different sessions with different probabilities settings. In Session1, all layers
are available to the decoder, so ideally the controller strategy should be defined
only by terminal resource limitations. In Session2, the transmission of the BL is
guaranteed and the probabilities to receive one or twoEls are equal, so the network
condition is as important as the terminal resources. In Session 3, the transmission
of the BL needs most of the bandwidth, so the network condition should play the
most important role in the controller decisions.

Session LB only LB + LE,1 LB + LE,1 + LE,2

1 0.0 0.0 100.0
2 0.0 50.0 50.0
3 70.0 30.0 0.0
Table 6.7. Probability (%) of receiving the given layers.

The rest of the parameters of MDP are defined in the same way as in the previ-
ous test. We make a pairwise comparison of the solutions, looking at the average
quality level and the number of quality-level changes. We consider budgets from4
to 40 ms, with steps of1 ms.

Session 1

For Session1, both solutions behave in the same way, delivering equal quality and
experiencing almost the same number of quality changes. Thereason for this is
that all three layers are constantly available for processing. Consequently, both
solutions take into account only terminal resources (whichare equal), resulting in
nearly the same strategies.

Session 2

The behavior of solutions differs significantly for the software decoder (Fig-
ures 6.21, and 6.22) and stays nearly the same for the hardware-based decoder
(Figures 6.23, and 6.24).

First, we look at the results for the software decoder. Figure 6.21 shows that
starting from a budget of29 ms, which allows successful decoding of two layers,
the network-awaresolution does not attempt to increase the quality level. The
reason for this is that, according to the network conditions(see Table 6.7),LE,2

is not available in half of the cases. Thus, choosing qualitylevel 2 will lead to
frequent quality-level changes. Moreover, the solution isaware of the fact thatLB

is always available. So, the quality provided by the decoderat quality level1 is
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Figure 6.21. Comparison ofnetwork-awareandnetwork-unawaresolutions for
software decoder – average quality level.

Figure 6.22. Comparison ofnetwork-awareandnetwork-unawaresolutions for
software decoder – quality-level changes.
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average, but stable. From the point of view of thenetwork-unawaresolution, the
probability of receivingLB andLE,1 is higher (66%). Moreover, when processing
at quality level1 there is33% probability that, due to network conditions, the
next frame will be processed at quality level0. As a result, thenetwork-unaware
solution increases the quality level, which leads to a higher average quality but also
a high level of quality fluctuations (Figure 6.22).

Figure 6.23. Comparison ofnetwork-awareandnetwork-unawaresolutions for
hardware-based decoder – average quality level.

Figure 6.24. Comparison ofnetwork-awareandnetwork-unawaresolutions for
hardware-based decoder – quality-level changes.

Second, we look at the results for the hardware-based decoder. Figure 6.23
shows that the solutions have identical results for the average quality level, except
for the budget of6 ms. Under the budget of6 ms thenetwork-awaresolution
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processes all frames at quality level0, and thenetwork-unawaresolution attempts
to process some of the frames at quality level1. That results in an extremely
large number of quality fluctuations for thenetwork-unawaresolution. Figure 6.24
demonstrates that, overall, the network awareness leads tofewer quality-level
changes.

Session 3

The results for Session3 are the same again. Since it is not probable that BL and
two ELs will be received, the controller is left with the choice between processing
one or two layers. However, given that most of the time (70%) only LB is available,
both controllers behave conservatively, trying not to choose quality level1. Thus,
the strategy of the controllers is fully defined by the network conditions.

6.3.4 Conclusions

For the evaluation we’ve chosen realistic examples, which show the behavior of
the controller in an expected home network environment, instead of showing the
maximal theoretical gain that can be obtained. The results suggest that the hard-
ware decoder benefits less from the controller than the software decoder. This can
be explained as follows.

The effectiveness of the controller depends a lot the total amount of available
resources vs. the difference in resource consumption on individual layers. The
bigger the difference in consumption, the more difficult forthe controller to find a
stable strategy. Suppose we have a resource budget of10 units and the system has
two quality levels (1 and2) that require7 and12 units respectively. Let us assume
that the system can process at most2 frames in advance. That means that the con-
troller can preserve at most20 units. At the beginning, processing at the second
level is not possible, because10 units are available and12 are needed. So, the con-
troller stays at the first level. Saving3 units per frame, the controller reaches the
preservation limit in7 frames. At this moment the controller should make a deci-
sion whether to continue at the same level, or try to increasethe quality level. In the
latter case, the saved resources will be used within10 frames of processing at level
two, forcing the controller down to the first level. So, the controller should make
a clear trade-off between the quality of the delivered videoand number of quality
level changes. Note, that for a smaller difference between resource consumption
at the layers, the controller strategy is much easier. Indeed, suppose we have the
same system, but the processing at quality level1 requires9 units and10.5 units at
quality level2. In this case, the controller can process20 frames at the first quality
level and then process40 frames at the second quality level. The result would be a
higher quality and a fewer quality changes.

In general, the evaluation of the terminal resource management mechanism
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demonstrated that the controlled decoder of a scalable video performs better with
respect to quality of the output video than a non-controlledbest effort approach.

Moreover, controlled decoding allows a significantly better utilization of re-
sources. The controller of the decoder bases its work on the resource preserving
algorithm that allows the decoder to continue video processing even if the amount
of resources needed by the decoder is small.

The evaluation shows that bringing the network-awareness to the terminal re-
source management has potential to improve the performanceof the controller and,
consequently, to increase the quality of the output video.



7
Conclusions and future research

The first stage of the work on this thesis consisted of an evaluation of existing
approaches, techniques, algorithms in the domain of video coding, networking and
terminal resource management. At that time there was no solution that satisfies the
requirements for video streaming in a home network as discussed in Chapter 1 of
this thesis. A solution that provides a full management of network and terminal
resources was unavailable.

The majority of the research was, and still is, domain specific. In the domain of
video coding MPEG-4 FGS gives a good example of network-friendly encoding.
That coding technique allows for high utilization of the network resources, but is
very challenging for terminal resource management.

In the domain of adaptable video streaming, popular solutions are based on
a transcoder that adapts its output according to feedback from the receiver. These
solutions, however, experience problems when handling short term bandwidth fluc-
tuations because their reaction time is significantly larger than the bandwidth fluc-
tuations themselves. Moreover, continuously changing thebit rate of video stream
results in constant fluctuations of video quality which, in turn, complicates terminal
resource management.

In the domain of terminal resource management, the best results are achieved
by solutions utilizing a budget scheduler and a quality manager in combination with
a scalable video algorithm. These solutions, however, werenot directly applicable
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in the wireless environment because they are built on the assumption that the input
is stable and lossless.

7.1 Revisiting the research questions

While discussing the results of the presented work, we look back at the research
questions that are stated in Chapter 1. The first major research questions for this
thesis work was: is it feasible to create a system for real-time video streaming over
a wireless network to resource-constrained terminals satisfying the given require-
ments (see Chapter 1)?

The overall home network with multiple senders/receivers connected via a
combination of wireless and wired network is too complex to resolve without hav-
ing a simple underlying solution. Therefore, we looked at the small subsystem
consisting of a sender and a receiver connected to each othervia wireless/wired
links.

This thesis presents a novel approach to building a framework for in-home
wireless video streaming to CE devices. In this thesis we usescalable video to
transmit video frames in a timely fashion over a wireless network in spite of the
fluctuating bandwidth. A terminal resource management thechnique is developed
that allows to change the consumption of the video processing at the receiver, thus
enabling a smooth video processing on a resource-constrained terminal.

The developed system combines an easy adaptability to wireless bandwidth
fluctuations with robustness to partial data losses and supports heterogeneous
clients with regard to their buffer availabilities and computing capability limita-
tions. The system reuses existing software systems as much as possible, uses
legacy devices, and complies with existing standards. These results are achieved
by developing a system that is based on TCP as a transmission protocol for the
video streaming, and that uses scalable video that can be decoded by a non-scalable
MPEG-2 decoder.

The second major research question was: what methods and techniques should
be used and how can they collaborate? This question, in turn,was subdivided into
a subset of questions:

• What is the minimal set of components that are necessary to build the sys-
tem?
We demonstrated that the system requires three major components: a video
producer that creates video streams with a configuration that is best suited
to the observed operational conditions, a streaming solution that supports
prioritization of the video data and stays in control of the data losses that
happen due to poor network conditions, and a decoding application with
a built-in controller that enables an efficient resource management at the
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receiver.

• What video-encoding technique should be used, so it is suitable for stream-
ing and resource management?
Our research shows that a video encoding based on scalable video coding is
the best choice for both, the streaming and resource management solutions.
Short term fluctuations of the bandwidth could be overcome with the help
of scalable video coding, whereas a transcoder of a scalablevideo enables
better handling of long term fluctuations. Scalable video coding allows for
resource management at the receiver side. Changing the number of decoded
layers changes resource consumption of the decoding algorithms altering, at
the same time, the output quality of the decoder. The investigation of the
different scalability techniques shows that although the temporal scalability
is very easy to implement and the spatial scalability is historically the most
popular technique, the signal-to-noise ratio scalabilityprovides the greatest
flexibility in creation of multiple layers and allows for thebest compression
efficiency under the requirements that we have for the encoding.
We developed a SNR scalable video-encoding technique that produces mul-
tiple layers, BL and one or more ELs that can be decoded by a standard
non-scalable MPEG-2 decoder. Two modes for creation of an ELwere pro-
posed. InI-frame mode an EL contains onlyI frames. InB-frame mode
an EL consists of GOPs that haveIBn structure. The evaluation of the ap-
proaches demonstrated that an EL that consists of a single GOP where the
first frame isI-frame and the reset of the frames areB frames delivers a
video of the highest quality for a given bit rate.
We proposed an SNR-specific encoder as an alternative to a cascade of non-
scalable encoders. The specific encoder produces video of a higher quality
than the cascade, while a solution that is based on a cascade of non-scalable
encoders is simpler to implement. Thus, the presentation ofthe two ap-
proaches allows a trade-off between the quality of encodingand the compu-
tational complexity.
After the evaluation of the SNR-scalable encoding, we foundthat the best
approach for coding SNR-scalable video is to create the largest possible BL
within the current environment settings and to improve it with a smaller ELs.

• What connectivity solution should be used in terms of transmission protocol
and the low levels of network communication. In particular,is it possible to
reuse an existing protocol and work only on application level?
The changes in the bandwidth availability of a wireless network differ from
the wired counterpart. In addition to long-term changes that are caused
most of the time by the competing network traffic, we need to account for
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short term fluctuations that originate from the physical characteristics of the
medium.
Wireless networks experience data losses that we cannot avoid. However, it
is not necessary to follow the network behavior blindly – if losses of video
data are unavoidable, we need to control them, i.e. choose byourselves
what part of the data should be dropped as a result of network-bandwidth
limitations.
In this thesis we presented a solution for streaming a scalable video over
wireless/ wired links that is based on TCP. The choice of the protocol pre-
vents data losses during the transmission. The potential losses are traded
for the delays in the transmitted data. To compensate for thedelay the so-
lution either decreases the amount of data that is offered tothe transmis-
sion protocol, or forces the video producer to decrease the bit rate. The
first mechanism is implemented by EL frame dropping and is intended for
handling short-term bandwidth variations, whereas the second mechanism
handles long term bandwidth variations. The frame droppingis the simplest
approach to implement. The adaptation of the video-producer configurations
is an approach that requires a full spectrum of activities including network-
bandwidth estimation, loss estimation and quality estimations for the trans-
mitted video. A distributed control of video streaming is always very com-
plex to develop and implement, so a solution with centralized control at the
sender side is preferred. The major advantage of both suggested approaches
is that all functionality can be fully implemented at the sender side.
The developed streaming solution assigns priorities to layers of a scalable
video to guarantee that transmission of the BL does not suffer from ELs
and the higher EL has no influence on the transmission of the lower, more
important, ELs. The streaming is based on a single-stream TCP, so the pri-
oritization scheme is valid over the whole transmission path and does not
depend on the network environment.
The proposed streaming solution is not video-encoding specific and can be
used with other scalable video coding techniques.

• What management technique allows to control resources at the receiver side,
while guaranteing a good watching experience to the user?
In this thesis we presented a resource management solution for the receiver
of a scalable video. The solution is based on the use of a controller that
changes the number of layers processed by the decoder and controls the re-
source consumption of the decoder. The controller bases itsdecisions on
a pre-calculated strategy. A set of strategies is created offline by means of
MDP.



7.2 Future plans 131

The successful functioning of the proposed solution assumes that a terminal
has basic components for the resource management – a budget scheduler,
which takes care that the resources assigned to an application is guaranteed
with a certain amount of resources and the application does not exceed that
amount, and a quality manager, which is responsible for definition of the
priorities of various applications and distribution of thesystem resources
among the applications.
In addition to thenetwork-awareresource management solution, we present
a simpler solution that does not take the network conditionsinto account.
The simpler solution requires a substantially lower numberof controller
strategies and yet shows a good result with respect to the output video qual-
ity. Thus, the choice between the two solutions allows a trade-off between
the computational complexity and the quality of the resource management.

The last major research question was: what are the practicallimitations of such
a solution?

The evaluation of the system components discovered some practical limitations
of the developed solution. It is shown that the bit-rate overhead associated with
scalable video coding can be very high if the balance betweenthe bit rates of BL
and EL is not right. A small BL requires significantly larger EL in order to deliver
a video of a good quality. Therefore, configurations with a relatively large BL and
small EL are preferable.

The evaluation of the streaming solution suggests that the solution should per-
form well in a typical home network. The conditions under which the streaming
does not satisfy the requirements stated in Chapter 1 are: a high packet error rate
on the MAC layer (> 0.6) and/or a high protocol packet error rate (> 0.01).

The major limitation of the terminal resource management isthe necessity to
have a budget scheduler at the receiver. Moreover, the performance of the solution
drops significantly, in terms of delivered video quality, ifthe amount of resources
that are given to the decoding application is close to the amount of resources that
are needed to decode a single BL.

7.2 Future plans

This section suggests possible improvements to the system of wireless video
streaming and identifies the scope of future work in this area.

7.2.1 Video coding

In Chapter 3 we discussed three approaches for making a transcoder – re-encoding,
open-loop SNR transcoding and closed-loop SNR transcoding. Only the open-loop
SNR transcoder and the re-encoding based transcoder were used during the work
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on this thesis. The elaborated research and development of the transcoders for
scalable video must take place if the system should be developed further.

The open-loop transcoding and re-encoding have unique properties that clearly
differentiate them from each other. The computational complexity of the open-loop
transcoding is low, whilst it is very high for the re-encoding. On the other hand,
the quality of the video that is produced by the re-encoding method clearly tops the
quality of the open-loop transcoder.

Closed-loop transcoding takes the best from the two above-mentioned ap-
proaches. The expected result should combine the quality ofthe re-encoding with
not-so-high complexity of the open-loop transcoder.

7.2.2 Video streaming

For scenarios where content is transmitted simultaneouslyto more than one re-
ceiver, an adapted streaming solution is needed. For such system, an approach that
is based on multicast is more efficient than unicast in terms of bandwidth usage.
Our solution is ready to deal with bandwidth limitations as well as with hetero-
geneous terminals by layered multicast. The system should transmit the layers of
scalable video coding to separate multicast groups, so thatthe receivers can choose
individually which groups to join or leave, i.e. which layers to receive. Although
layered multicast is very well suited to the transmission oflayered video, some of
the specific problems regarding enforcement of the timing aspects and detection of
the available bandwidth need to be resolved.

With multicast, receivers can join and leave a multicast group independently at
any time by sending join or leave messages to the corresponding multicast address.
A problem exists for multicast solutions in wireless networks where a receiver may
leave the group due to the bad reception conditions without sending a message to
the rest of the system. If a wireless receiver is situated on the border of a com-
munication range and, as a result, frequently joins/leavesthe group, the system
should be able to identify that the receiver is unreachable either because of the net-
work conditions or because it has left the group. Failure to identify the state of
the receivers leads to extra waiting time, making timing requirements difficult to
satisfy. Moreover, because receivers join and leave the group, there are not only
changes in channel conditions, but the optimum transmission rate to a multicast
group also varies even more than with the unicast solution. Once we have resolved
the multicast issues, we can use the framework developed forsimultaneous video
transmission to heterogeneous terminals.

7.2.3 Terminal resource management

In our current implementation a system developer has to define explicitly the values
for the video quality settings for a terminal (e.g. what is the relative quality value
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for a certain number of processed layers) at design time. It would be highly benefi-
cial to have a system that can derive the quality values through analysis performed
at run time and adapt the terminal controller strategy accordingly. The system
should provide good initial quality estimates for a set of layer configurations, learn
quickly from the incoming video streams and, at the same time, adapt controller
strategies quickly and effectively. It might be useful hereto work towards machine
learning. Another approach might be to use statistics relating to the quality of a
scalable video coding to create recommendations for assigning some “average”
values when dealing with a particular implementation of a transcoder/encoder.





A
Video processing basics

A video signal is made up of a sequence of successive still images (frames).
The illusion of motion, i.e. the “liveliness”, arises from the rapid rate at which
the frames are displayed. Frame rate is an important factor for the quality of an
image sequence. Whether the frame rate is high enough depends on the image
sequence content – in particular the amount and speed of motion. Also, video
quality is affected considerably by the resolution of each individual still image, i.e.
the number of image pixels used to present it. Table A.1 givesa list of the most
common image resolutions.

The resolution of a standard TV picture is 720x576 pixels andthe frame rate is
25 or 30 frames per second. The transmission of a digital video signal requires a
considerable channel capacity (more than200 Mbps). From a storage perspective,
one DVD (4.5 gigabytes) is capable of storing about 3 minutesof video. The num-
bers given above illustrate the need for efficient compression of video information.

There are two modes of compression, ‘lossless’ and ‘lossy’.‘Lossless’ com-
pression retains the original data so that the individual image sequences remain
the same. Compression is achieved by exploiting the similarities or redundancies
that exist in a typical video. For example, consecutive frames in a video sequence
exhibit temporal redundancy since they typically contain the same objects, perhaps
undergoing some movement between frames. Within a single frame there is spatial
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Application domain Resolution ‘NTSC’ – USA ‘PAL’ – EU
SQCIF 128x96 128x96

Desktop videophone, QCIF 176x144 176x144
Internet streaming video
Internet streaming video, CIF 352x288 352x288
video conferencing

1

2
D1 360x486 360x576

3

4
D1 540x486 540x576

Computer pictures VGA 640x480 640x480
and games
Television broadcast (SD) D1 720x486 720x576

Table A.1. Video resolutions.

redundancy as the color and intensity of nearby pixels are often correlated. The
compression rate is usually no better than 3:1 [2]. The low compression rate makes
most lossless compression less desirable.

‘Lossy’ compression methods reduce irrelevancy in the video signal by remov-
ing image information that is unlikely to be noticed by the viewer. Only video
features that are perceptually important are coded. The compression is achieved
at the expense of quality. Lower quality can mean a lower resolution, lower frame
rates and imprecise representation of image pixels.

A combination of the two methods is used in modern video compression stan-
dards.

A.1 Video-encoding standards

There are two bodies of experts who develop the standards forvideo compression:
the International Telecommunication Union’s (ITU) Video Coding Experts Group
(VCEG) and the International Organization for Standardization/International Elec-
trotechnical Commission (ISO/IEC) Moving Picture ExpertsGroup (MPEG).
VCEG develops standards for video coding methods aimed at video conferenc-
ing applications. MPEG looks at a wide variety of applications, developing stan-
dards for compression, decompression, processing and coded representation of a
video. These groups form the Joint Video Team (JVT) that has developed some of
the most popular video standards – H.262/MPEG-2 and H.264/MPEG-4 Advanced
Video Coding (AVC).

Table A.2 gives an overview of the most popular video coding standards, a
description of their application domain and the year they were introduced.

H.261, defined by the ITU, is the first major video compressionstandard. The
standard was developed for video conferencing. The complexity of the coding
techniques is low since the videophones require simultaneous real-time encoding
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Video Compression Primary Intended Applications Bit Rate Year
Standard
H.261 Video telephony and teleconferencing20 − 320 Kbps 1990
MPEG-1 Video on digital storage media 1.5 Mbps 1993
H.262 Video conferencing, video telephony 20 − 200 Kbps 1994
MPEG-2 Digital television 2 − 20 Mbps 1994
H.263 Video conferencing, video telephony, 20 − 320 Kbps 1995

Internet video streaming
MPEG-4 Object-based coding, synthetic Variable 1999

content, interactivity, video streaming
H.264 Internet video streaming 20 − 200 Kbps 2002
MPEG-4/AVC Internet video streaming, 20 − 200 Kbps 2002

video over 3G wireless
Table A.2. Video compression standards.

and decoding. The standard is intended for ISDN networks andtherefore supports
bit rates from 20Kbps up to 320Kbps.

MPEG-1 is the first video compression algorithm developed bythe ISO. The
main application for this standard is storage and retrievalof video and audio on
digital media such as video CD. MPEG-1 may achieve better compression than
H.261 due to more complicated encoding techniques, which are not possible on
resource-limited telephony devices.

MPEG-2/H.262 arose from the first joint effort by the VCEG andMPEG.
While H.262 was meant as an improvement for video compression in video con-
ferencing applications, MPEG-2 was developed specificallyfor digital television.
Due to the broad scope of applications, MPEG-2 became the most successful video
compression standard.

H.263 was developed as an improvement to H.261. The standardaimed to
provide better quality at lower bit rates to satisfy slow connections via telephone
modems (28.8 Kbps). Since H.263 generally offered improvedefficiency over
H.261, it became used as the preferred algorithm for video conferencing, with
H.261 support still required for compatibility with older systems. H.263 expanded
over time to become H.263+ and H.263++. H.263 and its annexesformed the basis
for many of the coding tools in MPEG-4.

MPEG-4 is inspired by the success of MPEG-2. MPEG-4 was initially meant
to provide improved error robustness over wireless networks, better support for low
bit rates and tools to merge graphic objects with video. The latter objective has not
yet found any significant application in products. Unlike MPEG-1 and MPEG-2,
where Internet protocol (IP) delivery was not explicit, MPEG-4 fully embraces IP
networking and is targeted at Internet streaming and mobilestreaming. Moreover,
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some of today’s most popular proprietary codecs, such as DivX and Xvid, are based
on the MPEG-4 standard.

H.264/ MPEG-4 AVC is the latest development of the JVT of the ITU. The
standard allows significantly better compression efficiency than the standards pre-
viously used (most authors agree that it offers compressionthat is about 2 times
better than that with MPEG-2).

A video compression system comprises an encoder and a decoder with a com-
mon interpretation for compressed bitstreams. The encodertakes the original video
and compresses it to a bitstream, which is passed to the decoder to produce the
reconstructed video. The standards specify neither the encoder nor the decoder.
Instead, they specify the bitstream syntax and the decodingprocess. The bitstream
syntax is the format for representing the compressed data. The decoding process
is the set of rules for interpreting the bitstream. The specific implementation is
not standardized and this allows different designers and manufacturers to provide
standard compatible enhancements and thereby to differentiate their work. The en-
coder process has deliberately not been standardized. The only constraint is that
the encoder produces a syntactically correct bitstream that can be properly decoded
by a standard compatible decoder.

As mentioned in Section 1.1.2, the MPEG-2 standard is used inthe work re-
lated to this thesis. The basic principles of the video compression techniques used
in MPEG-2 are explained in the next section.

A.2 MPEG-2 encoding

During the encoding process the image is not treated pixel bypixel; instead the
whole image is divided into a number of macroblocks consisting of 16x16 pixels.
Each macroblock is divided into four blocks of 8x8 pixels. The separation into
macroblocks and blocks lasts from encoding until decoding.During the encoding,
macroblocks are combined into slices, which make up a picture. Pictures are com-
bined into GOPs (groups of pictures), which in turn form a sequence (Figure A.1).

In MPEG, frames (pictures) can be encoded in three types: intra-frames
(I frames), forward predicted frames (P frames), and bi-directional predicted
frames (B frames).

An I frame is encoded as a single image, with no reference to any past or fu-
ture frames. Each 8x8 block is first transformed from the spatial domain into a fre-
quency domain using the DCT (Discrete Cosine Transform) [76], which separates
the signal into independent frequency bands (Figure A.2). From now on the block
is represented by DCT coefficients. Most frequency information is in the upper left
corner of the resulting 8x8 block. After DCT, the data is quantized. The quanti-
zation reduces the number of bits required to represent DCT coefficients. Higher



A.2 MPEG-2 encoding 139

Figure A.1. The MPEG data hierarchy.

frequency coefficients are usually quantized more coarselythan lower frequency
coefficients.

Figure A.2. The DCT operation. The original picture [left] and the corresponding
DCT mapping [right].

The resulting data is run-length encoded [77] in a zig-zag ordering to optimize
compression. This zig-zag ordering (Figure A.3) reads the two-dimensional array
from the most significant element to the least significant and, thus, produces longer
runs of 0s by taking advantage of the fact that there should belittle high-frequency
information (more 0s as one zig-zags from the upper left corner towards the lower
right corner of the 8x8 block) [46].

Figure A.3. Zig-zag scanning.

A P frame (predicted frame) is encoded relative to the past reference frame.
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The reference frame is the closest precedingP or I frame. The encoder scans the
reference frame and theP frame, looking for macroblock-size areas of the picture
that appear similar. If the video contains moving objects, the encoder detects this.
For areas of the image which have not changed between frames,macroblocks are
skipped. Skipped macroblocks do not consume any data in the video stream. The
decoder simply copies the macroblock from the previous reference frame. For
areas that have changed slightly compared with the reference, the encoder takes
the pixel difference and encodes this using DCT and quantization techniques. For
areas where the encoder can detect the movement of an object from one macroblock
position to another, it encodes a motion vector and difference information. The
motion vector tells the decoder how far and in what directionthe macroblock has
moved. If the encoder cannot find a similar macroblock in the reference frame, the
macroblock is encoded as if it belonged to anI frame [46]. AB frame is encoded
relative to the past reference frame, the future reference frame, or both. The future
reference frame is the closest following reference frame (I or P ).

A group of pictures (Figure A.4) is a sequence of frames from one I frame
to, but not including, the next, e.g.,IBBPBB. Note that different videos may have
different GOP sequences.

Figure A.4. Example of GOP structure.

A.3 Scalable video coding

MPEG-2 has methods to support multiple layer video coding, i.e. temporal scala-
bility, spatial scalability, signal-to-noise ratio (SNR)scalability and data partition-
ing [78].

A scalable video coding scheme describes the encoding of video frames into
multiple layers, including a base layer of relatively low-quality video and several
enhancement layers that contain increasingly more video data to enhance the base
layer and thus give rise to video of increasingly higher quality.
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A.3.1 Temporal scalability

Temporal scalability is achieved by using bidirectionally-predicted pictures
(B frames) to create enhancement layer(s) while storing allI frames andP frames
in the base layer.B pictures are not used as reference pictures for the prediction
of any other pictures. This property allowsB pictures to be discarded if necessary,
without impacting the visual picture quality of the future pictures.

A.3.2 SNR Scalability

The other basic method for achieving scalability is by SNR enhancement. SNR
scalability uses quantization residues (the difference between actual DCT values
and the values that are obtained after quantization / dequantization steps) to encode
the enhancement layer. The extra data serves to increase thesignal-to-noise ratio
of the video picture, hence the term SNR scalability. According to the MPEG-2
standard, the reference for the predicted frame in the base layer consists of both EL
and BL frames.

A.3.3 Spatial scalability

Spatial scalability is achieved by encoding a lower-resolution base layer, where an
enhancement layer represents the coding loss between an up-sampled version of
the reconstructed base layer picture and a the original picture.

A.3.4 Data partitioning

Data partitioning and SNR scalability are very similar. Thedifference is that the
data partitioning approach breaks the block of quantized DCT coefficients into two
parts. The first part contains the more critical lower frequency coefficients and side
information (such as motion vectors). The second part carries higher frequency
data.

A.4 Evaluation of the quality of video compression

The advent of digital video systems has exposed the limitations of the techniques
traditionally used for video quality measurement and forced the designers of com-
pression algorithms to resort to subjective viewing tests in order to obtain reliable
ratings for the quality of compressed images or video [79]. However, these tests
are complex and time-consuming. In their search for faster alternatives, researchers
have turned to simple error measurement such as mean squarederror(MSE) or peak
signal-to-noise ratio(PSNR). These simple error measuresoperate on a pixel-by-
pixel basis and look at the quality of single pictures, ignoring any interdependen-
cies between pictures.
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The MSE is the cumulative squared error between the compressed and the orig-
inal picture, whereas PSNR is a measure of the peak error. Themathematical for-
mulae for the two are

MSE =
1

M · N

M
∑

y=1

N
∑

x=1

[I(x, y) − I
′

(x, y)]
2

(A.1)

PSNR = 20 · log10
255√
MSE

, (A.2)

whereI(x, y) is a pixel of the original picture,I
′

(x, y) is the approximated version
(which is actually the decompressed picture) andM , N are the dimensions of the
pictures. A lower value forMSE means less error and, as is apparent from the
inverse relation between theMSE andPSNR , this translates to a high value of
PSNR.

The peak signal-to-noise ratio is an engineering term for the ratio between the
maximum possible power of a signal and the power of corrupting noise that affects
the fidelity of its representation. Because many signals have a very wide dynamic
range, PSNR is expressed in terms of the logarithmic decibelscale.

A.5 MPEG-2 traffic modelling

Modeling of video traffic involves the development of a mathematical model to ac-
curately characterize the statistical properties of the frame size of MPEG-encoded
video. Of particular interest in video traffic modeling is the frame size distribution.
The frame size depends largely on the bit-rate control of theencoding algorithm.

Using the MPEG-2 encoding algorithm it is possible to followone of the three
following approaches in respect of bit rate:

• constant bit rate, CBR, where the number of bits spent in eachGOP is con-
trolled to a mean value. This approach leads to variable picture quality or
distortion.

• variable bit rate, VBR, which involves controlling the distortion. This ap-
proach enables the production of video sequences that exhibit a constant
quality level throughout their duration.

• CBR, always using the highest bit rate needed to satisfy a minimum level of
distortion at all times.

CBR is common in digital television broadcasting, with the mean bit rate set to
a value where the distortion in the scenes that are most difficult to encode is only
barely noticeable. VBR is often used in relation with storage applications. When
using the VBR mode, it is usual to obtain peak-to-average ratios of about 3:1 for
the bit rate. The peak bit rate is used for high-detail and complex motion scenes.



A.5 MPEG-2 traffic modelling 143

It has been shown in a number of research projects (see [80, 63, 64, 81])
that the characterization of MPEG-2 traffic depends on the type of video, capture
rate, amount of action, etc. The distribution-modeling of the traffic shows that the
distribution of frame sizes in a video can be represented viaNormal, Gamma or
Lognormal distributions. The type of distribution that will give the best results
depends on the video characteristics.

The work in [63] demonstrated that the distribution of videoframe sizes could
be approximated as a Normal distribution. It is shown in [81]that the Normal
distribution matches very well with distributions of all three frame types in MPEG-
2 video.

With respect to VBR traffic, in [64] the Gamma distribution isconsidered to
be the best fit, as Normal distribution does not accommodate the heavy tail that
results from largeI frames. However, even with VBR traffic an encoder manages
its average bit rate over a GOP. According to [81], the average bit rate over the
GOP or the sliding window of half a second is bounded within +/- 8% with a
probability greater than99%.





B
Networking basics

Networking is the exchange of data such as text, audio and video between remote
parties via a transmission medium (e.g. cable). The data exchange is only possible
if the parties involved are part of the same communication system. Figure B.1
shows the basic components of a data communication system (DCS).

Figure B.1. Data communication system.

A data communication system consists of five components [82]: the mes-
sage, the sender that sends the message, the receiver that receives the message,
the medium that is the physical means by which the message travels, and a proto-
col that is a set of rules that govern communication. A link isa communication
path that transfers data. The sender and the receiver can be acomputer, PDA,
telephone, television, etc. Two or more devices connected to each other with a
communication link form a network. There are two types of connections: point-to-
point, which provides a dedicated link between two devices,and multipoint, which
connects more than two devices on a single link.
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Transmission media used in telecommunications can be divided into two cat-
egories: guided (e.g. twisted-pair cable, coaxial cable and fiber-optic cable) and
unguided (e.g. electromagnetic waves) [82].

Guided media provide a conduit from one device to another. A signal travelling
along any of the guided media is directed and contained by thephysical limits of the
medium. Unguided media transport is often referred to as wireless communication.

B.1 OSI Model

The International Standards Organization established a framework for standard-
izing communications systems, called Open Systems Interconnection Reference
Model (OSI Model). OSI is a layered abstract description fordata communica-
tions and networking. The model defines the communications process as an or-
dered set of seven layers, with specific functions isolated to and associated with
each layer [83]. Each layer hides low layer processes, effectively isolating them
from higher layer functions. In this way, each layer performs a set of functions that
are necessary to provide a set of services to the layer above it.

The model is composed of seven layers:

Layer 1: Physical Layer This layer defines all the electrical and physical speci-
fications for devices. It implements the functions requiredto transmit data
over a physical medium

Layer 2: Data Link Layer This layer is responsible for the transfer of data be-
tween devices on the same link and for the correction of errors that may
occur in the physical layer.

Layer 3: Network Layer This layer transfers data from a source to a destination
across one or more networks.

Layer 4: Transport Layer This layer provides transparent transfer of data be-
tween end users. It keeps track of the packets, recognizes relationships be-
tween the packets and retransmits any of the packets that fail.

Layer 5: Session Layer This layer establishes, maintains and synchronizes the
interaction between end-user application processes.

Layer 6: Presentation Layer This layer handles syntactical differences in a data
representation. It is also intended for data encryption, decryption and com-
pression.

Layer 7: Application Layer This layer enables the user to access the network.

Layer isolation allows the characteristics of a given layerto change without
impacting on the remainder of the model, provided that the supporting services
remain the same [83].
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B.2 Network types

Networks are subdivided into categories depending on size,ownership, distance
covered and physical architecture [82]. Three primary categories are: Local
Area Network (LAN), Metropolian Area Network (MAN) and WideArea Network
(WAN). A LAN is a group of devices connected together, usually within the same
office or building. A MAN is a larger network that extends overseveral buildings
in the same city. A WAN provides long-distance transmissionthat is not restricted
to a geographical location. A WAN connects several LANs.

B.3 Local Area Network

B.3.1 Topologies

Mesh Star

Bus

Ring

Figure B.2. LAN topology types: mesh, star, bus, ring.

The physical topology describes the way in which a network islaid out physi-
cally. There are four basic topologies:mesh, star, busandring (see Figure B.2).
With a meshtopology devices are connected to many redundant interconnections
– each device is connected to every other device. In astar topology all devices are
connected to a central controller, called a hub. Devices communicate across the
network by passing data through the hub. In abustopology, which is the only one
that uses multipoint connections, all devices are connected to a central cable, called
the bus or backbone. With aring topology devices are connected to one another
in a closed loop, so that each device is connected directly totwo other devices.
A signal is passed along thering in one direction, from device to device, until it
reaches its destination.

B.3.2 Equipment

Digital signals are affected by noise, attenuation and other impairments which limit
the distance over which they can be transmitted before the signal becomes unrec-
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ognizable [83]. A repeater allows the connection of LAN segments, extending the
network beyond the maximum length of a single segment. A multi-port repeater is
known as a hub.

A hub is the center of the star topology. It connects individual devices. The
connection between hubs make it possible to expand the number of devices con-
nected to the LAN. Both hub and repeater work at the physical layer of the OSI
model.

Bridges are similar to repeaters in that they are used to connect two LAN seg-
ments. However, unlike a repeater which simply duplicates all traffic on one seg-
ment to the other, a bridge reads addresses and determines whether or not to for-
ward a packet on to another segment. A bridge at the data link layer works as well
as a switch. A switch is a multi-port bridge, where each port of the bridge decides
whether to forward data packets to the attached network.

Routers operate at the network layer and have two primary functions – to deter-
mine the ‘best path’ and to share details of routes with otherrouters. A router keeps
track of the routes to networks in a routing table. While static routing uses data en-
tered manually by a network administrator, dynamic routingadjusts automatically
to changes in network topology by obtaining information from other routers. A
router can interconnect different network types, changingpacket size and format
to match the requirements of the destination network.

A gateway allows different networks to communicate by offering a translation
service at all levels of the OSI model.

B.4 Wireless LAN

Much like a traditional wired LAN, a wireless LAN (WLAN) is a grouping of de-
vices that share a common communications backbone. A WLAN allows users to
connect wirelessly to the LAN via radio transmission. Until1997 wireless LANs
represented proprietary technology. In 1997 the Instituteof Electrical and Elec-
tronics Engineers (IEEE) published its 802.11 standard forwireless LANs which
allows vendors to develop products that are interoperable [83]. The IEEE 802.11
standard governs the two lower layers of the ISO Reference Model, the physical
layer and the data link layer.

The initial specification used the2.4 GHz frequency and supported a maximum
data rate of1 to 2 Mbps. The 802.11b specification, introduced in 1999, increased
the performance to 11 Mbps in the2.4 GHz range while the 802.11a specifica-
tion utilized the5 GHz range and supported up to54 Mbps. Unfortunately, the
two new specifications were incompatible because they used different frequencies.
This incompatibility has been overcome with the new standard known as 802.11g.
802.11g supports up to54 Mbps and is interoperable with 802.11b products.
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The 802.11 specification defines two types of operational modes: ad hoc (peer-
to-peer) mode and infrastructure mode. In ad hoc mode, the networked devices
communicate directly with one another. In infrastructure mode, all wireless devices
communicate with an access point. The access point acts as a base station in an
802.11 network and all communications from all of the wireless clients go through
the access point. The access point also provides the connection from the wireless
radio frequency world to the wired LAN world.

The level of performance of a WLAN is dependent on a number of environ-
mental factors, such as:

Distance between WLAN devicesTypically, wireless LAN performs best in line-
of-sight or open area environments.

Radio frequency interference The 802.11b standard uses the unlicensed radio
spectrum that is commonly shared by a variety of consumer devices: baby
monitors and cameras, 2.4 GHz cordless phones, microwave ovens, and
Bluetooth-enabled devices like cellular phones or personal digital assistants.
These devices transmit in the 2.4 GHz range and can impair WLAN perfor-
mance.

Signal propagation The materials used in a building have a dramatic impact on
the quality of the signal obtained with an 802.11 wireless network. Wood,
metal and other building materials have a direct impact on signal propagation
and absorption. Other factors include:

• Multi-path interference that occurs when signal strength and timing are
altered due to the signal being reflected off walls, filing cabinets, beams
and other objects, causing a device to receive two or more identical
signals.

• Fading, i.e. the reduced amplitude of a signal caused by the signal
passing through radio-transparent objects such as walls.

• Dead zones, which are locations that are never reached by theradio
signals due to reflections, obstructions or other environmental factors.

B.5 TCP/IP Protocols

TCP/IP protocols, also known more formally as the Internet Protocol Suite, fa-
cilitate communications across interconnected, heterogeneous computer networks.
They are a combination of different protocols, which are normally organized into
four layers:

1. The link layer, which handles all the hardware details to provide data trans-
mission for the network layer. Network layer protocols can be supported by
various link layer technologies, such as Ethernet or Wireless LAN.
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2. The network layer, which handles routing of packets across the networks. It
includes the Internet Protocol (IP) – the core of the TCP/IP protocol stack.

3. The transport layer, which provides data transport for the application layer,
including the Transmission Control Protocol (TCP) and the User Datagram
Protocol (UDP).

4. The application layer.

In the rest of this thesis only transport and application layers will be addressed.
Transport layer protocols are discussed in the following sections.

B.5.1 UDP

The User Datagram Protocol is a connectionless service, which means that the
packets are transported without any form of control. UDP does not provide re-
liability and ordering guarantees, so the data may arrive out of order or get lost
without notice. Because UDP lacks reliability, UDP applications must generally
be willing to accept some loss, errors or duplication. Most often, UDP applications
do not require reliability mechanisms and may even be hindered by them. Stream-
ing media, real-time multiplayer games [84, 85] and voice-over IP (VoIP [86, 87])
are examples of applications that often use UDP.

B.5.2 TCP

The Transmission Control Protocol provides a service for applications that require
connection setup, error detection and automatic retransmission.

Unlike UDP, which can start sending packets immediately, TCP requires a con-
nection establishment before it can send data and a connection termination when it
has finished sending data.

Each unit of data carried by TCP is referred to as a segment. Segments are
created by TCP subdividing the stream of data passed down by application layer
protocols. This segment identification process enables a receiver, if required, to
reassemble data segments into their correct order [83]. Thereceiver sends back an
acknowledgement for data packets which have been received successfully; a timer
at the sending TCP will cause a timeout if an acknowledgementis not received
within a reasonable time, referred to as round-trip time (orRTT), and the data
(which has presumably been lost) will then be re-transmitted.

TCP has been optimized for wired networks. Packet loss is considered to be
the result of congestion. TCP uses a congestion window at thesender side for the
purpose of congestion avoidance. The congestion window indicates the maximum
amount of data that can be sent out on a connection without being acknowledged.
TCP detects congestion when it fails to receive an acknowledgement for a packet
within the estimated timeout. In such a situation, it decreases the congestion win-
dow. It increases the congestion window in other cases. However, wireless links
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are known to experience sporadic losses, for example due to fading, which cannot
be considered congestion. Erroneous back-off of the windowsize due to wire-
less packet loss is followed by a congestion avoidance phasewith a conservative
decrease in window size which causes the link to be under-utilized.

B.5.3 RTP

The Real-time Transport Protocol (RTP) is the protocol designed to handle real-
time traffic. RTP comes between the application program and UDP since it has no
delivery mechanism and, therefore, reuses UDP. Applications using RTP are less
sensitive to packet loss, but typically very sensitive to delays.

The protocol contributions are: payload-type identification, sequence number-
ing, time stamping and delivery monitoring. The protocol itself does not provide
mechanisms to ensure timely delivery. In addition, out-of-order delivery is still
possible, and flow and congestion control are not supported directly. However, the
protocol delivers the necessary data to the application to make sure it can put the
packets received in the correct order.

A special protocol, Real-time Transport Control Protocol (RTCP) , has been
designed for the purpose of providing information about reception quality from the
receiver to the sender.

B.6 Quality of Service

The goal of QoS is to provide preferential delivery service for the applications
that need it by ensuring sufficient bandwidth, controlling latency and jitter, and
reducing data loss.

The network characteristics are that are useful for applications (e.g. ‘through-
put’, ‘delay’, ‘residual error rate’, or ‘priority’) summarized in a set of so-called
network performance parameters [88]. Applications have tospecify their require-
ments with respect to network performance parameters to request a special com-
munication service. QoS provision mechanisms are present to provide applications
with service within the specified parameters.

Two basic mechanism that are used for QoS provision are admission control
and traffic control. The admission control determines whichapplications are al-
lowed to use the network. These mechanisms specify how, when, and by whom
network resources can be used. The traffic control regulatesdata flows by classify-
ing, scheduling and marking packets on the basis of priorityand by shaping traffic
(smoothing bursts of traffic by limiting the rate of flow).





C
Enhancement Layer input in SNR video

encoder

Originally proposed non-compliant MPEG-2 encoder that is based on SNR scal-
ability with EL formed on the difference between original and encoded DCT coef-
ficients is shown in Figure C.1.

The scheme can be modified to use the difference between pixelvalues, based
on a property of DCT:

DCT (f + g) = DCT (f) + DCT (g). (C.1)

This means that a video can be separated into layers in the spatial domain as well
(Figure C.2).

The upper rectangle of Figure C.2 presents EL decoder. The functionality
blocks inside the rectangle repeats the exact scheme of a simple MPEG-2 non-
scalable encoder with no motion prediction. The input data,however, contains
data that is transformed by the BL encoder.

The scheme shown in Figure C.3 produce exactly the same results as the one
above. The input data, however, is formed based on the difference between the
original pixel values and the values encoded in BL stream. The equality of the
results can be proven as follows. Imaging the original pixelhas a valuev. After
motion prediction the values is modified top = v − r , wherer is a value of
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Figure C.1. Non-compliant MPEG-2 encoder based on SNR scalability with EL
data based on DCT coefficients.

Figure C.2. Non-compliant MPEG-2 encoder based on SNR scalability with EL
data based on pixel values after performing motion prediction.
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the correspondent pixel in the reference frame (if there is no reference frame,r is
zero). Due to the lossy nature of the encoding, the valuep of the pixel transforms
to p̃ after iDCT. To calculate the full value of the pixel,r is added back tõp , so
the resulting valuẽv = ṽ + r. The encoder in Figure C.2 calculates the difference
e = p − p̃ and stores it in EL. Given thatp = v − r and p̃ = ṽ − r , the pixel
difference can be calculated ase = v − ṽ.

Figure C.3. Non-compliant MPEG-2 encoder based on SNR scalability with EL
data based on original pixel values.





D
Rate-Distortion characteristics of the

scalable video transcoder

Exponential model is a popular technique to model rate and distortion characteris-
tics for video encoders and transcoders (in the Appendix we refer to encoders and
transcoder asvideo producers).

The exponential model describes relation between bit rate of the video dataR
and distortion of the dataD as

D = α + β · log
(

1

R

)

(D.1)

The value ofα andβ coefficients depend on implementation of the video pro-
ducer and on characteristics of video data being processed.Thus, the coefficients
need to be recalculated for every new video. The output of thevideo producer,
aside from the video itself, contains distortion value (MSE) that is calculated on
‘per frame basis’. A set of MSE values together with the corresponding bit rate
values of the output video is used to calculateα andβ at the run-time.

The values ofα andβ are calculated using method of least squares linear re-
gression. With this method we try to find suchα andβ that the sum of the squares
of the differences (also referred to assquare error) to all data points has the small-
est possible value. Linear least square error regression isused, since we deal with
a function that is linear in the parameters (even though nonlinear in the variables).
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From Equation D.1, the square error for theith point is

Serr
i =

(

Di − α − β · log
(

1

Ri

))2

= α2 − 2 · Di · α + 2 · α · β · log
(

1

Ri

)

− 2 · Di · β · log
(

1

Ri

)

+ β2 · log2

(

1

Ri

)

+ D2
i .

(D.2)

The square error for allN data points is

Serr =

N
∑

i=1

(

Di − α − β · log
(

1

Ri

))2

=
N
∑

i=1

(α2 − 2 · Di · α + 2 · α · β · log
(

1

Ri

)

− 2 · Di · β · log
(

1

Ri

)

+ β2 · log2

(

1

Ri

)

+ D2
i ).

(D.3)

In linear least squares regression, we seek the values ofα andβ that minimize
Serr. The most direct approach is to take the partial derivativesof the function
with respect to the coefficients:

δSerr

δα
=

N
∑

i=1

[

2 · α − 2 · Di + 2 · β · log
(

1

Ri

)]

,

δSerr

δβ
=

N
∑

i=1

[

2 · α · log
(

1

Ri

)

− 2 · Di · log
(

1

Ri

)

+ 2 · β · log2

(

1

Ri

)]

.

(D.4)

Setting these partial derivatives to zero yields simultaneous linear equations for
α andβ, the normal equations for simple regression:

N
∑

i=1

[

α − Di + β · log
(

1

Ri

)]

= 0,

N
∑

i=1

[

α · log
(

1

Ri

)

− Di · log
(

1

Ri

)

+ β · log2

(

1

Ri

)]

= 0.

(D.5)
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From Equation D.5α andβ are calculated as

α =

∑N
i=1

(

log2
(

1
Ri

))

·
∑N

i=1 (Qi) −
∑N

i=1

(

Qi · log
(

1
Ri

))

·
∑N

i=1

(

log
(

1
Ri

))

N ·∑N
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(

log2
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1
Ri

))
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(

log
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(
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1
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Equation D.6 contains four similar elements:

Sum1 =
N
∑

i=1

(

log

(

1

Ri

))

, (D.7)

Sum2 =
N
∑

i=1

(

log2

(

1

Ri

))

, (D.8)

Sum3 =

N
∑

i=1

(Qi) , (D.9)

Sum4 =
N
∑

i=1

(

Qi · log
(

1

Ri

))

. (D.10)

Recalculation ofα andβ is, therefore, very easy at the run-time. The values of
Sum1, Sum2, Sum3 andSum4 are get updated with every frame, adding new pair
of Qi andRi. The amount of calculations consists of4 summations,4 subtractions,
10 multiplications,1 division, and3 calculations of natural logarithm.
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QoS framework for video streaming in home networks

Summary

In this thesis we present a new SNR scalable video coding scheme. An im-
portant advantage of the proposed scheme is that it requiresjust a standard video
decoder for processing each layer. The quality of the delivered video depends on
the allocation of bit rates to the base and enhancement layers. For a given total
bit rate, the combination with a bigger base layer delivers higher quality. The ab-
sence of dependencies between frames in enhancement layersmakes the system
resilient to losses of arbitrary frames from an enhancementlayer. Furthermore,
that property can be used in a more controlled fashion.

An important characteristic of any video streaming scheme is the ability to han-
dle network bandwidth fluctuations. We made a streaming technique that observes
the network conditions and based on the observations reconfigures the layer con-
figuration in order to achieve the best possible quality. A change of the network
conditions forces a change in the number of layers or the bit rate of these layers.
Knowledge of the network conditions allows delivery of a video of higher qual-
ity by choosing an optimal layer configuration. When the network degrades, the
amount of data transmitted per second is decreased by skipping frames from an
enhancement layer on the sender side. The presented video coding scheme allows
skipping any frame from an enhancement layer, thus enablingan efficient real-time
control over transmission at the network level and fine-grained control over the de-
coding of video data. The methodology proposed is not MPEG-2specific and can
be applied to other coding standards.

We made a terminal resource manager that enables trade-offsbetween quality
and resource consumption due to the use of scalable video coding in combination
with scalable video algorithms. The controller developed for the decoding process
optimizes the perceived quality with respect to the CPU power available and the
amount of input data. The controller does not depend on the type of scalability
technique and can therefore be used with any scalable video.The controller uses
the strategy that is created offline by means of a Markov Decision Process. During
the evaluation it was found that the correctness of the controller behavior depends
on the correctness of parameter settings for MDP, so user tests should be employed
to find the optimal settings.
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Samenvatting

In dit proefschrift presenteren we een nieuw SNR schaalbare video coderings-
techniek. Een belangrijk voordeel van de voorgestelde techniek is dat een standaard
video decodeerder gebruikt kan worden voor het verwerken van de verschillende
lagen. De kwaliteit van de geleverde video hangt af van de verdeling van band-
breedte tussen de basislaag en de verbeteringslagen. Voor een gegeven totale band-
breedte levert de combinatie met een grotere basislaag een betere kwaliteit. De
afwezigheid van afhankelijkheden tussen beelden van een verbeteringslaag maakt
de techniek robuust tegen het verliezen van willekeurige beelden van een verbete-
ringslaag. Verder kan deze eigenschap in een gecontroleerde manier worden ge-
bruikt.

Een belangrijke eigenschap van een video transmissie techniek is de mogelijk-
heid om veranderingen in de bandbreedte van het netwerk correct af te hande-
len. Wij hebben een transmissie techniek gemaakt die de eigenschappen van het
netwerk waarneemt en deze waarnemingen gebruikt om de configuratie van de
lagen aan te passen, zodanig dat de best mogelijke kwaliteitwordt bereikt. Een
verandering van de netwerkeigenschappen resulteert in eenverandering van het
aantal lagen of in de toekenning van bandbreedte aan deze lagen. Kennis van de
netwerkeigenschappen maakt het mogelijk om een video van hogere kwaliteit te
leveren door de beste configuratie van lagen te selecteren. Wanneer het netwerk
verslechtert zal de zender de hoeveelheid data die per seconde wordt verstuurd
verminderen door middel van het overslaan van beelden van deverbeteringslaag.
De gepresenteerde video coderingstechniek staat het overslaan van willekeurige
beelden van een verbeteringslaag toe, waardoor het mogelijk is om efficiënt in
real-time de transmissie op netwerk niveau te controleren,in combinatie met een
fijnmazige controle van de decodering van de video data. De voorgestelde techniek
is niet specifiek voor MPEG-2 en kan worden toegepast in combinatie met andere
coderingsstandaarden.

Wij hebben een manager van de beschikbare middelen gemaakt die een
afweging tussen kwaliteit en beschikbare middelen gebruiktoestaat door het
toepassen van schaalbare videocodering in combinatie met schaalbare videoalgorit-
men. Het ontwikkelde controlemechanisme voor het decodeerproces optimaliseert
de waargenomen kwaliteit met betrekking tot de beschikbarerekenkracht en de
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hoeveelheid video gegevens. Het controlemechanisme hangtniet af van de schaal-
baarheidstechniek en kan daardoor voor willekeurige schaalbare video worden ge-
bruikt. Het controlemechanisme gebruikt de strategie die van te voren is berekend
met behulp van een Markov beslissingsmodel. Tijdens de evaluatie is gevonden dat
de juistheid van het controlemechanisme afhangt van de juistheid van de parame-
ter configuratie voor het Markov beslissingsmodel, zodat gebruikerstests moeten
worden aangewend om de optimale configuratie te vinden.
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N. Tr čka. Silent Steps in Transition
Systems and Markov Chains. Faculty
of Mathematics and Computer Sci-
ence, TU/e. 2007-08

R. Brinkman . Searching in encrypted
data. Faculty of Electrical Engineer-
ing, Mathematics & Computer Sci-
ence, UT. 2007-09

A. van Weelden. Putting types to
good use. Faculty of Science, Math-



ematics and Computer Science, RU.
2007-10

J.A.R. Noppen. Imperfect Informa-
tion in Software Development Pro-
cesses. Faculty of Electrical Engineer-
ing, Mathematics & Computer Sci-

ence, UT. 2007-11

R. Boumen. Integration and Test
plans for Complex Manufacturing Sys-
tems. Faculty of Mechanical Engineer-
ing, TU/e. 2007-12


	Contents
	List of tables
	List of figures
	1. Introduction
	2. System description
	3. Scalable video coding
	4. Scalable video streaming
	5. Controlling a network terminal
	6. Evaluation of new system components
	7. Conclusions and future research
	A. Video processing basics
	B. Networking basics
	C. Enhancement layer input in SNR video encoder
	D. Rate-distortion characteristics of the scalable video transcoder
	Bibliography
	Symbol index
	Summary
	Samenvatting
	Acknowledgements
	Curriculum Vitae

