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1

Introduction

1.1 Research area and problem statement

There is currently a major technological revolution takiplgce with regard to
the availability of digital video on the markets for persboamputers (PC), con-
sumer electronics (CE) and mobile devices. Consumers avengnérom analog
TV reception and analog storage to digital storage and, ringpertantly, to elec-
tronic management of video. Direct Broadcast SatelliteBSPptransmit digital
signals; cable service providers are installing infragtices with digital capability
and there is a substantial growth in the availability of @igvideo channels [1].
Tiny video clips and movie trailers can be watched on therihae while video-
on-demand enables entire movies to be shown whenever angwehehe user
requires. Personal computers and handheld devices amegoiV sets as facili-
ties for showing videos. As more and more of the devices irseorers’ houses
have the facility to acquire, process and display videojritexconnectivity of the
devices has set an immense challenge.

Households have a fully developed infrastructure for amaldeo. This infras-
tructure, however, cannot be extended in a cost-effectayeterserve the emerging
devices that work with digital video. For example, in ordemtatch a video from
different devices, a physical connection (cable) is rexfuivetween the devices and
a TV set. This involves a huge amount of cabling in the houskenaay require the
user to have specific expertise if devices need an intermetbaconnect (as in

1



the case of a handheld or mobile device connected via a PC Wb sef). There
are currently a variety of research and development pjagtrogress that focus
on creating an interoperable digital video infrastructmsgde the house. The first
step towards a solution is to create and deploy an in-honveonlethat can be used
for video distribution.

1.1.1 In-home networks

An in-home network! provides a convenient means for connecting together dif-
ferent consumer electronics devices — from DVD players avigdts to PCs and
PDAs. The introduction of new pervasive computing devisesh as PDAs, hand-
held computers and smart phones that allow users accesdtimetia informa-
tion, means that home networks have to be partly wireless.

PC/CE servers
i 1‘!‘

) =
A=

N

e

gateway
i

CE clients

Figure 1.1. Home network.

Figure 1.1 shows an overview of a home network. The netwonkade up of
a mixture of interconnected PC and CE devices. The devieesudivided into
servers and clients according to their capacity for hagdliideo: clients process
and display the video, whilst servers distribute the vided @an also process and
sometimes even display. The video is distributed directlyia a gateway, which
is also responsible for connecting the home network to tkerriet. The gateway
is seen by most CE manufacturers as a powerful PC-basedibsolut

For simplicity, in this and the following chapters, we useme networlas a shorthand fdn-
home network
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1.1.2 Problem statement

In general, there are two types of video delivery: videoastring and video deliv-
ery by download. Video streaming is the real-time transimisef video to a client
device that enables simultaneous delivery and playbackefideo. In effect,
video streaming splits the video into parts, transmitsetEsts in succession and
enables the receiver to decode and play back the video asatteagre received,
without having to wait for the entire video to be deliveredh ideo streaming
there is usually a short delay between the start of the dgliaed the beginning
of playback at the client. Video streaming also has low gfer@quirements since
only a small portion of the video is stored at the client at paint in time. This is
in contrast to file download, where the entire video has todweted and stored
on the client device before playback can begin. Unlike cotigeal applications,
video streaming generally requires a continuous bandwgdtdrantee as well as
stringent bounds on delays and jitters [2].

Wireless streaming environments present many challergebd system de-
signer. Wireless streaming systems are limited by wirebesgiwidth and client
resources. Video makes the most stringent requirementseondtwork — a suc-
cessful video streaming system has to combine limited ¢gtevith high capacity
and low bit error rates. Wireless network bandwidth is sedrecause of its shared
nature and the limitations in the availability of wirelep@strum [2]. Even though
wireless media can cope with occasional transmissionsrttogir performance can
be devastated by bursts thereof [3]. Client resources &ee timited in practical
terms by power constraints and by display, communicatiamal computational
capabilities. Different devices have different proceSsemory potential, so not
every device will necessarily be capable of processingi@#lordata that is sent by
the server.

A successful wireless video streaming system must be albdéréam video
to heterogeneous devices over erroneous communicatiks With a fluctuating
bandwidth. To achieve a high level of acceptability of wasd multimedia (in
particular wireless video), several key requirements hede satisfied to ensure a
reliable and efficient transmission:

e easy adaptability to wireless bandwidth fluctuations cduse co-channel
interference, multipath fading, mobility, handoff, cortipg traffic, etc.;

e robustness to partial data losses caused by the packetiz#tvideo frames
and high packet error rate; and

e support for heterogeneous clients with regard to their sed@ndwidths,
computing capabilities, buffer availabilities, displagsolutions and power
limitations.

The CE manufactures and service providers are among the stajeholders



in the deployment of a wireless video streaming solutiorh@mbarket. Their main
motivation is to make profit by introducing a new system andha same time, to
minimize the cost of manufacture. A solution must, therefor

e reuse the existing devices and software systems as muctssiblpo
e use legacy devices,
e comply with existing standards.

An additional requirement that originates from the realeiproperties of the
developed system is low start-up latency. Start-up laténciefined as the maxi-
mum time from the start of the streaming to the time video Ipderk starts at the
display.

1.2 Domain analysis

This section gives an overview of the approaches, methodgsexhniques that
exist in the formulated research area. An introduction tht® domains that are
discussed in the thesis can be found in Appendices A and B.

1.2.1 Video adaptation for network

A network-aware application, i.e. an application that caaldvith changes in the
network environment [4], should adjust its behavior in m¥® to network per-
formance variations. Since transmission rate is dictate@Hannel conditions,
problems arise if the available transmission rate is lowantthe video bit rate.
Video content adaptation techniques enable the video talbpted? to suit the
varying network conditions. These techniques sirsulstore stream switching
frame dropping transcoding scalable video codingandmultiple descriptive cod-
ing. The first five techniques aim at adaptation of the video strigathe bandwidth
limitations, themultiple descriptive coding a technique that improves robustness
of the transmission. Further categorization of the tealesgs given in Table 1.1.

Adapting to the bandwidth. Static.

Thesimulstoresolution is based on simultaneous storage on the sendefertdit

streams with different spatial resolutions, temporal liggms and signal-to-noise
ratio levels. When a sender starts streaming it chooses @o@fate stream ac-
cording to present network conditions. The advantages @ismom coding effi-

ciency for each individual stream, easy selection of the@pjate stream at the
sender side and low complexity at the sender and client [Shafor disadvantage
is that the stream is chosen at the start of a transmissiorthendender cannot

2The termadaptedequally relates to dropping parts of the data during thestrassion as well as
to decreasing the amount of data that is prepared to be sttkam
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Aim Technique Type

adapting to the bandwidth| simulstore static
stream switching static/ dynamic
scalable video coding static/ dynamic
frame dropping dynamic
transcoding dynamic

improving robustness multiple descriptive coding

Table 1.1. Video content adaptation techniques. The twa lzadegories are:
adaptation to the bandwidth limitations and robustnessdmrgment. The adap-
tation to the bandwidth is sub-categorized into staticAigit or mixed types.
‘Static’ means that the technique pre-processes videolukftae the streaming
starts. ‘Dynamic’ means that an adaptation of the takesepdacing the stream-
ing as a reaction of bandwidth changes.

change it if network conditions are changed. Thus, the ehoicbit rate for a
stream is always based on a worst-case analysis, which legmsor bandwidth
utilization.

Adapting to the bandwidth. Static/dynamic.

Stream switchings an extension of theimulstoreapproach which allows another
stream to be selected if the transmission conditions haaegegd. Stream switch-
ing offers an additional advantage to the simulstore smhuti it allows adaptation
to a varying transmission capacity. Furthermore, alsorsitian to another media
format is possible by simply selecting another stream [SjwEklver, the reaction to
a change in network conditions is slow. The change delayriipen the distance
to the next switch point and the number of frames that are currently in the sender
buffer. On average the delay ranges from 2 frames tol0 — 15 frames, which is
unacceptable for a wireless environment because of thedredpandwidth fluctu-
ations. Also, the long time bandwidth variation may leaddompbandwidth usage,
as it is impossible to have streams with all possible reguaesit rates.

A large part of the research activities carried out into sideeaming are con-
centrated on the use etalable video codinthat describes the encoding of video
frames into multiple layers, including a base layer (BL) effatively low-quality

3Special switching frames are used for switching to anottream



video and several enhancement layers (ELs) that contaipaningly more video
data to enhance the base layer and thus give rise to videa@m@asingly higher
quality [6]. The principles okcalable video codingre described in Appendix A
together with the standard coding techniques. Examplesagrigtary scalable
video coding schemes can be found in [7, 8, 9, 10].

An adaptive priority-based selective repeat transmiss@hreme for transmit-
ting scalable video over a single-hop lossy wireless lingrigposed in [11]. The
proposed on-line priority-based scheme prioritizes gita of various frames of
a group of pictures and transmits them over a lossy wirelegs IAlthough the
scheme achieves good results with respect to video quialigguires a substantial
control effort in the transport layer.

A real-time video transmission scheme, which is based olalsieanoncausal
predictive codec with vector quantization and conditiaeglenishment [7] and is
capable of providing spatial and temporal scalabilitiegjéscribed in [12]. The
approach eliminates error propagation by combining badthnadaptability with
error concealment. The scheme produces a relatively agngisual quality in
real-time streaming over wireless networks.

The construction of a model that takes into account the frdependencies
of scalable video streams and analysis of the performandadiffefent packet-
dropping mechanisms is described in [13]. The findings shaw ¢calable video
combined with the priority dropping mechanism gives risa tugher throughput,
lower delay and lower delay jitter for multimedia transnoss

In [14], authors propose a new scalable video transmissibaerse which does
not require major changes in network protocols. In the psedoscheme frames
are dropped dynamically either by the sender or by the né&tvadmpending on the
level of network congestion. The scheme is based on enadjusubf video frames
with priority information which is used to allow the netwaikdrop frames during
congestion.

The system proposed in [15] provides unequal error pratedtr the layers of
a scalable video. Results show that the picture quality temmed video degrades
gracefully as the packet loss probability of a connectiamaases.

Additional research that have been reported in the litegafor adaptive
streaming of scalable video described in [16, 17, 18].

Adapting to the bandwidth. Dynamic.

Frame droppingis one of the major techniques for rate adaptation to barttiwid
variations in video streaming applications. Efficiency aidplicity are the major
reasons that the method is widely used. Frame dropping, Jews undesirable
when it happens at high frequency and especially when twoaerframes are
dropped consecutively. In the wireless environment, hewehe bandwidth may
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fluctuate with a large amplitude, which forces a number ahta being dropped
in a short period of time. This causes motion judder sincedifogpped frames
usually are replaced by replaying previous frames, whitkyrin, is very annoying
to viewers.

Transcodingis the transformation of media from one format to anothey. (e.
from MPEG-2 to MPEG-4) or the transformation of media wittiie same media
format (e.g. change of frame rate, bit rate or image reswiyt{19, 20, 21, 22, 23].
Transcoding is extremely efficient for handling long-terentdwidth variations.
However, for short drops in bandwidth the reaction delayithe order of a few
frames (a number of frames could still be in a sender buffes @ transcoder
needs at least one frame to adapt rate control). Also, aifaptaf the media in
the network is not possible. Some examples of the transgatitutions for video
streaming are described in [24, 25, 26, 27].

Improving robustness.

Multiple Description Coding (MDCjs a source coding method where a source is
encoded into a limited number of descriptions such that,neter some descrip-
tions are lost, the quality gracefully degrades [28, 29, BDfyeneral some amount
of redundancy has to be added in order to increase the esitienee and to en-
hance the gracefulness resilience. There are methods ohsiyim MDC where
each description is equally important and equivalent (sinut not the same)
and, more promising, asymmetric MDC where descriptions @@ not equally
important and may be prioritized (so, having descripttoemay give better qual-
ity than having only descriptiotwo). A general framework based on the method of
asymmetrianultiple description codinAMDC) is presented in [28]. The AMDC
encoder fits the network conditions and in many cases outpesfsingle descrip-
tion coding, symmetric MDC, layered coding and in some cédagsred coding
with unequal error protections [28].

A combination ofscalable video codingndmultiple descriptive coding pos-
sible with descriptions are formed using MDC with forwardogrcorrection build-
ing on a scalable video coder. The advantage of the appraactgscribed in [31],
is that video streaming becomes robust against bandwididtizas or failing net-
work nodes, which in both cases cause random chunks of datuoavailable to
a video decoder.

1.2.2 Multimedia processing on terminals

Multimedia processing on a receiving device (terminalyespnts another field of
research relating to video streaming. Sometimes a devit isapable of process-
ing the whole video that is sent by the sender, so one of twooappes has to be
applied: either the amount of video data that is being settigaevice is scaled



down or the complexity of the video processing is reduceak first approach sim-
ply involves video content adaptation, which is describethe previous section.
The substantial difference is that the content adaptattich is performed at the
sender side, is the result of feedback from the receivingcdeo the sender. The
second approach addresses terminal resource management.

Terminal Resource management

Scalable algorithms [32] have become popular enablersrdmic resource man-
agement, where the worst-case analysis is substitutedesitimates for average
load. In general, a scalable algorithm is an algorithm thlatva a trade-off be-
tween resource usage and the output quality of the algoritAnscalable video
algorithm (SVA) can be manipulated via its internal seting produce a video
stream of variable quality. The basic idea behind SVA is showFigure 1.2. The

[ Control Mechanism ]

Parameter(s)

Lﬁ[ Scalable Algorithm ]&»

Figure 1.2. Scheme of a scalable algorithm.

control mechanism influences the behavior of the algoritpnmians of a set of
parameters, taking into account the present state of thersyand, in particular,
the resource availability.

A method for regulating the varying computation load of daici® MPEG de-
coder is described in [33]. The decoding quality of a frams&caed in accordance
with the estimated complexity of the frame processing aeddsources required
for the processing. The method optimizes the output quafitpdividual frames.

The work described in [34] optimizes the overall quality ofideo whilst
changing the quality of the video processing in order to fiwith the resource
limitations of the terminal. The approach balances difie@oS parameters: pic-
ture quality, deadline misses and quality changes.

1.2.3 Adaptable multimedia streaming

There are a number of solutions [35, 36] for using feedbackrobto adapt dy-

namically to the amount of resources available over the evhimleo delivery and
processing chain, including sending video over the netyateiving it from the

network, decoding, and displaying the decoded video. Tamdéwork described
in [35] adapts video content on the basis of the feedbackrmdtion from the re-

ceiver with respect to the observed network conditions &edcurrent resource
availability on the device. The adaptation of the video isdshon frame-rate re-
duction [36].
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1.3 Focus of this thesis

To outline briefly the application domain in which the worlsdgbed in this thesis
is to be executed, we show a simplified example of a home nkiweigure 1.3

Internet

Recetver

Sender
(gateway)

-
-
ésmg Receiver
I 225

Figure 1.3. Home network view used in this thesis.

shows an example of a video streaming system that consistsef of receivers
(TV and PDA) wirelessly connected to a sender (gateway). gdteway is con-
nected to the outside world via an Internet connection. Taimection is used to
receive video content either in real time (e.g. video-omded or live broadcast-
ing) or by downloading a video and storing it for use at a latage. In addition, the
gateway obtains video content from the DVD player, whiclvegras an in-home
video content supplier. The gateway distributes conteative wireless network
to TV and/or PDA. Since the available bandwidth may fluctuater time, for ex-
ample due to signal interference or because the channeing beed by another
application, the gateway should adapt the video signalimootsly to ensure the
best possible video quality on terminals.

We recognize long- and short-term bandwidth variations amiraless link.
A long-term bandwidth change can be caused, for example nbyoo more new
applications that use the same link or by changing the distetween a sender
(or an access point) and a receiver. A short-term bandwitkinge usually occurs
as the result of interference.

In this thesis we use a simple sender-receiver model. A seésdepowerful
device that provides media access to video data for allverein the net. A sender
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can also pass on the content received in real time (applitatior broadcasting
sporting events, for example). A receiver is a CE device.s ary important
that the costs are low for these devices, which means lowepsitg power and
minimum memaory use.

1.3.1 Purpose

The main purpose of this thesis is to design a framework thethles video stream-
ing to resource-constrained terminals and performs albet-adaptation that can be
used to improve the quality of video transmission by tagkkhort- and long-term
bandwidth fluctuations. The framework is required to hamgfsvork and terminal
resource constraints.

Network issues

Bandwidth (Mbps)

0.04 o

Ov—Ncoancov\oooua
Time (sec)

- N O <
NN NN

Figure 1.4. Bandwidth fluctuations on a wireless channel.

Figure 1.4 shows an example of the bandwidth fluctuationseaseved by a
TCP stream sent at maximum packet rate. For thefissiconds the TCP stream is
the only user of the link. Then, for the néxseconds an additional wireless stream
shares the link, for the next seconds a third stream is added, then for the next
5 seconds the second stream stops and, finally, 2ftseconds, the third stops as
well. Every40 ms the amount of bits that have arrived is measured to obtain t
effective bit rate for the TCP stream.

The solid line depicts a video quality level close to the rieas value®. The
price paid for this is an occasional loss of data. In gen@@iasional losses are

“For the sake of simplicity, the average bit rate is used infitnere. In reality, the bit rate of
individual frames is slightly different from the average,explained in Appendix A.
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acceptable in a streaming application as these losses daffaot the perceived
video quality very much.

To exploit the available bandwidth to the full, the video tzite curve should re-
trace the measured curve shown in Figure 1.4. Howeversmsgossible in prac-
tice due to such factors as the variable bit rate of the vitte®use of fixed-sized
video layers, etc. Even when the video bit rate follows thalalle bandwidth, the
end user is faced with the unpleasant effect of frequentitguaianges [37].

We could change the bit rate of the video on the basis of feddbhis would
trigger the source to change to another bit-rate value wipgnoariate. In Fig-
ure 1.4, we base this triggering on the changes in the twagedrandwidth values
denoted by dashed and solid lines. However, knowing wherbitheate change
should occur is not enough, we need to know by how much theatst should
change. Should we aim for a worst-case (dashed line) or a mjotienistic’ guar-
anteed level (solid line)?

Using the more pessimistic dashed line, the video gets giratith maximum
probability. However, the drawback is the low effectivemes$ the bandwidth us-
age. We see that due to the fluctuations in the interMals) and [20,25), the
worst-case id Mbit/s below the measured bit rate, while in intery@l 14) the
bandwidth fluctuation becomes so high that the worst-caseasio brings us no
video at all.

A video that follows the solid line utilizes the availablenlavidth effectively
and keeps the amount of lost data within reasonable limhg.challenge set by the
network is how to provide a solution that executes bit-raf@gogation in accordance
with an ‘optimistic’ pattern of behavior.

Terminal issues

Besides the network aspects, the capability of the recei@isio comes into play.
Different CE devices have different processor/memory mcde thus not every
receiver may be capable of processing all video data th&ieigraed by the sender.
A receiver should be allowed to receive and process diffesierounts of data in
accordance with its capability.

Figure 1.5 shows an example of the processing resource rotisun for de-
coding a video. For the sake of simplicity we assume that @ovichn be processed
at three different quality levels. The quality level of th@gessing is determined
by the video bit rate; higher bit rates require higher preteslevels and opera-
tion at lower quality levels forces the decoder to process iedeo information.
The decoding of a video at the first quality level only conssrae average df3%
of the resources available on the terminal, processingeaseicond level requires
38%, while processing at the third level consumes abidif of the resources.
Table 1.2 shows the relationship between quality level adelovbit rate.
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Figure 1.5. Resource availability vs. resource demandeifieo decoding.

Quality level | Bit-rate
1 2 Mbps
2 3 Mbps
3 6 Mbps
Table 1.2. Relationship between quality level of the deegdind bit rate of the

video.

As shown in Figure 1.5, during the firstseconds the video-processing ap-
plication is allowed to use almosn0% of the available resources. Frofnto
16 seconds another application uses the resources, leawngidbo processing
with only 50% resource availability. In this case, processing at thaltlavel is
not possible, so the decoder changes to the second quakty Adter 16 seconds,
the video-processing application is again allowed to LE¥% of the resources,
however, high resource demands due to an increase in thdexdmpf the video
in the 16 to 20 seconds time interval force continuous switching betwéerthird
and second quality level.

Whenever the resource demands are at the limits of the @sauailability, the
decoding process is often forced to make changes to theyglealel, which leads
to frequent quality changes in the output video. As has dirdeeen mentioned,
the end user does not appreciate these quality changes.

In the example shown in Figure 1.5 it would be best for the decto operate
at the second quality level during the time period froérto aboutl9 seconds. The
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quality provided by the decoder is then average, but stable.

The key challenge set by the terminal is to develop a decaaggrithm that
provides a good video quality whilst keeping the number dligy changes to a
minimum.

System level issues

The decisions made by the sender with respect to the biadaptation and the de-
cisions made by the decoding process with respect to théyleslel for decoding
need to be synchronized when a terminal is connected to arletwigures 1.4
and 1.5 show that the intended behavior of the sender andnt@rao not agree
during the time period from6 to 21 seconds. The terminal tries to process the
video at the third quality level, while the bit-rate adajaatshrinks the bit rate to
about3 Mbps, thus leaving the terminal with an insufficient amourdata.

Itis essential to create an overall control mechanism thattgonizes the local
decisions made by the sender and the terminal if the desifyagttwork is to be
deployed successfully.

1.3.2 Assumptions and limitations

Several assumptions have been made with regard to the emerd in which the
framework should operate.

MPEG-2 is the only standard for the video distribution iesttie home net-
work. As aresult, all the client devices are capable of msicgy a MPEG-2 video.
The gateway gets the video from the Internet or from a stodayéce inside the
home in non-scalable MPEG-2 (a typical source for video iDpVIhe gateway
has sufficient resources to transcode the video into a dedl@imnat and to stream
the video over the network.

The connection between sender and receiver is either w&relea combination
of wireless and wired links. The wireless connection is fednwith an access
point. Since our solution focuses on home networks, theluswaber of network
devices in the network is one (the access point) or, in eixmegit cases, two. If
traffic shaping is performed on the network, we assume naloothtion between
the framework and the traffic shaping mechanism.

The service discovery mechanism is outside the scope dhigsss. We assume
that the sender and receivers know each other, i.e. theyararect directly with
their IP addresses.

1.3.3 Contributions of this thesis

The main contributions presented in this thesis have beklisped in a number of
research papers [38, 39, 40, 41, 42, 43, 44, 45]. The cotigitsifall within three
areas — scalable video coding, video streaming, and tefneis@urce management.
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These areas are linked by the context of the research, Qofvrark for video
streaming to resource-constrained terminals.

In this thesis we present a framework for achieving highligusideo trans-
mission over wireless networks based on scalable videangodAn important
advantage of the proposed scalable video coding schematig tnly requires a
non-scalable legacy video decoder to process each layerafproach can there-
fore be used for video streaming to CE devices.

Slow bandwidth fluctuations are present in all networks wéiegams share the
bandwidth. The proposed framework removes video inforonatid reduce the bit
rate of the video in a controlled fashion. At the sender sideanscoder adapts the
bit rate to the slow fluctuations while the fast fluctuatiowkich are specific for
wireless networks, are dealt with by throwing away layershef scalable video.
The absence of dependencies between frames in enhanceayerg makes the
system resilient to the loss of arbitrary frames from an anbBment layer. The
proposed methodology for creating enhancement layersil@sérames with in-
dependent fail characteristics is not MPEG-2 specific amdbeaapplied to other
coding standards.

Important quantities are the number of layers and the sizleeofayers, which
define layer configuration. A change in the network condgiforces a change in
the number or size of one or all of the layers. We demonsthateknowledge of
the network conditions helps in choosing an optimized layfiguration for the
scalable video coding.

Scalable video is chosen to make trade-offs between useeiped quality
and terminal resources. We show that a controller can be foset terminal to
optimize perceived quality with respect to the availablecpssor power and the
amount of input data. The developed controller does notrtkjoe the type of
scalability technique. The controller uses the strategy ih created by means
of an Markov Decision Process (MDP). Additional researctirasises parameter
setting optimization.

1.4 Outline of the thesis

Chapter 1 provides an overview and background of the researeering introduc-
tion to the research area, formulation of the research ipmssand overview of the
issues that are addressed in this thesis.

The top-down approach is used in the description of the sygsee Fig-
ure 1.6). The conceptual overview of the system is first fdated in Chapter 2,
specifying but not detailing any subsystems/componenéhBubsystem is then
refined in yet greater detail in Chapters 3 to 5.

Chapter 2 focuses on the description of the framework andoitsponents.
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Chapter 1. Introduction

Frameworkdescription

"
Chapter 2. System description
. v
( Chapter3. Chapter4. Chapter5. )
Scalable Scalable Controlling
video video anetwork
\_ coding streaming terminal )

Chapter 6. Evaluation of new system components

Chapter 7. Conclusions and future research

Figure 1.6. Structure of the thesis — a top-down approach.

The chapter describes responsibilities of the componerscammunication be-
tween them. This chapter discusses how video data can beewtfycdistributed
to a receiving device. The key technology is scalable vidsting. The chapter
shows how a framework assists in adapting the digital codke@hanging trans-
mission conditions to optimize the quality rendered at geiver. The conceptual
description of the framework has been presented in 20054 International
Conference on Embedded and Ubiquitous Computing (EUC-08¢uthe title “A
Framework for Video Streaming to Resource-Constrainedifeis” [39].
Chapter 3 provides an overview of the developed scalableovidoding
scheme. The proposed video coding scheme requires stamdardcalable
MPEG-2 video decoders, and is suitable for the needs of ttie bicleo streaming
and video processing, parts of the framework. The new schmouuces video
without dependencies of the base layer on an enhancemeantday dependen-
cies between frames in an enhancement layer. This allowsasy drop of an
arbitrary number of frames from an enhancement layer ancdses the required
bandwidth, which helps to accommodate wireless link flubna. The paper that
describes the proposed scalable video coding and pressuoitsrof an evaluation,
where the new scalable video scheme is compared to a nabealblution has
been presented in 2005 at the Ninth IASTED Internationalf@emce on Internet
and Multimedia Systems and Applications (IMSA 2005) undhertitle “Wireless
Streaming based on a Scalability Scheme using Legacy MPBE€c@ders” [44].
Chapter 4 covers the issue of controlling the streaming alabte video over
wireless links and describes how scalable video transomssan adapt to the
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widely and frequently fluctuating bandwidth. The streamisgs TCP, which pro-

vides the following advantage: all the intelligence of tlggtem is concentrated at
the sender side; no network protocol adaptation is needeti/nAmic adaptation

of the scalable video to the available network resourcessishaased on a hierar-
chical approach to handle at the highest level the slow baitdwhanges, and at
a lower level the fast bandwidth changes has been preseng8Dv in Journal of

Systems and Software under the title “Hierarchical resoaltocation for robust

in-home video streaming” [45].

Chapter 5 mainly focuses on the terminal resource managaessarch and
shows that scalable video techniques together with a dbngranechanism for a
device that receives and decodes video data provide gowodexgerience while
adapting to the limitations of the device. The challengesasource limitations of
the device (processor) and network (bandwidth). The deeel@ontroller that op-
timizes user-perceived quality by smoothening the qudlitytuations and avoid-
ing deadline misses has been presented in 2004 at the IE&fBatibnal Confer-
ence on Multimedia and Expo (ICME 2004) under the title “Retdde Control of
Video Quality under Fluctuating Bandwidth Conditions” [43A method to de-
crease an amount of pre-calculated strategies for theattamigr mechanism by ex-
ploring the dependency between layers configuration andanktconditions has
been presented in 2005 at the IEEE 14th International Cenéer on Computer
Communications and Networks (ICCCN2005) under the titleldptable video
streaming over wireless networks” [38].

Chapter 6 covers the evaluation of the proposed solutiore t&ts include
evaluation of the scalable coding technique, streamingiigoes, and terminal re-
source management. This work shows that scalable videoitpeds together with
a controlling mechanism for a device that receives and dexwoitleo data provide
a solution to some challenges posed by home networks. THeemhes are re-
source limitations of devices (processor, memory, etcd ratwork (bandwidth).
Additionally, a wireless network usually has bandwidth fliations that consecu-
tively lead to rapid throughput fluctuations. These rapidnges severely reduce
the quality of viewing as perceived by an end user. We deeel@controller that
optimizes user-perceived quality when looking at avadabput data and available
processing power. The quality is optimized by smoothertiegjuality fluctuations
and avoiding deadline misses.

Chapter 7 provides a summary of the various concepts andoaethtroduced
in this research. It also covers applicability, limitaticas well as future recom-
mended expansion on this research.
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System description

This chapter describes a framewaork that enables real-timedess video stream-
ing between various CE devices in a home environment. Thptehdefines the

structure in which the different elements of the framewakk @escribed. As the
basis for the description of the framework we use a disteithstystem that consists
of a sender and receiver connected to a network.

The chapter describes the minimum set of framework comgsneguired
for the video streaming and video processing on a resowst@ined terminal
that satisfies the requirements coming from the problenersiamt section of the
previous chapter. A component has a certain input, outpehawior, and may
have responsibility to take decisions that influence thdigoration of the whole
system. The behavior of the component is the most importesentacteristic; it is
described informally or in precise algorithmic notation.

2.1 Adaptation to the resource limitations

The system consists of three basic elements: sender, eeegid network. Two of
the elements, receiver and network may and, most of the tilméiave resource
limitations. Both receiver and network resources, arenofteed by other appli-
cations, which makes control of resource availability irsgible. In addition, net-
work bandwidth may fluctuate due to physical properties efriredium, which

17
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makes impossible not only control, but also prediction airges in the resource
availability.

A system that streams video without taking into accountlaldity of re-
sources, experiences data losses during transmissiorriogdaiecoding of video
material every time there is resource shortage. The rerglefivideo material is
very sensitive to data losses because usually the lossae emtifacts (mostly, due
to time-dependency in video decoding) that are extrematpying to the user. To
make a sender-receiver react to changes in resource algiladb policy is pro-
posed to describe how, when and what parts of the systemdslagialpt to the
changing conditions.

The change in network resources (bandwidth) suggests thavsender per-
form video adaptations to minimize transmission losses rmadimize quality.
These adaptations must be highly flexible due to the unpgeddiity of the trans-
mission losses. The terminal resources such as processdes cgiefine the quality
of the video processing. Changes of terminal resourcesaargldd locally in the
receiver.

Figure 2.1 shows the basic scheme of the policy for adaptdatoresource
changes in the sender-receiver system. The sender comiguabserves the net-
work and the receiver observes its terminal resource aingdtr As soon as the
network conditions change the sender reconfigures thentitted video code (i.e.
the number and sizes of the layers of scalable video codedngas in the video
code are observed by the receiver, which adapts its progessitings. The time
granularity of the actions shown in Figure 2.1 is given inl€®1. The sender
observes the network every time a part of video data is tréatesim A typical
video stream compriseZ or 30 frames per second, so eve3§ — 40 ms a hew
frame is available for transmission. That gives a time glaity in milliseconds
for network observations. Not every change in network cooni should lead to
the reconfiguration of the video coding. Depending on thgepted sensitivity of
the system and the particularities of a network environmire time granularity
of video-coding reconfiguration could be in seconds or, eweinutes. The time
granularity of the resource-constraints observationhatréceiver is in seconds
or minutes, because the changes of terminal resources anajarity the result
of starting/finishing of an application. Consequently, #taptation of processing
settings at the receiver has a time granularity in secoridstes.

The video configuration information is absolutely esseritathe decoding
process. Incorrect configuration information leads to aorirect decoding process
and artifacts. The purpose of the whole framework is the iaggon of artifacts.
To guarantee the successful transmission of the changdén eiode configuration,
this information is incorporated in the video data stream.
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- Observe the network Observe resource constraints 4
Network conditions are changed Constraints are changed
No No
Yes Yes
Reconfigure the video coding
== [nform thereceiver aboutthe change == == == == == - -} Adapt processing seftings —
Sender Receiver

Figure 2.1. The decision-making algorithm for the sendet mateiver. Solid
lines show the transition from one algorithm block to anothethe result of an
event. Dashed lines show events that initiate changes onathex device.

Device Action Projected time granularity
Sender | Observe the network milliseconds

Sender | Reconfigure the video coding and in-seconds / minutes
form the terminal about the change

Receiver | Observe resource constrains seconds / minutes

Receiver | Adapt processing settings seconds / minutes

Table 2.1. Overview of the projected time-granularity floe tdecision-making
algorithm.

2.2 System design

The design of our framework is shown in Figure 2.2A receiver, which is con-
nected wirelessly to the sender, processes incoming videoinl accordance with
local resource limitations. The sender adapts the inpwgovidata in accordance
with the network conditions.

The video data comes to the sender from a storage inside trse{for ex-

For simplicity, in the following figures, we omltossless networthat provides an input to the
transcoder as well &3isplaythat always serves as an output for the decoder .



20

Lossless network

Sender
Application Protocol
quality information
video settings l
1 1
Layer
Transcoder configurator
Lgbuffer —
____ L H [ ‘ network | statistics
il ranscoderf Jaig Network status
o = L¢ 4 buffer appraiser S
=R i COET ] data }statistics %‘tgg‘%%gﬁ]g .
data : o Scheduler |l | e \*l.ldeo data
& metadata
e Dropper data
o L
2 o (LTI Streaming solution —
[e]
7]
(2]
<
>
("]
Receiver =
=
=
Application Protocol
Decoder Ly buffer Network
— MPEG-2 [T 1111 Reader
: Gecoderli 5ra = data data
> H MPEG-2 Iﬁ%ﬁirff
© \ P rotocol buffer .
o data| G%"]_decoder |45t o 1111 imeo data
@ i I
[a] iy | e metadata
....... BNEECD L, buffer
| decoder Jiq3ta data
4 ]
Statistics
Figure 2.2. Video-distribution system that is based on raytered scalable

video. The sender application comprises of the scalableovichnscoder and the
streaming solution. The receiver application consistscafable-video decoder
and the network reader.
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ample, DVD player) or from online source outside the housedkample, video-
on-demand). The developed system accepts video only in MPHEgmat. If

necessary, the sender transforms the incoming video inteB 4P format. This
transformation is outside the scope of the thesis.

The sender produces a set of video streams, where everynstaaies one
layer of a scalable video. Every stream can be decoded by-acadable MPEG-
2 video decoder. The decoded layers can be merged by a suommatidule to
obtain video of a high quality.

The video streams are sent to the receiver via an unreliabtemunication
channel (e.g. wireless network). The sender takes caré¢hatreams are packe-
tized in accordance with specifications of the communicagimtocol. The pack-
etization at the sender and de-packetization of data atetteivier are outside the
scope of the thesis.

The receiver acquires data streams from the network, decexksy stream,
merges the decoded layers and displays the result on thenscre

The video data travels through the sender via the followisipp

1. The transcoder reads non-scalable MPEG-2 video streamtfrerreliable
channel, processes it and writes to the output buffers tteovstreams that
contain layers of the scalable video. The transcoder @eate output buffer
for every layer.

2. The streaming solution takes data from the transcoder oumpiters and
fetches it into protocol buffer, according to the layer pties.

3. The transmission protocol takes responsibility to send daer network to
the receiver.

At the receiver side the video data goes through the follgvpath:
1. The incoming data packets are stored in the protocol inpiféthu

2. The network reader is responsible for taking the data fragrtri@insmission
protocol, sorting the data into layers of the scalable vided storing the
layers into decoder input buffers. The decoder has one Imgter per layer.

3. The decoding process reads video streams from the inpuarbuffrocesses
individual frames, merges the frames and puts decoded &am the de-
coder output buffer. The details of the output renderingdemce specific
and they are not addressed in this thesis.

2.2.1 Sender

The sender takes broadcast or stored content and transtimdes scalable video.
This video is sent over a wireless network to a receiver. Tiseosed network be-
havior characteristics are used to make a decision abotigaoation of the scal-
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able video, i.e. for choosing the number and bit rates ofrlayBhe components of
the sender shown in Figure 2.2 are discussed in details.

Scalable video transcoder

The transcoder converts non-scalable video into multiley&SNR scalable video
in accordance with the current layer configuration.

The input video data is supplied to the transcoder via abigliehannel, which
means we can assume that there are no losses or delays irconeing stream.
The input video is compliant with the MPEG-2 standard [46]log with the
stream, the transcoder takes a set of values that definesttraal parameters
of the MPEG-2 compression. The parameters are defined aetiierting of the
session and do not change until the transcoder is re-ing@l The transcoder also
takes the layer configuration expressed as the number aratdst of layers as an
input parameter. The transcoder checks the layer configarsgttings after every
processed frame, which means that the output layers magelamun time.

The transcoder operates in one of two modes —ftiieprocessingmode or
the fast processingnode. The transcoder in the full processing mode decodes the
input stream and encodes it into scalable video streamswnithencoding settings.
The fast processing mode enables the input stream to be artly gecoded and
re-encoded with new bit rate.

The transcoder incorporates information about the cugrehbsen configura-
tion of layers and estimations of the probabilities of thecessful transmission of
the layers as user data within the base layer stream. Usailisldefined by the
MPEG-2 standard [46] to allow data not related to the deapgiocess be placed
within the stream. The writing of configuration settingsoilntata streams allows
natural propagation of changes through the system, as riépanvolved can be
informed of the complete change history. A base layer stisdhe preferred target
because its delivery and processing is guaranteed.

The SNR scalable video [47] coding approach has been desgpeifically
with inter- and intra-layer dependencies in mind (see EduB). If a frame from a
base layer depends on a frame from an enhancement layerpespagation may
take place when an enhancement layer frame is lost. The eskbdijue removes
all dependencies of base layer frames on enhancement tayeed$. Furthermore,
the ability to drop an arbitrary number of frames from an ewamment layer if
network conditions are bad or if a receiver does not havegmptocessing power,
requires that frames in an enhancement layer should havaatmn to each other.

The output of the transcoder is a set of streams, where egedmnsicontains
one layer of the scalable video coding. Moreover, for eveagnk in the stream the
transcoder produces a PSNR value that represents theygofatite picture with
respect to the original.
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Figure 2.3. Standard MPEG-2 SNR scalable encoder.

Streaming solution
The streaming solution is responsible for:

¢ the prioritization of the video data and dropping of outdgpackets before
submitting them to the network protocol,

e performing an estimation of the current bandwidth of thevoek,
e choosing an optimal layer configuration for the observedagk conditions.

The streaming solution takes video streams provided by&mnstoder as an in-
put. The solution haa-priori knowledge of the layers and can distinguish between
the base layer and different enhancement layers. Othet isplie limitations of
the lifetime of a packet in the buffer (maximum time that aksof may spend in
the transcoder output buffer before being sent).

Since BL information is absolutely necessary to enableabbalvideo usage,
this layer has the highest priority. The priority of EL dexses as the layer number
increases. When a frame from enhancement layer numbgey; ) is transmitted
and a frame from base layeL £) arrives, a sender will send thies frame after
transmission of the current packet belongindte,. (if any). When a frame from
Lg . arrives, it preempts a frame fromg , wherey > x (see Figure 2.4).

When a channel degrades, the buffers of the sender becom@liig affects
above all the low-priority streams and spreads to the highierity streams.
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The video streaming has very strict time requirements, sofiame trans-
mission is significantly delayed, it is not possible for thenfie to be used on the
decoder side. Consequently, transmission of the outdasedefwastes the band-
width and should be avoided. The scheduler checks everyepaalsee if it is
outdated and if it finds an outdated packet, it drops the pgdKere it is submitted
to the network protocol.

The scheduler stores the packets into a protocol bufferinfbemation regard-
ing the fullness of the protocol buffer is communicated ® tietwork appraiser as
an indication of the network status.

The streaming solution performs an estimation of the ctitvandwidth of the
network. The estimations are used for choosing an optinyat leonfiguration.

The solution observes the fullness of the protocol buffed arakes an esti-
mation of the current bandwidth based on the changes in tlwtinof data in
the buffer. The frequency of scheduler observations is patiparameter for the
network appraiser. Knowledge of the amount of informatioat goes through the
buffer during a period of time gives a good indication of tlework throughput.
Moreover, changes in the bandwidth availability are eaddtectable, as the de-
crease in the number of data packets in the buffer meanshatitrent bit rate of
the stream(s) is lower than the network throughput, whigeiticrease in the buffer
fullness suggests that the bit rate is higher than the dtailzandwidth.

The dropping of a part of the video data is a mechanism forlianghort-term
bandwidth fluctuations. If the available bandwidth decesa®r a long period of
time, adjustments to the data streams at the level of viddongcare necessary.
The streaming solution chooses the number and bit rateyefddo be produced
based on the information acquired about network conditions

Observations of the available bandwidth are used to estithattendency for
changes in the network bandwidtB | that is currently available. The value of
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BT together with the history of changes constitutes the olaggewnetwork condi-
tions.

For the observable network conditions the streaming smigstimates the loss
probability per layer for the set of layer configurations #melaverage quality that
can be delivered by the configuration (by looking at proligds of the success-
ful transmission of the layers and knowing an objective ijypalf the video from
the rate-distortion curve that is based on the quality nreasents given by the
transcoder). The layer configuration that delivers the ésglguality under the
given network conditions is then used in the system.

The algorithm for choosing a layer configuration consisttheffour steps that
are repeated continuously. The general description otdps $s given in Table 2.2.
A detailed discussion of the layer configuration algoritismpriovided in Chapter 4.
The output of the algorithm of layer configuration searchhis mumber of layers
and the bit rates of layers that should be used by the traes¢odthe next frame.

Step| Description Calculated parame-
ter(s)

1 Updating the rate-distortion dependency for th®ependency  betwee
transcoder. The real-time recalculation of the gddrame size and frame
pendency is critical to enable the component to esuality (PSNR)

timate the average picture quality that is delivered

by video stream(s) of the given bit rate.

=}

2 Evaluating the network status by observing thévailable bandwidth
changes in the bandwidth. The changes are mpriinomentary, history of
tored by observing variations of buffer fullness pfthanges)
the transmission protocol

3 Defining the set of possible layer configuration®aired set of layers
from which the best suitable candidate will be seeonfiguration— average
lected. Estimating probabilities of the successfuquality

transmission of the examined layer configurations

under the network conditions and predicting the

average video quality that can be delivered by the

layer configurations. quality.

4 Choosing the best layer configuration and informNumber of layerandbit
ing the transcoder about the new layer configyraates of layers
tion.

Table 2.2. Four steps for choosing a layer configuration.
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2.2.2 Receiver

The receiver is responsible for obtaining the required remds layers from the
ones available, for decoding and for displaying video dake components of the
receiver shown in Figure 2.2 are discussed in detail.

Network reader

The main task of the network reader is to receive the videa flaim the network,
sort it into different layers and feed the layers to the decod he data streams
from the sender are the only input of the network reader. éncthse of scalable
video coding, transmission delays may lead to a loss of spnitation between
the layers, forcing a frame from one layer to arrive signiftbalater than a cor-
responding frame from another layer. Frames from base dmaheement layers
should be merged during the decoding process. If a frame &ayees too late to
be merged in time with the frames from other layers, this &asdiscarded before
it is offered to the decoder.

The component supplies the decoder with synchronized datandorms the
decoder about the number of layers that are present for &amne.

Decoder

The decoder reads the video streams and processes thenh aothigeoutput there
is an uncompressed video frame, which can be shown on theededisplay. The
decoding process is implemented as a scalable video ddggnivhere the number
of processed layers is a parameter that changes the outalittycas well as the
resource consumption of the component.

The input of the decoder is the number of layers to be decantedl pparticular
frame. If, for any reason, the number of layers, asked to loeds, is higher
than the number of layers available, the decoder procedksasadable layers.
Moreover, if there is no input relating to the number of &yt be decoded, the
decoder processes as many layers as are available. Thestos# should be
avoided as much as possible, because they may result irsthefleynchronization
between layers and, consequently, alterations to therpistuown if some frames
are missing during the transmission. To illustrate thisagime that at a certain
period of time there are framésand2 in BL buffer and only frame in EL buffer.

If the decoder is asked to process two layers for the framié processes framé
of BL and frame2 of EL.

The decoder needs a given amount of resources on the tesminhese re-
sources are not always available, either because the cesoare insufficient from
the start, or because other applications use part of théabl@iresources. The
amount of available resources changes with time. The dectaeefore, should
be able to change it's resource consumption. The latterssiple if the decoder
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is implemented as a scalable video algorithm. A decoderdmphted as an SVA
needs a controlling mechanism to ensure that resource rmgtisun of the decoder
is scaled to the limitations of the device. The controllingaianism calculates the
trade-off between the resource consumption of the decaukthe quality of the
resulting video. The controlling mechanism is discussedkitail in Chapter 5.

The decision of the controlling mechanism depends on theuatnaof video
data available for the next frame, the amount of terminadueses that are avail-
able, the amount of resources that are used by the decodanastimate of how
much data will be available for the frame that will come attex next one. Since
the amount of available video data is dependent on the nkp@arontroller strat-
egy is linked directly to the network conditions.

It is important to mention that it is only possible to use tlumtecoller in a
system where a budget scheduler schedules the resouree(asaly as a processor)
of different processes. A process (or task) should not oalgdheduled, i.e. told
when to run, but should also be forced to stay within allotat@ount of resources.
The latter enables resource-availability guarantees tmae for all of the tasks
in the system.

It is also assumed that there is a resource manager thatedemictthe distribu-
tion of the system resources over the applications thatuameimg. The resource
management is not required if the video-processing agjuitas the only appli-
cation on the device. In this case, the budget availableg@pplication is around
100%, the number of layers and overall bit rate that can be harimliede device do
not change over time and are defined by the device procesapapitities (hard-
ware/software configuration of the device). As soon as tisea@other application
that requires a substantial amount of resources, thelistin of the resources
may change, lowering the capabilities of the video prooessso the overall bit
rate that can be handled and the number of layers that canobegsed change
as well. The mechanism by which the resource manager reatk® tchanging
conditions is beyond the scope of this thesis.

2.3 Outline of the system description

The following three chapters address in turn the domainkefésearch area, i.e.
scalable video coding, video streaming and terminal resooranagement.

Scalable video coding research presents an improved SN&bkeaideo cod-
ing scheme for a wireless video streaming system. The pegpugleo coding
scheme requires standard non-scalable MPEG-2 video decdidee new scheme
produces video in which the base layer is not dependent onl@meement layer
and there are no dependencies between frames in an enhanidayee.

Video streaming research addresses the issue of confralie streaming of
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scalable video over wireless links and describes how skealatleo transmission
can adapt to the widely and frequently fluctuating bandwidtiile maintaining a
smooth video display. Video streaming based on scalabkeovithding makes it
easy to drop an arbitrary number of frames from an enhancelager and de-
creases the required bandwidth, which helps to accommaedegkess link fluctu-
ations.

Terminal resource management research shows that scaidbtetechniques
together with a controlling mechanism for a device thatikeseand decodes video
data provide a solution to the challenges posed by home niegw®he challenges
include the resource limitations of devices (processomorg, etc.,) and network
(bandwidth). The controller optimizes user-perceivedliguavhen looking at the
available input data and available processing power. Tladitgus optimized by
smoothing out the fluctuations in quality and avoiding deedimisses. The strat-
egy used by the controller is created off line by means of akilabecision Pro-
cess.
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Scalable video coding

I n this chapter we describe a scalable video coding techiiaiéransforms non-
scalable MPEG-2 video coming to the sender into a set ofreseantaining layers
of scalable video as described in Chapter 2. This chaptéraysrthe research that
preceded the development of the coders, including anabysiarious scalability
coding alternatives, their performance and general dliftafor the developed
framework. The chapter also provides an overview of thestading techniques
that are used.

3.1 Requirements to the developed coding

Using as a basis the general definition of the requirementihéovideo streaming
system that are mentioned in Section 1.1.2, we define thewinlfy requirements
for the scalability technique to be developed:

e There should be no coding dependency of base layer on a eathantlayer
orof L, on Lg, wherex < y. This is necessary in order to ensure that
the absence of a part of or the whole of EL does not create atyrbdance
in BL or lower EL. It is also necessary for correct functiogiof the sender-
side prioritization of the video layers and terminal resgumanagement.
The prioritization scheme that satisfies the requiremeassthe following
structure ¢( f) is priority of framef): ®(FB"™) > ®(FE/) and®(FE]) >

29
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<I>(FE§+1) for any naturaln, j, k < np , where FB™ is frame numbemn

in L, FEZ] is frame number; in Lg; , FEf;rl is frame numberk in

LE ;11 andnp is the number of frames in the video sequence. Based on this
rule, only the layer number, and not the frame number, plagdeain the
priority assignment. In this case, the inter-layer frampesiglencies have no
influence —F B"™ may depend o’ B™ and F E; may depend o EF (for
any naturah, m, j, k < ng).

Having a coding dependency of lower layers on the higherrtagggnifi-
cantly complicates the priority mechanism. Let us consilerexample of
MPEG-2 SNR scalable video coding, where some frameSf are used

in the motion compensation éfg. A frame inLg ; should be merged to the
Lp frame with the same frame number. Figure 3.1 shows depeitdeine-
tween frames in thé g and Lg ;. For the sake of simplicity, the dependency
of FET on F B is not shown.

The figure demonstrates an example where frdi#g from the enhance-
ment layer is needed for the correct decodingFas?® frames from the
base layer. The loss of framféE} leads to errors in the frames of tiig;.
Moreover, because framé&32-? are not as they were expected to be, the en-
hancement could not be applied to these frames. That refideresF £
useless. As a result, the transmission and processingroéffaE] is more
important than the processing of some frames from the base. l&n gen-
eral, it is safe to say that(F E{) > ®(FB%*35689) The differentiation in
priorities of FE} and FB*" is, however, not that clear. The loss of either
FB* or FBT leads to errors in frame8 B2359 and ' B>539 respectively.
With no much difference in the amount of the frames affectieid, hard to
say what lossF'E{ or F'B*, has bigger effect on the quality of the decoded
video. The answer depends on the bit rates of the layers, @nodmotion

in the video material, etc. Thus, the inter-layer depengsncomplicate
algorithms that rely on clear definition of the frame priest making the
sender-side prioritization and terminal resource managemirtually im-
possible.

There should be minimum dependency between frames in EL.idds
target is for EL frames to be independent of each other to nia@esy for an
arbitrary number of frames to be dropped from an enhancelaget which
helps to accommodate wireless link bandwidth fluctuationshanges in
resource availability on a terminal.

The developed scalable coding scheme should produce stiiatcan be
decoded by standard non-scalable decoders. If this is 8& eaminimum
of modifications will be required at the receiver side promgpthe reuse of



3.2 Preliminary research 31

already existing software/hardware decoders.

e The scalable video coding technique should provide theireddlexibility
in the choice of the number of layers. The ideal target is bitrary number
of layers. This is necessary to satisfy the broad spectrutheofeceiving
devices.

Figure 3.1. Dependency dfs frames orL g ; frames in MPEG-2 SNR (an arrow
from A to B meansA depends orB). The dependencies d@fx ; on L (every
FE! depends orF' B?) are not shown for simplicity.

In addition to the functional requirements, the scalabife@icoding technique
developed must also achieve good results in terms of useeiped quality.

3.2 Preliminary research

Using various approaches based on spatial, temporal andsg8al&bility methods,

the choice of the basic scalability technique to be usedarsytstem is motivated
by investigating which technique can satisfy the aforemeet requirements. The
basic description of scalability techniques is providedppendix A.3.

The choice and further development of a scalability tealmidepends on the
way in which the decoding process is organized. Possibleappes to the organi-
zation of the decoding process for scalable video are d=pintFigure 3.2. Type-
| assumes a video where BL and EL are encoded as standarccalaiie video
streams. The streams are decoded by different decoderbamdierged together.
The merging operation may, if necessary, include scaliregaifopn. Type-Il takes
scalable video that complies with a standard scalable igebr(such as MPEG-2
SNR). The output of the decoder is a joint decoded video. -Tilpmperates with
video streams that can be merged together before actuatly decoded.

Type-I decoding requires that a device is capable of praogssultiple layers
at the same time. This can be implemented either via pafaitelessing or by
exploiting a time-division technique. In both cases, a teainshould have signifi-
cantly more computational resources than other types tdlsleavideo decoding.
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Figure 3.2. Three types of organizing decoding proces<faable video coding.

Type-Il, which corresponds to the classical ideas of séabaldeo coding [46],
usually requires the least amount of resources. The dissatya of the approach is
the standardization, and in order to be deployed succés#fied decoding should
be compliant with a standard. The present state of the marketh that there are
no off-the-shelf systems equipped with a scalable decaud#&rraoreover, there is
no agreement within the research community about the péatiscalability stan-
dard that should be used. Furthermore, scalable decodensaxe algorithmically
complex.

Conceptually speaking, a Type-lll decoding process hagrb&test chance of
being implemented in CE devicés The advantages of this type include: reuse of
a standard non-scalable decoder, low resource demandssyndedifications on
the decoding side. The encoding techniques based on tehsgatability and/or
non-standard data partitioning are the primary candidiaiethe Type-Ill. These
techniques, however, encounter significant problems vetfamd to the graceful
quality degradation if a part of the enhancements or — everseve all of the
enhancement layer(s) is not transmitted.

!De-factomarket situation is very different. Various implementas®f Type-I decoding process
in combination with transcoding are present.
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3.2.1 Temporal scalability

The temporal scalability method produces video where Elnbdsfluence on BL,
because it is composed &fframes that have no influence érand P frames that
are stored in BL. For the same reason, frames in the EL havependencies on
each other. Moreover, the layers can be merged in the obwaysnto a single
stream, by putting3 frames back betweehand P frames. The result is a usual
non-scalable video stream that can be decoded by a norblcd&coder (Type-ll,
in Figure 3.2).

The main drawback of this solution is subjective qualityrdegtion. The qual-
ity degradation is the direct result of the decrease in theé rate of the video if
EL layer is not available, hence the frame rate is one of thstimgportant charac-
teristics that affect user perception [37].

Another problem associated with the temporal scalabiligthrad is the low
flexibility in the choice of the number of layers and their fgites. The number of
B frames in a stream determines the number and average bifrdte enhance-
ment layers. In the general caseéhe number of EL that is possible under temporal
scalability equals the number &f frames between two successiver P frames.
For example, a typical MPEG-2 stream has t/érames between two consecutive
I or P frames. As a result the number of Eks; , can be one (alB frames go to
the single EL) or two (every secorsl frame goes to the second EL).

Furthermore, the total bit rate of the ELs is also defined kgyibmber of
B frames in the stream — the mofe frames are present in a stream, the bigger
fraction of the overall bit-rate may go to ELs. For a typicaPEG-2 stream the
maximal bit rate of EL equalé of the bit rate of the BL in the case of having two
B frames®.

Lack of flexibility in choosing number and bit rate of layemsntbined with
huge quality degradation rules temporal scalability out.

3.2.2 Spatial scalability

In the spatial scalability approach there is also no depsrydef BL on EL or
between ELs. For most of the implementations that are dlailaowadays, both
BL and EL of the spatial scalable video coding can be prockkga non-scalable
decoder (Type-I in Figure 3.2, where the summation/mergdutecalso provides
scaling functionality).

The drawback of this approach is the interframe dependemntieL. Although
it is possible to create an EL that contains mutually indepan frames, such an

2Meaning that theB frames stored in EL are picked with a certain regularityhsasevery second
or every third. Configurations with aperiodic picking Bf frames are technically possible but not
used in practice.

3This is based on the observation thiaframes produc% of the size of the overall stream.
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EL would be of a considerably lower quality [48]. In additjicspatial scalability
requires substantial resources for scaling operationmgltine decoding. These
facts make the use of spatial scalability unattractive.

3.2.3 SNR scalability

An SNR scalability is considered to be the best choice forsifstem developed.
SNR scalability is introduced in the MPEG-2 standard [46].tHe approach de-
fined by the standard, motion compensation for a frame in #se bayer requires
a reference frame created by BL and EL together. Error prajpagmay therefore
take place when an enhancement layer frame is lost.

Since the introduction of the MPEG-2 standard, many impids®R scalable
video coding schemes have been proposed (for example, (481%). The main
point requiring improvement in the standardized technigune dependency of
BL frames on EL frames. This weakness is overcome by a modfitEG-2 SNR
video encoder described in [51]. The scheme of the encogépisn in Figure 3.3.
Two rectangles in the figure separate functional modulesattearequired for en-
coding base layer frames (bottom square) from modules defedenhancement
layer frames (top square). As shown in Figure 3.3, no entmeot layer data
participates in the encoding of the base layer. Moreovergetlis no back-loop of
any kind in the section that is responsible for EL encodinghg proposed scheme
produces no interframe dependencies in EL.
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>+ 4
1 1
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(uncompressed) ot
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Figure 3.3. Non-compliant MPEG-2 encoder based on SNR sitifa

The drawback of the solution based on SNR scalability is thegquires a
special scalable video decoder to handle the processingedayers. Below we
propose a new encoding technique that is derived from thedemqresented in
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Figure 3.3. The solution creates layers that are fully céanpwith non-scalable
syntax.

3.3 MPEG-2 SNR scalable coding

The scalable video coding technique developed in this shesikes the enhance-
ment layers compliant with non-scalable MPEG-2. To creagsd layers we wrap
the enhancement layer data in the syntax of a non-scalablEEGAP stream. A
video data stream encoded in accordance with the propos#tbdnean be de-
coded on a terminal equipped with a scalable decoder thegsmnds to Type-I
in Figure 3.2.

3.3.1 Enhancement-layer frame types

As mentioned above, the EL syntax should comply with MPEGag-scalable
coding. According to the MPEG-2 standard, a stream may cofr@mes of dif-
ferent types: , P and B frames. Dropping arbitrary frames from EL requires that
frames in EL should have little or no dependency on each other
Thedefaultoption for creating an EL without having interdependeniries is
to create an enhancement layer that consistsfaimes. Sincd frames have no
dependencies on each other, the loss of a frame does ndtsaiffesequent frames.
Options other than the aforementioned one have dependanside the group-
of-pictures (GOP) structure and, therefore, allow errappgation. We consider
three different types of GOPs:

e [P, ,where ar/ frame is followed byn P frames. For example, with = 4
the frame sequence IBPPPIPPPPI... Whenn = 0 the stream contains
only I frames. GOP size for this approach is calculatedasp = n + 1.

e [ B, ,wherel frames are followed by B frames. For example, with = 4
the frame sequence IBBBBIBBBBI..*. Whenn = 0 the stream contains
only I frames. GOP size for this approach is calculatedasp = n + 1.
This GOP type, in fact, combines two subtypes — GOP with veddional
prediction and with bidirectional prediction. Unidiremtial prediction cov-
ers the case when alp frames are predicted from a single preceding or
succeeding frame. In bidirectional prediction every frame is predicted
from two, one preceding and one succeedihffames.

e andI(B,P),B, , which is the standard structure for an MPEG-2 GOP. For
example, withe = 2 andy = 3 a GOP looks likdBBPBBPBBPBBAppar-

4Although the given GOP structure does not violate MPEG-Bdsied, some practical difficul-
ties exist. Most off-the-shelf MPEG-2 decoders fail memimiyialization when encounter a video
sequence with GOPs that have Rdrames. This is solved by adding an emgtyframe to the end
of the GOP.
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ently, the first two types are the particular mutations oftthiel type. When
x = 0 the stream has formdtP, , with y = 0 the stream format i$53,.
Whenz = 0 andy = 0 the stream contains onlyframes. GOP size for this
approach is calculated &%,0pr = (y + 1) - (x + 1).

To decide between these approaches we investigate theqcemses of a
frame being lost on the rest of the stream. Whenever a fradestisluring trans-
mission it cannot be used by the decoder. This creates a elthatsome of the
subsequent frames that rely on the lost frame could not beepsed by the de-
coder. For example, losing ahframe causes all the frames in the GOP to be
useless due to the fact that all dependencies in a GOP dedimen thel frame.

Figure 3.4 shows that probability that a frame cannot be bgeddecoder if
out of 10, 1 out of 100 or 1 out of 1000 frames is lost during transmission. Param-
eters of the corresponding GOP structure are shown on tliwohtal scale. When
n = 0, the GOP consists of only frames ¢ = 0,y = 0 for I(B,P),B, GOP).
The vertical scale shows frame loss probability at a de¢dder the probability
that a frame is unusable for the decoder. If a frame is loshduransmission,
it is considered to be lost for a decoder as well as any otlaendrthat uses the
lost frame as a reference. Thus, with loss probability dutransmission equal to
ﬁ , the real loss at a decoder is much higher.

The probability that a frame cannot be used by a decoder ieSoames are
lost during transmission can evaluated by two methods —rétieal calculation
based on formulas and empirical observations based on ationd. The theo-
retical approach is used when the precise knowledge of thiapility values are
needed, whereas the empirical approach gives a rough ides tie influence of
the GOP parameters on the probability values.

The probability, Pp that a frame cannot be used by a decoder if some frames
are lost during transmission can calculated as follows:

e [ P,: the probability that only one frame from a GOP cannot be used
decoder is

1
Pp =

= (Pull) + Z; Fa(P)), (3.1)

where P;(I) is the probability that’ frame cannot be used by the decoder,
P4(P;) denotes the probability that” P frame cannot be used by the de-
coder,Py is the probability to loose a frame during the transmissioiname
does not depend on any other frame in the GOR’gd) = Py. The first

P frame in the GOPP;, cannot be decoded in the following cases:

1. The frame is lost during transmission (the probability d$ tio happen
is PN),
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Figure 3.4. Probability that a frame cannot be used by thedkscas a function
of a transmission frame loss probability and configuratibthe GOP.
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2. I frame, on whichP; depends, cannot be decoded.

Thus,
Py(P1) = Pn - (1 — Py(I)) + Py - Py(I) + (1 — Pn) - P4(I)

3.2

:PN+PN'(1—PN). ( )
Consequently, for framé,, which depends o, we have

Py(Py) = Py - (1 — Py(Py)) + Py - Py(P1) + (1 — Py) - Py(Py) (3.3)

:PN+PN'(1—PN)—|—PN-(1—PN)2.
Using Equations (3.1),(3.2),(3.3), the resulting forneuta calculate the
probability that a frame cannot be used by a decoder

1 n 7 ‘
Po= g Y Py (1= Py
" im0 (3.4)
Py <& .
= —i4+1)- (1 = Py)
nHZZ;(n i+1)-( N)' s

wheren is the number of? frames in the GOP.

IB,,: frames inside a GOP are independent on each other with teptan
that all B frames are dependant on one or tivivtames. The probability that
a frame cannot be used by a decoder, iffaframes in a GOP are predicted
from a single!l frame (backward or forward uni-directional predictions),
calculated follows. The probability that anframe cannot be used by the
decoder is, again?;(I) = Py. The probability that & frame cannot be
used by the decoder is

Py(By) = Py - (1 = Py(I)) + Py - Py(I) + (1 — Py) - Py(1)
:PN+PN-(1—PN).

Equation (3.5) is valid for alle < n. Thus, for a video stream with,,
GOP whereB frame are only backward or only forward predicted

(3.5)

o= (1490 —n.py), (3.6)
n+1

wheren is the number o3 frames in the GOP.

The bi-directional prediction introduces more dependefbetween frames
in the GOP. A simulation was used to calculate probabilif@sthe GOP
where B frame are predicted from twb frames (bi-directional prediction).
The results are shown in Figure 3.4.

I(B,P),B,: A simulation was used to calculate probabilities for th&@ s
structure. The results are shown in Figure 3.4.
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Unidirectionall B,, GOP shows lower losses than bidirection&y GOP. This
is a result of less interdependencies with unidirectionadlizction, where the whole
GOP may be become useless for a decoder only if it’s first fréhfieame) is lost.
With bidirectional prediction, loss of either anframe from the current GOP of
from the succeeding GOP discredits the whole GOP. The sefltmixed/ B,
GOPs, where differenB frames are formed based on uni- or bi- directional pre-
diction, should lie between the two curves.

1P, , bidirectional/ B,, andI (B, P), B, are much more vulnerable to frame
losses than the unidirectionaB,, GOP. The latter performs better even for small
sizes of GOP, whilst for larger GOPs the difference increasamatically. Thus,
we consider thd B,, structure with unidirectional prediction as a potentiahaia
date for enhancement layers.

3.3.2 Encoding

The previous section shows two possible stream structoreBLf — having only
I frames or having all frames of typB bounded by singld frame and single
P frame. Performing an encoding that is based on SNR prirgigieshown in
Figure 3.3 and that conforms with the decoding scheme of -T\(pégure 3.2)
could be done in two ways: by cascade of non-scalable ensaudyy a specific
SNR encoder.

Cascade of non-scalable encoders

Figure 3.5 shows a scheme of the cascade encoding processrtfegponds to the
encoding principles shown on the scheme in Figure 3.3 (th&ilgeare revealed
in Appendix C). The original signal is encoded by an MPEGe®pliant non-
scalable encoder into a BL strearhy). The resulting stream is decoded and a
subtraction module calculates the pixel value differeret@vben the original video
and the video inLg. The difference is encoded ibz ; by the same (or another)
encoder.

The major advantage of this method is that there is no motgitdo legacy
encoders. The only extra functionality is the subtractivett tan be implemented
as a separate software module. This method also enablesetit®n of ELs with
a variety of GOP structures.

The major disadvantage of this method is its computationaimexity. En-
coding of a scalable video that consists of BL anBLs requires: + 1 instances
of encoders and instances of decoders. Another disadvantage of this apipiea
the additional inaccuracy during encoding introduced hyaeforward and inverse
discrete cosine transforms (DCT) that are performed on data
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Figure 3.5. Principal scheme of SNR-enabled cascade amg.odi

Specific SNR encoder

SNR encoder created in this thesis work has two operationdesiregarding the
structure of EL:/-frame mode and-frame mode.

In the first mode, frames of an enhancement layer are encalédrames.
The contents of a frame is composed of residuals from thedemgaf the corre-
sponding BL or previous EL frame. The residuals are quathtame stored in the
EL stream in accordance with the scheme in Figure 3.3. As shiowigure 3.6,
value f, of the original frame is represented in the BL frame by valuef the
number of bits available for the BL frame is not enough foisless encoding of
the original frame, a non-zero difference represented,bghould be encoded in
the EL.

EL frame
{ residuals)

BL frame

Original

Figure 3.6. Calculation of EL frame content fbfframe mode.

In the second modd3 frames are used to create EL. Theoretically, the encoder
in the second mode should use fewer bits to encode the sarapaarhents. The

SChapter 6 presents comparisons of two modes, where theltegistis verified.
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main reason for this is that B-type macroblock with only zero values can be
skipped. This is impossible with frames, where all empty macroblocks are still
encoded in the stream.

To benefit fully from B frames, the information contained in this frame needs
to be encoded as if it is predicted. If a macroblock dB drame is not predicted,
it is encoded as aii-type macroblock. ThusB frames will be encoded in the
same way ag frames, which means there is no difference with the first mode
looked at how to make the information that we store iR &rame into predicted
information.

Picture 4% B, | B
values 2 | a b, b,
Frame A Frame B
Stored a4 | & b3, by-a;
values 4 | by-3, bya,
Reference Prediction error

Figure 3.7. Prediction of framB from frameA.

One result of motion prediction on a frame could be seen asisglthe frame
into two parts — one part has predicted values, while ther gt contains predic-
tion errors. Figure 3.7 shows an example of predicting akbtdwalues for frame
B from the previous framel. Valuesa, of frame A are used as predicted values
for frame B. The difference between the original valugf frame B and the pre-
dicted values are called prediction errors. The prediotioor ¢, — a.) is stored
in the stream together with motion vectors. The motion vadtell a decoder what
part of a reference frame should be used to restore predieleds (i.e. where to
find a;). A decoder adds predicted values to prediction errors store the full
frame.

Motion estimation and compensation are performed in théamomain (i.e.
values involved in prediction represent the real pixels pfcaure). However, the
values we are working on are in ti3CT domain and this means that predicted
values as well as prediction errors can be distributed oiffareint macroblocks
and, moreover, contribute to an arbitrary number of DCT focients.

An obvious way to simplify this is to assume that every makychk is fully
predicted from a macroblock that has the same spatial positi the reference
frame (the motion vectors are zero). The summation of valies a reference
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frame macroblock and a macroblock that contains predistamnors can be done
either in the spatial or in the DCT domain.

We organize the EL frames such that the values in the EL frampradiction
errors of the motion compensation from a reference framesh&g/n in Figure 3.8,
value f,. of the original frame is represented in the BL frame by valyeIf the
number of bits available for the BL frame is not enough foisless encoding of
the original frame, a non-zero difference represented,bghould be encoded in
the EL. We putr,, into the EL, pretending this is a prediction error.

During decoding a decoder addsto the predicted valug,. , thus givinge,..
To obtain f,. , e, should be added tb,. Thus,e, must be equal te, , which
implies thatp,, is zero. As a result, a reference frame must be empty (zero DCT
coefficients), as it is necessary to preserve the valuesdsioraB frame.

Predicted Result
EL frame ry Iz + Py, P - L
{residualsy "z T+ P b E: By

BL frame

f,
Original Lt L' (rxzex)ﬁ(pX:D)J

Figure 3.8. Calculation of EL frame content fBrframe mode.

We makel (the first frame of a GOP) empty and encode every macroblock of
a B frame as a forward predicted macroblock with zero vectorsleéoder adds
zero values from the reference frame to our ‘predictionréualues, which results
in exactly the same values. The content of a macroblock tiays she same as in
the previous mode, but the macroblock type is nBwThis allows more efficient
encoding because empty macroblocks can be skipped.

3.4 Transcoding

The previous section discussed SNR scalable encoders. @uenrequires an
uncompressed video as an input. In Chapter 1, however, scalable MPEG-2
video is listed as the primary input format. Transformingoa+{scalable video into
a scalable format is a job of a transcoder.

The most naive implementation of transcoding is re-enapdiiine re-encoding
means that the input video is decoded by a standard MPEG-&ldeand the
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uncompressed video data is fed into a scalable encoderndastddecoder can be
coupled with either cascade of non-scalable encoders oifigg@NR encoder. The
re-encoding combines an easy implementation with a higlitgwd the produced
video. The only disadvantage of the approach is high resaczmnsumption.

A more advanced technique is a SNR scalable transcodendiesids the spe-
cific SNR encoder with transcoding capabilities. Creatindgs&lR scalable video
from a non-scalable input consists of two steps: loweritgdie of the input video
to create a BL and storing the difference between the olligiileo and BL into
one or more EL. The first step is the primary responsibilita 6fpical single-layer
transcoder, whereas the second step describes an enhahteatean be built on
top of the transcoder to enable EL encoding capabilitieghimthesis, two algo-
rithms for making a single-layer transcoder are considenpén-loop transcoding
and closed-loop transcoding.

3.4.1 SNR open-loop transcoder

An open-loop transcoder for the BL has a three-step ardhitecl) parsing of the
incoming bitstream, 2) performance of the transcoding afjem, and 3) compila-
tion of the outgoing bitstream. The first and the last stefpéttanscoding chain
correspond to entropy decoding and encoding. The operatioetween performs
the actual bit-rate reduction on the video sequence. This 6f transcoder does
not involve motion estimation, motion compensation or DGTthe open-loop
transcoder the core of the process, the transcoding operasi re-quantization,
which is an inverse quantization followed by a forward quzation with a coarser
guantization parameter.

The difference between the original and the re-quantizégdegds stored in the
enhancement layer. This transcoder architecture is aepiotFigure 3.9.

> Quant(inzation > VLC > |EL

= Inverse

+ = ——— quantization
1
A 2
L
|
|

Non-scalable|

MPEG-2 Inverse -
> VLD — quantization =—le——=>p Qua“tgatlon
Q-1

— VLC —» BL

Figure 3.9. Open loop transcoder that produces SNR scalalde.

A major drawback of the open-loop transcoder are drift etrdDrift errors
occur in BL stream because the motion-compensated franme&@P rely on the
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reference frame, which gets modified during transcoding.a&xample, imag-
ing that frame is encoded as @rframe. The original value of pixet is f;(z).
The transcoder decreases the amount of data in the framegbyirap coarser
quantization, which introduce an erref(x). The resulting value of pixet is
fr(z) = fr(z) — er(z). Now, the following P frame uses thig frame as a ref-
erence, which means that the value of pixe|] fp(z) is not encoded directly.
Instead, the differencép(z) = fp(z) — fi(z) is used. The transcoder modifies
the P frame introducing the errarp(z). The resulting value of pixel is dp(z).
fr(x) is calculated as follows:

fr(z) =dp(x) + fi(x) =dp(z) + fr(z) + er(z) + ep(x). (3.7)
So, the modification of a pixel value in franfeis a result of two errors.

The errors in predicted frames cannot be compensated byntheneement
layer in scalable video coding. The enhancement layer stiie difference be-
tween the original values and re-quantized values of theeotiframes only. It
means that;(z) can be compensated for framhgbut not for frameP, where only

ep(x) could be compensated by EL. Consequently, the drift erergam present
in the scalable video made by an open-loop transcoder.

3.4.2 SNR closed-loop transcoder

In video transcoding, it is desirable that a video layer cardbcoded correctly
without any drift errors, hence the BL video layer shouldén@s own drift-error
correction motion-compensation loop. This transcodirghigecture is shown in
Figure 3.10.

Drift-error correction is provided as follows. The inputefficients to the en-
hancement layer are subtracted from those obtained viavtkese quantizer. This
difference signal, which represents the information loghe transcoding process,
after conversion from the frequency domain to the pixel dorbg an inverse dis-
crete cosine transform (DCT), is then accumulated in a mat@mmpensation loop
which receives motion vectors extracted from the incomiggal. This accumu-
lated drift is then converted to the frequency domain anceddis a correction to
the next frame.

3.5 Decoding

A general scheme of a decoder that is capable of handling bgoged video
streams is shown in Figure 3.11. Bitstreams of BL and EL acedied separately
and inverse quantized; after inverse DCT transformatiahraation compensation
both layers are combined. In tiieframe mode, the motion-compensation chain is
not involved in processing an enhancement layer due to thenalk of predicted
frames. This allows a simplified implementation of the desxod he decoder that
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Figure 3.10. Closed-loop transcoder that produces SNRisleaVideo.

handles video streams created in tBérame mode is also capable in decoding
streams made in thé-frame mode. In the later case, the motion-compensation
chain is unused.

The functionality outlined in the boxes of Figure 3.11 cepends to a general
implementation of MPEG-2 decoders with an external sustipo of streams
coming from the decoders (represented by the plus sign tagheof the boxes in
Figure 3.11). The main condition for the superposition & pinesence of layers:
an enhancement layer can be used only if all previous enh@rtelayers are
available. The summation module makes a summation of videods according
to a simple equation

Np
R(z,y) = > Ii(z,y)] = (NL — 1) - C, (3.8)
j=0
where
e R(z,y) is the resulting pixel in the output frame,

e [;(z,y) is the pixel at positiorr ,y in a frame of video stream numbg(L
is0,Lgis1, etc.),
e ('is aconstant, in our case equallizs.

The choice of the constant in this case is determined by theifggs of MPEG
encoding/decoding, which can be explained as follows. IRelees of an uncom-
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Figure 3.11. Principal schemes of a decoder-fflame mode compatible, b)
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B-frame mode compatible.
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pressed image have a range betweemd 255 (8 bits). DCT performed o18-bit
pixel values produce$4-bit signed coefficient values. Subtraction &8 from
pixel values shifts the range fe-128,127], which, after DCT is performed, pro-
duces coefficient values within the rangel024, 1023]. For encoding efficiency
the shifting operation became an essential part of the MRE@Gndard.

The modification of a pixel value through encoder and decisdas follows:

1. original valuef is shifted by128, changing to
fs = f — 128,
2. after DCT the value is changed to
b= FDCT(fs) ,
3. after quantization the value is
P =F2p),
4. the decoder performs inverse quantization to get
P =F9®p),
5. inverse DCT reproduces the original value and shifts it 28
f=FPCT(p"y £ 128.

When the EL is created, it contains= p — p” . After quantization, an encoder
produces”’ = FQ(r). The decoder, after all aforementioned steps outputs
R = FPCT (1) 4 128,

The summation function mergés; andL g ¢

S = FiPCT (") 4128 + F'PCT (1) 4 128
= F'PT(p" + 1) + 256
= f+128.
Apparently, during the summation the resulting value iseased byi28 as

many times as many layers are decoded. The summation mdurkefdre sub-
tracts128 times number of enhancement layers.

3.6 Conclusions

We investigated various scalability techniques and shatgtalable video coding
that is based on SNR principles is the most suitable for theldped system. We
developed SNR scalable video-encoding technique thaupssdmultiple layers.
The layers can be processed by a standard non-scalable MREGoder.

During the research and development, multiple alternalations were cre-
ated:

e Encoding technique two modes for creation of an EL are proposed./in
frame mode an EL contains onlyframes. InB-frame mode an EL consists
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of GOPs that havé B,, structure. In Chapter 6 the two modes are compared
to each other and the choice of parametés discussed.

e Encoder implementation we proposed SNR-specific encoder as an alter-
native to an implementation based on cascade of non-seatabbders. The
comparison of the two approaches is presented in Chaptaragldition, the
best layer configuration for given network conditions is asjion, hence in
Chapter 6 we study the influence of the layers split on theveledd picture
quality.

e Transcoder implementation in this chapter we discussed three approaches
for making a transcoder — re-encoding, open-loop SNR trafescand
closed-loop SNR transcoder. The elaborated research amtbgment of
the transcoders are not a part of this thesis. Only open-&R transcoder
and re-encoding based transcoder were used within the sédpe thesis.
A comparison of the quality of these two approaches is gine@hapter 6.
An additional information regarding SNR transcoder candumd in [52].

The following expectations exist prior to the evaluationsemder in a home
network should have a transcoder that is based on the reli@gcapproach. The
re-encoding consists of decoding a MPEG-2 stream into rdeovdata by a stan-
dard non-scalable MPEG-2 decoder. Raw video data is, tmaocegsed by a SNR-
specific encoder that creates a scalable video.

As discussed in Chapter 1, the sender in a home network islkgesrost CE
manufacturers as a powerful PC-based solution. In this tesee-encoding ap-
proach seems to be the best option for making a transcoderadvantages of the
approach are:

e Low implementation complexity. The transcoding is done bgeaoder-
encoder couple. The encoder should comply with the scéalatéichnique
that is proposed in this chapter. The decoding can be doneyyfathe-
shelf MPEG-2 standard decoder.

¢ Adaptability to another input format. The decoder and erc@de not con-
nected directly. So, replacing an MPEG-2 decoder by, fompta, a MPEG-
4 AVC decoder that outputs raw video data would allow the setaltake a
MPEG-4 AVC stream as an input.

The choice of encoder implementation is explained as falo®ince we are
not bounded by sender resources, the computational coityptXSNR encoder
implementation that is based on cascade of non-scalablaers plays no role.
Moreover, the simplicity of implementation gives a sigrafit advantage to the
cascade-based approach. The SNR-specific encoder, oréresimte, should pro-
duce a video of higher quality (under the same bit rate) e the cascaded-based
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solution has more functions where a video data could be piistdu— cascaded
iDCT/DCT processing and quantization operations redueeRENR values by
about0.1 — 0.5 dB (this is confirmed in Chapter 6). Facing a trade-off betwee
video quality or implementation complexity we choose SNiResfic encoder.
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Scalable video streaming

This chapter presents a streaming solution for real-timestréssion of a scalable
video over wireless/wired networks. The video data produmethe transcoder is
sent over a heterogenous network that consists of at leastibaless link.

The basic requirements and assumptions regarding therstrg@nvironment
are explained in Chapter 1:

¢ A home network may contain a few nodes (e.g. an access pointer).

¢ Links in the network may be wired or wireless, but the thesiain target is
a fully wireless network.

e Any data loss in between the video data producer (transcatdibie sender
side) and consumer (decoder at the receiver side) shoulcheparent for
and controlled by the streaming solution on the applicagoel. Ideally, the
data is sent without any losses through the transport layer.

e The data should be transported in a timely fashion, e.g. fecsuft amount
of information should be available to the decoder, to keepfthme rate of
the output video constant.

e The buffer size at the receiver side should be minimized &odld not ex-
ceed values required to buffer one second of video data. &dngirement
on the buffer size originates from the request to use CE ds\as receivers.

51
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Due to the cost minimization, CE devices do not have sufficreemory
resources to buffer large portions of an incoming videcasire

The major research question answered in the chapteriigossible to create
a video streaming solution that minimizes transmissiora dasses and improves
protocol throughput by observing protocol behavior at tleader sid@ The pre-
sented streaming solution observes changes in protoctdrtduiiness to detect
changes of network conditions. The information about theerit network condi-
tions is used to calculate an optimal amount of video datagibes to the protocol
(per time interval) to avoid losses in the transport layet tmkeep utilization of
the bandwidth as high as possible.

4.1 Preliminary research

Figure 4.1 shows the basic idea of video streaming, whereearsing solution
appears as a black box between the transcoder (at the djgplitevel) and net-
work protocol. This section answers questions regardiaglioice of protocol and
details of the streaming solution.

Application | |Protocol

Lg buffer

= OO

ata | | buffer
Transcoder  data LT Strean:|ing
solution data

———————— data
Lg , buffer
LT 1]

data

Figure 4.1. Principal positioning of the streaming solatio the system.

4.1.1 Protocol choice

Two protocols are considered for the purpose of video stiggim RTP and TCP.
In the following subsection we discuss the pros and consesfeth

The discussion assumes that for wireless links a MAC retngsson mech-
anism [53], which allows automatic re-sending of a nonx@géd packet for a
(predefined) number of times, is used. This mechanism ensugaaranteed trans-
mission of data, but results in delays during transmissiainich can be harmful
for time-sensitive applications [54]). MAC retransmissohave been shown to
negatively affect TCP performance [55, 56, 57] for multpheireless networks.
At the same time, experiments with home networks (few waldients connected
to a single Access Point) show that MAC layer retransmissiorprove UDP and
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TCP performance [58, 59].

RTP

RTP is a natural choice for real-time video streaming. Pebalility of the pro-
tocol is easily compensated by a MAC retransmission meshanh major draw-
back of using RTP for video streaming is the difficulty of qoiitng the data losses
at the sender that occur due to congestion in the routershédfarore, if the con-
nection between a sender and a receiver includes another(fadexample, an
access point or a router), data losses or delays on a netin&rikdtween the node
and a receiver are not easily observed at the sender.

Link A Link B _
Sender node Receiver

Figure 4.2. Sender and receiver connected via an interteauigle.

Figure 4.2 illustrates the case where a sender and a reeg&eonnected via
an intermediate node. The connection between the sendetharidtermediate
node is marked as Link A, while the connection between therimé¢diate node
and the receiver is Link B. Let us consider two possible siesa

1. There are no data losses or significant delays on Link B. T¢gsirgs when
Link A is a wireless channel and the intermediate node is @esscpoint
that is connected to the receiver by a dedicated etherné.clabthe situa-
tion described, video data packets arrive at the interntediade, are put in
the node buffer and sent to the destination. Since theravisyal sufficient
bandwidth and there is no competing application, the trasson over Link
B suffers no losses or delays.

2. There are losses and delays on Link B. This occurs if thenmddiate node
is an access point that has a wireless connection to theveeas Link B.
If data is lost during the transmission on Link B, the resigitdata stream
is disrupted, or recovered upon retransmission on the MA€l.I& he latter
case results in delays of data packets in the node buffeh tikfie, the buffer
could overflow, resulting in a packet drop at the intermediabde. The
loss influences BL packets or EL packets with equal proligbiMoreover,
the loss cannot be directly detected at the sender sideptBusnting error
recovery at the sender.

The same reasoning can be applied to a connection with reultifermediate
nodes. Since the sender has control over the first link onlgreon later links or
nodes are not directly detected at the sender. There aredsgibte solutions that
allow the control of losses and delays for video data tharéamed by RTP:

1. create intermediate nodes that are aware of scalable video,
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2. organize feedback from a receiver to the sender.

To bring scalable video awareness to nodes, software maiitifis will have to
be made to nodes that were not designed for the purpose abgeaideo stream-
ing. Controlling losses and delays using RTP with a feedbEwknnel from a
receiver is much like using a TCP acknowledgement mecharismthe moment,
RTP has no retransmission capabilities.

The data loss by RTP is hidden from the sender and, as thd, reaahot be
detected and/or avoided by a streaming solution. Thus,r#teqol cannot be used
in the developed system.

TCP

TCP is the second option to be considered as a protocol feovitteaming. TCP
eliminates uncontrolled losses of data due ta 8% reliability. Despite the fact
that TCP is a reliable protocol, it is rarely used for reeldivideo streaming. The
reason for this is that TCP retransmits the data that is lostoaupted during

the transmission, which then results in transmission dethgt are not tolerated
in a real-time environment. Moreover, in case of packet,|d$3P reduces the
transmission rate leading to even longer delays.

An advantage of TCP is that any losses or delays during triasgm are visible
at the sender side no matter on which link (A or B) they occurorddver, all
actions required for recovery from the above-mentionedlpros are incorporated
in the protocol, which means there is no need for additioredsures at application
level. As a payoff, the reliability of TCP comes at the exgeathigher bandwidth
usage due to data retransmissions and acknowledgemesimission. If at some
point in time the application tries to send more data than T&R deliver (e.g.
video bit rate larger than network bandwidth), the lossedgatf can still occur
due to application/protocol buffer overflows. The reasarsah overflow are the
following. When an application cannot write data to a protdmuffer because the
buffer is full, the data can be discarded or maintained iragp@ication buffer. The
discarded data is irreversibly lost, so the majority of aggtions prefer to keep the
data in the application buffer until the protocol buffer imgtied. If the protocol
buffer is not emptied for a long time, the application buffets full. This is not a
problem for applications that can delay the production ¢&dd¥ideo applications
(especially those dealing with real-time input) must comgi the production, so old
data in the application buffer needs to be discarded toegzice for new data.

Despite the two problems of TCP-based streaming, the absé#ticnely deliv-
ery and the possibility to loose data in application/protdauffers, TCP guarantees
absolute reliability of the delivery, which makes it the reasitable protocol for
the developed streaming solution.
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4.1.2 Single stream vs. Multiple streams

Single stream versus multiple streams delivery is anotbart f attention in de-
veloping a video streaming. The scalable video coding preslmultiple layers of
video data, with all layers composing a single video stre@he majority of mod-
ern solutions for scalable video streaming uses one caoneger stream. The
advantages of the approach are easy management of the tayarg the trans-
mission, the possibility of using unequal error protectiondifferent layers, and
the possibility to organize multi-path transmission. Thsadvantage of the ap-
proach is the difficulty to support prioritization of layataring the transmission.

A single stream approach uses only one connection and segilagh stream
to transmit multiple layers. The video frames from the layare written one by
one to the stream in accordance with the layer’s priorifié¢ee L 5 frames precede
Lg; frames,Lg ; frames precedé g » frames, etc. Since TCP does not change
the order of data arrival, it is guaranteed that the ordeheflayers at the receiver
are exactly the same as they were at the sender.

4.2 Prioritization

Scalable video produced by a transcoder at the sender sideecsent over a net-
work according to the importance of the frames, i.e. BL firsd #hen ELs. BL
frames are absolutely necessary to reproduce a video, whdenly improve the
quality of the video delivered by BL, from which their imparice is derived. The
relevant prioritization is handled at the application lemehe following way. The
layers of a scalable video are stored in separate buffersryHayer consists of
video frames split into a set of data packets. A schedulezdpansible for mov-
ing data packets from the application buffers into a prdtdicdfer, from where
the packets are sent to their destination (see Figure 4.8 stheduler reads

Application Protocol
Lg buffer
T
18 | ¢ | buffer
DDDD:I rotocol buffer
Transcoder  dat h
e data Scheduler datq l:":l:l:‘
Lg , buffer .\s_rt_T/
atus
(T |

Figure 4.3. Streaming solution with prioritization schisstu

packets from the BL buffer and, if there is no BL packet, frdm €L buffers.
Consequently, the BL part of a frame is always sent first andakt of the frame
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composed of the ELs layers is transmitted afterwards.

The scheduler verifies that there is sufficient space in tb&opol buffer for
data packets coming from an application buffer. If theredspace available, the
scheduler does not take packets from the application uff@onsequently, the
protocol buffer fullness spreads into the application é&f This mechanism is
absolutely necessary because it enables buffer managatrteatapplication level
which, to a large extent, decouples buffer management fhenchosen communi-
cation protocol.

Once video packets are stored in the protocol buffer, theoresbility for the
transmission of the data lies entirely with the protocatlits The data is sent in
a single TCP stream, so the order of the layers for a givendrdoes not change
during the transmission.

4.3 Controlled losses — EL drop

In the previous sections we discussed the fact that theaigliof video data is
guaranteed at the protocol level. If the network bandwidtipd below the video
bit rate, the application buffers become full. The largex buffers, the longer
the periods of insufficient bandwidth can be hidden from the eser. The cost
of the large buffers is increased latency (the time needed fodeo frame to be
transferred from the sender to the receiver).

Latency of more thar2 seconds, which corresponds to the buffering@f
60 frames, is not acceptable in real-time video applicatiddsen the prioritiza-
tion scheme described in the previous section, the fullepolication buffer, the
longer the packets from the buffer wait for transmissionjclwheads to synchro-
nization problems because the difference between theahofiBL frames and the
arrival of the EL frames increases. If the EL frame is not lai@é to a decoder at
the time the corresponding BL frame is being processedstnésion of that EL
frame is pointless because it will be dropped at the recsider. Moreover, if a BL
frame is transmitted to a receiver with a significant delhig frame is discarded
at the receiver side because it is too old. To avoid this, w&asa timestamp to
all packets in the application buffers so that the schedtder check how long a
packet has spent in the application buffer. If this time igyer than a given thresh-
old, which depends on the amount of buffering in the systbmptcket is dropped
by the scheduler. Furthermore, if an application bufferui$ ihen the applica-
tion is attempting to write data to the buffer, the applicatremoves any outdated
packets.

As discussed in Chapter 2, preemption of frame transmidsiats to an un-
wanted resource wastage. When during transmission of fiafiefrom enhance-
ment layerL i ; frame F'B7 from base layel p arrives to the application buffer, a
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sender will send” B’ after transmission of the packets belonging‘ta’ that are
already placed in the protocol buffer. During the transiois®f F B/, FE! data,
left in the application buffer, may become outdated. If tbkesluler would drop
the outdated data, the resources which have been spenhemiszion ofFEf are
wasted. That may lead to a regretful situation, when theexetwhtinuously uses
resources to transmit only parts of frames from the EL. A &iined example of
such situation is shown in Figure 4.4.

FBO FE,° | FB!  FE° FE!| FB2 FE;L | FB? FE2 | FB* FE2 |
100% 80% 100% 20% | 30% 100% 50% 100% 50% 100% 50%
| | | | |

0 40 80 120 160 200
Time (milliseconds)

Figure 4.4. Timeline for transmitting a video data from tipplécation buffers to
the protocol buffer.

Figure 4.4 presents the timeline for transferring videadedm the applica-
tion buffers to the transmission-protocol buffer. It is@s®d that the transcoder
produces a scalable video consisting of two layérs,and Lg ; with a frame pe-
riod of 40 ms. The bit rates of the layers areand2 Mbps respectively. We set
the maximum time that a frame can spend in the applicatiofebis two frame
periods 80 ms). The network throughput i8Mbps. The protocol buffer size is
5 KB (which is adequate for a slow link with a very small rounigh time). For the
sake of simplicity, let us assume that:

e every frame in a layer has the same size,
e framesF B* andFE! are put in the application buffer concurrently,
e and data is transmitted in chunksKB.

The horizontal scale in Figure 4.4 represents time in reiiiids from the moment
framesF BY and F EY (the first frames iz and Lz 1 respectively). In the figure,
the operation of reading a part of a video frame from the appibn buffer and
writing it into the protocol buffer is shown as a block thatopies time. Each
block is marked with its frame number(on top). The percemtagide a block
shows how much data of the frame was transferred in the givea $lot. To
improve visual clarity of the figure, the transfer Bf3° is shown as if it occupies
the first8 ms of the first frame period. In reality, the whole frame istten to the
protocol buffer instantly. Ir8 ms the first2 KB chunk of F BV is transmitted to a
receiver, making space in the protocol buffer for data fib). This is a startup
behavior.
As shown in Figure 4.4, during the first frame period allFoB° and80% of

FEY is written to the protocol buffer. New frameB,B! and FE] are produced at
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40 ms. F B! preempts' EY. After the scheduler transfef8B! data to the protocol
buffer, it continues with the res2(%) of FE? and a part§0%) of FE{. Frames
FB? and FE? are produced a80 ms, andF' B? preemptsF Ef. Only 50% of
FEY{ is written into the protocol buffer in the third frame perj&ince atl20 ms
FE! is preempted by B3. When F B? is transferred to the protocol buffer, the
scheduler drops the rest 6fE] because it is older thash ms. As a result, only
80% of FE{ will be transmitted to the receiver, makigFE; useless for the de-
coder. Consequently, the scheduler write$; of F'E? to the protocol buffer in
the fourth frame period, and switchesKd3* in the fifth. After ' B* is transferred
to the protocol buffer, the scheduler drops the rest &F to deal with the first half
of FE?, whereas the second half of the frames will be dropped omeefi@eriod
later. As a result, despite having a high utilization of tlework bandwidth, the
receiver never gets a full EL frame (except #8F£?). Thus, dropping an outdated
part of a frame is not the best approach.

An alternative is to not remove the outdated packets, whila iwork-
preserving approach where instead of dropping the paftif, transmission is
continued. The extended life df £ increases the probability that frames from
EL are dropped. Note that the work-preserving approach eanltrin multiple
frames to be dropped as the result of a successful transmis$ia single frame,
whereas an approach that always drops a part of an outdarae fran result in no
EL frames at all.

Let us discuss the difference between keeping/droppindated data in the
application buffers. Figures 4.5 - 4.8 show an example Heha¥ buffers at the
sender (application buffers) and at the receiver (decod#ens). The settings,
simplifications and assumptions are taken from the prevegample (see page 57).
The decoder at the receiver bufférdrames before the start of video processing
(known as ‘initial buffer fullness’).

Figures 4.5 and 4.6 show the filling of the application bu#fand the decoder
buffers for theno skippingapproach in which outdated packets am removed.
Since the bit rate of thé 5 is lower than the available bandwidthg frames are all
transmitted successfully over the network within half arfesinterval after their ar-
rival at the protocol buffer. The second half of the frameinél is used to transmit
Lg, frame packets. As implied by Figure 4.5, when a newframe is available
in the application buffer, it preempts tiig; ; frame that is being transferred to the
protocol buffer (for example, at0 ms a new BL frame is available in the buffer,
and it preempts the previous EL frame). As shown in Figure @ &me312 ms,
the decoder starts processing frame nuniowhile the transmission of the' £
frame is still in progress. As a result, the decoder only gssesF B , which
gives rise to a video of low quality. The same happens withh&aumbed. Later
on, at352 ms, the required”E7 is also not available because a large part of the
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Figure 4.5. Application buffers at the sender. Ti®skippingapproach. The
dotted line shows number of frames in the EL buffer (layegr,), the solid line
shows number of frames in the BL buffer (layeg).
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Figure 4.6. Frames dfz andL g ; in the decoder buffers at the receiver. Tie
skippingapproach.



60

previous frame interval was spent on the transmissioR Bf despite the fact that
FE{’ will never be used by the decoder. As a result, the bandwglthaisted on
outdated frames and from frame numBemwards the decoder processes anly
frames.

The skippingapproach is shown in Figure 4.7 and 4.8. Under the same condi-
tions, the scheduler does not even start with the transmis:ﬁFEi” because at
the time of transmission df E%, the frameF E} has spent more the& ms in the
buffer . The result of" £ being skipped is thaF E7 is transmitted on time.

Removal of outdated packets is an easy and efficient soltaioadapting the
bit rate to suit the available bandwidth to scalable videbe $olution is easy to
apply to EL buffers, because frames in EL have no dependeoncieach other, so
any frame can be skipped. A situation may exist when droppiradl frames in EL
cannot accommodate bandwidth variations, so during a dexgpid the available
bandwidth the BL buffer may overflow. In contrast with EL frasy frames in BL
have interframe dependencies and therefore require a raphésticated skipping
mechanism. We use the I-Frame Delay (IFD) method [60] for Bffds manage-
ment. IFD represents a temporal scaling technique. Whenetveork bandwidth
drops below the bit rate of BL, IFD decreases the bit rate obBldropping video
frames in accordance with the importance of the frames frdst of the video
stream. A reasonably low amount of dropped frames might aatdiiceable to
the end user, yet the bit-rate reduction achieved is higligimto enable recovery
from bandwidth fluctuations.

Figure 4.9 shows positioning of IFD at the sender side. IFEsie frame type
to guide the frame skipping process, thus implementing d{us Buffer tech-
nique as follows: when the application buffer is full, IFDstipushes thé frames
out of the buffer and then, if still necessary (i.e. the baidtlivhas dropped signif-
icantly for a longer period), it pushes out tiieand I frames. By only dropping
all B frames from a video stream we can make the resulting videarsifit into a
bandwidth that is half the bit rate of the original strearill, gteserving interframe
dependencies. The price that has to be paid for this is a eeldintame rate — in
the case of ad (B, P), B, GOP structure, if allB frames are dropped this would
generally lead t(% of the original frame rate.

4.4 Controlling data flow — transcoding

So far we discussed only reactive measures to handle bathdfidtuations. The
dropping techniques decrease the amount of data that ia ¢giv&é CP. As men-
tioned above, a long period of bandwidth decrease may letttetoomplete loss
(due to the dropping) of EL and significant loss of BL frames avoid that, a

!As mentioned above, the system buffers ahfyames, which i80 ms.
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Figure 4.7. Application buffers at the sender. Hkippingapproach. The dotted
line shows number of frames in the EL buffer (layet 1), the solid line shows
number of frames in the BL buffer (layérg).
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Figure 4.9. Streaming solution with prioritization schestudropper of outdated

frames and IFD algorithm.

proactive technique should be used that reconfigures thedoder when a drop
in the bandwidth is detected, so the transcoder produceBesma@eo layers or
a lower number of layers. Making a smaller layer means reduttie amount of
bits that is allocated to individual frames, thus makingrttransmission easier and

avoiding buffers getting full.

Figure 4.10 shows the complete scheme of the streaming@oliltat is ca-
pable to anticipate the network behavior and react to it byceng the amount of
produced video data. The scheme has two additional core muenps: a network

appraiser and a layer configurator.
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Figure 4.10. Streaming solution with the network appraikgrer configurator

and scheduler&dropper components.
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4.4.1 Network appraiser

The main task of the network appraiser is to calculate theentibandwidth and
bandwidth variations. As shown in the previous sectiontelstould be no data
losses at the protocol level during transmission. All lssaee ‘transformed’ into
delays of data. In this case, buffer fullness is a good initineof network con-
ditions. The basic principle is that if packets are sent aate targer than the
available bandwidth, the queuing delays increase, soitettat the packets stay
in the buffer increases. If a buffer is becoming empty oriisady empty, the cur-
rent network conditions allow more data to be sent than iseatily being sent. An
increase in buffer fullness suggests that an applicatisensling more data than is
possible with the current network state.

The network appraiser uses a simple formula to calculatetiraentary avail-
able bandwidth B;), which is an estimation of the effective available bandtvid
Bft, at the timet:

B, — (St—st — S;)t—i_ Wiit—st:4) . 4.1)
ParametersS; and S;_s; denote the protocol buffer fullness (size of data in the
protocol buffer) at the momentsandt — 4t respectively. VariabléV,_s;. is

the amount of data written to the buffer in the time period- 6¢;¢] , which can

be calculated a®/(;_s;,; = R -6t , whereR is the bit rate of the data stream.
In general definitionR is the bit rate of the data that comes from the application
buffer to the protocol buffer. Assuming that the schedusemat dropping frames,

R is the bit rate coming from the transcoder.

Under certain conditionspB; represents the minimal value of the available
bandwidth and not the estimation of the effective availdidedwidth. That can
be explained as follows. Let us assume tBat= Bf¥. From Equation (4.1),

S, =R-0t+S,_5 — B t. (4.2)

If the effective available bandwidth3/? , is less thank + % , the value of

S; Is positive or zero. In the case whéﬁR -0t > R -0t + S;_s , the buffer
fullness has a negative value which means that the protecdlraore data than
was available in the buffer. In reality, after transmittiRg J¢ + S;_g; of data the
protocol stops until new data arrives at the protocol buffére absence of data at
the buffer means thaf; = 0. So, from Equation (4.1)B; - 6t = R - 6t + S;_s ,
which means thaB; < BtR. To compensate for the unaccounted bandwidth, an
additional valueB°¢ is added to the measured bandwidttpif= 0. The value of

B¢ is chosen experimentally as discussed in Chapter 6.
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The overall formula to calculate the momentary availabledwadth is
(St—st — St) + Wi—se
ot
B, =
! St—st + Wit—se)
ot
The network appraiser continuously calculates the aveilaéndwidth keeping
the history of values over a period of time calledservation window A zero-
phase digital filtering [61] is used on the calculated vakoefdter out ‘noise’, i.e.
short-term fluctuations (see Figure 4.11).
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Figure 4.11. An example of filtering of a calculated avaigbandwidth.

The available bandwidth changes continuously during toestmission. We as-
sume that during a short time interval (less thaecond) the bandwidth fluctuates
around a given average. So, the set of calculated value® @vierage bandwidth
is approximated by a normal distribution, where measis the average band-
width ando 5 is the standard deviation. These two parameters are thatamftghe
network appraiser.

4.4.2 Layer configurator

The layer configurator continuously receives informatibowt the available band-
width from the network appraiser and, with that knowledgeneines the space for
possible video stream configurations (number and bit raleyefs), searching for
a configuration that delivers the highest possible qualitgten the given network
conditions. Figure 4.12 presents a detailed view of therlapafigurator and its
environment. The layer configurator consists of three p&oss estimator, quality
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estimator and decision maker.
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Figure 4.12. Principal scheme of the layer configuratoro(iidw). Based on
the quality information from the transcoder and networkistias from the net-
work appraiser, the layer configurator provides the tradscwith video settings,
namely, number and bit rate of layers.

Loss Estimator

The loss estimator calculates the probability of data Ides (o dropping outdated
frames from the application buffer) for each layer of a lagenfiguration under
given network conditions. The description of the networkditions is based on
the current value and the variations in the available badthas delivered to the
loss estimator by the network appraiser.

The loss probability is calculated by matching the estithgierformance of
the link (in terms of bandwidth changes) to the video traffiedel that describes
changes in video frame sizes for the given layer configunatite base the traffic
model on the statistical model [62], where the distributidrvideo frame sizes is
approximated by a normal distribution [63, 64].

We denoteR’ as the average bit rate of laygr(j = 0 for L , j = k for
Lg ). We assume thak’ is a random, normally distributed variable with mean
w; and standard deviatiot;. The mean value corresponds to the bit rate of the
layer, while the standard deviation depends on the encalgayithm and should
be supplied by the video data producer (for example, for aE®H2 TM5 encoder
with a GOP (2,3) the standard deviation is closeﬁcof the mean value).

As a result, the probabilitg,y that N layers can be transmitted successfully at
the current time is

év=P()_ R < By), (4.4)
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or
En=P(Bi—Y R >0), (4.5)

whereP is a probability.
Taking into account thaB; and R/ are normally distributed values, the differ-
Ny
ence between them is also a normally distributed vdde = B, — > R/ with
=0

j:
mean

Np

BpN = 1B — > (4.6)
=0

and standard deviation

(4.7)

The probabilityP that the random variabl®” takes a value greater tharcan
be calculated using a cumulative probability functiégy for DV,

P(DN > 0) =1 — Fpn(0). (4.8)
Cumulative probability functiorF',~ (0) is calculated as

Fpon (0) = % 1+ erf(ﬁ)). (4.9)

From Equations (4.5), (4.8), and (4.9), the probabilityt thalayers can be
transmitted successfully is calculated as

Ev =1—Fpn(0)
:1—1~(1+erf(ﬂ))

2 NG (4.10)
_ 1, (1— erf(—HDY_y)
2 OpN * \/5 ‘

Furthermore, based ofiy we may calculate the probabilitifx that only a
certain number of layers can be transmitted (for exampliy, bi or only Lz and
Lg.1). K = —1 means no layerd{ = 0 means onlyLp , K = 1 meansL plus
Lg ., etc. The probability that onlys layers are transmitted is the probability of
the successful transmission &flayers minus the probability th&f + 1 layers can
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be successfully transmitted

Ex =&k — k1
— (1 = Fpr(0)) = (1 = Fprs:(0)) (4.11)
— Fpii1(0) — Fpr(0).

ForK = —1, Fpx(0) = 0, sinceé_; = 1 as follows from Equation (4.4). If
the total number of layers &/ , Fpx+1(0) = 1if K > M because the probability
to successfully transmit more layers than are availablerg ¢ .1 = 0).

The loss estimator returns probabilities for the succégsfimsmission of a
certain number of layersii , for every given layer configuration as shown in
Table 4.1. For example, the probability that orly; frames will be transmitted
under configuratior is 3% , whereas the probability that onlys andL g ; frames
will be successfully transmitted under the same configomais 93%.

Bit rate [Mbps] Probability

Config.| Lp Lg Lg2 none onlyLg | only Lg | alllayers
rate rate rate & Lp

1 1 2 2 0.00 0.00 0.50 0.50
2 2 2 0.00 0.03 0.93 0.04

n 3 2 1 0.00 0.50 0.45 0.05

Table 4.1. An example of the results of the loss estimator.

Quality estimator

The quality estimator establishes a relation between a legfiguration and the
objective quality that is delivered for the configurationheTrelation depends on
the coding technique that is used and the estimator therefees bit-rate/quality
dependency (we refer to the dependency as ‘quality mappdaegived from the

transcoder.

An example of a quality mapping for the base layer is shownigurfe 4.13.
The horizontal scale represents input bit rate, the védicale represents the qual-
ity of the output stream expressed in PSNR. For the sake gflisity we limit
maximal quality because in cases where there is no differbetween the input
and the output streams, the PSNR value is equal to infinitifei2nt lines within
the figure correspond to a particular bit rate of the outprgash. As shown in
Figure 4.13, the quality is at maximum when the output bi iathigher than the
input bit rate. As soon as the output bit rate drops below #ieevof the input bit
rate, the quality goes down. Quality as a function of inpwt antput bit rates also
depends on the encoding parameters of the original strednorathe content of
the stream. The transcoder should, therefore, have a firedejuality mapping
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for an “average” case. This mapping is used every time whetrémscoder starts
processing a new stream and is updated by the transcoder tane
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T
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10 ‘ 4 6 8 10 12
Input bit-rate (Mbps)

Figure 4.13. An example of transcoder quality mappinglfgr

The quality of the video produced by the transcoder dependsutput and
input bit rates of a video. If the input bit rate of a video isfil the quality delivered
by Lz is a function of thel g bit rate.

The quality is measured by the transcoder itself and is sgpein PSNR. As
follows from Equation (A.2), the PSNR is based on the MSE &alwhich is a
distortion introduced to the video by the transcoder. WeotleeMSE of L 5 with
bit rate Rp asd(Rp). Modelling of rate and distortion characteristics has been
frequently used within bit-rate control schemes [65, 64, 6:tom a number of
approaches described in the literature the exponentialkehiscamong the most
popular due to an easy computation and good fit characteristihe exponential
model describes the relation between bit rate of the vidéa Ba and distortion
of the datad(Rp) as

d(Rp)=a+ (- log(Ri).
B

Equation (4.12) describes distortion as a function of outptirate of the
transcoder. The coefficients and G are different for various input bit rates of
a video and, moreover, for every type of video content. Werass however, that

(4.12)
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for a single video the input bit rate and the major charasties of the video (pixel
resolution, color resolution, etc.) stay the same.

Every time the transcoder starts processing new video ragtére quality es-
timator resetsy and 3 coefficients in the rate-distortion function. With everyne
frame, the transcoder communicates M& F of the frame to the quality estima-
tor, which calculatesr and 5 using a least squares error method (the details can be
found in Appendix D). Using Equations (4.12) and (A.2) thaliy estimator is
able to predict the averageS N R value of a video stream containing BL with bit
rate Rp.

The quality mapping for an enhancement layer shows whaitguaiprove-
ment is achieved by ahg ; of a given bit rate. The mapping is more complex than
for the L g since the quality depends on three variables: input bit @igut bit
rate for L g and output bit rate for thé g ;.

It is important to mention that all frames in the EL have thesaoding type
(I or B frames, as described in Chapter 3). As a result, two enhasttelayers
with bit ratesRg ; and R » give rise to the same quality improvement as a single
enhancement layer with bit rafég ; + Rp 2 — R , whereRC is the overhead for
having an additional enhancement layer (the valuB%fs evaluated in Chapter 6).
Itis, therefore, sufficient to have a quality mapping forrage enhancement layer
case in order to estimate quality improvements by any nurobELs.

An additional distortion is introduced to a video by trardiog it into BL and
one or more ELs instead BL only, namely:

0d(Rp, Rprs) = G(Rp) + B(Rp) - log(—), (4.13)
FELs
where
Np,
Rprs=» Rp;— (Ny—1)- RO (4.14)
i=1

The image improvements brought by an EL with a certain b# tata base
layer depend also on the bit rate of the base layer. As a resdfficientsa(Rp)
and3(Rp) are calculated for different values &fz.

Every time the transcoder starts processing new video rakténe quality
estimator reset&(Rg) and3(Rp) coefficients for allRz. With every new frame
that is encoded into the BL and one or more ELS, the transcomi@municates
MSE of the frame to the quality estimator. TAéSF is calculated based on BL
only or on the sum of BL and one or more ELs. The quality estimases the
input to recalculatéy(Rp) and3(Rp).
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The final output of the quality estimator is

B ) 255
PSNR =20 10g10 \/d(RB).;_éd(RB,RELs))

255 (4.15)
J OH’ﬁ'lOg(%)+0~1(RB)+B(RB)'10g< 1 >

N
Zi:Ll Rp ;—(Np—1)-RO

Table 4.2 shows an example of the quality estimator resiltsquality is the
PSNR value (indB) for video that is delivered by the BL alone. Tlhg; ; quality
andL g » quality show quality that is delivered by these layers in boration with
the preceding layers. In Table 4.2 from configurationl delivers video quality
of 28 dB with respect to the original video, while tiez and theLg ; from the
same configuration yield video quality 83 dB.

Bit rate [Mbps] Quality [dB]
Config. Rp RE,I RE72 Lp Lp & Lp &
quality Lga Lga
quality & LE,Q
quality
1 1 2 2 28 33 36
2 2 2 35 39 41
n 3 2 1 40 42 43

Table 4.2. An example of the results of quality estimator.

Decision maker

The task of the layer configurator is to choose an optimum rurablayers with
optimum bit rates for the given network conditions. Thisktesdone by bringing
together results from the loss estimator and quality e$tinia a decision-making
module. Figure 4.14 presents the decision-making alguarftr three-layered scal-
able video.
The algorithm inspects various bit rates for the layersgutiire following pa-
rameters:
Maximal_Rate is the maximum bit rate for the sum of the layers. The rateds ch
sen as the maximum of the network throughput (6.§lbps for 802.11b).
Minimal_Rate is the minimal bit rate fol g that is possible for the given video
settings. As an example, a Standard Definition video strdeuld have a
minimal bit rate in the region dd.75 Mbps, which is needed for the video
stream syntax alone.
Step_Rate is the increase step for going through the possible bit fatethe lay-
ers. A general practice is to choose an increase that malggevements to
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BestQuality = 0;
ChosenConfiguration = nathosen;
(1B, 0] = Network Appraiser—UpdateBandwidth();
FOR (R = Minimal_Rate;Rp < Maximal Rate;Rp += StepRate)
{
FOR (Rg1=0; Rg1 + Rp < MaximalLRate;Rg ; += StepRate)
{
FOR (Rg2=0; Rg2 + Rp,1 + Rp < MaximalRate;Rg » + =StepRate)
{
[€0, &1, &2] = LossEstimator—CalculateProbabilities® s, Rg 1,R g 2);
[Qo, @1, Q2] = Quality_Estimator—~EstimatePSNRRz,RE.1,RE,2);
Quiality = CalculateConfigurationQuality(&o, &1, £2],[Q0, Q1, Q2));
IF (Quality > BestQuality)
{
BestQuality = Quality;
ChosenConfiguration J{Rg, Rg.1, RE 2);

Figure 4.14. Decision-maker algorithm in pseudo-C.
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the quality of the video visible. The experimental evaloatf the influence
of the Step_Rate value on the system performance is given in Chapter 6.

Quality @ of configuration is transmitted under the current network condition
and is calculated as

Np,
Q' =) Q; Ej (4.16)
§=0

whereNp, is the number of layers in the configuratioW < 0 means only the BL),
Q1 is the quality achieved by theg , Q) if £ > 1 is the quality achieved by the
sum of all layers fromLg to L ;. , F; is the probability to transmit only layers
(j = 0is only theL ). The configuratiom whereQ™ = maz;—o._n.(Q"), where
N¢ is the number of configurations, is considered to be the lmeghe current
network conditions and it is communicated to the transcoder

45 Conclusions

In this chapter, we have presented a streaming solutioretiadiles streaming of a
scalable video over a wireless/wired link. The approactased on TCP streaming
and therefore shows no data losses during the transmission.

Priorities can be assigned to layers of scalable video couk@rial to guar-
antee that transmission of the BL is not hindered by trarsionsof the ELs, and
the higher EL has no influence on the transmission of the lomere important,
ELs. Due to the single-stream approach, the prioritizasicimeme is valid over the
whole transmission path and does not depend on the netweiloement.

The lossless transmission results in potentially highsin@ission delays, when
the bandwidth decreases. Two mechanisms are introducedntiiehbandwidth
variations —frame droppinghandles short term bandwidth drops allowing an im-
mediate decrease in the amount of data that is offered torihteqol, whereas
transcodinghandles long term bandwidth variations changing the amofittte
produced video data. Frame dropping represents a reagijy@ach towards
network-condition changes, while a transcoding-basedoagh executes a full
spectrum of activities including network-bandwidth esdtian, loss estimation and
quality estimations for the video being transmitted. Thgamadvantage of the ap-
proach is that all functionality can be fully implementedfs sender side.

Chapter 6 presents an extensive evaluation of the suggssiigitbns, focusing
on the influence of internal parameters on the behavior oftihation as well as
on the applicability of the solution under various netwodkditions.

The proposed streaming solution is not video-encoding iipeand can be
used with other (scalable) video coding techniques.
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Controlling a network terminal

This chapter presents a resource management techniquentphrys a budget
preservation approach for a scalable video-decoding agifuin. The developed
technique optimizes user-perceived quality by taking iatcount the available
input data and available processing power. The quality ismped by smoothing
the quality fluctuations and preventing deadline misseg dgtimization strategy
is created offline by means of a Markov Decision Process. Tdmithm of the
strategy creation is, for a large part, based on the work efméhs Wust [34].

Within the scope of this thesis, the development of the nessmanagement
technique focuses only on processor resources. The maeageifother system
resources (bus, memory, etc.) has not been studied.

5.1 Preliminary research

The video-decoding application on the terminal is resgaadior receiving scal-
able video data, decoding and merging frames of the scalad#e into frames of
uncompressed video that are ready to be rendered by thentdrrniihe reception
of the video data, as described in Chapter 2, consists ofnmgaldta from the net-
work protocol buffer, de-packetizing data, splitting thetadstream into the set of
layers of the scalable video and putting these layers irgdotiifers of the scalable

73
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video decoder. This is the responsibility of the networkdezawhich is depicted
in Figure 5.1.

Protocol Application

Lg buffer
(LTI ]

data data
Lg ;buffer
LT

rotocol buffer Network data data Decod
ﬁ][][][][] data reader = ==0o——------ ecoder

Lg , buffer

LT 1T

ata data

Figure 5.1. Overview of the network reader.

As discussed in Chapter 1 it is not guaranteed that the \pdecessing appli-
cation can use all the device resources. Therefore, thdagmekvideo-decoding
application should be able to perform even if the availabources are not suf-
ficient to decode all incoming video data at the highest tyualMoreover, the
application should be prepared to tolerate resource &i#yachanges during run-
time L.

The successful functioning of the video-processing appbo assumes that a
terminal has basic components for the resource managentamdget scheduler
and quality manager. Figure 5.2 shows an example orgamizafithe resource
management system. The quality manager is responsiblédatdfinition of the
priorities of various applications running on the termiaald, consequently, for
assigning resources to every application. The resourégnassnt is then commu-
nicated to the budget scheduler, which takes care that soeirees assigned to the
application are used solely by the application and, at theesame, an application
does not use more resources than are assigned to it.

Itis assumed that the video-processing application rulyswamen the assigned
resources are sufficient for the seamless processing of at Bheaminimal bit
rate. In the worst case, that is an amount of resources tlostsato decode an
empty(black picture) frame from a BL every frame period. The frapggiod is
the time between displaying two successive frames. In thergécase, if a frame
is not processed during the frame period, it is late for aldispnd, therefore, it
is considered useless. The time when a frame processinghaugsimplete is a
deadline for the frame. A deadline-miss defines the statbefystem when a
frame is not decoded before its deadline.

Although practice shows that the changes in resource idmsahappen rarely, less than a few
per hour.
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The developed application consists of two major parts (ehoh the network-
reader component that always executes at the highesttpiamdl, therefore, cannot
be managed by the resource management system) — a cordrallardecoder. The
decoder is responsible for processing layers of a scalatdé®\and merging them
frame by frame for future display. The controller is contosly getting input
from the budget scheduler regarding the utilization of #msources and changes
the resource consumption of the decoder by modifying thedkts settings, so
the resources are not exceeded. The budget scheduler gsaeisburces to appli-
cations in terms of budgets. Budget is the amount of reseua the application
can use during a certain time period. The budget assignedittea-processing
application is specified with respect to the frame perioduddet 0f50% assigned
to a decoder that processes one frame ev@rys says, in fact, that the decoder has
20 ms of exclusive resource usage for processing a frame. iit@erépresentation
of the resource budget is referred to as a time budget.

Applications
settings

Quality manager —
L Application =~ @
Application c
pp status jo8
]
Controller —_—
S
Semngsl 8
c
Video decoder 2

oS

Figure 5.2. Resource management on a terminal.

The decoder can adjust the resource consumption in two welyange the
accuracy of the processing (e.g. lower accuracy of inveS& Dansformation) or
change the amount of data that is processed (e.g. using feyess of the scalable
video).

Changing the accuracy of the processing is only possiblenvitve process-
ing is done in software. Many CE devices on the market, howexse hardware
modules to perform the most computationally intensive samkeven the entire
decoding process. Having a hardware module with a fixed ifumadity disallows
any changes in the processing algorithm, making a techrilaterelies on such
changes useless. The approach that exploits reductiore gfrtfount of data that
is sent to the decoder suits all range of the devices — witk software, only
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hardware, or mixed software/hardware decoders.

The decoder can be manipulated by setting the number of gseddayers to
adjust its resource consumption. Since the quality of treoder output depends
directly on the number of processed layers, the quality efdhitput is a function
of the resource consumption. An algorithm that trades messufor quality is a
scalable video algorithm as described in Chapter 1.

The decoder in Figure 5.3 is organized as a scalable videoitig, where the
number of processed layers is an internal parameter thaemdes the resource
consumption and output quality of the decoding. Processingp requires the
least amount of resources, but produces a picture of thestoguality. When the
decoder processdsg,; and merges it td.z , the resource consumption increases
so as the quality of the output picture. The processing ohtgber ELs provides
increasingly higher quality of the output, while consumingre resources.

G R Gn Quality

Lg decoding

‘ L 1 decoding
L —

Resources

Lg, decoding

|

— - +

e

+ ¥ v
QOutput

Figure 5.3. Decoder of SNR scalable video.

The relation between the resource consumption and the nuofilpeocessed
layers depends, for the lager part, on the implementatiadheofiecoder. Decoding
of a scalable video requires the following components (asvehin Figure 3.11):
variable length decoding, de-quantization, inverse DG rantion compensation.
The influence of these components on the overall resourceuogtion is dis-
cussed below. As mentioned above, the only considered n@s@ia processor.

e Inverse DCT is one of the most computationally demanding components.
The transformation is performed on a block of data indiffiéi@ the content
of the block. Therefore, the resource consumption of thepmrent dur-
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ing the processing of the video is linearly dependent on tireber of data
blocks that are processed. The latter is defined by dimessibthe video
picture. As the result, the component uses

Ripct = a1 - Np, (5.1)

resources, wherd’;, is number of layers of a scalable video amndis a pa-
rameter that depends on component implementation and texeg@latform.

e Motion compensationis another high resource-demanding component. The
motion compensation consists of simple block reading amégional fil-
tering operations that are performed on blocks of data. I@ntumber of
operations linearly depends on the number of blocks thatildhioe pro-
cessed. The latter depends on the frame types. For exafmijplenes have
no predicted frames, so the motion compensation is not pee during
processing of these frames. On the other hdgadrames usually contain
many predicted frames and therefore, the motion compemsegiinvolved
intensively. In the case of scalable video coding, the nmetiompensation
involvement and, thus, resource consumption for decodiedt and EL is
different. As described in Chapter 3, the EL is created usinly / frames
or I and B frames. If thel-frame mode is used to encode EL, the resource
consumption of the motion compensation for processing Edeis, so it is
only defined by the BL. Otherwise, the motion-compensatiolvement
is calculated based oB frames, which are the major part in tihé&,, GOP
of an enhancement layer. It is shown in [68] that bit rate litde influ-
ence on the number of motion-compensated blocks. As a réseltesource
consumption of motion-compensation component is

R Y if l—frame mode (5.2)
Me = ag+ (N —1)-a3 if B—frame mode ’ '
where oy is the amount of resources needed to process BLagnid the
amount of resource needed to process an EL. Parametensd a3 depend
on component implementation and execution platform.

e De-quantization is an insignificant component from resource-consumption
point of view. Moreover, the de-quantization is often parfed with a vari-
able length decoding component. For the current analysgdatization is
neglected.

¢ Variable length decodingis the only component that has high demands for
resources and shows a clear dependency on the bit rate ofdhesped
video. The amount of computation in variable length decdgdmearly
dependent on the amount of the video data in the layer. Tleires con-
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sumption of the component is

Np—1

Ryrp = Z ag- R+ 3, (5-3)

=0
whereR! is bit rate of layeri (0is Lg , 1 is Lg, , etc.). If, however, the
variable length decoding is implemented as a hardware repthe bit rate
of the video stops playing an important role in the resoumesamption of
the component. So, for hardware implementation,

Summation of the layers is an additional component thatlisgiescalable video
decoding. The summation is performed on uncompressed eigdéotherefore, its
resource consumption is linear to the number of layers

Rsym = a6 - Np. (5.5)

An additional resource consumption is caused by the funatity that facili-
tates the above-mentioned components. There are somigiestiegarding head-
ers parsing, frame memory management, motion vectors gsimgg etc. This
activities are content dependent and are responsible doindis% of the overall
decoder resource consumption.

From Equations (5.1)- (5.5), the resource consumption &cader is defined
by the number of processed layers and, in the case of theblatength decoder
implemented as a software module, by the bit rates of thedayégure 5.4 shows
an example of resource consumption of the decoder whereotisgumption de-
pends on either on the number of processed layers or on thbarwhthe layers
and bit rates of the layers.
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Figure 5.4. An example of resource consumption of a scaldben decoder as
a function of number of processed layers: left) with additibdependency on bit
rates of the layers (e.g. a software decoder); right) indeéeat of bit rates of the
layers (e.g. a hardware decoder).
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The discussion above is valid for the majority of off-theeldecoders. In the
research environment, however, solutions exist that parimomputational com-
plexity scalable video processing [69, 70].

5.2 Controlling the decoder

The number of enhancement layers processed in additiore toatbe layer defines
thedecoding quality levelWhen it operates at the lowest quality level, the decoder
processes only the base layer. If the quality level is irs@dathe decoder then in-
creases the number of layers to be processed, which rasaltése in the resource
consumption. In effect, if quality levelis chosen, this means decodihg and
Lg ;forall jwith1l <j <.

The mapping of the internal quality level to the amount ofgessed layers is
depicted in Table 5.1.

Internal quality level Number of layers to be processed
) Lp
a1 Lg+Lga
q2 Lp+Lgi+LEp
dn Lg+Lgi+Lgos+Lgs+..+ Ly

Table 5.1. The quality levels of the scalable decoder.

The core responsibility of the controller is to change thaligy level of the
decoder in such way that a frame can be successfully prateggan the given
budget. As shown in Figure 5.4, decoding at a certain quigitgl may require a
different amount of resources. Therefore, the controllay iact in two ways, via a

1. worst-case approach, where the controller chooses thestigjuality level
with the maximum resource consumption that is lower thamgien budget;

2. ‘average’-case approach — where the controller chooseslaygievel with
the average resource consumption that is close to the budget

The worst-case approach leads to an under-utilizationsofurees. Figure 5.5
shows an example of a video decoder CPU consumption for gsoae a three-
layer scalable video. The horizontal scale gives the franmaler of the video.
The vertical scale presents CPU consumption by the decoeree graphs in
the figure correspond to the processing at three qualitydevthe lower curve is
quality level0 , the middle curve is quality levedl , and the top curve is quality
level 2. If the budget given to the video-processing applicatiotDi® of the CPU,
the worst-case approach chooses quality I@velhat choice results not only in
low quality of the output video, but also in a huge amount ofted resources —
roughly 72% of the assigned budget is unused.
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Figure 5.5. CPU resource consumption by the decoder ateliffeuality levels.

In the provided example, the ‘average’-case approach esompsality levell.

The budget utilization in this case is closertds. However, in3.5% of the frames
the budget is not sufficient for processing a frame. Thatsiin can be resolved
in the following ways:

e Some amount of video frames can be processed in advancehytemooth-

ing peak loads in the resource consumption. This methodresgthat the
decoder starts processing the next frame immediately thigezurrent frame
processing is finished. Processing in advance is possil#e thie next frame
is available in the input buffer of the decoder and thereag pace in the
output buffer to put an additional uncompressed frame. # ohthese re-
quirements is not met, the decoder is put on hold until theirements are
met again. Since the developed system is targeted at CEedetie amount
of buffering, especially of uncompressed video, is mininfdlus, the num-
ber of frames that can be processed ahead is limit@dbta.

When the amount of resources is not sufficient for processivigeo frame
at the chosen quality level, the decoder should procesgdhesfat a lower
quality level. The switching between the quality levels ésfprmed at run-
time. Moreover, it should be done before the decoder staetprtocessing
of a frame. So, the controller should anticipate ‘problemdtames, lower
the quality level for processing these frames and incrdaséetel after the
frames are processed. The development of such a contrsltifficult to

realize: the anticipation of the frame decoding compleigtimpossible to
predict without preprocessing of the video stream, andrpagssing of that
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kind requires the amount of resources that is comparabhetodnsumption
of the decoder itself.

The combination of the two approaches combines the qualittcising solu-
tion which eases the implementation of the processingdiraace solution. The
basic idea of the combined approach is to process as mangd$rammadvance as
possible, saving the budget for a possible high resourogadding frame. When
such a frame comes, the preserved resources allow the deogutecess the frame
on time. The major question for the controller is to decidevmany resources
should stay in the reserve. A bigger reserve allows to haadiage sudden in-
crease in the resource consumption, whereas a smalleveesfows processing
of a larger number of frames at the higher quality. Moreotrez,controller should
avoid frequent changes in the quality levels, since thailt®sn changes in the
quality of the output video, known aguality fluctuations As shown in [37], fre-
guent changes in the number of layers being processed |leadaasiderable drop
in the user-perceived quality.

Thus, the strategy of the controller is to

e process video at the highest possible quality level, so ép kke quality of
the output video high;

e avoid budget over-usage, to prevent frame losses for gispla

e keep the number of quality-level changes low, so the useotigrmtated by
quality fluctuations.

The development of the controller strategy is presentekifdliowing section.

5.2.1 Controller strategy

Immediately after a frame has been decoded, a decision hmestaken about the
quality level at which the next frame will be processed. Téte$decisions that can
be taken corresponds to the set of quality levels at whicld#deeder can operate.
It is not possible to choose a quality level that requireseriayers to be decoded
than the number of layers received for a given frame. Thesptaximum quality
level is given by the number of layers received.

Because a decoder receives the layers from a network, theceguarantee for
the number of layers available to the decoder at a given mbiméme. This issue
is resolved by obtaining information about the next franoerfithe network reader
as shown in Figure 5.6. Every time the network reader putaradrinto the input
buffers of the decoder, the information regarding the framamber and the frame
affiliation with the particular layer of scalable video isted. The network reader
then communicates the gathered information to the coetroilform of¢™ = M ,
whereg™ is frame numbern and M is the highest layer received for the frame. For
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example,M = 0 means that only..3 is received, and/ = 2 means thaf.p ,
Lg,andLg are received.
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Figure 5.6. Scheme of the developed video-processingagtian and its collab-
oration with the rest of the system.

When choosing a quality level, the following three objees\are balanced to
maximize the perceived quality. Firstly, the number of die@dmisses should be
as low as possible. Every frame should be processed witlineginterval defined
by the video frame rate. For example, with a frame rat@%fps, each frame
must be processed withith ms. Missing a deadline means that the corresponding
frame is not shown, which results in a severe drop in the padeayuality of the
video in general. Secondly, the number of quality changesildhbe as low as
possible. Finally, the quality level at which the frame isgassed should be as
high as possible.

One of the approaches to handle a stochastic decision pmoisléo use a
Markov Decision Process (MDP). MDP models return policies provide a trade-
off between immediate and future benefits and costs [71].

MDP mathematical techniques are applied to model decisiaking in situa-
tions where outcomes are partly random and partly underaieal of the decision
maker. In the decision-making problem:

e a system evolves through time,
e adecision maker controls it by taking actions at pre-spatifioints of time,
e actions incur immediate rewardsd affect the subsequent system state.

An MDP is characterized by a set of states; in each state #rereseveral
actions from which the decision maker must choose. For a stahd an action
a , a state-transition functioff, (s) determines the transition probabilities to the
next state. The decision maker earns a reward for each ssitedy The states of
an MDP possess the Markov property that transitions to a ta&te at timet + 1
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from the current state at timeare independent of all previous states. A Markov
Decision Process hdsur elements:

e the state spac§ ,
e the action spacd ,
o the probability that actiom in states at time¢ will lead to states’ at time
t+1:
Py(s,s)) = P(ses1 =5 | 5= 5,0, = a), (5.6)
¢ the immediate reward received in stateV/(s).
Finding an optimal strategy is maximizing the reward fumati

V=> V(s (5.7)
t=0

Relative progress

The moment at which processing of a frame has been stoppbeér(énished or
aborted) is referred to as a milestone. Every milestankas a completion time
¢m , that is the time at which the processing of the frame is fdppand a dead-
line at timed,, , that is the point at which the corresponding frame is nedded
an output process (for example, a video renderer that needsplay a frame).
The deadlines are strictly periodic. Perigd’ is the time between two succes-
sive deadlines. In each period, the decoder is guaranteedainctime budget)

(0 < b < TP), by the budget scheduler.

At each milestone the controller calculates the relativgprss, defined as the
fraction of the time budget remaining until the deadline feé tnilestone. There
is an upper bound on the relative progress that defines th@maaxnumber of
frames that can be decoded in advanbecoding in advanceneans that frames
are processed by a decoder faster than they are consumeabtpan process (for
example, a video renderer). The upper bound is determindaufigring and la-
tency limitations as follows: the maximum number of frantest tan be processed
in advance is defined asin(BF;, BF,, LT , whereBF; is the maximum num-
ber of frames in the input buffed3 F, is the maximum number of frames in the
output buffer, andL T the maximum latency that is allowed in the system ex-
pressed in frames. So, if the input buffer has a capabilityotatainfour frames,
the output buffer can stortevo frames and the maximum latencytfgee frames,
the maximum number of frames that could be processed in advatwo.

Let us denote the deadline of milestone numipesis

dym =do+m-TF, (5.8)
whered, is an offset.
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Figure 5.7. Example timeline of the algorithm.

The relative progress,, at milestonen is expressed by the following equation:

dm — Cm, TF ¢, —do

If the relative progress at then + 1) milestone drops below zero, thér p,,, |
(the next larger integer te p,,,) deadline misses have occurred sincertfié mile-
stone (for example, one deadline is missed € —p,, < 1).

The deadline misses are dealt with in the following way. lfret deadline for
milestonem the frame processing is not completed, the decoder is rawedl to
continue the processing during the next frame intervalcetveg an aborting ap-
proach. The approach, however, does not necessarily magalltthe information
that is decoded so far is lost. As shown in Figure 5.3, the diercprocesses the
layers of scalable video sequentially. Thus, if the decgdsrinterrupted aftef. 3
is processed, then thep frame is delivered by the decoder for display. In the
same way, if the decoding is aborted affes ; is processed and merged withs ,
the combined picture is shown. In the model, however, weidensn unfinished
processing as a deadline miss, despite the fact that sowreniation can be used
further. With the aborting approach the minimum relativegress i9, i.e. the
lowest possible value, which in a sense corresponds to tisengvailable output
immediately upon the frame deadline.

States and Decisions

Let us define the state of the decoding at milestanby the relative progress at
this milestone,,,. In accordance with Equation (5.9), the relative progress i
real number, so we obtain an infinite number of states, weea@darkov decision
process requires a finite set. We definas the upper bound on relative progress,
while the lower bound for the relative progress is sebtoThe value ofp is a
measure of the number of periods that the application cak abead, which is
derived from the buffer sizes, as explained above.

The relative progress is split up betweénand p into a finite setll =
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{70, ..., Tn_1} Of (n > 1) progress intervals.

_— |:/€T'Lp7 (k +nl)-p> , for k=0,...,n—1 (5.10)

Let us denote the lower and the upper bound of a progressahtey by 7, and
Tk , respectively.

The maximum qualityg,, , that can be chosen is given by the number of lay-
ers received from the network for the frame that should haenlprocessed at
milestonem + 1.

A state of the system at milestoneis therefore defined by

¢ the relative progress interval, denotedy(0 < k < n — 1),

e the maximum quality level that is possible to choose for th&tunit of
work, denoted by, , and

¢ the quality level previously used, denotedy.

The initial state has relative progress equal tothe quality level previously
used i9) and the maximal quality level that it is possible to choosalie next unit
of work is defined by the number of layers of the first frame #ratin the buffer.

Transition probabilities

Let p;?j denote the transition probability for making a transitisanfi a state; at
the current milestonen to a statej at the next milestonen + 1 , when quality
level ¢ is chosen to process the next unit of work. After the tramsjtwe have
q(j) = gm+1 = gandg < g, , which means thai; = 0, if ¢ # gyn41 0rq > G-
In other words, the probability of moving to a state with detiént quality level
from the one that was chosen or moving to a state with quaditgllhigher than
the maximum possible level is impossible (zero probal)ilils an example, if we
decide to process video at quality leve] it is not possible to end up processing
the video at quality leved or 2. Furthermore, it is impossible to make a transition
to a state where the quality leveldsf the maximum level allowed in the statelis
Let random variableX, denote the time required to process one unit of work in
quality ¢ (the distribution ofX, can be derived experimentally). If we assume that
the computation budget per perid@d’ is given byb , the relative progress, .1
can be expressed by the following equation

X
pm+1 = (pm +1 - Tq) ‘[O,p]) (5.11)

2The value ofn can be seen as the parameter of the model. Obviously, a high@reases
the quality of the decision procedure, and also increasesirtie needed to resolve the model. It
is shown in [72] that, = 300 gives a good balance between the quality of strategies antintie
needed to calculate them.
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where we use the notation

0 if f<0
flopg=4 f if 0 f<p (5.12)
p if f>p

Let Yz, on.qam.a-57 D€ a stochastic variable, which gives the probability that
the relative progresg,,.1 of the decoder at the next milestone + 1 will be
in progress intervalr;, and the maximum quality level that can be chosen in this
milestone will beg,, ;1 , provided that the relative progress at the current mifesto
is pm , the maximum quality level ig,, and quality level; is chosen.

The variableYr, ,.. 4.z a.7 describes the probability of two independent
events — the decoder in the next milestone is in the progressval 7, and the
maximum quality levely,, is set tog,, 1. The progress and, in turn, the progress
interval depend on the performance of the decoder as a msphocessing the
current frame and all the previous frames. It does not depeady way on the
amount of data that comes after the current frame has beedeldcThe number
of layers that will arrive for the next frame depends on thadee and the network,
but not on the receiver, or even on the decoder. Taking thessibto consideration,
we can say that

Yﬂ-kyp"nquqim7qm+1 = Y‘]TnHerl ' Y’Trkvpqu7 (5'13)
whereYz,- 7.— Is the probability that the maximum quality level that canche-

sen in milestonen + 1 is g, 11 if the maximum quality level that can be chosen
in milestonem is G,; Yr, .,q 1S the probability that the relative progress of the
decoder at milestong: + 1 is in progress intervak;, provided that the relative
progress at the current milestonepjs and quality level; is chosen.

Y. .om.q 1S derived as:

P(perl < ﬁ) =
=1—P(pms1 >T7) if me=mo
> ) =
Y pmag = Plomer 2 1) i T = oo (5.14)

P(r < pmy1 <7) =
= P(pmi1 > 1) + Pr(pmy1 <7) =
= P(pm+t1 > @)+ 1 — Pr(pmy1 >7) otherwise

In general terms, the probability that the relative progiiesn progress interval
m, IS the probability that the value of the relative progresgreater or equal than
the lower bound of the progress interval and is less than piperubound. Equa-
tion (5.14) describes also two special cases when the m®gntervalry, is either
the first intervalf) or the last intervaif,,—;). The lower bound for progress inter-
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val 7y is 0 and with the aborting approach the relative progress isya\geeater or
equal than zero as discussed above. The upper bound ofahtgry, is p and the
relative progress is always less tharsince it is defined by the number of frames
that can be processed ahead.

Equation (5.14) contains probability functions in the fatm

P(pmy1 = @), (5.15)

which can be calculated as follows (taking into account Egoa5.11) and the
fact that0 < p,,+1 < p):

Plpmir > 2) = Pl(pm +1~ 51 > 2) = P(X, < b- (14 p — 7). (5.16)

Let F;, denote the cumulative distribution function_&f, and let us make a pes-
simistic approximation op,,, by choosing the lowest value in the progress interval
to which p,,, belongs. So, i, belongs to progress interval’ , the pessimistic
approximation is op,, is 7. Equation (5.16) can be rewritten as

P(Xg<b-(1+4ppm—x)) =Fy(b- (1 + 7" — x)). (5.17)
The probabilitieﬁpgj can then be approximated by
(1=Fy(b- (1 =7 + 7)) if Tk, = To
N Foo- (M =mp + ")) if Tk =mnoy
by = Yamgmr - _ (5.18)

(Fy(b- (1 —mg + 7g")) otherwise
—Fy(b- (1 =7 + 7))

Further information regarding creation &f, and calculation o7 7 is
provided below.

Revenues

Another element of an MDP relates to revenues. tletlenote the revenue for
choosing quality leve} in the state. The revenue is created by the utility function,
the deadline-miss penalty function and the quality-chdngetion, as described in
[72].

The utility functionu(q) returns a positive value that is related to the perceived
quality of the output of the algorithm running at internaktjty level q.

The deadline-miss penalty function returns a positive edhat is related to
the number of deadlines we expect to miss, if the qualityllevs chosen in the
current state. This value should be subtracted from thenteve
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Finally, the quality-change functioe(q(i), ¢) returns a penalty for switching
the quality level fromy(7) to ¢. The value of the quality-change function should be
subtracted from the revenue.

Solving MDP

The solution of an MDP is given by a decision strategy thatimaes the aver-
age revenue per transition. We used $lvecessive approximaticsolution tech-
nique [71] to solve the MDP. The strategy calculation is doffiéne.

For the full definition of MDP, the cumulative distributionrfction F;, of vari-
able X, , which represents processing time (or resource consum)dto a frame
at a particular quality level, has to be estimated. The edton can be done by
using statistics for frames that were processed by the @ecdde statistics are
gathered offline by feeding the decoder with various vidgis. The input data
for the model is given in the format; = C;, whereA; is a number of processed
layers for frame number, C; is processing time for frame number

The calculation of thé&7,. 7 can be done in two following ways.

e Thenetwork-unawaresolution assumes that the probabilify.. 7—- has the
same value for any paif,, andg,,+1 (i.e. is uniformly distributed):

L (5.19)

qmsqm+1 Ny ’

whereNy, is the maximum number of layers. Real changes in network con-
ditions are not taken into account, so the chosen strategg same for good
and bad states of the media. This approach is useful whentinoaéisn of
losses of video data during transmission is available.

e The network-awaresolution creates controller strategy for individual pairs
(@m»dm+1)- Consequently, the strategy can be selected accordingeto th
observed network conditions. As discussed in Chapter Zjigirg the
network conditions (i.e. probabilities of the successfahsmission of the
layers) is a responsibility of the sender.

5.3 Conclusions

In this chapter we have presented a resource managemetibisdtr the receiver
of a scalable video. The solution is based on the use of aattamtthat changes the
number of layers processed by the decoder and controlssmidy the resource
consumption of the decoder. The controller bases its adgmssin a precalculated
strategy. A set of strategies is created offline by means oPMD

Every strategy is calculated for a particular configuratblayers and a partic-
ular probabilities of successful transmission of the layéfthe layer configuration
changes or probabilities change, the previously usedegiyds substituted with
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the most appropriate one. The following aspects contributbe total number of
strategies that are needed.

e At least one strategy per layer configuration is calculat€de number of
configurations N¢, is, as we showed in Chapter 4, a function of the number
of layers, the maximum bit rate for the sum of the layers, thinmal bit
rate for L g, and the step for assigning bit rates to the layers.

e For every layer configuration the loss estimator calculdtegrobability of
successful transmission of a given number of layérg, The probability
depends on the network conditions. So, for every networlditiom, the
loss estimator calculates a set of probabiliti€s; {Ey,....En, } (See Equa-
tion (4.11)). The number of controller strategies, in these, equalsVe
multiplied by the number of probability setd]y. Since the probability is a
rational number betweelhand1 , there can be an infinite number o proba-
bilities. Needing probability set per probability leadsato infinite number
of probability sets. In practice, the range of probabilifues is split up into
a finite set of Ny equal intervals. Thusyy is a function of Ny; and Vy..

Table 5.2 gives an example of the total number of strategies fainction of
parameters described above. As shown in Table 5.2 a largberunf strategies
is calculated in advance and stored on the terminal. Theecpiences are high
memory consumption for storing the strategies on a tern@ndl high computa-
tional power for the creation of strategies.

Step_Rate [Mbps] Nn N¢ Ny Total strategies
0.1 20 35,990 1,330 47,866, 700

0.1 10 35,990 165 5,938, 350
0.25 20 2,300 1,330 3,059,000

0.25 10 2,300 165 379,500

0.5 20 286 1,330 380, 380

0.5 10 286 165 47,190

Table 5.2. Number of strategies as a functionSeép_Rate and the number
of probability intervals. The set of layer configurationdisilt assuming three-
layered scalable video with minimal BL bit rate bMbps and maximal total bit
rate of6 Mbps.

In addition to thenetwork-awaresolution, we present a solution that does not
take the loss probability into account directly. Thistwork-unawaresolution as-
sumes that the probability of receiving any number of layersa frame is equal.

In general terms, the solution is aware that the number aftitgyers is constantly
changing, but does not know the particularities of the ckang

In Chapter 6 we present the comparison of the developed@olia thebest-
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effort approach in the decoding. Moreover, the results of the casgaof the
network-unawaravith the network-awaresolution are presented.
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Evaluation of new system components

This chapter presents the results of system componentsaéiealu Since there
are large dependencies between the experiments, we haggaited all experi-
ments in a single chapter. The chapter is organized as fell&irst, we evaluate
the scalable coding technique, looking at the differendaemquality of video pro-
duced by the various approaches for the encoding and at #rbead induced by
the approaches. Second, we evaluate our streaming teelsnitpcusing on the
behavior of the system under various network conditionsrdT e evaluate the
technique developed for terminal resource managementob¥edt the difference
in quality resulting from the controller in comparison wahon-controlledoest-
effort solution. We also look at how the network awareness of thealier affects
the quality of video processing.

6.1 Scalable video coding

This section presents evaluation of the scalable encoéicigntque. The evalua-
tions include: comparison of the specific SNR encoding tcetieoding based on
a cascade of non-scalable encoders, comparison df-tteene mode taB-frame
mode, estimation of the overhead caused by the usage obkcaideo, impor-
tance of the layer configurations, and a comparison of an-tqumtranscoding to
a re-encoding technique.

91
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6.1.1 Encoder solutions and encoding modes

In Chapter 3 two approaches for making scalable video areridesl — a specific
SNR encoder and a cascade of non-scalable encoders. ladhimswe investigate
what encoding approach in combination with encoding moaelyres the best
results in terms of quality of encoding (e.g. achieves tighést picture quality for
the same bit rate).

To start, we investigate the quality improvement deliveieethe BL by the EL
for a different GOP size. With a GOP structur8,, , we varyn in the GOP (i.e.
by changing the nhumber @& frames) in the test video. When = 0 the stream
contains only/ frames, so encoding operates/iirame mode. The GOP size for
this approach is calculated 8sop = n + 1. We use two DVD video sequences,
each re-encoded into two-layer scalable video sets witheal fBL bit rate and a
different EL bit rate. The bit rate of the BL i55 Mbps. The EL bit rates are either
1.5 Mbps or2.5 Mbps.

Figures 6.1 and 6.2 present averagequality addition delivered by. g ; with
GOP structurd B, for different values of.. The quality delivered by & 5 is the
same for both the SNR-specific and the cascade-based approac
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Figure 6.1. Quality added b¥ g ; in two-layer scalable coding based on a cas-
cade of non-scalable encoders. The added quality is céclés the difference
between PSNR of the video that contains the sum gfand L ; and PSNR of
the video that consists dfz only.

The horizontal axis in the figures represents the value aimatern for the
GOP structure in the EL. When is equal to0, the GOP consists of a single

!Both solutions use the same software implementation fonding BL.
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Figure 6.2. Quality added by ; in two-layer scalable coding based on an SNR-
specific encoder. The added quality is calculated as therdifce between PSNR
of the video that contains the sum b and Ly ; and PSNR of the video that
consists ofL g only.

frame, whilen = 1 describes a GOP that consists of dnieame and one3 frame
(so the whole video sequence looks lIIBIBIBIBIBIB...). The vertical axis gives
the quality addition in dB. The same values are calculatetifo different bit rates
(1.5 Mbps, 2.5 Mbps), both shown in the figures.

The results in Figure 6.1 show that with a GOP size exceeglirtbe added
quality stabilizes for the ELs made with the cascaded agbro@his is the result
of a lack of temporal correlation betwedn:; ; frames, which is logical since EL
contains residuals of the BL encoding. If the motion estiomain the encoder
does not find any similarity between the current frame andemagace frame, mac-
roblocks of the current frame are encoded imode. As a result, for the bigger
value ofn , more B frames in an EL are encoded with macroblocks of thgpe.
The quality shown by thé B,, GOP with largen is still higher than for a GOP that
uses onlyl frames. The explanation for this effect is the ability of axc@der to
skip empty macroblock$in B frames.

On the contrary, the SNR-specific encoder produces beteltsavith increas-
ing GOP size inLg; (see Figure 6.2). The reason for this is the absence of real
motion estimation in the creation d frames. As discussed in Chapter 3, the
referencel frames are empty in the EL, so we can force prediction in elstygk

2An empty macroblock is a macroblock that has argyovalues after quantization.
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of a B frame. Therefore, the values storedBrframes are the same, independent
of the distance to the reference frame. The added qualityedetl byLr ; , there-
fore, depends only on the amountioframes that are present in the stream. Since
I frames bear no information, an EL with les$frames produces better results.

The SNR-specific encoder delivers a video of the lowest guadith n = 0,
which corresponds to operating inframe mode. The same results are observed
with low-bit-rate ELs (.5 Mbps) in cascaded approach. The quality delivered by
the cascaded approach with larger ELs/#rame mode is comparable with the
quality in B-frame mode.

In general, the SNR-specific encoder performs much betteweder, in an
environment where internal modification of an encoder igoostible, the cascade-
based approach could be a valuable option.

With respect to the GOP structure, an EL that consists ofglesi@OP with/
frame and all other frames of tye produces the best quality improvements.

6.1.2 Overhead of the coding and layer configuration

We investigate what bit-rate overhead the scalable videwlith respect to a non-
scalable solution. We also look at how the bit-rate distrduover layers influ-

ences the overall quality of the scalable video, focusinghenimportance of BL

size. This section is meant to answer two questions:

¢ if a video encoded in a single layer with a bit ratg delivers a qualityQ ,
what bit rateRg is required to encode the same video into a BL and ELs to
deliver the same quality;

e how does the distribution of the total bit rai&; of a scalable video among
BL and ELs influence the quality delivered by the video?

Objective tests

For the rest of our evaluation, we use only the SNR-specifeo@er with B,
GOP structure, where is equal to the number of frames in the video sequence
minus one. As discussed in Chapter 3, the first frainrgme) of the sequence
contains zero values, and @lframes usd frame as prediction.

In this test we study the bit-rate overhead created by engodivideo into
a scalable video, instead of a single-layer video. For tee tee use the Fore-
man (CIF resolution300 frames) test sequence. The video is encoded into three
different one-layer streams with bit rates bf 2 and 3 Mbps (this provides us
with reference videos that are distinguishable in qualitiye same video is also
encoded into a BL and one or two ELSs, using the proposed deatalling tech-
niques. In the latter case, the bit rates of the first and settemEL are set equal
(Re1 = Rgp2). The bit rate of the base layer is chosen as a percentage of th
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reference bit-rate. For example, if the reference videb bps , the BL that is
25% of the reference video is a layer with bit r&&) Kbps.

Afterwards, we choose the bit rate of the EL such that theadlvebjective
video quality of the scalable video is equal to the qualitiveeed by a reference
video. In the example above, it may require an EL2dflbps to deliver, together
with the BL of 250 Kbps, the same video quality as a single-layeradbps video.

The sum of bit rates of all layers of the test video and bit cditdhe reference
video is then compared. The results of the evaluation argepted in Figures 6.3
and 6.4. The horizontal axis shows the bit rate of the BL layeelation to the bit
rate of the reference video. The vertical axis gives thelwal as a percentage.
An overhead ofl00 percent means that twice as many bits are needed to encode
scalable video of the same quality as the reference. For@eathe top curve on
the left graph in Figure 6.3 demonstrates that if the refezandeo is encoded into
a single layer ol Mbps , it delivers the same quality as a scalable video ctingis
of Lp with bit rate equal t@5% of the bit rate of the reference videb Mbps) and
L 1 with such a bit rate that the total bit rate bf; and L ; is 160% higher than
the bit rate of the reference.

In general, the enhancement layer created-fnrame mode shows a higher
overhead in the number of transported bits than/higame mode. Evaluation of
both methods shows that the overhead depends on

e how big the fraction ofl.z bit rate is in the overall bit rate of the scalable
video,

e on the overall bit rate of the video, and
e on the number of enhancement layers.

Scalable video with a larger BL introduces less overhead stalable video
with a small BL. As shown in Figure 6.4, separation of the vid#o three layers
with a BL of 25 percent of the reference bit rate produces twice as muctheadr
as a configuration with a BL 080 percent of the reference bit rate. The main
reason for this is that a low-bit-rate BL is of poor qualityhish means that a
substantial amount of additional information is requiredrprove it. Scalable
video with a higher overall bit rate (which implies higheradjty) produces less
overhead than videos with lower bit rates. The syntax oatlper enhancement
layer is, in the first approximation, equal. Thus, for highierates the effect of the
syntax overhead (the amount of bits used to describe thens}ris less important,
because the fraction decreases with increasing bit rateta$yverhead is also
the main reason for the overhead increase when an extra agthant layer is
introduced.

To further investigate how the distribution of the bit rateaong BL and EL
influences the overall quality, we took a real-life exampighva DVD video se-
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guence (Standard Definitioh)00 frames). We encoded the video sequence into a
set of test scalable videos consisting af g and Lg ;. Although bit rates of_ g
and Lg ; are different for every video in the test set, the bit ratehef sum of the
layers was constant at a value®Mbps. For every test video, we calculated the
quality delivered by onlyl. 5 and the quality delivered by both layers. The result-
ing values were compared to the quality of the referencéjglzes single layer with

bit rate of5 Mbps. The differences in quality delivered by the referevideo and

by Lg and L with Lg ; are shown in Figures 6.5 and 6.6.
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Figure 6.5. Difference in PSNR between one-layer referemzetwo-layer |-
frame scalable coding (the overall bit-ratebisbps). The (x+y) notation at the
bottom represents a video wifhy of z Mbps andL g ; with y Mbps.

The scalable video coding based Bnframes is much better in terms of the
quality delivered. The importance of the base layer sizess bkignificant for the
B-frame mode than for thé-frame mode. This is mainly due to much better
compression in thé&-frame enhancement layer.

From the results above, itis clear that the quality of thewidelivered depends
on the allocation of bit rates to the base and enhancemeaslajFrom all SNR-
scalable videos with an equal number of layers and totahket the ones with the
highest bit rate for BL provide the best video quality.
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Subijective tests
Goal

Choosing the appropriate configuration of layers is one efrtiain challenges in
the creation of a scalable video. As shown in the previouse®ut of SNR scal-
able videos that have the same number of layers and the stahbkitoate, it is the
video with the larger BL that delivers a higher video qualitye results described
in the previous section are based on objective quality nreagents (PSNR). This
section is meant to support the obtained results with stibppeassessments of the
quality of the scalable video. We performed user tests fidatd these results with
subjective evaluations.

Method for performing experiments

The effect on people’s judgment of the quality of differenhfigurations of base
layer and enhancement layers in combination with diffebémates was measured.
A movie fragment from a DVD with an average bit rated¥lbps was transcoded
to make the various video sequences for the subjective &wahs. The following
independent variables were used in the experiment:

1. Number of layers — the base laydi ), the base layer plus one enhance-
ment layer {p+Lg,) and the base layer plus two enhancement layers
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(Lp+LEp1+LE>2).

2. Type of coding — four different types of coding, numbefed 3. A coding
type describes the distribution of bit rate over differeapidr of a scalable
video, e.g. whether a BL is bigger/smaller than the rest efllyer. A
detailed description of the coding types is given below.

3. Bit rate of the video data 2, 3, 3.5, 4, 5 and6 Mbps.

Coding types:

e Coding type0 consists of one layer based on a bit rate of approximately
3 Mbps (the video sequences were made by eliminating B-tygrads from
the original DVD fragment o6 Mbps). This coding type was originally
included into the tests to get a rough idea about quality @D technique
that is discussed in Chapter 4. Since the coding is not cktatéhe concept
of scalable video, it is not further discussed in the curoatpter.

e Coding typel consists of a base layer of5 Mbps (R = 1.5 Mbps), an
enhancement layer afMbps (Rr,; = 2 Mbps), and an enhancement layer
of 2.5 Mbps (Rg 2 = 2.5 Mbps). For this coding type it holds that each next
layer is larger than the previous layer, i.e. the bit ratedases for each layer
added.

e Coding type2 consists of a base layer atMbps (R = 3 Mbps), an en-
hancement layer af Mbps (Rg,; = 2 Mbps) and an enhancement layer of
1 Mbps (Rg 2 = 1 Mbps). For this coding type it holds that each next layer
is smaller than the previous layer, i.e. the bit rate dee®é&sr each added
layer.

e Coding type3 consists of a base layer 2atMbps (R = 2 Mbps), an en-
hancement layer af Mbps (Rg,; = 2 Mbps) and an enhancement layer of
2 Mbps (Rg,2 = 2 Mbps). For this coding type it holds that each next layer
has the same size, i.e. the bit rate is equal for each layer.

The following comparisons were made with regard to overalidie:

e bit rates:3 and?2 if only the L g is received. This was the one-layer case in
Sessionl.

e bitrates:3.5, 5 and4 if the Lg and L ; are received. This was tfelayer
case in Sessio?.

e bit rates: 6, 6 and6 if the L , Lg; and Lg» are received. This was the
3-layer case in Sessidh

Four different video sequences were made from these vasabThese se-
guences were presented in random order to participants vene asked to com-
pare them in terms of best and worst video quality. Four @ffe sessions with
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different combinations were presented. The structure hadeésting of the vari-
ables for the sessions are shown in Table 6.1.

Session numbef 1 2 3 4

Num. of layers | 1 (Lgonly) | 2(LgandLg1) | 3(Lg ,Lr1 ,Le2) | mixed
11213

Coding type 31210 1 213 11213 21113

Bitrate (Mbps) | 2 | 3 | 3 35 |5 |4 66|6 3164

Table 6.1. Overview of configurations used in the experimlesgssion.

In each session, a sequence3odiifferent configurations was presented. A
new sequence was made for Session which one configuration from Sessian
Sessior and SessioB was used.

A session consists df repetitions of the same test run. A run consists of a
sequence, which starts with a reference video clip follolwgdhree video clips.
These three video clips consistdiifferent configurations of coding schemes. The
reference video clip constitutes the original DVD videolwat bit rate of6 Mbps.

All video clips have the same length and are derived from éimeesvideo content.
A pause in which a gray screen is presentedsfeeconds is inserted between each
test run sequence. After the third video clip there is a pati$é seconds. During
that pause subjects are asked to choose the best and theviderstlip in terms

of image quality by rating them with a score-ef (worst),0 and1 (best). The test
runs are all the same. The order of presentation is changethgously during a
session.

The sessions can be summarized as follows:

e Sessionl: Lp only (2 Mbps and3 Mbps sequences of coding typeand?2,
respectively; and Mbps of coding type)).

e Sessior: Lp andLg ; (coding typedl, 2, 3).

e Sessior8: Lp, Lr 1 andLg 2 (coding typedl, 2, 3).

e Sessiond: Sequence with. g only (coding type2), Lg and Lg ; (coding

typel), Lg plus Lg, andLg » (coding type3).
All sessions include the reference video sequence.

16 persons § male, 8 female) participated in the study. Their ages ranged
from 23 to 30 years, with the average age beid@years. The participants had
no prior experience with video quality assessments or anfepsional experience
with systems for video processing. The participants woikegghrallel (in a single
group) watching video sequences on a large plasma TV scigen participants
did not communicate during the test. The test leader exgieihe experiment and
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its goals, provided the subjects with a form to fill in theioses and demonstrated
the system.

Results

Session 1. Table 6.2 shows the results as mean scores for the différgribit
rates in Sessioh. The results of the session showed that people see veryyclear
the differences between the sequences.

Condition Mean score| Std.Dev.
Rp =2Mbps | 0.23 0.43
Rp =3Mbps | 0.77 0.43

Table 6.2. Effect ofL g size.

According to the participants, the base layer with a bit céit& Mbps earns the
best marks delivering a higher quality than a base layérMbps.

Session 2. Table 6.3 shows the results as mean scores for the diffezgoesces
in Sessiork. The video that consists of a base laye3 Mbps and an enhancement
layer of2 Mbps has the best quality according to the participants. bese layer
of 1.5 Mbps and an enhancement layer2oMbps (coding typel) has the worst
video quality according to the participants.

Condition Mean score| Std.Dev.
Rp =1.5MbpsandRg 1 =2 Mbps | —0.83 0.51
Rp =2 Mbps andRg,; = 2 Mbps 0.16 0.38
Rp =3 Mbps andRg,; = 2 Mbps 0.67 0.69

Table 6.3. Effect of bit-rate distribution between two ley@. 5 + Lk 1).

Session 3. Table 6.4 shows the results as mean scores for the diffezgoesces
in Sessiors.

Condition Mean score| Std.Dev.
Rp =1.5Mbps ,Rg,1 =2.5Mbps, andRg 2 = 3 Mbps | —0.40 0.81
Rp =3 Mbps ,Rg,1 =2Mbps, andRg 2 = 1 Mbps 0.57 0.68
Rp =2Mbps,Rg1 =2Mbps, andRg 2 = 2 Mbps —-0.17 0.65

Table 6.4. Effect of bit-rate distribution between thregels Lg + Lg 1+ L 2).

A base layer o8 Mbps, an enhancement layer ®Mbps (Rr 1 = 2 Mbps)
and a second enhancement layer dflbps (Rz 2 = 1 Mbps) produces the best
quality according to the participants. A base layer &f Mbps, an enhancement
layer of 2 Mbps and a second enhancement laye2.6fMbps produces the worst
video quality according to the participants. All the sequemin this session have
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the same overall bit rate. The only difference is the contbiie scheme. It can
be concluded that coding typds perceived to be better than coding typesds.

The subjects did not perceive a difference between seqs@fia®ding typel
and3. The BLs for coding typed and3 have almost the same bit rate, i.e5
and2 Mbps respectively. The test sequences have a total bit fatdbps, which
implies that the sum of the bit rates of the enhancementdager5 and4 Mbps
respectively. As a result, we have a case in which base |lafersarly the same
quality are improved almost to an equal extent by enhancelagers.

Session 4. Table 6.5 shows the results as mean scores for the sequanses-i
sion4.

Condition Mean score| Std.Dev.
Rp = 3 Mbps 0.53 0.73
Rp =1.5Mbps,Rg,1 = 2.5Mbps, andRg 2 = 3 Mbps | —0.60 0.62
Rp =2 Mbps andRg,; = 2 Mbps 0.07 0.69

Table 6.5. Effect of number of layers for different schemes.

A base layer o3 Mbps has the best quality according to the participants. A
base layer ofl.5 Mbps, enhancement layérz ; of 2 Mbps and an enhancement
layer L 5 of 2.5 Mbps has the worst video quality according to the partidipan
A base layer o2 Mbps and an enhancement layer2oMbps gives an average
video quality. The results support the theory on the impmgaof the BL quality.

It seems that a single BL &f Mbps provides a higher quality thang of 2 Mbps
plus anLg; of 2 Mbps. The latter, in turn, is perceived to be better than the
result of processing all three layersg of 1.5 Mbps, Lg 1 of 2 Mbps andLg » of

2.5 Mbps.

Conclusions

When comparing the use of different layers, we find that iteétdy to apply one
layer with a large BL than to apply two or three layers with aairBL. In other
words, the quality of a small base layer cannot be improveatlojng enhancement
layers. The best approach for coding SNR scalable video ¢seate the largest
possible BL within the current environment settings andripriove it with smaller
ELs. These results support the previous findings in objedtgts that the size of
the base layer is more important than the size of the enharddayers.

Another outcome of the user test is that a single BL layeniggs better than
a set of BL and ELs if the overall bit rate is the same. The systikould therefore
minimize the number of layers in the scalable video codingméver possible.
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6.1.3 Open-loop transcoding vs. re-encoding

In this section we present a basic comparison of the quafitthe open-loop
transcoding technique for scalable video to the re-engptiohnique.

We use a movie fragment with an average bit ratéoMbps. In the first test
the fragment was transcoded into a set of single layer vittearss, where the bit
rate of the output video was in the rangeldfbps to8 Mbps. Figure 6.7 shows
the quality results produced by the open-loop transcodimttie re-encoding ap-
proach. The quality of the output video is calculated as P$N&acteristics in
comparison to the quality delivered by the original videbehorizontal axis rep-
resents the bit rate of the BL for both approaches. The @& ixis gives the PSNR
value of the output video.
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Figure 6.7. Quality delivered by. created with different transcoding tech-
nigues.

Itis clear from Figure 6.7 that the re-encoding approacperidrms the open-
loop transcoding in terms of quality. A substantial quatifference can be ob-
served with bit rates ovet.5 Mbps. At the high bit rates, the errors that are intro-
duced by re-quantization in the open-loop transcoder aedl shiowever, he prop-
agation of the errors via motion compensation creates dis@gnt quality drop as
can be observed in Figure 6.8. The figure shows the PSNR Vialuesgery frame
of the BLs. The BLs have bit raté Mbps and the GOP contain® frames. It
can be seen in the figure that, despite the high bit rate ofitteoythe open-loop
transcoding still shows a significant quality decrease edjgted frames (frames
with a frame number that isot a multiple of12).

For the second test, we compare the quality delivered bylayers scalable
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Figure 6.8. PSNR measurementsl06 frames ofL z with a bit rate of7 Mbps.

video that are produced by the investigated solutions. Titrate of thel y is cho-

sen differently for re-encodin@ (6 Mbps) and for open-loop transcodingj¥ibps).

The intention is to produce BLs of the same quality. The vigeencoded with
varying Lg ; bit rate. The measurements of an overall quality delivergdhle

layers is presented in Figure 6.9.
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Figure 6.9. Additional quality delivered b¥g ; of two-layers scalable video
created with different transcoding techniques. Thedelivers the same quality.

The results again show that the re-encoding approach dotper the open-
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loop transcoding in terms of quality, as is predicted in Gbap. At low bit rates,
both solutions show similar results. With increase of therdtie, the re-encoding
solution progresses much better than the open-loop trdimggoThe latter shows
only small improvements not being able to overcome the shorings of the open-
loop scheme.

6.2 Streaming solution

6.2.1 Experimental setup

The network environment influences the behavior of the stieg solution by in-
fluencing the performance of the transmission protocokesthe observations of
the protocol performance are directly used to build theastiag strategy at run-
time. The performance of the transmission protocol is atiarzed by the speed
of the transmission, which is influenced by both the throughgf the network
links and packet losses on the links. The losses can be categon two types:
protocol-level losses and MAC-level losses (in wirelessvioeks).

When a packet is lost over the wireless link, it is retransditby the MAC
layer as many times as is allowed by the network interfadingst The informa-
tion about such losses does not reach a transmission plasodor the protocol it
results in a network throughput decrease.

The losses that are visible at the protocol level are motiakisince the pro-
tocol that is used in the proposed streaming solution is TGE.TCP protocol is
developed for lossless wired links, so any packet loss isidened by TCP to be
caused by congestion. TCP is developed in such a way thahgestion is de-
tected, the protocol slows down drastically and then slawbgovers its speed. In
our system protocol level losses may occur due to congestiosed by competing
traffic, or due to Access Point / Route buffer overflow.

Various factors that influence the protocol performance lmamodelled by
additional packet error rates at either the MAC or TCP levabr example, the
absence of competing traffic is modelled by zero TCP packet-eate, whereas
the presence of the traffic from an additional node is reptesieby the positive
value of the TCP packet error-rate. The presence of an additwireless device
in the network with wireless sender/receiver is modelleceleyated packet error
rates on MAC level, since transmissions on the wirelessrialy interfere.

So, independent of the network configuration, the condstiomhich are rel-
evant for the transmission protocol performance, can beettestiby a simple
single-link communication system (see Figure 6.10) vitirggpacket error rates.

To investigate the behavior of the created streaming swiutie use a simu-
lation that is based on the NS2 network simulator [73]. NS& discrete-event
simulator targeted at networking research. It providegstpfor simulation of
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Link 1

Figure 6.10. A single-link network.

TCP, routing and multicast protocols over wired and wirglestworks. The sim-
ulation experiments involve the transmission of a vided toatains2500 frames
through a network that consists of a sender and a receivee. lifik has a cer-
tain packet error rate, TCP PER, with packet losses oc@uaiithe protocol level.
The link might experience some losses in the MAC layer. Thewrhof losses
is given by the packet error rate within the MAC layer, MAC PHRe values of
TCP PER and MAC PER are given in Table 6.6 and are used by N&2 atdrt of
the simulation session.

During a session, the network simulator simulates trarsomsof a set of data
packets over the pre-described network and calculatesusastatistics regarding
the transmission. NS2 models the transmission starting fiee moment data is
put into the protocol buffer at the sender side and endingwihe data is received
and stored in the protocol buffer at the receiver side. Theukitor uses a sepa-
rate software module to generate the input data descripiibis software module
indicates when and how many data arrives to the protocokbufthe module im-
plements all the algorithms of our streaming solution dbscrin Chapter 4. It
takes as an input TCP buffer fullness (as is measured by NS#jmates band-
width, chooses layers configuration and updates the “tcatest. The latter is a
simple function that generates a value of the current frames sbased on the layer
configuration. The functioning of the simulated streamialy$on depends on the
number of internal parameters that are discussed in déglidsv. The settings of
the parameters, which are set at the start of the simulaiengiven in Table 6.6.

EL data | Observation| Bandwidth| Step | TCP packet| MAC packet
lifetime window addition rate error rate error rate
(frames) (ms) (Kbps) (Kbps)
4 200 100 50 le= " 0
8 400 250 100 le 3 0.1
12 1000 500 250 le™2 0.2
500 le~! 0.3
0.4
0.5
0.6
0.7
0.8
0.9

Table 6.6. Parameters used in the evaluation of the strgpsointion.
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Dropping of outdated packets is introduced in our systemnguee that the
bandwidth is not wasted on sending data that will arrive &te for the decoder to
process it. The dropping of outdated packets is implemewttdn EL buffers as
described in Chapter 4. The time that data can spend in tierlsifimited by the
value callecEL data lifetime

The network appraiser keeps the history of estimated batidwialues over
a period of time calledbservation window Furthermore, the values are filtered
to remove ‘noise’, i.e. short-term fluctuations. The biggendow allows for
more filtering and, as a result, less sensitivity of the systewards short-term
fluctuations.

As discussed in Chapter 4, under certain conditions the il estimated
by the network appraiser represents the minimal value oatadable bandwidth
and not the estimation of the real available bandwidth. Tomensate for the un-
accounted bandwidth, a value calleandwidth additioris added to the measured
bandwidth.

Layer configurations differ from each other by the numberlaihdate of layers.
The minimal difference in bit rate between layers is defingdtep rate which is
the step used by the layer configurator for going through tesiple bit rates for
the layers.

6.2.2 Research questions, hypotheses, and measurements

The system should satisfy real-time requirements for tteasting. As mentioned
in Chapter 1, the start-up latency should not exceedconds, which corresponds
to buffering of50 — 60 frames at the receiver.

The first question we want to answer is: under what networlditians (i.e.
TCP PER and MAC PER) can theseconds latency be guaranteed and what is
the quality of the delivered video under these conditiorfse fiypothesis is that an
increase of TCP PER or MAC PER increases the start-up latamtylecreases the
quality of the video.

The second question is how the choice of the internal pasmsgtfluences the
latency of the system and, more important, the quality ofdttlevered video. The
following hypotheses are formulated.

e Longerdata lifetimesncrease the quality of the delivered video, since more

EL frames have a chance to overstay a bandwidth drop and tsugeéss-
fully transmitted to the receiver.

e Largerobservation windowdecrease the quality of the video. A large obser-

vation window results in low utilization of short-term bamidth increases,
which, in turn, implies low quality of the delivered video.

e Bigger values of thdbandwidth additionincrease quality of the delivered
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video. When the available bandwidth increases signifigaatsmall band-
width addition may be insufficient for compensation for theaccounted
bandwidth, which leads to the bandwidth under-utilizatiand, conse-
quently, low video quality. An addition that puts the estiethbandwidth
above the real available bandwidth has little effect on gstesn behavior,
since an overestimation of the real available bandwidttetsated upon the
transmission of “oversized” frames.

e Smallerstep ratesncrease the quality of the delivered video, due to finer
bit-rate allocation to the video layers.

To answer the questions above, during the experiment tfeiolg character-
istics where measured:

e Minimal latency (or start-up latencyjefines the time that is spent from the
moment the streaming starts until the moment the decodintpeofvideo
begins. The decoder should be able to process every frarhewitframe
period after the preceding frame is processed. The traps@isb produces
one frame every frame period. If the delivery of a frame tdkeger than
a frame period, the frame is late for the decoder. To avoitl ghaation,
a certain number of frames has to be buffered, i.e. storeleateceiver,
before the decoder starts working. The longer the trangonigskes, the
more frames should be buffered. The buffering mainly tardgdt frames,
since the absence of EL frames is not critical for the systdime-decoder
can use only BL. During the experiment we calculated the remath BL
frames that should be buffered before the start of the dagpdo during the
whole session the decoder can process every BL frame on time.

¢ PSNR under minimal latengy the average quality of the deliveradd de-
coded video if the decoding starts with the minimal latermsyjt is defined
above.

e PSNR unde® seconds latencig the average quality of the decoded video if
the decoding starts i2 seconds after the beginning of the streaming appli-
cation. The2 seconds buffering50 — 60 frames) is the maximum allowed
buffering as discussed in Chapter 1. When the transmissioditions are
not good and the buffering is insufficient for ensuring tiynéécoding of BL
frames, the late BL frames are not processed, so it is asstimethe last
decoded frame is given to a renderer.

The results of the simulation are shown below. There are Bpamste cases
that are studied: influence of network conditions as extgrammeters and inter-
nal settings of the streaming solution.
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6.2.3 Network parameters

As mentioned above, the network conditions are given insesferror rates — pro-
tocol packet error rate (TCP PER) and MAC layer packet eate (MAC PER).
Figures 6.11- 6.13 present relations between measureghsystaracteristics and
the value of error rates. The horizontal scales of the figghes values of MAC
PER, while the lines on the graph are presented for diffef€@R PER values.
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Figure 6.11. Minimal latency for various packet error rates

Figure 6.11 shows that the higher MAC PER or TCP PER resuléshigger
latency. The minimal latency is directly dependent on thegmission throughput.
The longer it takes for the system to send a frame to the reice¢hve more frames
have to be buffered.

Figure 6.12 shows that the quality decreases with incrgdgiAC PER. The
influence of TCP PER on the quality is clearly visible for TCPRPvalue 0f0.1 ,
whereas the lower values of TCP PER have less impact on théstesThese
effects could be explained as follows. If the network candi are poor (MAC
PER> 0.5 or TCP PER> 0.01) the streaming solution cuts off the production of
ELs and decreases significantly the bit rate of the BL. Theddithese actions is to
decrease the amount of data that is offered to the trangmipsbtocol and, in turn,
make sure that the time between transmission of two sueeegaimes is close to
the frame period. Less layers and low bit rates result in aifsignt decrease in
the quality of the video, as shown in Figure 6.12.

As we discussed in Chapter 1, the developed system shoold edlal-time
video streaming, which means that buffering in the systeoulshbe limited to
2 seconds. A very important characteristic of the system\behander various
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Figure 6.12. Video quality (PNSR) for various packet er@ates in the system

with minimal latency.
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network conditions, therefore, is the average quality taat be delivered by the
system when the start-up latency is at nibseconds. The quality of the video for
operating with2 seconds start-up latency is shown in Figure 6.13.

The figure demonstrates that two seconds start-up delaywsakosufficient
buffering to the receiver, when MAC PER is less thta6 and TCP PER is less
than0.1. The quality, therefore, is high (with better quality fomler PER). If the
packet error rates are high, the system transmits mostly&hds. Moreover, due
to a number of retransmissions some of the frames from ELvemn,efrom BL
arrive at the receiver too late to be processed. Becauseshens operates under
strict latency requirements, these frames are droppeceaeteiver side without
processing. Therefore, the quality delivered by the dgezlcstreaming solution is
lower when the processing of late frames is not allowed.

6.2.4 Internal parameters

The studied network conditions represent a system with thereslightly, moder-
ately, or heavily disturbed wireless link and none or plesftgompeting traffic in
the network.

The results show that only three internal parameters hagméisant influence
on the behavior of the developed streaming solution: EL lifatame, observation
windows and step rate. The fourth parameter, bandwidthtiaddidoes not influ-
ence the behavior of the system.

e Bandwidth addition.Equation (4.3) in Chapter 4 shows that the bandwidth
addition, B¢ , is added only if the protocol buffer fullness; is zero. In
the tests, the value of bandwidth addition had no influenctheroutcome.
The developed system reacts fast to an increase in the l@eailandwidth
by increasing the bit rates of the produced video, keepiegtbtocol busy
and avoiding under-utilization of the bandwidth.

e EL data lifetime. The effect of different settings for the time that EL data
can spend in the buffer is seen only on an undisturbed or ratalerdis-
turbed wireless link with no competing traffic in the netwotlnder these
conditions, the number of buffers at the receiver that isladdor obtaining
a video of maximal quality increases with increasing EL déggime. The
effect can be explained as follows. The good network caorktiallow to
send all layers of the scalable video in time in most of thesaSometimes,
however, there could be a small short-term drop in the badiitivavailabil-
ity of the wireless medium. In this case, frames of the higEkg#sor, in rare
situations, of all ELs get delayed in the output buffer oftitamscoder. After
the bandwidth drop the frames are sent to the receiver. Aebiggjue of EL
data lifetime allows the frames to spend more time in thedsu$o the longer
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drops in the bandwidth could be overcome. The frames, haweweald be,
and usually are, late for the decoding if the receiver hadldmfiers. When
the buffering is unlimited the frames are used by the decadereasing the
quality of the video.

A more important issue is that the EL data lifetime has no érfte on the
system behavior for other network conditions (heavily utiséd wireless
link or a presence of competing traffic). This is because slr@pband-
width availability under poor network conditions are neitsmall nor short-
term. The developed system detects the drops and timelgebkahe layer
configuration, decreasing the amount of video data thatadymed by the
transcoder. So, while EL buffers are getting fuller follogithe bandwidth
drop, the transcoder terminates production of additioriafremes. That
action effectively prevents application buffers overflow.

e Observation windowChanging the size of the observation windows changes
the sensitivity of the streaming solution towards variasion the available
network bandwidth. A smaller window allows the system toctda in-
significant events, whereas a large window averages out saadlwidth
changes allowing to concentrate on big changes only. Thedsslts show
that an increase of the observation window decreases thigyqpfahe video
that is delivered by the system, while also decreasing tinebeun of layer-
configuration changes. A system that is more sensitive togg®in the
bandwidth availability tries to change layer configurationmediately after
the bandwidth change increasing bandwidth utilization, rlaking that the
very next moment the chosen configuration will be invalid tmé¢he next
bandwidth change.

Thus, the choice of the observation windows is a trade-dff’een the qual-
ity of the video and the number of layer-configuration changée latter, in
turn, influences the user’s perception of the video with memnges being
perceived badly as discussed in Chapter 1.

The influence of the size of the observation window on theesyss negli-

gible when the network conditions are extremely poor. Tiséstshow that
for a moderately or heavily disturbed wireless link and plesf competing

traffic in the network (TCP PER 8.1 , MAC PER > 0.5) the size of ob-
servation window has no effect on the system. This is becthgsavailable
bandwidth is constantly low during the whole transmission.

e Step rate. A lower step rate allows the system to inspect more layer con-
figurations, which, hypothetically, should enable a betitdization of the
bandwidth. The tests results show that the values of therateghat we've
chosen for the tests have a very small influence on the behaiitbe sys-
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tem. Only in the case of an undisturbed wireless link and nopeding
traffic in the network, the streaming solution made a fineAmiof the used
layer configuration by adjusting bit rates of the layers \sitips smaller than
250 Kbps and improving the quality of the video by as little@$ dB. In the
rest of the cases the adjustments of the bit rates were ineaicz0 Kbps
—500 Kbps.

A small, 50 Kbps , increase in the bit rate of a layer brings insignificant
quality improvements, but increases the risks associatédtiae transmis-
sion. Therefore, small bit-rate changes are not favoredheystreaming so-
lution. Moreover, a bigger step rate requires less comiouialt effort from
the system, since the number of inspected configuration®ases. Thus,
the choice of the step rate value is a trade-off between therpgance of
the sender and the quality increase that can be made by ted biddate.

6.2.5 Conclusions

The system performance depends significantly on the netaamklitions and is
only slightly influenced by the chosen internal parametéhe required seconds
start-up latency cannot be guaranteed when the TCP PERhsrhigan0.01 or
when MAC PER is higher tha®.6 . The basic hypothesis that an increase of TCP
PER or MAC PER increases the start-up latency and decrelasegiality of the
video is confirmed.

Answering the question how the choice of internal pararsetdgiuence the la-
tency of the system and the quality of the delivered videsfdiowing hypothesis
was confirmed:

e Largerobservation windowdecrease the quality of the video.

The following hypotheses were confirmed partly (the condgiare described
in the section above):

e Longerdata lifetimesncrease the quality of the delivered video.
e Smallerstep rateincrease quality of the delivered video.
The following hypothesis was rejected:

e Bigger values of thébandwidth additionincrease quality of the delivered
video.

6.3 Terminal management

In this section we evaluate the quality of controlled dengdin comparison with
the un-managed decoding. In addition we evaluate the diifer betweenetwork-
awareandnetwork-unawareontroller solutions.
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6.3.1 Tests preparation

As input for the evaluation we use decoding-trace files ofwileo sequences con-
sisting 0f100, 000 frames. The video sequences were encoded into SNR-scalable
video consisting of three layers (one base and two enhamtgnikhe bit rate of
each layer was Mbps.

We performed decoding of the test video using

1. only the base layer (quality leve}),
2. the base layer and one enhancement layer (quality dgyeand
3. all the layers (quality leveys).

The time measurements for the decoding were stored in tdase Tihe trace files
contain time measurements for decoding a frame using the fdas zero up to
2 enhancement layers. The time measurements provide thendwioGPU time
spent solely on the decoding.

We use trace files from the one sequence to create controbéegies by solv-
ing the Markov Decision Process as described in ChapterdgeTiles of the other
file are used as a test input for evaluation of the strategies.

We used two decoders to create the trace files: a softwareleleon a PC and
a hardware-based decoder on a MT3 set-top box (both decadediscussed in
the sections below).

Software decoder

The software decoder is implemented as an application deatdis an BL and EL
using a non-scalable decoder and then merges the layetbhdogsee Figure 3.2,
Type-| decoding process). The decoding of the BL and EL ifopered in parallel
using a time-division technique and is followed by a sumaomatior example, for
a three-layer video, the decoder processes frAmB¢é, then processes franfeF’,
after that processes franfer? , and, finally, performs summation of the frames.
The following observations were made while timing the déoggrocess.

1. Decoding of the BL takes more time than decoding of the Blframes in
the EL consist of macroblocks with uni-directional preitiotas opposed
to mixed macroblock types il frames. Moreover, motion vectors for
all predicted macroblocks in the EL are zero, which makesntmgion-
compensation task easier. Additionally, for enhancemeyers with a low
bit rate, many empty macroblocks are skipped during engodirhich re-
sults in a fast decoding. We found that o¢éf%s of macroblocks are skipped
ina EL of 1 Mbps.

2. On a PC, the summation of the layers does not take a significastin
comparison with the decoding of a video layer.
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Hardware-based decoder

The platform for a hardware-based decoder is the Viper-1Ldfiip integrated in a
MT3 set-top box. The MT3 platform was developed by Philipgital Networks
for advanced set-top-box products featuring enhancethdifi/ services, Internet
services, local storage and streaming media. The Viperadmpains a MIPS pro-
cessor for general purpose processing and a TriMedia mocE&] for the media
processing functions, accompanied by hardware suppoxtideo decoding. The
chip can decode up t© MPEG-2 video streams in parallel (using a time-division
technique).

The organization of the decoding process corresponds te-Ty{pee Fig-
ure Figure 3.2). Every MPEG-2 decoder works in a separagathreceives data
from the input buffer and sends decoded frames to the outgterb After all the
decoders have updated the output buffer (i.e. a new frambdaasprocessed), the
summation function is called. The summation function islenpented as a sepa-
rate module with its own thread. It takes input from the decedand passes the
results of the summation to the output buffer. Every franméopge.g.40 ms for a
PAL video stream), a frame is taken from summation’s outpifiel to the display.
If the buffer is full (no frame was taken between the fillintj}e summation task is
blocked. This ensures that we have a fixed maximum numbeaofds on which
the summation module can work ahead.

Time measurements show that the summation is the most CRiuiamg part
of the video processing. It consumes aro@al; of the CPU when three layers
are summed up,8% for two layers and less than5% when only the base layer is
present.

At the same time, the CPU consumption of the decoder taskagiggible. In
addition to the decoding of video data which is performed thaedware unit, a
pre-processing of video streams is done in software. Asudtyesich decoder tasks
consumes up t@% of the CPU for the needs of stream parsing, headers decoding,
etc.

Time traces

Based on the processing time recorded in the trace files, lgalate, for every

quality level, a cumulative distribution function (CDF) thfe time required to pro-
cess a frame. Figures 6.14 and 6.15 show CDF of the time fdwaae-based and
software decoders.

6.3.2 Controlled vs. best-effort decoding

For the first evaluation we compare thentrolled solution with thebest-effort
solution. Thebest-effortsolution decodes as many layers as possible within a
given budget. The processing of layers progresses seglgnstarting withZ g
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Figure 6.14. A cumulative distribution function of the timeqjuired to process a
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and Lg; , until all available layers are processed. On a deadlire dtéttoding
result (if any) is shown and the decoder starts to procesadkeframe. If BL is
not decoded by the deadline, a deadline miss occurs. If tbedieg of a frame
finishes before its deadline, the remaining budget can msfeered to the next
frame.

The controlled solution performs the decoding in accordance with a pre-
calculated strategy. The comparison is performed undeassamption that all
layers are always available to the decoder (i.e. we havebkestgput).

Setup

We define the parameters of MDP as follows. The upper boundlative progress
is set to2, which assumes that we can work up to two decoded frames #iéad
assumed that the output buffer of the decoder can store dttwo$rames). Since
the perceived quality of the video depends on the actuahiBtof a video stream
and given the fact that we increase the total bit rate by theesalue with every
quality level, we define the reward for being at a particulaaliy level as2, 4, 8

for levels0, 1, and2 respectively?. In the revenue function, we set the penalty for
missing a deadline t©00, 000. This means that we allow arouriddeadline miss
per 12000 frames or, in other words, on average we skiframe per8 minutes

of video. The penalties for increasing the quality level seeto5 and 50 if the
quality level is increased by or 2 respectively. For decreasing the quality level
the penalties are set tid and 100 for going down byl or 2 levels respectively.
For this test we assume to receive all layers (i.e. a stapl&)inso it is possible to
choose freely any quality level. Since we have a stable jriputalculation of the
strategy we seYy- = 11f g1 = 2andYg; = 0 otherwise. For the

mydm+1 mydm-+1

evaluation we consider budgets fraio 40 ms, with steps ot ms.

Results

First, we look at the results for the software decoder. Mdtgngéion should be
devoted to the deadline misses for both solutions, becadsadline miss causes
visible stalls of the video frames during video playbackgufe 6.16 presents the
percentage of deadline misses as a function of the budget.sdlations perform
almost identical for budgets beloi% ms and above5 ms. This can be explained
as follows. With low budgets none of the solutions has resmsito successfully
process BL frames, because, on averagens are required to process these frames
(see Figure 6.15). At the same time, having a budget bigger2h ms guaran-
tees that any BL frame can be decoded on time, so no deadlssesican occur.
For budgets from5 to 25 ms, thecontrolled solution outperforms theest-effort
solution.

3We based the choice on the data from our user tests and froraghiés of user tests in [37]
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Figure 6.18. Comparison of trmntrolledand abest-effortsolutions — quality
level changes of the software decoder (as a percentage abtddenumber of
processed frames).

The average quality level (Figure 6.17) of thest-effortsolution is higher un-
der low budgets (smaller tha2¥ ms). However, the penalty for indiscriminate
increases in quality level is a higher number of quality lelenges (Figure 6.18)
and a slightly higher percentage of deadline misses. At déneestime, thecon-
trolled solution allows a quality level increase only when it canrgugee that the
number of deadline misses for the given budget will be in treedefined limit
(which is roughlyl per12000 frames, as mentioned above).

Second, we look at the results for the hardware-based decédeshown in
Figure 6.14, the successful decoding of frames from the Blossible under the
budget ofl ms, so both solutions experience deadline misses. Undgarlaud-
gets, the solutions suffers no deadline misses at all, Isecptocessing of any
frame from the BL is possible.

Both solutions demonstrate comparable results for theagesguality level and
the number of quality level changes (see (Figures 6.19 a@@).6Under budgets
betweer7 and11 ms, the average quality level of thest-effortsolution is higher,
but it experiences more quality level changes thancthrrolled solution. Under
budgets froml2 ms to14 ms, the situation is reversed and ttantrolled solution
demonstrates a better average quality as well as an increaseber of quality
changes.

6.3.3 Controlled network-aware vs. network-unaware decoding

For the second evaluation we compared tiework-awaresolution with the
network-unawaresolution. Both solutions perform the decoding in accoréanc
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with a pre-calculated strategy. Thetwork-unawaresolution uses a strategy with
all probabilitiesY; — equal to% (i.e. chances of getting the same amount of
layers or any other amount are equal). Tetwork-awaresolution has probabili-
ties of receiving exactly one, two or three layers, as showrable 6.7. We define
three different sessions with different probabilitiedisgs. In Session, all layers
are available to the decoder, so ideally the controllertessashould be defined
only by terminal resource limitations. In Sess@ythe transmission of the BL is
guaranteed and the probabilities to receive one oriilscare equal, so the network
condition is as important as the terminal resources. Ini@e8sthe transmission
of the BL needs most of the bandwidth, so the network condisioould play the
most important role in the controller decisions.

Session| Lp only Lp+ LE71 Lp+ LE71 + LE72
1 0.0 0.0 100.0

2 0.0 50.0 50.0

3 70.0 30.0 0.0

Table 6.7. Probability (%) of receiving the given layers.

The rest of the parameters of MDP are defined in the same wantlas previ-
ous test. We make a pairwise comparison of the solutiongjrigaat the average
quality level and the number of quality-level changes. Westder budgets fror
to 40 ms, with steps of ms.

Session 1

For Session, both solutions behave in the same way, delivering equdity@ad
experiencing almost the same number of quality changes. r8dson for this is
that all three layers are constantly available for processiConsequently, both
solutions take into account only terminal resources (whighequal), resulting in
nearly the same strategies.

Session 2

The behavior of solutions differs significantly for the sedire decoder (Fig-
ures 6.21, and 6.22) and stays nearly the same for the hardvaaed decoder
(Figures 6.23, and 6.24).

First, we look at the results for the software decoder. EdguRl shows that
starting from a budget df9 ms, which allows successful decoding of two layers,
the network-awaresolution does not attempt to increase the quality level. The
reason for this is that, according to the network conditi(sese Table 6.7)L g »
is not available in half of the cases. Thus, choosing quéditel 2 will lead to
frequent quality-level changes. Moreover, the solutioawsre of the fact thak 5
is always available. So, the quality provided by the decadeajuality levell is
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average, but stable. From the point of view of tl@work-unawaresolution, the
probability of receivingL g and L ; is higher ¢6%). Moreover, when processing
at quality levell there is33% probability that, due to network conditions, the
next frame will be processed at quality level As a result, thenetwork-unaware
solution increases the quality level, which leads to a higlverage quality but also
a high level of quality fluctuations (Figure 6.22).
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Figure 6.23. Comparison afetwork-awareandnetwork-unawaresolutions for
hardware-based decoder — average quality level.
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Figure 6.24. Comparison afetwork-awareandnetwork-unawaresolutions for
hardware-based decoder — quality-level changes.

Second, we look at the results for the hardware-based decédgure 6.23
shows that the solutions have identical results for theaaeequality level, except
for the budget of6 ms. Under the budget af ms thenetwork-awaresolution
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processes all frames at quality leveland thenetwork-unawaresolution attempts
to process some of the frames at quality leVel That results in an extremely
large number of quality fluctuations for tinetwork-unawaresolution. Figure 6.24
demonstrates that, overall, the network awareness leadswer quality-level
changes.

Session 3

The results for Sessiohare the same again. Since it is not probable that BL and
two ELs will be received, the controller is left with the cheibetween processing
one or two layers. However, given that most of the tim@4) only L 5 is available,
both controllers behave conservatively, trying not to ceoquality levell. Thus,

the strategy of the controllers is fully defined by the netaoonditions.

6.3.4 Conclusions

For the evaluation we've chosen realistic examples, whitwsthe behavior of
the controller in an expected home network environmenteats of showing the
maximal theoretical gain that can be obtained. The resuligest that the hard-
ware decoder benefits less from the controller than the aofhdecoder. This can
be explained as follows.

The effectiveness of the controller depends a lot the toteduant of available
resources vs. the difference in resource consumption awidigl layers. The
bigger the difference in consumption, the more difficulttfoe controller to find a
stable strategy. Suppose we have a resource budgétwofits and the system has
two quality levels { and2) that require7 and12 units respectively. Let us assume
that the system can process at mbfiames in advance. That means that the con-
troller can preserve at mo860 units. At the beginning, processing at the second
level is not possible, becau$e units are available ant are needed. So, the con-
troller stays at the first level. Savirggunits per frame, the controller reaches the
preservation limit in7 frames. At this moment the controller should make a deci-
sion whether to continue at the same level, or try to incré@sguality level. In the
latter case, the saved resources will be used withiftames of processing at level
two, forcing the controller down to the first level. So, thetoller should make
a clear trade-off between the quality of the delivered vided number of quality
level changes. Note, that for a smaller difference betwesnurce consumption
at the layers, the controller strategy is much easier. lhde@ppose we have the
same system, but the processing at quality lévelquiresd units and10.5 units at
quality level2. In this case, the controller can proceésrames at the first quality
level and then procesk) frames at the second quality level. The result would be a
higher quality and a fewer quality changes.

In general, the evaluation of the terminal resource managémechanism
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demonstrated that the controlled decoder of a scalablepdeorms better with
respect to quality of the output video than a non-controtiedt effort approach.

Moreover, controlled decoding allows a significantly betigélization of re-
sources. The controller of the decoder bases its work onebaurce preserving
algorithm that allows the decoder to continue video prdogssven if the amount
of resources needed by the decoder is small.

The evaluation shows that bringing the network-awarenasset terminal re-
source management has potential to improve the perfornwdrioe controller and,
consequently, to increase the quality of the output video.
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Conclusions and future research

The first stage of the work on this thesis consisted of an etiafuaf existing
approaches, techniques, algorithms in the domain of vidding, networking and
terminal resource management. At that time there was néicolihat satisfies the
requirements for video streaming in a home network as désclig Chapter 1 of
this thesis. A solution that provides a full management divoek and terminal
resources was unavailable.

The majority of the research was, and still is, domain spedifi the domain of
video coding MPEG-4 FGS gives a good example of networkaflie encoding.
That coding technique allows for high utilization of thewetk resources, but is
very challenging for terminal resource management.

In the domain of adaptable video streaming, popular soistiare based on
a transcoder that adapts its output according to feedback tihe receiver. These
solutions, however, experience problems when handling sron bandwidth fluc-
tuations because their reaction time is significantly lathan the bandwidth fluc-
tuations themselves. Moreover, continuously changingihiete of video stream
results in constant fluctuations of video quality which,umt, complicates terminal
resource management.

In the domain of terminal resource management, the bedtgese achieved
by solutions utilizing a budget scheduler and a quality ngan& combination with
a scalable video algorithm. These solutions, however, wetelirectly applicable
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in the wireless environment because they are built on thengstion that the input
is stable and lossless.

7.1 Revisiting the research questions

While discussing the results of the presented work, we |laatklat the research
guestions that are stated in Chapter 1. The first major rels@prestions for this
thesis work was: is it feasible to create a system for re@a¢tideo streaming over
a wireless network to resource-constrained terminalsfgatg the given require-
ments (see Chapter 1)?

The overall home network with multiple senders/receivesanected via a
combination of wireless and wired network is too complexasotve without hav-
ing a simple underlying solution. Therefore, we looked & $imall subsystem
consisting of a sender and a receiver connected to each atharireless/wired
links.

This thesis presents a novel approach to building a framewarin-home
wireless video streaming to CE devices. In this thesis wesaaéable video to
transmit video frames in a timely fashion over a wirelessvoek in spite of the
fluctuating bandwidth. A terminal resource managemenththiecie is developed
that allows to change the consumption of the video procgs#ithe receiver, thus
enabling a smooth video processing on a resource-corstragmminal.

The developed system combines an easy adaptability toesgdbandwidth
fluctuations with robustness to partial data losses and stgpheterogeneous
clients with regard to their buffer availabilities and camtipg capability limita-
tions. The system reuses existing software systems as nauplossible, uses
legacy devices, and complies with existing standards. & hesults are achieved
by developing a system that is based on TCP as a transmissitocgl for the
video streaming, and that uses scalable video that can beeéby a non-scalable
MPEG-2 decoder.

The second major research question was: what methods dmddgees should
be used and how can they collaborate? This question, inwas subdivided into
a subset of questions:

e What is the minimal set of components that are necessaryil the sys-
tem?
We demonstrated that the system requires three major camgsra video
producer that creates video streams with a configurationighaest suited
to the observed operational conditions, a streaming soiutiat supports
prioritization of the video data and stays in control of treadlosses that
happen due to poor network conditions, and a decoding abialitc with
a built-in controller that enables an efficient resource agament at the
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receiver.

e What video-encoding technique should be used, so it istdaifar stream-
ing and resource management?
Our research shows that a video encoding based on scaldele eoding is
the best choice for both, the streaming and resource margmgesolutions.
Short term fluctuations of the bandwidth could be overcomh e help
of scalable video coding, whereas a transcoder of a scalatde enables
better handling of long term fluctuations. Scalable videdirng allows for
resource management at the receiver side. Changing theemwhttecoded
layers changes resource consumption of the decoding tgwrialtering, at
the same time, the output quality of the decoder. The inyastin of the
different scalability techniques shows that although #mporal scalability
is very easy to implement and the spatial scalability isonisally the most
popular technique, the signal-to-noise ratio scalabpityvides the greatest
flexibility in creation of multiple layers and allows for thest compression
efficiency under the requirements that we have for the engodi
We developed a SNR scalable video-encoding technique todtipes mul-
tiple layers, BL and one or more ELs that can be decoded byralatd
non-scalable MPEG-2 decoder. Two modes for creation of awé&ie pro-
posed. In/-frame mode an EL contains onl/frames. InB-frame mode
an EL consists of GOPs that hayé®,, structure. The evaluation of the ap-
proaches demonstrated that an EL that consists of a singke Vi@@re the
first frame is/-frame and the reset of the frames dseframes delivers a
video of the highest quality for a given bit rate.
We proposed an SNR-specific encoder as an alternative tecadmsf non-
scalable encoders. The specific encoder produces videoigharhguality
than the cascade, while a solution that is based on a castada-scalable
encoders is simpler to implement. Thus, the presentatiotiheftwo ap-
proaches allows a trade-off between the quality of encodimdjthe compu-
tational complexity.
After the evaluation of the SNR-scalable encoding, we fotivad the best
approach for coding SNR-scalable video is to create thesingossible BL
within the current environment settings and to improve ttwai smaller ELSs.

e What connectivity solution should be used in terms of trassion protocol
and the low levels of network communication. In particulaiif possible to
reuse an existing protocol and work only on applicationIfieve
The changes in the bandwidth availability of a wireless wekwdiffer from
the wired counterpart. In addition to long-term changeg #ra caused
most of the time by the competing network traffic, we need toant for
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short term fluctuations that originate from the physicalrabgeristics of the
medium.

Wireless networks experience data losses that we canniok d¥owever, it
is not necessary to follow the network behavior blindly —o$$es of video
data are unavoidable, we need to control them, i.e. chooseulselves
what part of the data should be dropped as a result of netiankiwidth
limitations.

In this thesis we presented a solution for streaming a slealatieo over
wireless/ wired links that is based on TCP. The choice of tlmogol pre-
vents data losses during the transmission. The potensaktoare traded
for the delays in the transmitted data. To compensate fodéthey the so-
lution either decreases the amount of data that is offeratieédransmis-
sion protocol, or forces the video producer to decrease itheate. The
first mechanism is implemented by EL frame dropping and isnidéd for
handling short-term bandwidth variations, whereas thersgenechanism
handles long term bandwidth variations. The frame dropfsribe simplest
approach to implement. The adaptation of the video-pradcmefigurations
is an approach that requires a full spectrum of activitietuiing network-
bandwidth estimation, loss estimation and quality esiionatfor the trans-
mitted video. A distributed control of video streaming isvays very com-
plex to develop and implement, so a solution with centrdlizentrol at the
sender side is preferred. The major advantage of both steghapproaches
is that all functionality can be fully implemented at the denside.

The developed streaming solution assigns priorities terkapf a scalable
video to guarantee that transmission of the BL does not isfrifen ELs
and the higher EL has no influence on the transmission of terJanore
important, ELs. The streaming is based on a single-strea 3&the pri-
oritization scheme is valid over the whole transmissiorhatd does not
depend on the network environment.

The proposed streaming solution is not video-encodingiipend can be
used with other scalable video coding techniques.

What management technique allows to control resourceg aetieiver side,
while guaranteing a good watching experience to the user?

In this thesis we presented a resource management solotidinef receiver
of a scalable video. The solution is based on the use of aaitantthat
changes the number of layers processed by the decoder amdlsdhe re-
source consumption of the decoder. The controller basefeiisions on
a pre-calculated strategy. A set of strategies is creatideoby means of
MDP.
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The successful functioning of the proposed solution assutra a terminal
has basic components for the resource management — a butigeluker,
which takes care that the resources assigned to an appfidatguaranteed
with a certain amount of resources and the application doesxteed that
amount, and a quality manager, which is responsible for idiefinof the
priorities of various applications and distribution of thgstem resources
among the applications.

In addition to thenetwork-awareesource management solution, we present
a simpler solution that does not take the network conditiofs account.
The simpler solution requires a substantially lower numaecontroller
strategies and yet shows a good result with respect to tipeibvitieo qual-
ity. Thus, the choice between the two solutions allows aetraifl between
the computational complexity and the quality of the reseurmanagement.

The last major research question was: what are the pratitigtdtions of such
a solution?

The evaluation of the system components discovered soraggaidimitations
of the developed solution. It is shown that the bit-rate bead associated with
scalable video coding can be very high if the balance betwleebit rates of BL
and EL is not right. A small BL requires significantly largelr & order to deliver
a video of a good quality. Therefore, configurations withlatreely large BL and
small EL are preferable.

The evaluation of the streaming solution suggests thatdhsien should per-
form well in a typical home network. The conditions under @fhthe streaming
does not satisfy the requirements stated in Chapter 1 arighgohcket error rate
on the MAC layer & 0.6) and/or a high protocol packet error rate (.01).

The major limitation of the terminal resource managemetitésnecessity to
have a budget scheduler at the receiver. Moreover, therpaafece of the solution
drops significantly, in terms of delivered video qualitytie amount of resources
that are given to the decoding application is close to theusnnof resources that
are needed to decode a single BL.

7.2 Future plans

This section suggests possible improvements to the systewireless video
streaming and identifies the scope of future work in this.area

7.2.1 Video coding

In Chapter 3 we discussed three approaches for making & t@eis— re-encoding,
open-loop SNR transcoding and closed-loop SNR transco@ngy the open-loop
SNR transcoder and the re-encoding based transcoder westadusng the work
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on this thesis. The elaborated research and developmehedfanscoders for
scalable video must take place if the system should be dese@lfurther.

The open-loop transcoding and re-encoding have uniquesgiep that clearly
differentiate them from each other. The computational derity of the open-loop
transcoding is low, whilst it is very high for the re-encoglinOn the other hand,
the quality of the video that is produced by the re-encodieghod clearly tops the
quality of the open-loop transcoder.

Closed-loop transcoding takes the best from the two abometioned ap-
proaches. The expected result should combine the qualityeafe-encoding with
not-so-high complexity of the open-loop transcoder.

7.2.2 Video streaming

For scenarios where content is transmitted simultaneasiypore than one re-
ceiver, an adapted streaming solution is needed. For sstdrsyan approach that
is based on multicast is more efficient than unicast in terfrisaadwidth usage.
Our solution is ready to deal with bandwidth limitations aslivas with hetero-
geneous terminals by layered multicast. The system shoadrit the layers of
scalable video coding to separate multicast groups, saheaeceivers can choose
individually which groups to join or leave, i.e. which lageo receive. Although
layered multicast is very well suited to the transmissiotagéred video, some of
the specific problems regarding enforcement of the timipgets and detection of
the available bandwidth need to be resolved.

With multicast, receivers can join and leave a multicastigrimdependently at
any time by sending join or leave messages to the correspgmalillticast address.
A problem exists for multicast solutions in wireless netkgowhere a receiver may
leave the group due to the bad reception conditions withendisg a message to
the rest of the system. If a wireless receiver is situatedhenbbrder of a com-
munication range and, as a result, frequently joins/ledkesgroup, the system
should be able to identify that the receiver is unreachaitiberebecause of the net-
work conditions or because it has left the group. Failuredeniify the state of
the receivers leads to extra waiting time, making timinguiegments difficult to
satisfy. Moreover, because receivers join and leave thepgriere are not only
changes in channel conditions, but the optimum transnmissite to a multicast
group also varies even more than with the unicast solutiorteQve have resolved
the multicast issues, we can use the framework developesinfaritaneous video
transmission to heterogeneous terminals.

7.2.3 Terminal resource management

In our current implementation a system developer has toaefplicitly the values
for the video quality settings for a terminal (e.g. what is tklative quality value
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for a certain number of processed layers) at design timeoutavbe highly benefi-
cial to have a system that can derive the quality values tir@amalysis performed
at run time and adapt the terminal controller strategy atingly. The system
should provide good initial quality estimates for a set gelaconfigurations, learn
quickly from the incoming video streams and, at the same,tedept controller
strategies quickly and effectively. It might be useful hiergvork towards machine
learning. Another approach might be to use statisticsinglab the quality of a
scalable video coding to create recommendations for dsgiggome “average”
values when dealing with a particular implementation obascoder/encoder.
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Video processing basics

A video signal is made up of a sequence of successive stillamégames).
The illusion of motion, i.e. the “liveliness”, arises frorhet rapid rate at which
the frames are displayed. Frame rate is an important faotath& quality of an
image sequence. Whether the frame rate is high enough depenthe image
sequence content — in particular the amount and speed obmotlso, video
quality is affected considerably by the resolution of eahviidual still image, i.e.
the number of image pixels used to present it. Table A.1 givbst of the most
common image resolutions.

The resolution of a standard TV picture is 720x576 pixelsthiedrame rate is
25 or 30 frames per second. The transmission of a digitalovgiignal requires a
considerable channel capacity (more tRaa Mbps). From a storage perspective,
one DVD (4.5 gigabytes) is capable of storing about 3 minatesdeo. The num-
bers given above illustrate the need for efficient compoessf video information.

There are two modes of compression, ‘lossless’ and ‘losgyssless’ com-
pression retains the original data so that the individualgensequences remain
the same. Compression is achieved by exploiting the siitidgror redundancies
that exist in a typical video. For example, consecutive &anm a video sequence
exhibit temporal redundancy since they typically contaim$ame objects, perhaps
undergoing some movement between frames. Within a singheeithere is spatial
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Application domain Resolution| ‘NTSC’—USA | ‘PAL —EU
SQCIF 128x96 128x96
Desktop videophone, QCIF 176x144 176x144
Internet streaming video
Internet streaming video,| CIF 352x288 352x288
video conferencing
;D1 360x486 360x576
2 D1 540x486 540x576
Computer pictures VGA 640x480 640x480
and games
Television broadcast (SD)) D1 720x486 720x576

Table A.1. Video resolutions.

redundancy as the color and intensity of nearby pixels aenaforrelated. The
compression rate is usually no better than 3:1 [2]. The lowm@ssion rate makes
most lossless compression less desirable.

‘Lossy’ compression methods reduce irrelevancy in thewglgnal by remov-
ing image information that is unlikely to be noticed by thewer. Only video
features that are perceptually important are coded. Thesgion is achieved
at the expense of quality. Lower quality can mean a loweruéiso, lower frame
rates and imprecise representation of image pixels.

A combination of the two methods is used in modern video cesgion stan-
dards.

A.1 Video-encoding standards

There are two bodies of experts who develop the standardsdieo compression:
the International Telecommunication Union’s (ITU) Videoding Experts Group
(VCEG) and the International Organization for Standartilizéinternational Elec-
trotechnical Commission (ISO/IEC) Moving Picture Expe@soup (MPEG).
VCEG develops standards for video coding methods aimeddabvconferenc-
ing applications. MPEG looks at a wide variety of applicatipdeveloping stan-
dards for compression, decompression, processing and cegessentation of a
video. These groups form the Joint Video Team (JVT) that lezgldped some of
the most popular video standards — H.262/MPEG-2 and H.2B&GH4 Advanced
Video Coding (AVC).

Table A.2 gives an overview of the most popular video coditandards, a
description of their application domain and the year theyeweatroduced.

H.261, defined by the ITU, is the first major video compressimmdard. The
standard was developed for video conferencing. The coritplek the coding
techniques is low since the videophones require simultamesal-time encoding
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Video Compressiony Primary Intended Applications Bit Rate Year

Standard

H.261 Video telephony and teleconferencing20 — 320 Kbps | 1990

MPEG-1 Video on digital storage media 1.5 Mbps 1993

H.262 Video conferencing, video telephony 20 — 200 Kbps | 1994

MPEG-2 Digital television 2 — 20 Mbps 1994

H.263 Video conferencing, video telephony, 20 — 320 Kbps | 1995
Internet video streaming

MPEG-4 Object-based coding, synthetic Variable 1999
content, interactivity, video streaming

H.264 Internet video streaming 20 — 200 Kbps | 2002

MPEG-4/AVC Internet video streaming, 20 — 200 Kbps | 2002
video over 3G wireless

Table A.2. Video compression standards.

and decoding. The standard is intended for ISDN networkglzeréfore supports
bit rates from 20Kbps up to 320Kbps.

MPEG-1 is the first video compression algorithm developedhigylSO. The
main application for this standard is storage and retriefalideo and audio on
digital media such as video CD. MPEG-1 may achieve betterpcession than
H.261 due to more complicated encoding techniques, whiemat possible on
resource-limited telephony devices.

MPEG-2/H.262 arose from the first joint effort by the VCEG aWPEG.
While H.262 was meant as an improvement for video compressi@ideo con-
ferencing applications, MPEG-2 was developed specifidaliydigital television.
Due to the broad scope of applications, MPEG-2 became thesuosessful video
compression standard.

H.263 was developed as an improvement to H.261. The staradared to
provide better quality at lower bit rates to satisfy slow mections via telephone
modems (28.8 Kbps). Since H.263 generally offered improstidiency over
H.261, it became used as the preferred algorithm for videdecencing, with
H.261 support still required for compatibility with oldeystems. H.263 expanded
over time to become H.263+ and H.263++. H.263 and its anrfexesed the basis
for many of the coding tools in MPEG-4.

MPEG-4 is inspired by the success of MPEG-2. MPEG-4 wasalfytmeant
to provide improved error robustness over wireless netsydoktter support for low
bit rates and tools to merge graphic objects with video. alkter objective has not
yet found any significant application in products. Unlike K{B-1 and MPEG-2,
where Internet protocol (IP) delivery was not explicit, MG fully embraces IP
networking and is targeted at Internet streaming and maehiémming. Moreover,
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some of today’s most popular proprietary codecs, such as & Xvid, are based
on the MPEG-4 standard.

H.264/ MPEG-4 AVC is the latest development of the JVT of th&Jl The
standard allows significantly better compression effigighan the standards pre-
viously used (most authors agree that it offers compredgsianis about 2 times
better than that with MPEG-2).

A video compression system comprises an encoder and a degitde com-
mon interpretation for compressed bitstreams. The endakes the original video
and compresses it to a bitstream, which is passed to the eletmgroduce the
reconstructed video. The standards specify neither thedemmor the decoder.
Instead, they specify the bitstream syntax and the decquimgess. The bitstream
syntax is the format for representing the compressed ddia.d€coding process
is the set of rules for interpreting the bitstream. The dpednplementation is
not standardized and this allows different designers anaufaaturers to provide
standard compatible enhancements and thereby to diffetetteir work. The en-
coder process has deliberately not been standardized. Aheanstraint is that
the encoder produces a syntactically correct bitstreabcérabe properly decoded
by a standard compatible decoder.

As mentioned in Section 1.1.2, the MPEG-2 standard is usdiaeinvork re-
lated to this thesis. The basic principles of the video casgion techniques used
in MPEG-2 are explained in the next section.

A.2 MPEG-2 encoding

During the encoding process the image is not treated pixgdixsi; instead the
whole image is divided into a number of macroblocks cornsistif 16x16 pixels.
Each macroblock is divided into four blocks of 8x8 pixels. eTéeparation into
macroblocks and blocks lasts from encoding until decodigring the encoding,
macroblocks are combined into slices, which make up a @ctictures are com-
bined into GOPs (groups of pictures), which in turn form ausege (Figure A.1).

In MPEG, frames (pictures) can be encoded in three typega-frames
(I frames), forward predicted frameg’ (frames), and bi-directional predicted
frames B frames).

An I frame is encoded as a single image, with no reference to astyopéu-
ture frames. Each 8x8 block is first transformed from theiapddmain into a fre-
guency domain using the DCT (Discrete Cosine Transform)), Which separates
the signal into independent frequency bands (Figure A.2ymFow on the block
is represented by DCT coefficients. Most frequency inforomais in the upper left
corner of the resulting 8x8 block. After DCT, the data is dimed. The quanti-
zation reduces the number of bits required to represent Dgefficients. Higher
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Figure A.1. The MPEG data hierarchy.

frequency coefficients are usually quantized more coatbely lower frequency

coefficients.

Figure A.2. The DCT operation. The original picture [lefticithe corresponding
DCT mapping [right].

The resulting data is run-length encoded [77] in a zig-zakgong to optimize
compression. This zig-zag ordering (Figure A.3) readswedimensional array
from the most significant element to the least significant #mas, produces longer
runs of Os by taking advantage of the fact that there shoultleehigh-frequency
information (more 0s as one zig-zags from the upper lefteotowards the lower
right corner of the 8x8 block) [46].

/
\—
= [,

Figure A.3. Zig-zag scanning.

A P frame (predicted frame) is encoded relative to the pasterée frame.
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The reference frame is the closest precedihgr I frame. The encoder scans the
reference frame and the frame, looking for macroblock-size areas of the picture
that appear similar. If the video contains moving objedtis,éncoder detects this.
For areas of the image which have not changed between franaespoblocks are
skipped. Skipped macroblocks do not consume any data inidlee gtream. The
decoder simply copies the macroblock from the previousreefee frame. For
areas that have changed slightly compared with the refereahe encoder takes
the pixel difference and encodes this using DCT and quditizéechniques. For
areas where the encoder can detect the movement of an abjaabiie macroblock
position to another, it encodes a motion vector and diffezeinformation. The
motion vector tells the decoder how far and in what directloe macroblock has
moved. If the encoder cannot find a similar macroblock in gierence frame, the
macroblock is encoded as if it belonged to/afname [46]. AB frame is encoded
relative to the past reference frame, the future refererased, or both. The future
reference frame is the closest following reference framer (P).

A group of pictures (Figure A.4) is a sequence of frames frora bframe
to, but not including, the next, e. JBBPBB Note that different videos may have
different GOP sequences.

wllﬂllﬂllﬂllﬂll

Group of pictures

Greup of pictures

':I! >

Figure A.4. Example of GOP structure.

A.3 Scalable video coding

MPEG-2 has methods to support multiple layer video codirg,temporal scala-
bility, spatial scalability, signal-to-noise ratio (SNB)alability and data partition-
ing [78].

A scalable video coding scheme describes the encoding ebviidimes into
multiple layers, including a base layer of relatively lowadjty video and several
enhancement layers that contain increasingly more videtdanhance the base
layer and thus give rise to video of increasingly higher iqyal
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A.3.1 Temporal scalability

Temporal scalability is achieved by using bidirectiongdhedicted pictures
(B frames) to create enhancement layer(s) while storingfaimes and® frames

in the base layerB pictures are not used as reference pictures for the predicti
of any other pictures. This property allovisspictures to be discarded if necessary,
without impacting the visual picture quality of the futunetpres.

A.3.2 SNR Scalability

The other basic method for achieving scalability is by SNRagitement. SNR
scalability uses quantization residues (the differendevéen actual DCT values
and the values that are obtained after quantization / déigation steps) to encode
the enhancement layer. The extra data serves to increas@tia-to-noise ratio

of the video picture, hence the term SNR scalability. Acogdo the MPEG-2

standard, the reference for the predicted frame in the lagree tonsists of both EL
and BL frames.

A.3.3 Spatial scalability

Spatial scalability is achieved by encoding a lower-retsofubase layer, where an
enhancement layer represents the coding loss between samygled version of
the reconstructed base layer picture and a the originalngict

A.3.4 Data partitioning

Data partitioning and SNR scalability are very similar. Tdi#gerence is that the
data partitioning approach breaks the block of quantized Dazfficients into two

parts. The first part contains the more critical lower freguyecoefficients and side
information (such as motion vectors). The second part eafigher frequency
data.

A.4 Evaluation of the quality of video compression

The advent of digital video systems has exposed the liroitatodf the techniques
traditionally used for video quality measurement and fdritee designers of com-
pression algorithms to resort to subjective viewing testsrder to obtain reliable
ratings for the quality of compressed images or video [799wElVver, these tests
are complex and time-consuming. In their search for fastemeatives, researchers
have turned to simple error measurement such as mean squesgSE) or peak
signal-to-noise ratio(PSNR). These simple error measopesate on a pixel-by-
pixel basis and look at the quality of single pictures, igngrany interdependen-
cies between pictures.
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The MSE is the cumulative squared error between the congatessl the orig-
inal picture, whereas PSNR is a measure of the peak errormBtieematical for-
mulae for the two are

| M / ,
MSE = +— ;; L(z,y) — I (z,y)] (A1)

255
VMSE’
wherel(z,y) is a pixel of the original picture] (x, ) is the approximated version
(which is actually the decompressed picture) aiid N are the dimensions of the
pictures. A lower value folM/ SE means less error and, as is apparent from the
inverse relation between the SE and PSN R , this translates to a high value of
PSNR.

The peak signal-to-noise ratio is an engineering term fer#tio between the
maximum possible power of a signal and the power of corrgptivise that affects
the fidelity of its representation. Because many signale laavery wide dynamic
range, PSNR is expressed in terms of the logarithmic desitaé.

A.5 MPEG-2 traffic modelling

Modeling of video traffic involves the development of a matiagical model to ac-
curately characterize the statistical properties of taefr size of MPEG-encoded
video. Of particular interest in video traffic modeling igtliame size distribution.
The frame size depends largely on the bit-rate control oétieding algorithm.

Using the MPEG-2 encoding algorithm it is possible to follome of the three
following approaches in respect of bit rate:

e constant bit rate, CBR, where the number of bits spent in &@R is con-
trolled to a mean value. This approach leads to variableigoguality or
distortion.

e variable bit rate, VBR, which involves controlling the digion. This ap-
proach enables the production of video sequences thatieghidmnstant
quality level throughout their duration.

e CBR, always using the highest bit rate needed to satisfy amim level of
distortion at all times.

CBRis common in digital television broadcasting, with theam bit rate set to
a value where the distortion in the scenes that are mostudiftic encode is only
barely noticeable. VBR is often used in relation with steragplications. When
using the VBR mode, it is usual to obtain peak-to-averagegatf about 3:1 for
the bit rate. The peak bit rate is used for high-detail andplernmotion scenes.



A.5 MPEG-2 traffic modelling 143

It has been shown in a number of research projects (see [8064631])
that the characterization of MPEG-2 traffic depends on the tf video, capture
rate, amount of action, etc. The distribution-modelinghaf traffic shows that the
distribution of frame sizes in a video can be representedNaiamal, Gamma or
Lognormal distributions. The type of distribution that Mgive the best results
depends on the video characteristics.

The work in [63] demonstrated that the distribution of videzome sizes could
be approximated as a Normal distribution. It is shown in [81dt the Normal
distribution matches very well with distributions of alk&e frame types in MPEG-
2 video.

With respect to VBR traffic, in [64] the Gamma distributioncignsidered to
be the best fit, as Normal distribution does not accommodeeneavy tail that
results from largd frames. However, even with VBR traffic an encoder manages
its average bit rate over a GOP. According to [81], the awetaiyrate over the
GOP or the sliding window of half a second is bounded within 8% with a
probability greater thaf9%.
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Networking basics

N etworking is the exchange of data such as text, audio and elsveen remote
parties via a transmission medium (e.g. cable). The dataagxge is only possible
if the parties involved are part of the same communicatiostesy. Figure B.1
shows the basic components of a data communication syst&8)D

Message

Sender Receiver
medium

protocol protocol

Figure B.1. Data communication system.

A data communication system consists of five components : [88 mes-
sage, the sender that sends the message, the receivercisesethe message,
the medium that is the physical means by which the messaggdrand a proto-
col that is a set of rules that govern communication. A linlaisommunication
path that transfers data. The sender and the receiver carcbomputer, PDA,
telephone, television, etc. Two or more devices conneaeghath other with a
communication link form a network. There are two types ofremxtions: point-to-
point, which provides a dedicated link between two deviaes, multipoint, which
connects more than two devices on a single link.
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Transmission media used in telecommunications can beetivioto two cat-
egories: guided (e.g. twisted-pair cable, coaxial cabtk faser-optic cable) and
unguided (e.g. electromagnetic waves) [82].

Guided media provide a conduit from one device to anothergias travelling
along any of the guided media is directed and contained bpttiasical limits of the
medium. Unguided media transport is often referred to asless communication.

B.1 OSI Model

The International Standards Organization establishe@radwork for standard-
izing communications systems, called Open Systems Intesstion Reference
Model (OSI Model). OSl is a layered abstract descriptiondata communica-
tions and networking. The model defines the communicationsgss as an or-
dered set of seven layers, with specific functions isolatednid associated with
each layer [83]. Each layer hides low layer processes, tefdg isolating them

from higher layer functions. In this way, each layer perferset of functions that
are necessary to provide a set of services to the layer above i

The model is composed of seven layers:

Layer 1: Physical Layer This layer defines all the electrical and physical speci-
fications for devices. It implements the functions requit@dransmit data
over a physical medium

Layer 2: Data Link Layer This layer is responsible for the transfer of data be-
tween devices on the same link and for the correction of erloat may
occur in the physical layer.

Layer 3: Network Layer This layer transfers data from a source to a destination
across one or more networks.

Layer 4: Transport Layer This layer provides transparent transfer of data be-
tween end users. It keeps track of the packets, recognilanships be-
tween the packets and retransmits any of the packets that fai

Layer 5: Session Layer This layer establishes, maintains and synchronizes the
interaction between end-user application processes.

Layer 6: Presentation Layer This layer handles syntactical differences in a data
representation. It is also intended for data encryptiooryggion and com-
pression.

Layer 7: Application Layer This layer enables the user to access the network.

Layer isolation allows the characteristics of a given laygechange without
impacting on the remainder of the model, provided that thgpstting services
remain the same [83].
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B.2 Network types

Networks are subdivided into categories depending on siz@gership, distance
covered and physical architecture [82]. Three primary gries are: Local
Area Network (LAN), Metropolian Area Network (MAN) and Widerea Network

(WAN). A LAN is a group of devices connected together, usualithin the same
office or building. A MAN is a larger network that extends ogeweral buildings
in the same city. A WAN provides long-distance transmisdlat is not restricted
to a geographical location. A WAN connects several LANS.

B.3 Local Area Network

B.3.1 Topologies

Mesh Star

OE86660

Bus

Ring
Figure B.2. LAN topology types: mesh, star, bus, ring.

The physical topology describes the way in which a netwot&igout physi-
cally. There are four basic topologiesiesh star, busandring (see Figure B.2).
With a meshtopology devices are connected to many redundant inteexioms
— each device is connected to every other device.stagtopology all devices are
connected to a central controller, called a hub. Devicesnconicate across the
network by passing data through the hub. louatopology, which is the only one
that uses multipoint connections, all devices are conddota central cable, called
the bus or backbone. Withring topology devices are connected to one another
in a closed loop, so that each device is connected directtwoother devices.
A signal is passed along thing in one direction, from device to device, until it
reaches its destination.

B.3.2 Equipment

Digital signals are affected by noise, attenuation andrathpairments which limit
the distance over which they can be transmitted before trm@akbecomes unrec-
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ognizable [83]. A repeater allows the connection of LAN segts, extending the
network beyond the maximum length of a single segment. Airpoltt repeater is
known as a hub.

A hub is the center of the star topology. It connects indigiddevices. The
connection between hubs make it possible to expand the ruohlakevices con-
nected to the LAN. Both hub and repeater work at the physaadl of the OSI
model.

Bridges are similar to repeaters in that they are used toemiriwo LAN seg-
ments. However, unlike a repeater which simply duplicatesadfic on one seg-
ment to the other, a bridge reads addresses and determiméisewbr not to for-
ward a packet on to another segment. A bridge at the datadyrés Wworks as well
as a switch. A switch is a multi-port bridge, where each pbthe bridge decides
whether to forward data packets to the attached network.

Routers operate at the network layer and have two primaigtifums — to deter-
mine the ‘best path’ and to share details of routes with atheters. A router keeps
track of the routes to networks in a routing table. Whileistaduting uses data en-
tered manually by a network administrator, dynamic routidgusts automatically
to changes in network topology by obtaining informationnirother routers. A
router can interconnect different network types, changiagket size and format
to match the requirements of the destination network.

A gateway allows different networks to communicate by affgra translation
service at all levels of the OSI model.

B.4 Wireless LAN

Much like a traditional wired LAN, a wireless LAN (WLAN) is arguping of de-
vices that share a common communications backbone. A WLAdWalusers to
connect wirelessly to the LAN via radio transmission. UaBO7 wireless LANs
represented proprietary technology. In 1997 the InstitdtElectrical and Elec-
tronics Engineers (IEEE) published its 802.11 standardviceless LANs which
allows vendors to develop products that are interopera&d8g [The IEEE 802.11
standard governs the two lower layers of the ISO ReferencdelMohe physical
layer and the data link layer.

The initial specification used tl#4 GHz frequency and supported a maximum
data rate ofl to 2 Mbps. The 802.11b specification, introduced in 1999, irszda
the performance to 11 Mbps in ti®e4 GHz range while the 802.11a specifica-
tion utilized the5 GHz range and supported up %d Mbps. Unfortunately, the
two new specifications were incompatible because they uffedetht frequencies.
This incompatibility has been overcome with the new stathéaown as 802.11g.
802.11g supports up L Mbps and is interoperable with 802.11b products.
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The 802.11 specification defines two types of operationalesiodd hoc (peer-
to-peer) mode and infrastructure mode. In ad hoc mode, ttveorieed devices
communicate directly with one another. In infrastructurede, all wireless devices
communicate with an access point. The access point acts aseaskation in an
802.11 network and all communications from all of the wisslelients go through
the access point. The access point also provides the cooméam the wireless
radio frequency world to the wired LAN world.

The level of performance of a WLAN is dependent on a nhumbemairen-
mental factors, such as:

Distance between WLAN devicesTypically, wireless LAN performs best in line-
of-sight or open area environments.

Radio frequency interference The 802.11b standard uses the unlicensed radio
spectrum that is commonly shared by a variety of consumeceevbaby
monitors and cameras, 2.4 GHz cordless phones, microwasespwand
Bluetooth-enabled devices like cellular phones or pelsdigéal assistants.
These devices transmit in the 2.4 GHz range and can impair Wpérfor-
mance.

Signal propagation The materials used in a building have a dramatic impact on
the quality of the signal obtained with an 802.11 wirelessvoek. Wood,
metal and other building materials have a direct impact gnaipropagation
and absorption. Other factors include:

e Multi-path interference that occurs when signal strengitthtaming are
altered due to the signal being reflected off walls, filingioats, beams
and other objects, causing a device to receive two or mongiwe
signals.

e Fading, i.e. the reduced amplitude of a signal caused byigmals
passing through radio-transparent objects such as walls.

e Dead zones, which are locations that are never reached byadie
signals due to reflections, obstructions or other envirariaddactors.

B.5 TCP/IP Protocols

TCP/IP protocols, also known more formally as the Interneitdtol Suite, fa-
cilitate communications across interconnected, heter@ges computer networks.
They are a combination of different protocols, which arenmalty organized into
four layers:
1. The link layer, which handles all the hardware details tosjate data trans-
mission for the network layer. Network layer protocols carsbipported by
various link layer technologies, such as Ethernet or WaeleAN.
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2. The network layer, which handles routing of packets actossietworks. It
includes the Internet Protocol (IP) — the core of the TCPriiRqrol stack.

3. The transport layer, which provides data transport for fhaieation layer,
including the Transmission Control Protocol (TCP) and tlsetDatagram
Protocol (UDP).

4. The application layer.

In the rest of this thesis only transport and applicatiortayill be addressed.
Transport layer protocols are discussed in the followirgises.

B.5.1 UDP

The User Datagram Protocol is a connectionless servicegchammieans that the
packets are transported without any form of control. UDPsdoet provide re-
liability and ordering guarantees, so the data may arriieodwrder or get lost
without notice. Because UDP lacks reliability, UDP appiisas must generally
be willing to accept some loss, errors or duplication. Mdttrg UDP applications
do not require reliability mechanisms and may even be hewley them. Stream-
ing media, real-time multiplayer games [84, 85] and voigerdP (VoIP [86, 87])

are examples of applications that often use UDP.

B.5.2 TCP

The Transmission Control Protocol provides a service fptieations that require
connection setup, error detection and automatic retragssom.

Unlike UDP, which can start sending packets immediatelyR T€juires a con-
nection establishment before it can send data and a coangetimination when it
has finished sending data.

Each unit of data carried by TCP is referred to as a segmergm&sts are
created by TCP subdividing the stream of data passed dowmpdication layer
protocols. This segment identification process enablese&iver, if required, to
reassemble data segments into their correct order [83]rddwver sends back an
acknowledgement for data packets which have been receinvegssfully; a timer
at the sending TCP will cause a timeout if an acknowledgengenbt received
within a reasonable time, referred to as round-trip timeRaiT), and the data
(which has presumably been lost) will then be re-transihitte

TCP has been optimized for wired networks. Packet loss isidered to be
the result of congestion. TCP uses a congestion window aahder side for the
purpose of congestion avoidance. The congestion windoigates the maximum
amount of data that can be sent out on a connection withongl@knowledged.
TCP detects congestion when it fails to receive an acknayeleetnt for a packet
within the estimated timeout. In such a situation, it desesathe congestion win-
dow. It increases the congestion window in other cases. Menvevireless links
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are known to experience sporadic losses, for example dwsiog, which cannot
be considered congestion. Erroneous back-off of the windia& due to wire-
less packet loss is followed by a congestion avoidance phikea conservative
decrease in window size which causes the link to be undizadi

B.5.3 RTP

The Real-time Transport Protocol (RTP) is the protocol glesil to handle real-
time traffic. RTP comes between the application program ab@ ince it has no
delivery mechanism and, therefore, reuses UDP. Applioatissing RTP are less
sensitive to packet loss, but typically very sensitive tiage

The protocol contributions are: payload-type identifieatisequence number-
ing, time stamping and delivery monitoring. The protoceklf does not provide
mechanisms to ensure timely delivery. In addition, outwafer delivery is still
possible, and flow and congestion control are not suppoitedtty. However, the
protocol delivers the necessary data to the applicationakensure it can put the
packets received in the correct order.

A special protocol, Real-time Transport Control Protod®I'CP) , has been
designed for the purpose of providing information aboueption quality from the
receiver to the sender.

B.6 Quality of Service

The goal of QoS is to provide preferential delivery servioe the applications
that need it by ensuring sufficient bandwidth, controlliagehcy and jitter, and
reducing data loss.

The network characteristics are that are useful for apjpdica (e.g. ‘through-
put’, ‘delay’, ‘residual error rate’, or ‘priority’) sumnré&ed in a set of so-called
network performance parameters [88]. Applications haveptecify their require-
ments with respect to network performance parameters teest@ special com-
munication service. QoS provision mechanisms are presgmbvide applications
with service within the specified parameters.

Two basic mechanism that are used for QoS provision are agmigontrol
and traffic control. The admission control determines wapplications are al-
lowed to use the network. These mechanisms specify how, warehby whom
network resources can be used. The traffic control regutiatesflows by classify-
ing, scheduling and marking packets on the basis of priauity by shaping traffic
(smoothing bursts of traffic by limiting the rate of flow).
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Enhancement Layer input in SNR video
encoder

Originally proposed non-compliant MPEG-2 encoder that seloeon SNR scal-
ability with EL formed on the difference between originabeencoded DCT coef-
ficients is shown in Figure C.1.

The scheme can be modified to use the difference betweenvailxels, based
on a property of DCT:

DCT(f + g) = DCT(f) + DCT(g). (C.1)

This means that a video can be separated into layers in thialsp@main as well
(Figure C.2).

The upper rectangle of Figure C.2 presents EL decoder. Tihetifunality
blocks inside the rectangle repeats the exact scheme of @esMPEG-2 non-
scalable encoder with no motion prediction. The input datayever, contains
data that is transformed by the BL encoder.

The scheme shown in Figure C.3 produce exactly the samagesuthe one
above. The input data, however, is formed based on the @lifter between the
original pixel values and the values encoded in BL streame &tuality of the
results can be proven as follows. Imaging the original phest a valuey. After
motion prediction the values is modified fo= v — r , wherer is a value of
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the correspondent pixel in the reference frame (if thereisefierence frame; is
zero). Due to the lossy nature of the encoding, the valagthe pixel transforms

to p after iDCT. To calculate the full value of the pixel,is added back tg , so

the resulting value = o 4+ r. The encoder in Figure C.2 calculates the difference
e = p — p and stores it in EL. Given that = v — r andp = © — r , the pixel
difference can be calculated as= v — 0.

DCT Ly Quant(i!zation — VLG - EL
L= > + ‘ _____ 1
Input ; L
. 1 .
(uncompressed) | Dy peT — Quangzatlon VLG - BL
A !
I
1 Inverse
I quantization
I g
. /
|
: iDCT
1
| ] A/ |
Motion < I Frame
estimation memory <

Figure C.3. Non-compliant MPEG-2 encoder based on SNR Isitifavith EL
data based on original pixel values.






D

Rate-Distortion characteristics of the
scalable video transcoder

Exponential model is a popular technique to model rate asibdion characteris-
tics for video encoders and transcoders (in the Appendixefier to encoders and
transcoder agideo producers

The exponential model describes relation between bit rfatieeovideo dataR
and distortion of the dat® as

D=a+[-log <%> (D.1)

The value ofx and 3 coefficients depend on implementation of the video pro-
ducer and on characteristics of video data being proceSdaas, the coefficients
need to be recalculated for every new video. The output ovitieo producer,
aside from the video itself, contains distortion value (M$fat is calculated on
‘per frame basis’. A set of MSE values together with the csponding bit rate
values of the output video is used to calculatand at the run-time.

The values oty and 3 are calculated using method of least squares linear re-
gression. With this method we try to find suerand3 that the sum of the squares
of the differences (also referred tosguare erroj to all data points has the small-
est possible value. Linear least square error regressiaseid, since we deal with
a function that is linear in the parameters (even thoughineait in the variables).
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From Equation D.1, the square error for thepoint is

1\\2
S{T = (Di—a—ﬂ-log <§>>

1
=a®>-2-Dj-a+2-a-0-log —> (D.2)
1

1
—2-D;-(3-log (E) + 32 - log? —) + D?.
7
The square error for alV data points is
N

2
Serr:Z<Di—a—ﬂ-log (}%))

i=1

N
(a2—2-Di-a+2-a-ﬁ-log<%> (D.3)
i=1 ‘

1 1
—2-Di-ﬁ-log<§>+ﬁ2-log2 (E>+D?)

7

In linear least squares regression, we seek the valuesotl 3 that minimize
S, The most direct approach is to take the partial derivatafethe function
with respect to the coefficients:

N

55’61”1“ 1
o —Z[Q-Q—Q-Di+2-ﬂ-log<ﬁi>],

i=1

N
sSerr 1 1 , (1
% —;[Qw)wlog(E)—2~Dz-log<§i>+2~ﬂ-log (E)}

(D.4)

Setting these partial derivatives to zero yields simulbaisdinear equations for
« andg, the normal equations for simple regression:

5 -t ()] 0

1=

; [a-log (%) —D; -log (%) + 3 - log? (%)} =0.

(D.5)
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From Equation D.% and 3 are calculated as

" sz\il (10g2 (R%)) : sz\il (Qi) — Zf\; (Qi ~log (R%)) i1 <log (R%))
N sz\il (1082 (1%)) - Zf\;1 (log (R%)) + i1 \log (R%»
5 N-YN (Qi -log (Ri)) - (log (RL ) i (@)

- N2 (e () - 2 (lox () - 2 (e ()
Equation D.6 contains four similar elements:

N
Sumy = (log <R%>> , (D.7)

=1

N
Sumy =Y (log2 <R%>> , (D.8)

i=1

(D.6)

N
Sums = _(Qi), (D.9)
i=1
al 1
Sumy = i log | — . D.10
3 (102 () (0.10)
Recalculation ofv andg is, therefore, very easy at the run-time. The values of
Sumz, Sums, Sums andSumy are get updated with every frame, adding new pair
of ; andR;. The amount of calculations consistsdasummationsy subtractions,
10 multiplications, 1 division, and3 calculations of natural logarithm.
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QoS framework for video streaming in home networks

Summary

I n this thesis we present a new SNR scalable video coding sch&m im-
portant advantage of the proposed scheme is that it requsea standard video
decoder for processing each layer. The quality of the deldv@ideo depends on
the allocation of bit rates to the base and enhancementslayer a given total
bit rate, the combination with a bigger base layer delivegbédr quality. The ab-
sence of dependencies between frames in enhancement tagikes the system
resilient to losses of arbitrary frames from an enhancertagmr. Furthermore,
that property can be used in a more controlled fashion.

An important characteristic of any video streaming schesleg ability to han-
dle network bandwidth fluctuations. We made a streamingnigcle that observes
the network conditions and based on the observations reewa$ the layer con-
figuration in order to achieve the best possible quality. Arge of the network
conditions forces a change in the number of layers or theakst of these layers.
Knowledge of the network conditions allows delivery of aaadof higher qual-
ity by choosing an optimal layer configuration. When the mekwdegrades, the
amount of data transmitted per second is decreased by sgifiEmes from an
enhancement layer on the sender side. The presented vidiem scheme allows
skipping any frame from an enhancement layer, thus enabhrefficient real-time
control over transmission at the network level and finergrdicontrol over the de-
coding of video data. The methodology proposed is not MPEBeZific and can
be applied to other coding standards.

We made a terminal resource manager that enables tradbetfieen quality
and resource consumption due to the use of scalable videéogcmdcombination
with scalable video algorithms. The controller developardtfie decoding process
optimizes the perceived quality with respect to the CPU paaveailable and the
amount of input data. The controller does not depend on the of scalability
technique and can therefore be used with any scalable vitle®.controller uses
the strategy that is created offline by means of a Markov DmtBrocess. During
the evaluation it was found that the correctness of the othatrbehavior depends
on the correctness of parameter settings for MDP, so udsrdiesuld be employed
to find the optimal settings.
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Samenvatting

I n dit proefschrift presenteren we een nieuw SNR schaalbde® zoderings-
techniek. Een belangrijk voordeel van de voorgesteldeniekhs dat een standaard
video decodeerder gebruikt kan worden voor het verwerkendeaverschillende
lagen. De kwaliteit van de geleverde video hangt af van ddelieig van band-
breedte tussen de basislaag en de verbeteringslagen. afrogegeven totale band-
breedte levert de combinatie met een grotere basislaag eteretkwaliteit. De
afwezigheid van afhankelijkheden tussen beelden van abetegingslaag maakt
de techniek robuust tegen het verliezen van willekeuriggdas van een verbete-
ringslaag. Verder kan deze eigenschap in een gecontreleeasier worden ge-
bruikt.

Een belangrijke eigenschap van een video transmissieitcisnde mogelijk-
heid om veranderingen in de bandbreedte van het netwerkatcaf te hande-
len. Wij hebben een transmissie techniek gemaakt die desipappen van het
netwerk waarneemt en deze waarnemingen gebruikt om de oaaifig) van de
lagen aan te passen, zodanig dat de best mogelijke kwalitedt bereikt. Een
verandering van de netwerkeigenschappen resulteert irverandering van het
aantal lagen of in de toekenning van bandbreedte aan deze. l&gnnis van de
netwerkeigenschappen maakt het mogelijk om een video vgaradkwaliteit te
leveren door de beste configuratie van lagen te selecteremn&®r het netwerk
verslechtert zal de zender de hoeveelheid data die per deasordt verstuurd
verminderen door middel van het overslaan van beelden vaertbeteringslaag.
De gepresenteerde video coderingstechniek staat hetlamnergan willekeurige
beelden van een verbeteringslaag toe, waardoor het mogelgm efficient in
real-time de transmissie op netwerk niveau te controldrenpmbinatie met een
fijnmazige controle van de decodering van de video data. Deyestelde techniek
is niet specifiek voor MPEG-2 en kan worden toegepast in coatiei met andere
coderingsstandaarden.

Wij hebben een manager van de beschikbare middelen gemasalded
afweging tussen kwaliteit en beschikbare middelen gebtadstaat door het
toepassen van schaalbare videocodering in combinatiechmzdibare videoalgorit-
men. Het ontwikkelde controlemechanisme voor het decpdeess optimaliseert
de waargenomen kwaliteit met betrekking tot de beschikib@kenkracht en de
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hoeveelheid video gegevens. Het controlemechanisme hagigtf van de schaal-
baarheidstechniek en kan daardoor voor willekeurige $ioasavideo worden ge-
bruikt. Het controlemechanisme gebruikt de strategie diete voren is berekend
met behulp van een Markov beslissingsmodel. TijJdens deiatialis gevonden dat
de juistheid van het controlemechanisme afhangt van déngitsvan de parame-
ter configuratie voor het Markov beslissingsmodel, zodatrgjkerstests moeten
worden aangewend om de optimale configuratie te vinden.
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