# Polling systems with regularly varying service and/or switchover times 

## Citation for published version (APA):

Boxma, O. J., Deng, Q., \& Resing, J. A. C. (1999). Polling systems with regularly varying service and/or switchover times. (Memorandum COSOR; Vol. 9910). Technische Universiteit Eindhoven.

## Document status and date:

Published: 01/01/1999

## Document Version:

Publisher's PDF, also known as Version of Record (includes final page, issue and volume numbers)

## Please check the document version of this publication:

- A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher's website.
- The final author version and the galley proof are versions of the publication after peer review.
- The final published version features the final layout of the paper including the volume, issue and page numbers.
Link to publication


## General rights

Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

- Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
- You may not further distribute the material or use it for any profit-making activity or commercial gain
- You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25 fa of the Dutch Copyright Act, indicated by the "Taverne" license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

## Take down policy

If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Eindhoven University of Technology

# Department of Mathematics and Computing Sciences 

Memorandum COSOR 99-10

Polling systems with regularly varying service and/or switchover times
O.J. Boxma
Q. Deng
J.A.C. Resing

# Polling systems with regularly varying service and/or switchover times 

O.J. Boxma ${ }^{1}$, Q. Deng ${ }^{2}$ and J.A.C. Resing<br>Department of Mathematics and Computing Science<br>Eindhoven University of Technology<br>P.O. Box $513,5600 \mathrm{MB}$ Eindhoven, The Netherlands


#### Abstract

We consider a polling system consisting of $K$ queues and a single server $S$ who visits the queues in a cyclic order. The polling discipline in each queue is the gated or exhaustive service discipline. We investigate the tail behaviour of the waiting time distributions at the various queues in the case that at least one of the service time or switchover time distributions has a regularly varying tail.


## 1 Introduction

Cyclic polling systems are queueing systems in which a server visits several queues in cyclic order. They have a wide range of applications in, e.g., computer communications, manufacturing and traffic. The abundant literature on polling systems (see [31, 32]) contains the exact analysis of polling systems for a large number of service disciplines, like the exhaustive and gated disciplines.

Tail probabilities, which are especially helpful in understanding the performance of different polling disciplines, have received some attention in recent years. For models with Poisson arrivals, general service time and switchover time distributions, and various service disciplines, Choudhury and Whitt [14] have developed efficient iterative algorithms to compute the exact tail behaviour of, for example, the steady-state waiting time $W$, with the form,

$$
\begin{equation*}
\operatorname{Pr}\{W>t\} \sim \alpha t^{\beta} e^{-\eta t}, \quad t \rightarrow \infty, \tag{1.1}
\end{equation*}
$$

with $\eta>0$ and $\alpha>0$. Here $f(t) \sim g(t)$ for $t \rightarrow \infty$ stands for $\lim _{t \rightarrow \infty} f(t) / g(t)=1$. Such tail behaviour occurs when the service time and switchover time distributions have finite moment generating functions, i.e., there is some positive real number $s$ such that $\beta_{k}(-s)<\infty$ and $\sigma_{k}(-s)<\infty$; here $\beta_{k}(\cdot)$ and $\sigma_{k}(\cdot)$ are the Laplace-Stieltjes transforms (LST) of the service time and switchover time distributions at the $k$-th queue respectively. Motivated by [14], and using analytic methods, Duffield [18] explores the relationship between the exponents $\beta$ and $\eta$ in (1.1) and their dependence (and sometimes independence) on the service time and switchover time distributions.

Recently it has become clear that delay and buffer content distributions in modern communication networks often do not exhibit such an exponential tail behaviour [4, 25, 34]. It appears that input distributions like file size and transmission time distributions in many cases have a $t^{-\nu}$ power tail behaviour, where $\nu$ can be less than two - i.e., the variance is infinite. An important and useful class of such heavy-tailed distributions is the class of regularly varying distributions of index $-\nu$ for $1<\nu<2$, i.e.,

$$
\begin{equation*}
1-B(t) \sim L(t) t^{-\nu}, \quad t \rightarrow \infty \tag{1.2}
\end{equation*}
$$

[^0]where $L(t)$ is a slowly varying function [6].
A key issue in present-day performance analysis is the influence of such heavy-tailed input distributions on the tail behaviour of the main performance measures, like waiting time and workload. In the case that the service time distribution has a regularly varying tail as specified in (1.2), the tail behaviour of the waiting time distribution has been investigated in queueing models with various service disciplines. For the $G I / G / 1$ queue with FCFS service discipline (cf. [15]) and the $M / G / 1$ queue with LCFS Nonpreemptive service discipline (cf. [10]), the waiting time distribution has been proven to have a regularly varying tail of index $1-\nu$, which is one degree higher than that of the service time. An intuitive explanation is that, in those models, customers have to wait at least a residual service time - which has a regularly varying tail of index $1-\nu$. For the $M / G / 1$ queue with LCFS Preemptive Resume service discipline [10] and with processor sharing [35, 36], the sojourn time distribution is regularly varying of index $-\nu$, which is the same as that of the service time. In $[1,11]$, the $M / G / 1$ queue with two classes of customers and fixed priorities was studied. If at least one of the service time distributions has a regularly varying tail, then the waiting time distribution of the low-priority customers is regularly varying of index one higher than that of the service time distribution with the heaviest tail. In the non-preemptive case, a similar result holds for the tail of the waiting time distribution of the high-priority customers (in the preemptive-resume case, high-priority customers are not affected by low-priority customers).

In view of the central role of polling in computer-communication networks, it is of importance to study the effect of heavy-tailed service and/or switchover time distributions on waiting-time tail behaviour in polling systems. That is the goal of the present paper. We consider waiting time (and, briefly, workload) tail behaviour for cyclic polling systems with Poisson arrivals, general independent service times, general independent switchover times, and the gated or exhaustive service discipline. At each queue, customers are served in the order in which they arrive at each queue. Our main result is the following. If at least one of the service time and/or switchover time distributions has a regularly varying tail of index $-\nu(\nu>1)$ and the others have a lighter tail, then the waiting time distribution at each queue is regularly varying of index $1-\nu$, i.e.,

$$
\operatorname{Pr}\left\{W_{k}>t\right\} \sim \alpha_{k} t^{1-\nu} L(t), \quad t \rightarrow \infty,
$$

for $\alpha_{k}>0$, where $W_{k}$ is the steady-state waiting time at the $k$-th queue.
The rest of this paper is organized as follows. Section 2 contains the model description. Section 3 presents an explicit formula for the LST of the waiting time distribution given in $[7,8]$, that will be the starting-point of the tail investigation. This distribution is expressed in the generating functions of particular queue length distributions; those are discussed in Section 4. The main theorems are provided in Section 5, in which the tail behaviour of the waiting time distribution is given under the assumption that at least one of the service and/or switchover time distributions is regularly varying. Section 6 is devoted to the proof of Theorem 5.1 which describes the tail behaviour of the intervisit time distribution in the case of exhaustive service and the tail behaviour of the cycle time distribution in the case of gated service. Section 7 contains some conclusions and suggestions for further research. Finally, Appendix A provides preliminaries relating the asymptotic behaviour of a distribution function to the behaviour of its LST near the origin (the proof of our main result heavily relies on this), and Appendix B gives some results on the first moment matrix which play a key role in the proof of our main result.

## 2 Model description

We consider a polling system consisting of $K(K \geq 2)$ queues, $Q_{1}, \ldots, Q_{K}$, attended by a single server $S$. Customers arrive at $Q_{k}, k=1, \ldots, K$, according to a Poisson process with rate $\lambda_{k}$ and require a generally distributed service time $B_{k}$ having distribution function $B_{k}(\cdot)$, finite first moment $\beta_{k}$ and LST $\beta_{k}(\cdot)$. In the sequel, customers arriving at $Q_{k}$ are also referred to as type- $k$ customers.

The server visits the queues in a strictly cyclic order, i.e., $Q_{1}, \ldots, Q_{K}, Q_{1}, \ldots, Q_{K}, Q_{1}, \ldots$. The service policy at each queue is either gated or exhaustive; we do allow mixtures, like gated service in $Q_{1}$ and $Q_{3}$ and exhaustive service in the other queues. In gated service, the server serves at a queue exactly those customers that are present at the start of his visit of the queue. In exhaustive service, the server continues to work at a queue until it becomes empty. In this paper we consider both the model with and without switchover times. In the model with switchover times, when moving from $Q_{k}$ to $Q_{k+1}$, the server incurs a generally distributed switchover time $S_{k}$, having distribution function $S_{k}(\cdot)$ with finite first moment $\sigma_{k}$ and LST $\sigma_{k}(\cdot)$. Here, we use the convention that $Q_{K+1}=Q_{1}$. The server continues switching even when the whole system is empty. In the model without switchover times, when the system becomes empty the server makes a full cycle (i.e. passes all the queues at least once) and subsequently stops right before $Q_{1}$. When the first new customer arrives, $S$ cycles along the queues to that new customer.

Let us denote by $\lambda:=\sum_{k=1}^{K} \lambda_{k}$ the total arrival intensity of customers, by $\rho_{k}:=\lambda_{k} \beta_{k}$ the traffic load at $Q_{k}$, and by $\rho:=\sum_{k=1}^{K} \rho_{k}$, the total traffic load. As has been stated for example by Eisenberg [19], Fricker \& Jaibi [20] and Resing [27], the condition $\rho<1$ is a necessary and sufficient condition for ergodicity of a cyclic polling system with gated or exhaustive service. From now on, we assume that this ergodicity condition is satisfied.

## 3 The waiting time distribution

Let $W_{k}$ denote the stationary waiting time of type- $k$ customers, with distribution function $W_{k}(\cdot)$ and LST $w_{k}(\cdot)$. In this section we give an explicit formula for $w_{k}(s)$, as provided by Borst and Boxma [8] (see also [30]). Let $W_{k \mid M / G / 1}$, with LST $w_{k \mid M / G / 1}(\cdot)$, denote the waiting time of an arbitrary customer in the 'corresponding' isolated $M / G / 1$ queue of $Q_{k}$ and let $N_{k \mid I}$, with pgf (probability generating function) $n_{k \mid I}(\cdot)$, denote the queue length at $Q_{k}$ at an arbitrary epoch in a non-serving interval for $Q_{k}$. The formula for $w_{k}(s)$ is based on the following decomposition, cf. Keilson and Servi [24],

$$
\begin{equation*}
w_{k}(s)=\mathrm{E}\left[e^{-s W_{k}}\right]=w_{k \mid M / G / 1}(s) n_{k \mid I}\left(1-s / \lambda_{k}\right), \quad \operatorname{Re} s \geq 0 \tag{3.1}
\end{equation*}
$$

By Pollaczek-Khinchine's formula, $w_{k \mid M / G / 1}(s)$ is given by

$$
\begin{equation*}
w_{k \mid M / G / 1}(s)=\mathrm{E}\left[e^{-s W_{k \mid M / G / 1}}\right]=\frac{1-\rho_{k}}{1-\rho_{k} \frac{1-\beta_{k}(s)}{\beta_{k} s}}, \quad \operatorname{Re} s \geq 0 \tag{3.2}
\end{equation*}
$$

Introduce $X_{k}$, the queue length at $Q_{k}$ at the beginning of a visit to $Q_{k}$, and $Y_{k}$, the queue length at $Q_{k}$ at the end of a visit to $Q_{k}$. Borst and Boxma [8] represent $n_{k \mid I}\left(1-s / \lambda_{k}\right)$ as

$$
\begin{equation*}
n_{k \mid I}\left(1-s / \lambda_{k}\right)=\mathrm{E}\left[\left(1-s / \lambda_{k}\right)^{N_{k \mid I}}\right]=\frac{y_{k}(s)-x_{k}(s)}{s\left(\mathrm{E} X_{k}-\mathrm{E} Y_{k}\right) / \lambda_{k}}, \quad \operatorname{Re} s \geq 0 \tag{3.3}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{k}(s):=\mathrm{E}\left[\left(1-s / \lambda_{k}\right)^{X_{k}}\right], \quad y_{k}(s):=\mathrm{E}\left[\left(1-s / \lambda_{k}\right)^{Y_{k}}\right] . \tag{3.4}
\end{equation*}
$$

To get a better understanding of the function $n_{k \mid I}\left(1-s / \lambda_{k}\right)$, we introduce the following random variables. For $k=1, \ldots, K$, let $C_{k}$ denote the cycle time of $Q_{k}$, i.e. the time between two successive arrivals of the server to $Q_{k}, D_{k}$ the station time of $Q_{k}$, i.e. the time between an arrival of the server to $Q_{k}$ and the next departure of the server from $Q_{k}$, and $I_{k}$ the intervisit time of $Q_{k}$, i.e. the time between the departure of the server from $Q_{k}$ and his next arrival to $Q_{k}$. The distribution functions of $C_{k}, D_{k}$ and $I_{k}$ are denoted by $C_{k}(\cdot), D_{k}(\cdot), I_{k}(\cdot)$ respectively. Furthermore, let $I_{k}^{*}$ be the residual intervisit time, with probability density function $\frac{1-I_{k}(t)}{\mathrm{E} I_{k}}$. As has been pointed out in [2], the ergodicity condition implies the stationarity of the cycle times, the station times and the intervisit times.

In the case of exhaustive service, apparently $Y_{k}=0$ and thus $\mathrm{E}\left[y^{Y_{k}}\right]=1$. On the other hand, the customers observed by the server at a visit beginning epoch must have arrived during the previous intervisit time. Since the arrival process at $Q_{k}$ is a Poisson process with rate $\lambda_{k}$, the generating function of the distribution of the number of arrivals during the previous intervisit time is related to the LST of the intervisit time distribution function as follows:

$$
\mathrm{E}\left[y^{X_{k}}\right]=\mathrm{E}\left[e^{-\lambda_{k}(1-y) I_{k}}\right] .
$$

Thus it follows from the above relation and (3.4) that $x_{k}(s)=\mathrm{E}\left[e^{-s I_{k}}\right]$, which in combination with (3.3) implies that $n_{k \mid I}\left(1-s / \lambda_{k}\right)=\mathrm{E}\left[e^{-s I_{k}^{*}}\right]$, i.e., $n_{k \mid I}\left(1-s / \lambda_{k}\right)$ is in fact the LST of the residual intervisit time. Furthermore, the following well-known result is implied by (3.1) ( $\stackrel{\mathrm{d}}{=}$ denoting equality in distribution):

$$
\begin{equation*}
W_{k} \stackrel{\mathrm{~d}}{=} W_{k \mid M / G / 1}+I_{k}^{*}, \tag{3.5}
\end{equation*}
$$

where $W_{k \mid M / G / 1}$ and $I_{k}^{*}$ are independent.
In the case of gated service, using similar arguments as in [16], $X_{k}$ and $Y_{k}$ can be considered as the number of arrivals during the time interval of length $C_{k}$ and $D_{k}$, respectively, and thus $x_{k}(s)=\mathrm{E}\left[e^{-s C_{k}}\right]$ and $y_{k}(s)=\mathrm{E}\left[e^{-s D_{k}}\right]$. It is readily seen that

$$
\begin{equation*}
n_{k \mid I}\left(1-s / \lambda_{k}\right)=\mathrm{E}\left[e^{-s U_{k}}\right] \tag{3.6}
\end{equation*}
$$

for some non-negative random variable $U_{k}$ with density function $\frac{D_{k}(t)-C_{k}(t)}{E C_{k}-E D_{k}}$. Thus it follows from (3.1) that

$$
\begin{equation*}
W_{k} \stackrel{\mathrm{~d}}{=} W_{k \mid M / G / 1}+U_{k}, \tag{3.7}
\end{equation*}
$$

where $W_{k \mid M / G / 1}$ and $U_{k}$ are independent. The probabilistic meaning of $U_{k}$ is: $U_{k}=D_{k}+I_{k}^{*}$, cf. [5] for the case of nonzero switchover times; it is the sum of the station time $D_{k}$ and the subsequent excess intervisit time $I_{k}^{*}$ (that depends on $D_{k}$ ).

## 4 Joint queue length distribution

In order to obtain an explicit expression for the LST $w_{k}(s)$ of the waiting time distribution, we need an expression for the generating functions of the queue lengths $X_{k}$ and $Y_{k}$ at the beginning and end, respectively, of a server visit to $Q_{k}$ (see (3.1) and (3.3)). We first concentrate on an expression for $F_{k}(\mathbf{z})$ and $G_{k}(\mathbf{z}), \mathbf{z}=\left(z_{1}, \ldots, z_{K}\right)^{T},\left|z_{j}\right| \leq 1, j=1, \ldots, K$, the pgf of the joint queue length vector at visit beginning and visit completion epochs. Here, we follow the approach of Resing [27]. In fact, in [27] a more general class of service disciplines called Bernoulli-type service is considered, which contains the gated and exhaustive service disciplines. This class of service disciplines satisfies the following property.

Property 4.1 If the server arrives at $Q_{k}$ to find $n_{k}$ customers there, then during the course of the server's visit, each of these $n_{k}$ customers is effectively replaced in an i.i.d. manner by a random population having pgf $h_{k}(\mathbf{z})$.

The gated and exhaustive service discipline both satisfy this property. In these cases the functions $h_{k}(z)$ are, respectively, given by

$$
\begin{equation*}
h_{k}(\mathbf{z})=\beta_{k}\left(\sum_{j=1}^{K} \lambda_{j}\left(1-z_{j}\right)\right) \tag{4.8}
\end{equation*}
$$

which is the pgf of the joint distribution of the numbers of arrivals at all queues during one service time at $Q_{k}$, and

$$
\begin{equation*}
h_{k}(\mathbf{z})=\eta_{k}\left(\sum_{j \neq k} \lambda_{j}\left(1-z_{j}\right)\right), \tag{4.9}
\end{equation*}
$$

where $\eta_{k}(\cdot)$ denotes the LST of the length of a busy period in an isolated $M / G / 1$ queue with arrival rate $\lambda_{k}$ and service time distribution $B_{k}(\cdot)$. In the case of exhaustive service, the function $h_{k}(\mathbf{z})$ represents the pgf of the joint distribution of the numbers of arrivals at all other queues during a busy period of $Q_{k}$ when this queue was in isolation.

In the remainder of this section, we prefer to consider the queue length pgf for the class of service disciplines that satisfy Property 4.1; it may be worthwhile to investigate whether/how the results of the present paper can be generalized to the case of that general class. For service disciplines satisfying Property 4.1, the pgf's $G_{k}(\mathbf{z})$ (queue length at departure epochs of the server from $Q_{k}$ ) can be nicely related to the pgf's $F_{k}(\mathbf{z})$ (queue length at arrival epochs of the server at $Q_{k}$, for $k=1, \ldots, K$, by

$$
\begin{equation*}
G_{k}(\mathbf{z})=F_{k}\left(z_{1}, \ldots, z_{k-1}, h_{k}(\mathbf{z}), z_{k+1}, \ldots, z_{K}\right) \tag{4.10}
\end{equation*}
$$

Next, define for $\left|z_{j}\right| \leq 1, j=1, \ldots, K$ the functions

$$
\begin{equation*}
\mathbf{f}(\mathbf{z}):=\left(f_{1}(\mathbf{z}), \ldots, f_{K}(\mathbf{z})\right)^{T} \tag{4.11}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{k}(\mathbf{z}):=h_{k}\left(z_{1}, \ldots, z_{k}, f_{k+1}(\mathbf{z}), \ldots, f_{K}(\mathbf{z})\right) \tag{4.12}
\end{equation*}
$$

and the iterates

$$
\begin{aligned}
\mathbf{f}^{(0)}(\mathbf{z}) & :=\mathbf{z} \\
\mathbf{f}^{(i)}(\mathbf{z}) & :=\mathbf{f}\left(\mathbf{f}^{(i-1)}(\mathbf{z})\right), \quad i \geq 1
\end{aligned}
$$

In the following we distinguish between the case with and the case without switchover times.

## Zero switchover times

In the sequel we add a superscript 0 for the case of zero switchover times, in order to distinguish its quantities from those for the case with switchover times. The pgf's $F_{k}^{0}(\cdot)$ and $G_{k-1}^{0}(\cdot)$ are related by

$$
\begin{align*}
& F_{k}^{0}(\mathbf{z})=G_{k-1}^{0}(\mathbf{z}), \text { for } k=2, \ldots, K  \tag{4.13}\\
& F_{1}^{0}(\mathbf{z})=G_{K}^{0}(\mathbf{z})-F_{1}^{0}(\mathbf{0})\left(\sum_{j=1}^{K} \frac{\lambda_{j}}{\lambda}\left(1-z_{j}\right)\right), \tag{4.14}
\end{align*}
$$

where 0 stands for the $K$-dimensional vector with all components equal to zero. Equation (4.14) is obtained by using the special convention that when the system is empty at the start of a visit to $Q_{1}$, the next visit does not take place until a customer has arrived. In fact $F_{1}^{0}(\mathbf{z})$ satisfies the functional equation

$$
\begin{equation*}
F_{1}^{0}(\mathbf{z})=F_{1}^{0}(\mathbf{f}(\mathbf{z}))-F_{1}^{0}(0) \sum_{k=1}^{K} \frac{\lambda_{k}}{\lambda}\left(1-z_{k}\right) \tag{4.15}
\end{equation*}
$$

the solution of which is, after iteration, given by

$$
\begin{equation*}
F_{1}^{0}(\mathbf{z})=1-\frac{F_{1}^{0}(\mathbf{0})}{\lambda} \sum_{i=1}^{\infty} \sum_{k=1}^{K} \lambda_{k}\left(1-f_{k}^{(i)}(\mathbf{z})\right) \tag{4.16}
\end{equation*}
$$

with

$$
F_{1}^{0}(0)=\left[1+\frac{1}{\lambda} \sum_{i=1}^{\infty} \sum_{k=1}^{K} \lambda_{k}\left(1-f_{k}^{(i)}(0)\right)\right]^{-1}
$$

The infinite sum $\sum_{i=1}^{\infty} \sum_{k=1}^{K} \lambda_{k}\left(1-f_{k}^{(i)}(0)\right)$ is convergent when the ergodicity condition is fulfilled. Once we know $F_{1}^{0}(\mathbf{z})$, we immediately get, by using (4.10) and (4.13), the $\operatorname{pgf} F_{k}^{0}(\mathbf{z})$ of the joint queue length distribution at a visit beginning epoch,

$$
\begin{equation*}
F_{k}^{0}(\mathbf{z})=F_{k-1}^{0}\left(z_{1}, \ldots, z_{k-2}, h_{k-1}(\mathbf{z}), z_{k}, \ldots, z_{K}\right), \text { for } k=2, \ldots, K \tag{4.17}
\end{equation*}
$$

Furthermore, by the Relations (4.13) and (4.14) we get an expression for $G_{k}^{0}(\mathbf{z})$,

$$
\begin{align*}
G_{k}^{0}(\mathbf{z}) & =F_{k+1}^{0}(\mathbf{z}), \text { for } k=1, \ldots, K-1  \tag{4.18}\\
G_{K}^{0}(\mathbf{z}) & =F_{1}^{0}(\mathbf{z})+\frac{F_{1}^{0}(0)}{\lambda}\left(\sum_{j=1}^{K} \lambda_{j}\left(1-z_{j}\right)\right) \tag{4.19}
\end{align*}
$$

Non-zero switchover times
In the case of non-zero switchover times, the following equations relate $F_{k}(\mathbf{z})$ to $G_{k-1}(\mathbf{z})$ :

$$
\begin{align*}
& F_{k}(\mathbf{z})=G_{k-1}(\mathbf{z}) \sigma_{k-1}\left(\sum_{j=1}^{K} \lambda_{j}\left(1-z_{j}\right)\right), \text { for } k=2, \ldots, K  \tag{4.20}\\
& F_{1}(\mathbf{z})=G_{K}(\mathbf{z}) \sigma_{K}\left(\sum_{j=1}^{K} \lambda_{j}\left(1-z_{j}\right)\right) . \tag{4.21}
\end{align*}
$$

Together with Equation (4.10) this leads to the functional equation

$$
\begin{equation*}
F_{1}(\mathbf{z})=F_{1}(\mathbf{f}(\mathbf{z})) g(\mathbf{z}) \tag{4.22}
\end{equation*}
$$

with

$$
g(\mathbf{z})=\prod_{k=1}^{K} \sigma_{k}\left(\sum_{j=1}^{k} \lambda_{j}\left(1-z_{j}\right)+\sum_{j=k+1}^{K} \lambda_{j}\left(1-f_{j}(\mathbf{z})\right)\right.
$$

The solution of (4.22) is given by

$$
\begin{align*}
F_{1}(\mathbf{z}) & =\prod_{i=1}^{\infty} g\left(\mathbf{f}^{(i)}(\mathbf{z})\right) \\
& =\prod_{i=1}^{\infty} \prod_{k=1}^{K} \sigma_{k}\left(\sum_{j=1}^{k} \lambda_{j}\left(1-f_{j}^{(i)}(\mathbf{z})\right)+\sum_{j=k+1}^{K} \lambda_{j}\left(1-f_{j}^{(i+1)}(\mathbf{z})\right)\right) . \tag{4.23}
\end{align*}
$$

Again, the infinite product is convergent when the ergodicity condition is fulfilled.
To make the obtained queue length pgf expressions suitable for the analysis of waiting time tail behaviour, we have to slightly rewrite them (we want to move from pgf asymptotics near 1 to LST asymptotics near 0).
Put $\mathbf{r}:=\left(r_{1}, \ldots, r_{K}\right)^{T}$, where $0 \leq r_{k} \leq \lambda_{k}$, and relate $\mathbf{z}$ to $\mathbf{r}$ by $\mathbf{z}=\left(1-r_{1} / \lambda_{1}, \ldots, 1-r_{K} / \lambda_{K}\right)^{T}$. If we define $\tilde{F}_{k}(\mathbf{r}):=F_{k}(\mathbf{z})$ and $\tilde{G}_{k}(\mathbf{r}):=G_{k}(\mathbf{z})$, then it follows from (4.10) that

$$
\begin{equation*}
\tilde{G}_{k}(\mathbf{r})=\tilde{F}_{k}\left(r_{1}, \ldots, r_{k-1}, \tilde{h}_{k}(\mathbf{r}), r_{k+1}, \ldots, r_{K}\right), \tag{4.24}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{h}_{k}(\mathbf{r}) & :=\lambda_{k}\left(1-h_{k}(\mathbf{z})\right) \\
& = \begin{cases}\lambda_{k}\left(1-\beta_{k}\left(\sum_{j=1}^{K} r_{j}\right)\right), & \text { for gated service, } \\
\lambda_{k}\left(1-\eta_{k}\left(\sum_{j \neq k} r_{j}\right)\right), & \text { for exhaustive service. }\end{cases} \tag{4.25}
\end{align*}
$$

Furthermore, we define similarly as in (4.11) and (4.12) the functions

$$
\tilde{\mathbf{f}}(\mathbf{r}):=\left(\tilde{f}_{1}(\mathbf{r}), \ldots, \tilde{f}_{K}(\mathbf{r})\right)^{T}
$$

with

$$
\begin{equation*}
\tilde{f}_{k}(\mathbf{r}):=\tilde{h}_{k}\left(r_{1}, \ldots, r_{k}, \tilde{f}_{k+1}(\mathbf{r}), \ldots, \tilde{f}_{K}(\mathbf{r})\right) \tag{4.26}
\end{equation*}
$$

and the iterates

$$
\begin{aligned}
\tilde{\mathbf{f}}^{(0)}(\mathbf{r}) & :=\mathbf{r} \\
\tilde{\mathbf{f}}^{(i)}(\mathbf{r}) & :=\tilde{\mathbf{f}}\left(\tilde{\mathbf{f}}^{(i-1)}(\mathbf{r})\right), i \geq 1 .
\end{aligned}
$$

In the following we distinguish again between the cases of zero switchover times and non-zero switchover times.

## Zero switchover times

The following equations relate $\tilde{F}_{k}^{0}(\mathbf{r})$ to $\tilde{G}_{k-1}^{0}(\mathbf{r})$. It follows from (4.13) and (4.14) that

$$
\begin{align*}
& \tilde{F}_{k}^{0}(\mathbf{r})=\tilde{G}_{k-1}^{0}(\mathbf{r}), \text { for } i=2, \ldots, K,  \tag{4.27}\\
& \tilde{F}_{1}^{0}(\mathbf{r})=\tilde{G}_{K}^{0}(\mathbf{r})-\frac{\tilde{F}_{1}^{0}(\boldsymbol{\Lambda})}{\lambda} \sum_{j=1}^{K} r_{j}, \tag{4.28}
\end{align*}
$$

where $\boldsymbol{\Lambda}=\left(\lambda_{1}, \ldots, \lambda_{K}\right)$. Introduce, for $0<r_{k}<\lambda_{k}, k=1, \ldots, K$,

$$
\begin{equation*}
H(\mathbf{r})=\sum_{i=1}^{\infty} \sum_{k=1}^{K} \tilde{f}_{k}^{(i)}(\mathbf{r}) \tag{4.29}
\end{equation*}
$$

which is well-defined if the ergodicity condition is fulfilled. Then, by (4.16), we can write

$$
\begin{equation*}
\tilde{F}_{1}^{0}(\mathbf{r}):=F_{1}^{0}(\mathbf{z})=1-\tilde{F}_{1}^{0}(\boldsymbol{\Lambda}) H(\mathbf{r}) / \lambda . \tag{4.30}
\end{equation*}
$$

By using (4.24), (4.27) and (4.28), one can derive expressions for $\tilde{F}_{k}^{0}(\mathbf{r})$ and $\tilde{G}_{k}^{0}(\mathbf{r}), k=1, \ldots, K$.

## Non-zero switchover times

It follows from (4.20) and (4.21) that

$$
\begin{align*}
& \tilde{F}_{k}(\mathbf{r})=\tilde{G}_{k-1}(\mathbf{r}) \sigma_{k-1}\left(\sum_{j=1}^{K} r_{j}\right), \text { for } k=2, \ldots, K  \tag{4.31}\\
& \tilde{F}_{1}(\mathbf{r})=\tilde{G}_{K}(\mathbf{r}) \sigma_{K}\left(\sum_{j=1}^{K} r_{j}\right) \tag{4.32}
\end{align*}
$$

Put

$$
\tilde{g}(\mathbf{r}):=\prod_{k=1}^{K} \sigma_{k}\left(\sum_{j=1}^{k} r_{j}+\sum_{j=k+1}^{K} \tilde{f}_{j}(\mathbf{r})\right)
$$

Replacing $\mathbf{z}=\left(1-r_{1} / \lambda_{1}, \ldots, 1-r_{K} / \lambda_{K}\right)$ into (4.23), we obtain

$$
\begin{align*}
\tilde{F}_{1}(\mathbf{r}) & =\prod_{i=1}^{\infty} \tilde{g}\left(\tilde{\mathbf{f}}^{(i)}(\mathbf{r})\right) \\
& =\prod_{i=1}^{\infty} \prod_{k=1}^{K} \sigma_{k}\left(\sum_{j=1}^{k} \tilde{f}_{j}^{(i)}(\mathbf{r})+\sum_{j=k+1}^{K} \tilde{f}_{j}^{(i+1)}(\mathbf{r})\right) \tag{4.33}
\end{align*}
$$

the infinite product being convergent for $0 \leq r_{k} \leq \lambda_{k}, k=1, \ldots, K$, when the ergodicity condition is fulfilled. By using (4.24), (4.31) and (4.32), one can derive expressions for $\tilde{G}_{1}(\mathbf{r}), \tilde{G}_{k}(\mathbf{r}), \tilde{F}_{k}(\mathbf{r})$ ( $k=2, \ldots, K$ ) immediately.

Marginal queue length pgf
As a final step towards the waiting time LST (see (3.1) and (3.3)), we now obtain the pgf of the marginal distributions of the queue lengths $X_{k}$ and $Y_{k}$ at the beginning and end of a server visit to $Q_{k}$. For simplicity we define $\mathbf{e}=(1, \ldots, 1)^{T}$ and for $k=1, \ldots, K, \mathbf{e}_{k}=(0, \ldots, 0,1,0, \ldots, 0)^{T}$ with the $k$-th component being 1. Taking $\mathbf{r}=\mathbf{e}_{k} s$ in (4.30) for the case of zero switchover times (add a superscript " 0 ") or in (4.33) for the case of non-zero switchover times, we get

$$
\begin{align*}
x_{k}(s) & :=\mathrm{E}\left[\left(1-s / \lambda_{k}\right)^{X_{k}}\right]=\tilde{F}_{k}\left(\mathbf{e}_{k} s\right),  \tag{4.34}\\
y_{k}(s) & :=\mathrm{E}\left[\left(1-s / \lambda_{k}\right)^{Y_{k}}\right]=\tilde{G}_{k}\left(\mathbf{e}_{k} s\right) \tag{4.35}
\end{align*}
$$

## 5 The main result

In this section we shall present our main result: If at least one of the service and/or switchover times is regularly varying of index $-\nu(\nu>1)$ and the other service and/or switchover times have a lighter tail, then the waiting time distribution is regularly varying of index $1-\nu$. As a by-product, we also show that the intervisit time distribution at $Q_{k}(k=1, \ldots, K)$ in the case
of exhaustive service and the cycle time and station time distributions at $Q_{k}(k=1, \ldots, K)$ in the case of gated service are all regularly varying of index $-\nu$.

As pointed out in Section 3, $W_{k}$ can be represented as the sum of two independent random variables $W_{k \mid M / G / 1}$ and $V_{k}$ where $V_{k}=I_{k}^{*}$ is the residual intervisit time in the case of exhaustive service and $V_{k}=U_{k}$ where the LST of $U_{k}$ is given by (3.6) in the case of gated service. The relation between $1-W_{k \mid M / G / 1}(t)$ and $1-B_{k}(t)$ for $t \rightarrow \infty$ is already well known if the residual service time has a subexponential tail (this contains the case of a regularly varying tail),

$$
\begin{equation*}
1-W_{k \mid M / G / 1}(t) \sim \frac{\lambda}{1-\rho} \int_{x=t}^{\infty}\left(1-B_{k}(x)\right) \mathrm{d} x, \quad t \rightarrow \infty \tag{5.1}
\end{equation*}
$$

cf. [26]. In the following we first investigate the tail behaviour of the distribution of $V_{k}$ by analyzing the asymptotic behaviour of its $\operatorname{LST} n_{k \mid I}\left(1-s / \lambda_{k}\right)$ for $s \downarrow 0$, and we subsequently derive the tail behaviour $1-W_{k}(t)$ of the waiting time distribution for $t \rightarrow \infty$.

Without loss of generality, we shall only analyze the explicit expression (3.3) of $n_{k \mid I}\left(1-s / \lambda_{k}\right)$ for $k=1$. Combining (4.24), (4.34) and (4.35) yields

$$
\begin{equation*}
y_{1}(s)=x_{1}\left(\tilde{h}_{1}\left(\mathbf{e}_{1} s\right)\right) \tag{5.2}
\end{equation*}
$$

If the asymptotic behaviour of $x_{1}(s)$ for $s \downarrow 0$ is known, we can obtain the asymptotic behaviour of $y_{1}(s)$ for $s \downarrow 0$ immediately by using Lemma 8.3 in Appendix A.

Assume that the tail behaviour of the service time and switchover time distributions is such that, for $k=1, \ldots, K$ :

$$
\begin{array}{ll}
1-B_{k}(t)=\left[b_{k}+o(1)\right] t^{-\nu} L(t), & t \rightarrow \infty \\
1-S_{k}(t)=\left[s_{k}+o(1)\right] t^{-\nu} L(t), & t \rightarrow \infty \tag{5.4}
\end{array}
$$

where $b_{k}, s_{k} \geq 0$ and $L(\cdot)$ is a slowly varying function; such a distribution is called regularly varying in case the constant ( $b_{k}$ or $s_{k}$ ) is positive. For ease of presentation, we take the same function $L(\cdot)$ for all distributions, but one can easily change this into different slowly varying functions for different distributions. Note that the possibility that $b_{k}=0$ or $s_{k}=0$ implies that we do allow the possibility that some of the service and/or switchover time distributions have an exponential tail, or a regularly varying tail that is less heavy than $t^{-\nu}$. According to Lemma 8.1, the tail behaviour of the service time and switchover time distributions as given in (5.3) and (5.4) is equivalent with the following behaviour of their LSTs $\beta_{1}(s), \ldots, \beta_{K}(s)$ (of the service time distributions) and $\sigma_{1}(s), \ldots, \sigma_{K}(s)$ (of the switchover time distributions):

$$
\begin{align*}
& 1-\beta_{k}(s)=\sum_{j=1}^{m}(-1)^{j+1} \beta_{k, j} s^{j}+(-1)^{m} \beta_{k, \nu} s^{\nu} L(1 / s)+o\left(s^{\nu} L(1 / s)\right), \quad k=1, \ldots, K,  \tag{5.5}\\
& 1-\sigma_{k}(s)=\sum_{j=1}^{m}(-1)^{j+1} \sigma_{k, j} s^{j}+(-1)^{m} \sigma_{k, \nu} s^{\nu} L(1 / s)+o\left(s^{\nu} L(1 / s)\right), \quad k=1, \ldots, K, \tag{5.6}
\end{align*}
$$

where $m<\nu<m+1, \beta_{k, j}>0, \beta_{k, \nu} \geq 0, \sigma_{k, j}>0$ and $\sigma_{k, \nu} \geq 0$ for $j=1, \ldots, m, k=1, \ldots, K$. Note that $\beta_{k, 1}=\beta_{k}, \beta_{k, \nu}=(-1)^{m} \Gamma(1-\nu) b_{k}, \sigma_{k, 1}=\sigma_{k}$ and $\sigma_{k, \nu}=(-1)^{m} \Gamma(1-\nu) s_{k}$ for $k=1, \ldots, K$, and $\sigma_{k}(s) \equiv 1$ if the switchover time is zero. In order to simplify the proof of Theorem 5.1 below in Section 6, we assume, without loss of generality, that $s^{\nu} L(1 / s)$ is a non-decreasing function for $s>0$.

It follows from the main result of [17], that the asymptotic behaviour of the LST $\eta_{k}(s)$ of the length of the busy period in the 'corresponding' isolated $M / G / 1$ queue of $Q_{k}$ is given by

$$
\begin{equation*}
1-\eta_{k}(s)=\sum_{j=1}^{m}(-1)^{j+1} \eta_{k, j} s^{j}+(-1)^{m} \eta_{k, \nu} s^{\nu} L(1 / s)+o\left(s^{\nu} L(1 / s)\right), \quad k=1, \ldots, K \tag{5.7}
\end{equation*}
$$

where $\eta_{k, 1}=\beta_{k} /\left(1-\rho_{k}\right)$ and $\eta_{k, \nu}=\beta_{k, \nu} /\left(1-\rho_{k}\right)^{\nu}$ and $\eta_{k, j}>0$ for $j=1, \ldots, m$.
Theorem 5.1 If Relations (5.5) and (5.6) hold, then

$$
\begin{equation*}
x_{1}(s)=\sum_{j=0}^{m}(-1)^{j} x_{1, j} s^{j}+(-1)^{m+1} x_{1, \nu} s^{\nu} L(1 / s)+o\left(s^{\nu} L(1 / s)\right), \tag{5.8}
\end{equation*}
$$

where $x_{1, j} \geq 0$ for $j=1, \ldots, m$ and $x_{1, \nu} \geq 0$. Moreover, $x_{1, \nu}=0$ if and only if $\sum_{k=1}^{K}\left(\beta_{k, \nu}+\sigma_{k, \nu}\right)=$ 0 .

Proof. See Section 6.
The next corollary, which follows immediately from Theorem 5.1 and Relation (5.2) by using Lemma 8.3 in Appendix A, characterizes the asymptotic behaviour of $y_{1}(s)$ for $s \downarrow 0$ in the gated case. Remember that $y_{1}(s) \equiv 1$ if the service discipline at $Q_{1}$ is exhaustive.

Corollary 5.1 In the case of gated service at $Q_{1}$, if (5.5) and (5.6) hold, then

$$
\begin{equation*}
y_{1}(s)=\sum_{j=0}^{m}(-1)^{j} y_{1, j} s^{j}+(-1)^{m+1} y_{1, \nu} s^{\nu} L(1 / s)+\mathrm{o}\left(s^{\nu} L(1 / s)\right), \tag{5.9}
\end{equation*}
$$

where $y_{1, j} \geq 0$ for $j=1, \ldots, m$ and $y_{1, \nu} \geq 0$. Moreover, $y_{1, \nu}=x_{1,1} \beta_{1, \nu}+x_{1, \nu} \rho_{1}^{\nu}$.
It is now easy to give the asymptotic expansion of $n_{1 \mid I}\left(1-s / \lambda_{1}\right)$ for $s \downarrow 0$.
Corollary 5.2 If (5.5) and (5.6) hold, then

$$
\begin{equation*}
n_{1 \mid I}\left(1-s / \lambda_{1}\right)=\sum_{j=1}^{m-1}(-1)^{j} n_{1 \mid I, j} s^{j}+(-1)^{m} n_{1 \mid I, \nu} s^{\nu} L(1 / s)+\mathrm{o}\left(s^{\nu} L(1 / s)\right) \tag{5.10}
\end{equation*}
$$

where $n_{1 \mid I, j}>0$ for $j=1, \ldots, m-1$ and $n_{1 \mid I, \nu} \geq 0$. Moreover, if $\sum_{k=1}^{K}\left(\beta_{k, \nu}+\sigma_{k, \nu}\right)>0$, then $n_{1 \mid I, \nu}>0$.

Proof. By (3.3), (5.8) and (5.9), (5.10) follows. As shown in Section 3, $n_{1 \mid I}\left(1-s / \lambda_{1}\right)$ is the LST of some non-negative random variable. Thus $n_{1 \mid I, j}>0, n_{1 \mid I, \nu} \geq 0$ in (5.10). Again by (3.3), $n_{1 \mid I, \nu}=\lambda_{1}\left(x_{1, \nu}-y_{1, \nu}\right) /\left(\mathrm{E} X_{1}-\mathrm{E} Y_{1}\right)$ where $y_{1, \nu}=x_{1,1} \beta_{1, \nu}+x_{1, \nu} \rho_{1}^{\nu}$. By using Formula (6.5) from the next section for the case of zero switchover time or Formula (6.40) for the case of non-zero switchover time, we can prove that $n_{1 \mid I, \nu}>0$ if $\sum_{k=1}^{K}\left(\beta_{k, \nu}+\sigma_{k, \nu}\right)>0$.

Applying Lemma 8.1 in Appendix A, we get the following theorem on the relation between the tail behaviour of the service time distribution and that of the intervisit time, cycle time, station time and waiting time distributions from the above results.

Theorem 5.2 Suppose the tail behaviour of the service time and switchover time distributions is such that

$$
\begin{array}{ll}
1-B_{k}(t)=\left[b_{k}+o(1)\right] t^{-\nu} L(t), & t \rightarrow \infty, \\
1-S_{k}(t)=\left[s_{k}+o(1)\right] t^{-\nu} L(t), & t \rightarrow \infty, \tag{5.12}
\end{array}
$$

where $b_{k}, s_{k} \geq 0, L(\cdot)$ is a slowly varying function and $k=1, \ldots, K$. Then in the case of exhaustive service at $Q_{1}$, the tail behaviour of the intervisit time and waiting time at $Q_{1}$ satisfies the following relations:

$$
\begin{align*}
1-I_{1}(t) & =\left[c_{1}+o(1)\right] t^{-\nu} L(t), \quad t \rightarrow \infty  \tag{5.13}\\
1-W_{1}(t) & =\left[c_{2}+o(1)\right] t^{1-\nu} L(t), \quad t \rightarrow \infty \tag{5.14}
\end{align*}
$$

in the case of gated service at $Q_{1}$, the tail behaviour of the cycle time, station time, $U_{1}$ with $L S T$ given by (3.6) and waiting time at $Q_{1}$ is given by

$$
\begin{align*}
& 1-C_{1}(t)=\left[c_{3}+o(1)\right] t^{-\nu} L(t),  \tag{5.15}\\
& 1-D_{1}(t)=\left[c_{4}+o(1)\right] t^{-\nu} L(t),  \tag{5.16}\\
& t \rightarrow \infty  \tag{5.17}\\
& 1-U_{1}(t)=\left[c_{5}+o(1)\right] t^{1-\nu} L(t),  \tag{5.18}\\
& 1-W_{1}(t) t \rightarrow \infty \\
& 1
\end{align*}
$$

where $c_{r}$ are nonnegative constants for $r=1, \ldots, 6$. Moreover, if $\sum_{k=1}^{K}\left(b_{k}+s_{k}\right)=0$, then $c_{r}=0$ for $r=1, \ldots, 6 ;$ if $\sum_{k=1}^{K}\left(b_{k}+s_{k}\right)>0$, then $c_{r}>0$ for $r=1, \ldots, 6$.

Proof. In the case of exhaustive service at $Q_{1}$, applying Theorem 5.1 and Lemma 8.1 in Appendix A, (5.13) follows immediately. Combining (3.5), (5.1), (5.13) and using Lemma 7.7 in [12] yields (5.14) where

$$
c_{2}=\frac{\lambda_{1} b_{1}}{\left(1-\rho_{1}\right)(\nu-1)}+\frac{c_{1}}{\mathrm{E} I_{1}(\nu-1)} .
$$

In the case of gated service at $Q_{1}$, Relations (5.15) and (5.16) follow immediately from Theorem 5.1, Corollary 5.1 and Lemma 8.1 in Appendix A. Relation (5.17) follows from Corollary 5.2. Combining (3.5), (5.1), (5.13) and using Lemma 7.7 in [12] yields (5.14) where

$$
c_{6}=\frac{\lambda_{1} b_{1}}{\left(1-\rho_{1}\right)(\nu-1)}+\frac{c_{5}}{\nu-1} .
$$

It is easy to see that if $\sum_{k=1}^{K}\left(b_{k}+s_{k}\right)=0$, then $c_{r}=0$ for $r=1, \ldots, 6$; if $\sum_{k=1}^{K}\left(b_{k}+s_{k}\right)>0$, then $c_{r}>0$ for $r=1, \ldots, 6$.

By symmetry, Theorem 5.1 and Corollaries 5.1, 5.2 hold not just for $Q_{1}$ but for each queue. Thus Theorem 5.2 also holds for each queue.

Remark 5.1. In order to get explicit expressions for $c_{r}$ in the above theorem in terms of $b_{k}$ and $s_{k}$ for $k=1, \ldots, K$, one can refer to Relation (6.5) in the case of zero switchover time or

Relation (6.40) in the case of non-zero switchover time.
Remark 5.2. Consider the $M / G / 1$ queue with repeated vacations. The server continues serving until the system has become empty, and then takes a vacation $V$. If the system is still empty after this vacation, then he takes another vacation, etc.; successive vacations are independent and identically distributed. Fuhrmann and Cooper [21] have proven the following decomposition result:

$$
\begin{equation*}
W_{w i t h}=W_{M / G / 1}+V^{*}, \tag{5.19}
\end{equation*}
$$

where $W_{\text {with }}\left(W_{M / G / 1}\right)$ denotes waiting time in the model with (without) vacations and $V^{*}$ has the equilibrium (residual lifetime) distribution of $V ; W_{M / G / 1}$ and $V^{*}$ are independent.
This vacation queue is a special case of the polling model with switchover times and exhaustive service; take $N=1$. Asmussen et al. [3] have proven the following result, for the $M / G / 1$ vacation queue with residual vacation or residual service time distributions that belong to the class $\mathcal{S}$ of subexponential distributions (which contains the class of regularly varying distributions):
(i) If the equilibrium service time $S^{*} \in \mathcal{S}$ and if $\mathrm{P}\left(V^{*}>x\right)=o\left(\mathrm{P}\left(S^{*}>x\right)\right.$ ) as $x \rightarrow \infty$, then

$$
\mathrm{P}\left(W_{\text {with }}>x\right) \sim \frac{\rho}{1-\rho} \mathrm{P}\left(S^{*}>x\right), \quad x \rightarrow \infty ;
$$

(ii) If the equilibrium vacation time $V^{*} \in \mathcal{S}$ and if $\mathrm{P}\left(S^{*}>x\right)=\mathrm{o}\left(\mathrm{P}\left(V^{*}>x\right)\right)$ as $x \rightarrow \infty$, then

$$
\mathrm{P}\left(W_{w i t h}>x\right) \sim \mathrm{P}\left(V^{*}>x\right), \quad x \rightarrow \infty
$$

(iii) If the equilibrium service time $S^{*} \in S$ and if $\mathrm{P}\left(V^{*}>x\right) \sim c \mathrm{P}\left(S^{*}>x\right)$ as $x \rightarrow \infty$ for some $c \geq 0$, then

$$
\mathrm{P}\left(W_{w i t h}>x\right) \sim\left(c+\frac{\rho}{1-\rho}\right) \mathrm{P}\left(S^{*}>x\right), \quad x \rightarrow \infty
$$

In the polling model one might also try to prove that the waiting time distribution is subexponential in the case of subexponential service and/or switchover time distributions. However, at least in the case of exhaustive service at some queue $Q_{k}$, this requires solution of the following open problem, that seems quite hard (cf. [3]): Is the busy period distribution of $M / G / 1$ queue $Q_{k}$ in isolation subexponential, when its service time distribution is subexponential? (Notice that the busy period distribution of $Q_{k}$ appears prominently in $h_{k}(\mathbf{z})$ and $\tilde{f}_{k}(\mathbf{r})$, cf. (4.9) and (4.26)).

Remark 5.3. In the present paper we have concentrated on the tails of the waiting time distributions. It is slightly easier to study the tail behaviour of the total workload distribution in a polling system. Boxma and Groenendijk [13] (cf. also Boxma [9] for generalizations) have proven the following workload decomposition for a broad category of multiclass queueing systems with Poisson arrivals and server vacations - a category that includes cyclic polling systems with switchover times:

$$
\begin{equation*}
U=U_{M / G / 1}+Z \tag{5.20}
\end{equation*}
$$

$U_{M / G / 1}$ and $Z$ being independent. Here $U$ is the steady-state workload in the system, $U_{M / G / 1}$ is the steady-state workload in the corresponding $M / G / 1$ queue to which the multiclass system reduces when there are no switchovers, and $Z$ is the steady-state workload at an arbitrary time during a vacation. Takagi et al. [33] provide an expression for the LST of the distribution of $Z$, in the case of either exhaustive or gated service at all queues. Using that expression and the
above decomposition result, one can apply the technique in Section 6 of this paper to obtain similar tail behaviour results for the workload as for the individual waiting times.

Remark 5.4. In the $M / G / 1$ FCFS queue, if the service time distribution is regularly varying of index $-\nu(\nu>1)$, then the waiting time distribution is regularly varying of index $1-\nu$. However, the $M / G / 1$ queue with the LCFS preemptive resume discipline has the attractive feature that the waiting time distribution is regularly varying of index $-\nu$ only [10]. In the polling system with a LCFS preemptive resume discipline within a queue visit of the server, customers may have to wait a residual cycle time (in the case of gated service) or a residual intervisit time (in the case of exhaustive service), and these are regularly varying of index $1-\nu$. Thus one cannot expect to get a 'better' index than $1-\nu$ by providing LCFS preemptive resume service within a queue visit of the server.

## 6 Proof of Theorem 5.1

We shall prove the cases of zero and non-zero switchover times separately. We restrict ourselves mainly to the cases in which all queues are served according to the same discipline (gated, or exhaustive); the proofs require only minor adaptations in the case of mixtures of these disciplines.

1. The case of zero suitchover times

Using (4.30) and (4.34) we have

$$
\begin{equation*}
x_{1}(s)=\tilde{F}_{1}^{0}\left(\mathbf{e}_{1} s\right)=1-\tilde{F}_{1}^{0}(\mathbf{\Lambda}) H\left(\mathbf{e}_{1} s\right) / \lambda \tag{6.1}
\end{equation*}
$$

In the following we concentrate on determining the asymptotic behaviour of $H\left(\mathbf{e}_{1} s\right)$ for $s \downarrow 0$. We shall prove that

$$
\begin{equation*}
H\left(\mathbf{e}_{1} s\right)=\sum_{j=1}^{m} H_{1, j} s^{j}+(-1)^{m} H_{1, \nu} s^{\nu} L(1 / s)+o\left(s^{\nu} L(1 / s)\right), \quad s \downarrow 0 \tag{6.2}
\end{equation*}
$$

for some constants $H_{1, j}$ where $j=1, \ldots, m$ and $H_{1, v} \geq 0$. The proof of Relation (6.2) is divided into three steps. In the first step, we construct a new function $P(\cdot)$ which has a similar structure as $H(\cdot)$. In the second step, we shall show that the asymptotic expansion of this function is given by

$$
\begin{equation*}
P\left(\mathbf{e}_{1} s\right)=\sum_{j=1}^{m} P_{1, j} s^{j}+\mathrm{O}\left(s^{m+1}\right), \text { for } s \downarrow 0 \tag{6.3}
\end{equation*}
$$

Finally, in the third step we will show that

$$
\begin{equation*}
\lim _{s \downarrow 0} \frac{H\left(\mathbf{e}_{1} s\right)-P\left(\mathbf{e}_{1} s\right)}{s^{\nu} L(1 / s)}=(-1)^{m} H_{1, \nu} \tag{6.4}
\end{equation*}
$$

for some non-negative constant $H_{1, \nu}$. Clearly, Relation (6.2) follows by combining (6.3) and (6.4). Once we have proven (6.2), the proof of Theorem 5.1 is almost completed. Substituting (6.2) into (6.1) and noting that $x_{1}(s)$ is the LST of some non-negative random variable (cycle time if the service discipline at $Q_{1}$ is gated service or intervisit time if the service discipline at $Q_{1}$ is exhaustive service) yields Formula (5.8) of Theorem 5.1, where

$$
\begin{equation*}
x_{1,1}=\tilde{F}_{1}^{0}(\Lambda) P_{1,1} / \lambda, \quad \quad x_{1, v}=\tilde{F}_{1}^{0}(\Lambda) H_{1, \nu} / \lambda \tag{6.5}
\end{equation*}
$$

Step 1: Similarly as we constructed the function $H(\cdot)$ in Section 4, we now construct the function $P(\cdot)$. So, define (cf. (4.25), and notice that we take $\lambda_{k}$ times the first $m$ terms in the righthand sides of (5.5) and (5.7)):

$$
\xi_{k}(\mathbf{r}):= \begin{cases}\lambda_{k} \sum_{j=1}^{m}(-1)^{j+1} \beta_{k, j}\left(\sum_{i=1}^{k} r_{i}\right)^{j}, & \text { for gated service }  \tag{6.6}\\ \lambda_{k} \sum_{j=1}^{m}(-1)^{j+1} \eta_{k, j}\left(\sum_{i \neq k} r_{i}\right)^{j}, & \text { for exhaustive service }\end{cases}
$$

and

$$
\begin{equation*}
\mathbf{p}(\mathbf{r}):=\left(p_{1}(\mathbf{r}), \ldots, p_{K}(\mathbf{r})\right)^{T} \tag{6.7}
\end{equation*}
$$

with

$$
p_{k}(\mathbf{r}):=\xi_{k}\left(r_{1}, \ldots, r_{k}, p_{k+1}(\mathbf{r}), \ldots, p_{K}(\mathbf{r})\right),
$$

and the iterates

$$
\begin{aligned}
& \mathbf{p}^{(0)}(\mathbf{r}):=\mathbf{r} \\
& \mathbf{p}^{(i)}(\mathbf{r}):=\mathbf{p}\left(\mathbf{p}^{(i-1)}(\mathbf{r})\right), \quad i \geq 1 .
\end{aligned}
$$

The function $P(\cdot)$ is defined by

$$
\begin{equation*}
P(\mathbf{r}):=\sum_{i=1}^{\infty} \sum_{k=1}^{K} p_{k}^{(i)}(\mathbf{r}) \tag{6.8}
\end{equation*}
$$

In Lemma 6.2 we shall prove that the infinite sum in (6.8) is well-defined. Before we can do that we first need to prove Lemma 6.1. In the following we make the convention that $|\mathbf{v}|=\left(\left|v_{1}\right|, \ldots,\left|v_{n}\right|\right)^{T}$ where $\mathbf{v}$ is an $n$-dimensional vector and $\mathbf{v} \leq \mathbf{u}$ if and only if $v_{k} \leq u_{k}$ for all $k=1, \ldots, n$. For the definition of $\tilde{\mathrm{M}}$, we refer to Appendix B.

Lemma 6.1 There exists a $\delta_{1}>0$ such that $\mathbf{p}(\mathbf{r}) \leq \tilde{\mathrm{M}} \mathbf{r}$ for $\mathbf{0} \leq \mathbf{r} \leq \delta_{1} \mathbf{e}$.
Proof. For $k=1, \ldots, K$, it is easy to check that

$$
\frac{\mathrm{d}}{\mathrm{~d} s} \xi_{k}\left(\mathbf{e}_{1} s\right) \leq \begin{cases}{\left[\frac{\mathrm{d}}{\mathrm{~d} s} \lambda_{k}\left(1-\beta_{k}(s)\right)\right]_{s=0}=\rho_{k},} & \text { for gated service } \\ {\left[\frac{\mathrm{d}}{\mathrm{~d} s} \lambda_{k}\left(1-\eta_{k}(s)\right)\right]_{s=0}=\frac{\rho_{k}}{1-\rho_{k}},} & \text { for exhaustive service }\end{cases}
$$

for $0<s<\delta_{1}$ where $\delta_{1}$ is some positive constant. Therefore, we have

$$
\begin{aligned}
p_{k}(\mathbf{r}) & =\xi_{k}\left(r_{1}, \ldots, r_{k}, p_{k+1}(\mathbf{r}), \ldots, p_{K}(\mathbf{r})\right) \\
& \leq \begin{cases}\rho_{k}\left[r_{1}+\ldots+r_{k}+p_{k+1}(\mathbf{r})+\ldots+p_{K}(\mathbf{r})\right], & \text { for gated service } \\
\frac{\rho_{k}}{1-\rho_{k}}\left[r_{1}+\ldots+r_{k-1}+p_{k+1}(\mathbf{r})+\ldots+p_{K}(\mathbf{r})\right], & \text { for exhaustive service. }\end{cases}
\end{aligned}
$$

Rewriting the above inequalities in terms of matrices,

$$
\begin{equation*}
\mathbf{p}(\mathbf{r}) \leq \mathbf{B r}+\mathbf{A p}(\mathbf{r}) \tag{6.9}
\end{equation*}
$$

where the matrices $\mathbf{A}$ and $\mathbf{B}$ are given by (8.8) and (8.9) respectively in Appendix B, it follows from the fact that $(\mathbf{I}-\mathbf{A})^{-1}$ is a nonnegative matrix that

$$
\mathbf{p}(\mathbf{r}) \leq(\mathbf{I}-\mathbf{A})^{-1} \mathbf{B r}=\tilde{\mathbf{M}} \mathbf{r}
$$

Now we are able to prove that the infinite sum in (6.8) is well-defined.
Lemma 6.2 There exists a $\delta_{1}>0$ such that $P\left(\mathbf{e}_{1} s\right)<\infty$ for $0<s<\delta_{1}$.
Proof. It follows from Lemma 6.1 that there exists $\delta_{1}>0$ such that for $0<s<\delta_{1}$,

$$
\begin{equation*}
\mathbf{p}\left(\mathbf{e}_{1} s\right) \leq \tilde{\mathrm{M}} \mathrm{e}_{1} s \tag{6.10}
\end{equation*}
$$

Iterating (6.10) leads to

$$
\mathbf{p}^{(i)}\left(\mathbf{e}_{1} s\right) \leq \overline{\mathbf{M}}^{i} \mathbf{e}_{1} s, \quad i=1,2, \ldots
$$

Summing up the above relations, we get

$$
\sum_{i=1}^{\infty} \mathbf{p}^{(i)}\left(\mathbf{e}_{1} s\right) \leq(\mathbf{I}-\tilde{\mathbf{M}})^{-1} \tilde{\mathbf{M}} \mathbf{e}_{1} s
$$

which implies that

$$
\begin{equation*}
P\left(\mathbf{e}_{1} s\right)=\sum_{k=1}^{K} \sum_{i=1}^{\infty} p_{k}^{(i)}\left(\mathbf{e}_{1} s\right) \leq \mathbf{e}^{T}(\mathbf{I}-\tilde{\mathbf{M}})^{-1} \tilde{\mathbf{M}} \mathbf{e}_{1} s<\infty \tag{6.11}
\end{equation*}
$$

Actually, dividing by $s$ in (6.10) and taking the limit for $s \downarrow 0$, we obtain

$$
\left[\frac{\mathrm{d}}{s} \mathbf{p}\left(\mathbf{e}_{1} s\right)\right]_{s=0}=\tilde{\mathbf{M}} \mathbf{e}_{1} .
$$

Equality is seen to hold because the first inequality in the proof of Lemma 6.1 also reduces to an equality for $s \downarrow 0$. By using similar arguments as in the proof of Lemma 6.2, it is easy to derive from (6.11) that

$$
\begin{equation*}
P_{1,1}=\mathbf{e}^{T}(\mathbf{I}-\tilde{\mathbf{M}})^{-1} \tilde{\mathbf{M}} \mathbf{e}_{1} . \tag{6.12}
\end{equation*}
$$

This relation is used in the proof of Corollary 5.2.
Step 2: The asymptotic expansion (6.3) is proved in the following lemma.
Lemma 6.3 The function $P\left(\mathbf{e}_{1} s\right)$ defined by (6.8) has the following expansion in the neighbourhood of the origin,

$$
\begin{equation*}
P\left(\mathbf{e}_{1} s\right)=\sum_{j=1}^{m} P_{1, j} s^{j}+\mathrm{O}\left(s^{m+1}\right), \quad \text { for } s \downarrow 0 \tag{6.13}
\end{equation*}
$$

Proof. First, we observe that for all $k=1, \ldots, K$ and all $i=1,2, \ldots$, the functions $p_{k}^{(i)}\left(\mathrm{e}_{1} s\right)$ are polynomials in $s$, i.e.,

$$
p_{k}^{(i)}\left(\mathrm{e}_{1} s\right)=\sum_{j=1}^{n_{k}^{(i)}} p_{k, j}^{(i)} s^{j},
$$

where $n_{k}^{(i)}=m^{K i-k+1}$. It remains to prove that

$$
\begin{equation*}
\sum_{i=1}^{\infty} \sum_{k=1}^{K} \sum_{j=1}^{n_{k}^{(i)}}\left|p_{k, j}^{(i)}\right| s^{j}<\infty \tag{6.14}
\end{equation*}
$$

for $0 \leq s \leq \delta_{2}$. Because, if equation (6.14) holds, we can interchange the order of summation below,

$$
\begin{equation*}
P\left(\mathbf{e}_{1} s\right)=\sum_{i=1}^{\infty} \sum_{k=1}^{K} \sum_{j=1}^{n_{k}^{(i)}} p_{k, j}^{(i)} s^{j}=\sum_{j=1}^{\infty}\left(\sum_{k=1}^{K} \sum_{\left\{i: n_{k}^{(i)} \geq j\right\}} p_{k, j}^{(i)}\right) s^{j}=\sum_{j=1}^{\infty} P_{1, j} s^{j} \tag{6.15}
\end{equation*}
$$

for $0 \leq s \leq \delta_{2}$. Therefore, the expansion (6.13) follows from (6.15) immediately. In order to prove (6.14), we define a function $\mathbf{q}: \mathbf{R}_{K} \mapsto \mathbf{R}_{K}$,

$$
\begin{align*}
\mathbf{q}(\mathbf{r}) & :=\left(q_{1}(\mathbf{r}), \ldots, q_{K}(\mathbf{r})\right)^{T}  \tag{6.16}\\
q_{k}(\mathbf{r}) & :=-\xi_{k}\left(-r_{1}, \ldots,-r_{k},-q_{k+1}(\mathbf{r}), \ldots,-q_{K}(\mathbf{r})\right),
\end{align*}
$$

and its iterates

$$
\begin{aligned}
& \mathbf{q}^{(0)}(\mathbf{r}):=\mathbf{r} \\
& \mathbf{q}^{(i)}(\mathbf{r}):=\mathbf{q}\left(\mathbf{q}^{(i-1)}(\mathbf{r})\right), \quad i \geq 1
\end{aligned}
$$

Next we show that the infinite sum $\sum_{i=1}^{\infty} \sum_{k=1}^{K} q_{k}^{(i)}(\mathbf{r})$ converges in a neighbourhood of the origin. By the definition of $\mathbf{q}(\mathbf{r})$, using similar arguments as in the proof of Lemma 6.1, it follows that for any $\epsilon>0$, there exists $\delta_{1}>0$ such that, for $0 \leq \mathbf{r} \leq \delta_{1} \mathrm{e}$,

$$
0 \leq \mathbf{q}(\mathbf{r}) \leq(1+\epsilon) \tilde{\mathrm{M}} \mathbf{r}
$$

where the entries of $\overline{\mathrm{M}}$ are given by (8.5). Let $a_{\max }<1$ be the maximal eigenvalue of $\overline{\mathrm{M}}$. Taking $\epsilon=\left(1 / a_{\max }-1\right) / 2$, then the maximal eigenvalue of $(1+\epsilon) \tilde{\mathrm{M}}$ is also less than 1 . Thus, applying similar arguments as in the proof of Lemma 6.2, it follows that

$$
\begin{equation*}
\sum_{i=1}^{\infty} \sum_{k=1}^{K} q_{k}^{(i)}(\mathbf{r})<\infty \tag{6.17}
\end{equation*}
$$

for $0 \leq \mathbf{r} \leq \delta_{2} \mathrm{e}$ for some $\delta_{2}>0$. Similar as was observed for $p_{k}^{(i)}\left(\mathrm{e}_{1} s\right)$, we see that also the functions $q_{k}^{(i)}\left(\mathrm{e}_{1} s\right)$, for all $k$ and $i$, are polynomials in $s$, i.e.,

$$
q_{k}^{(i)}\left(\mathbf{e}_{1} s\right)=\sum_{j=1}^{n_{k}^{(i)}} q_{k, j}^{(i)} s^{j}
$$

Furthermore, from the definition of $q_{k}^{(i)}\left(\mathrm{e}_{1} s\right)$, it is easy to see that

$$
\begin{equation*}
\left|p_{k, j}^{(i)}\right| \leq q_{k, j}^{(i)}, \tag{6.18}
\end{equation*}
$$

for $k=1, \ldots, K, i=1,2, \ldots$ and $j=1, \ldots, n_{k}^{(i)}$. So, finally, (6.14) follows from (6.17) and (6.18).
Step 3: Having proven (6.3), we must now prove (6.4). For this we need the following lemma.
Lemma 6.4 For any $\epsilon>0$, there exists $\delta_{1}>0$ such that for $\mathbf{0} \leq \mathbf{r}, \mathbf{u} \leq \delta_{1} \mathbf{e}$,

$$
\begin{equation*}
|\tilde{f}(\mathbf{u})-\mathbf{p}(\mathbf{r})| \leq(\mathbf{I}-\mathbf{A})^{-1}(\mathbf{D}+\epsilon \mathbf{I}) \mathbf{d}+\tilde{\mathbf{M}}|\mathbf{u}-\mathbf{r}| \tag{6.19}
\end{equation*}
$$

where $\mathbf{A}$ is given by (8.8) below, and

$$
\begin{align*}
& \mathbf{D}=\operatorname{diag}\left(\frac{\lambda_{1} \beta_{1, \nu}}{\rho_{1}^{\nu}}, \ldots, \frac{\lambda_{K} \beta_{K, \nu}}{\rho_{K}^{\nu}}\right)  \tag{6.20}\\
& \mathbf{d}=\left(\left(\phi_{1}\right)^{\nu} L\left(1 / \phi_{1}\right), \ldots,\left(\phi_{K}\right)^{\nu} L\left(1 / \phi_{K}\right)\right)^{T} \tag{6.21}
\end{align*}
$$

with $\phi_{k}$ being the $k$-th component of $\tilde{\mathrm{M}} \mathbf{u}(k=1, \ldots, K)$.
Proof. We only prove the case of gated service. By similar arguments, one can obtain the result for exhaustive service. For $k=1, \ldots, K$, recall that $\tilde{h}_{k}(\cdot)$ and $\xi_{k}(\cdot)$ are defined by (4.25) and (6.6) respectively. Then we have, for $\mathbf{0}<\mathbf{u}, \mathbf{r}<\delta_{1} \mathbf{e}$ where $\delta_{1}$ is some positive constant,

$$
\begin{align*}
& \left|\tilde{f}_{k}(\mathbf{u})-p_{k}(\mathbf{r})\right| \\
\leq & \left|\tilde{h}_{k}\left(u_{1}, \ldots, u_{k}, \tilde{f}_{k+1}(\mathbf{u}), \ldots, \tilde{f}_{K}(\mathbf{u})\right)-\xi_{k}\left(u_{1}, \ldots, u_{k}, \tilde{f}_{k+1}(\mathbf{u}), \ldots, \tilde{f}_{K}(\mathbf{u})\right)\right| \\
& +\left|\xi_{k}\left(u_{1}, \ldots, u_{k}, \tilde{f}_{k+1}(\mathbf{u}), \ldots, \tilde{f}_{K}(\mathbf{u})\right)-\xi_{k}\left(r_{1}, \ldots, r_{k}, p_{k+1}(\mathbf{r}), \ldots, p_{K}(\mathbf{r})\right)\right| \\
\leq & \left(\frac{\lambda_{k} \beta_{k, \nu}}{\rho_{k}^{\nu}}+\epsilon\right)\left(\rho_{k} u_{1}+\ldots+\rho_{k} u_{k}+\rho_{k} \tilde{f}_{k+1}(\mathbf{u})+\ldots+\rho_{k} \tilde{f}_{K}(\mathbf{u})\right)^{\nu} \\
& L\left(1 /\left(\rho_{k} u_{1}+\ldots+\rho_{k} u_{k}+\rho_{k} \tilde{f}_{k+1}(\mathbf{u})+\ldots+\rho_{k} \tilde{f}_{K}(\mathbf{u})\right)\right)+\rho_{k}\left|u_{1}-r_{1}\right| \\
& +\ldots+\rho_{k}\left|u_{k}-r_{k}\right|+\rho_{k}\left|\tilde{f}_{k+1}(\mathbf{u})-p_{k+1}(\mathbf{r})\right|+\ldots+\rho_{k}\left|\tilde{f}_{K}(\mathbf{u})-p_{K}(\mathbf{r})\right| \tag{6.22}
\end{align*}
$$

where the last inequality in (6.22) follows from the fact that, cf. (5.5),

$$
\left|1-\beta_{k}(s)-\sum_{j=1}^{m}(-1)^{j+1} \beta_{k, j} s^{j}\right| \leq \beta_{k, \nu} s^{\nu} L(1 / s), \quad 0<s<\delta
$$

$\delta$ being a positive constant. By similar arguments as in the proof of Lemma 6.1, one can easily prove that, for $0<\mathbf{u}<\delta \mathbf{e}$,

$$
\tilde{\mathbf{f}}(\mathbf{u}) \leq \tilde{\mathrm{M}} \mathbf{u}
$$

Thus, it follows that

$$
\mathbf{B} \mathbf{u}+\mathbf{A} \tilde{\mathbf{f}}(\mathbf{u}) \leq \mathbf{B} \mathbf{u}+\mathbf{A} \tilde{\mathbf{M}} \mathbf{u}=\left(\mathbf{B}+\mathbf{A}(\mathbf{I}-\mathbf{A})^{-1} \mathbf{B}\right) \mathbf{u}=(\mathbf{I}-\mathbf{A})^{-1} \mathbf{B} \mathbf{u}=\tilde{\mathbf{M}} \mathbf{u}
$$

which implies that

$$
\begin{equation*}
\rho_{k} u_{1}+\ldots+\rho_{k} u_{k}+\rho_{k} \tilde{f}_{k+1}(\mathbf{u})+\ldots+\rho_{k} \tilde{f}_{K}(\mathbf{u}) \leq \phi_{k} \tag{6.23}
\end{equation*}
$$

Rewriting the inequality (6.22) in terms of matrices and combining with (6.23), we obtain

$$
\begin{equation*}
|\tilde{\mathbf{f}}(\mathbf{u})-\mathbf{p}(\mathbf{r})| \leq(\mathbf{D}+\epsilon \mathbf{I}) \mathbf{d}+\mathbf{B}|\mathbf{u}-\mathbf{r}|+\mathbf{A}|\tilde{\mathbf{f}}(\mathbf{u})-\mathbf{p}(\mathbf{r})| \tag{6.24}
\end{equation*}
$$

$\mathbf{D}$ and $\mathbf{d}$ being given by (6.20) and (6.21) respectively. Since $(\mathbf{I}-\mathbf{A})^{-1}$ is a nonnegative matrix, (6.19) follows from (6.24) immediately.

Lemma 6.5 There exists a nonnegative constant $H_{1, \nu}$ such that

$$
\begin{equation*}
\lim _{s \nless 0} \frac{H\left(\mathbf{e}_{1} s\right)-P\left(\mathbf{e}_{1} s\right)}{s^{\nu} L(1 / s)}=(-1)^{m} H_{1, \nu} \tag{6.25}
\end{equation*}
$$

The constant $H_{1, \nu}=0$ if and only if $\sum_{k=1}^{K} \beta_{k, \nu}=0$.
Proof. To simplify the notation, denote by $r_{i k}$ the $k$-th component of the vector $\overline{\mathbf{M}}^{i} \mathbf{e}_{1}$, put

$$
\begin{equation*}
\mathbf{v}_{i}(s):=\left(\left(r_{i 1} s\right)^{\nu} L\left(1 / r_{i 1} s\right), \ldots,\left(r_{i K} s\right)^{\nu} L\left(1 / r_{i K} s\right)\right)^{T} \tag{6.26}
\end{equation*}
$$

and let $v_{i k}(s)$ denote the $k$-th component of $\mathbf{v}_{i}(s)$ where $k=1, \ldots, K, i=1,2, \ldots$. By Lemma 6.4 it follows that

$$
\begin{equation*}
\left|\tilde{\mathbf{f}}^{(i)}\left(\mathbf{e}_{1} s\right)-\mathbf{p}^{(\mathbf{i})}\left(\mathbf{e}_{1} s\right)\right| \leq(\mathbf{I}-\mathbf{A})^{-1}(\mathbf{D}+\epsilon \mathbf{I}) \mathbf{v}_{\mathbf{i}}(s)+\tilde{\mathbf{M}}\left|\tilde{\mathbf{f}}^{(i-1)}\left(\mathbf{e}_{1} s\right)-\mathbf{p}^{(i-1)}\left(\mathbf{e}_{1} s\right)\right| \tag{6.27}
\end{equation*}
$$

for $i=1,2, \ldots$ Iterating the above relations, we get for $i=1,2, \ldots$,

$$
\begin{equation*}
\left|\tilde{\mathbf{f}}^{(i)}\left(\mathbf{e}_{1} s\right)-\mathbf{p}^{(i)}\left(\mathbf{e}_{1} s\right)\right| \leq \sum_{j=1}^{i} \tilde{\mathbf{M}}^{i-j}(\mathbf{I}-\mathbf{A})^{-1}(\mathbf{D}+\epsilon \mathbf{I}) \mathbf{v}_{j}(s) . \tag{6.28}
\end{equation*}
$$

Summing up the above inequalities yields

$$
\begin{align*}
\frac{\sum_{i=1}^{\infty}\left|\tilde{\mathbf{f}}^{(i)}\left(\mathbf{e}_{1} s\right)-\mathbf{p}^{(i)}\left(\mathbf{e}_{1} s\right)\right|}{s^{\nu} L(1 / s)} & \leq \sum_{i=1}^{\infty} \sum_{j=1}^{i} \tilde{\mathbf{M}}^{i-j}(\mathbf{I}-\mathbf{A})^{-1}(\mathbf{D}+\epsilon \mathbf{I}) \frac{\mathbf{v}_{j}(s)}{s^{\nu} L(1 / s)} \\
& =\sum_{j=1}^{\infty} \sum_{i=j}^{\infty} \tilde{\mathbf{M}}^{i-j}(\mathbf{I}-\mathbf{A})^{-1}(\mathbf{D}+\epsilon \mathbf{I}) \frac{\mathbf{v}_{j}(s)}{s^{\nu} L(1 / s)} \\
& =(\mathbf{I}-\tilde{\mathbf{M}})^{-1}(\mathbf{I}-\mathbf{A})^{-1}(\mathbf{D}+\epsilon \mathbf{I}) \sum_{j=1}^{\infty} \frac{\mathbf{v}_{j}(s)}{s^{\nu} L(1 / s)} \tag{6.29}
\end{align*}
$$

where the last identity follows from (8.10) in Appendix B.
Next we prove that the infinite sum $\sum_{i=1}^{\infty} \mathbf{v}_{i}(s) /\left(s^{\nu} L(1 / s)\right)$ converges. By using Potter's theorem (cf. Theorem 1.5.6 in [6]), it follows from the fact that $\lim _{i \rightarrow \infty} r_{i k}=0$ for $k=1, \ldots, K$ that $\frac{r_{i k}^{\nu-1} L\left(1 / r_{i k} s\right)}{L(1 / s)}$ converges to 0 uniformly in $s$ for $s>0$ as $i \rightarrow \infty$. Thus there exists $N_{0}$ such that for $i \geq N_{0}, k=1, \ldots, K$,

$$
\frac{v_{i k}(s)}{s^{\nu} L(1 / s)} \leq r_{i k}
$$

By the definition of $v_{i k}(s)$ and $r_{i k}$, we have for $k=1, \ldots, K, 0<s<\delta$ where $\delta$ is some positive constant,

$$
\sum_{i=N_{0}}^{\infty} \sum_{k=1}^{K} \frac{v_{i k}(s)}{s^{\nu} L(1 / s)} \leq \sum_{i=N_{0}}^{\infty} \sum_{k=1}^{K} r_{i k} \leq \sum_{i=1}^{\infty} \sum_{k=1}^{K} r_{i k}=\sum_{i=1}^{\infty} \mathbf{e}^{T} \tilde{\mathbf{M}}^{k} \mathbf{e}_{1}=\mathbf{e}^{T}(\mathbf{I}-\tilde{\mathbf{M}})^{-1} \tilde{\mathbf{M}} \mathbf{e}_{1}<\infty
$$

Hence, applying the Dominated Convergence Theorem, it follows that

$$
\begin{align*}
\lim _{s \downarrow 0} \frac{H\left(\mathbf{e}_{1} s\right)-P\left(\mathbf{e}_{1} s\right)}{s^{\nu} L(1 / s)} & =\sum_{i=1}^{\infty} \lim _{s \downarrow 0} \frac{\mathbf{e}^{T}\left(\tilde{\mathbf{f}}^{(i)}\left(\mathbf{e}_{1} s\right)-\mathbf{p}^{(i)}\left(\mathbf{e}_{1} s\right)\right)}{s^{\nu} L(1 / s)} \\
& =(-1)^{m} \mathbf{e}^{T}(\mathbf{I}-\tilde{\mathbf{M}})^{-1}(\mathbf{I}-\mathbf{A})^{-1} \mathbf{D} \sum_{i=1}^{\infty} \lim _{s \downarrow 0} \frac{\mathbf{v}_{i}(s)}{s^{\nu} L(1 / s)} \\
& =(-1)^{m} \mathbf{e}^{T}(\mathbf{I}-\tilde{\mathbf{M}})^{-1}(\mathbf{I}-\mathbf{A})^{-1} \mathbf{D} \sum_{i=1}^{\infty} \mathbf{u}_{i}<\infty \tag{6.30}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{u}_{i}:=\left(r_{i 1}^{\nu}, \ldots, r_{i K}^{\nu}\right) \tag{6.31}
\end{equation*}
$$

and the last identity follows from Lemma 8.2. Put

$$
\begin{equation*}
H_{1, \nu}=\mathbf{e}^{T}(\mathbf{I}-\tilde{\mathbf{M}})^{-\mathbf{1}}(\mathbf{I}-\mathbf{A})^{-1} \mathbf{D} \sum_{i=1}^{\infty} \mathbf{u}_{i} \tag{6.32}
\end{equation*}
$$

and subsequently (6.25) follows. Noticing that $\mathbf{D}=\mathbf{0}$ if and only if $\sum_{k=1}^{K} \beta_{k, \nu}=0$, we conclude that $H_{1, \nu}=0$ if and only if $\sum_{k=1}^{K} \beta_{k, \nu}=0$.
2. The case of non-zero switchover time

Again we wish to prove (5.8) for $x_{1}(s)$. As shown in Section $4, x_{1}(s)=\tilde{F}_{1}\left(\mathbf{e}_{1} s\right)$ where $\tilde{F}_{1}(\cdot)$ is given by (4.33). Put

$$
\mathbf{C}:=\left(\begin{array}{ccccc}
1 & 0 & \ldots & 0 & 0  \tag{6.33}\\
1 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 1 & \ldots & 1 & 0 \\
1 & 1 & \ldots & 1 & 1
\end{array}\right), \quad \mathbf{G}:=\left(\begin{array}{ccccc}
0 & 1 & \ldots & 1 & 1 \\
0 & 0 & \ldots & 1 & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 1 \\
0 & 0 & \ldots & 0 & 0
\end{array}\right),
$$

and subsequently we define

$$
\begin{align*}
\hat{\mathbf{f}}^{(i)}(\mathbf{r}) & :=\mathbf{C} \tilde{\mathbf{f}}^{(i)}(\mathbf{r})+\mathbf{G} \tilde{\mathbf{f}}^{(i+1)}(\mathbf{r}), \quad i=1,2, \ldots, \\
\hat{F}(\mathbf{r}) & :=\sum_{i=1}^{\infty} \sum_{k=1}^{K} \ln \left(\sigma_{k}\left(\hat{f}_{k}^{(i)}(\mathbf{r})\right)\right) \tag{6.34}
\end{align*}
$$

with $\hat{f}_{k}^{(i)}(\mathbf{r})$ being the $k$-th component of $\hat{\mathbf{f}}^{(i)}(\mathbf{r})$ for $k=1, \ldots, K$. So we may rewrite (4.33) as

$$
\begin{equation*}
\tilde{F}(\mathbf{r})=\exp \{\hat{F}(\mathbf{r})\} \tag{6.35}
\end{equation*}
$$

where $\hat{F}(\mathbf{r})$ is given by (6.34). To prove (5.8), it is sufficient to show that

$$
\begin{equation*}
\hat{F}\left(\mathrm{e}_{1} s\right)=\sum_{j=1}^{m} \hat{F}_{1, j} s^{j}+(-1)^{m+1} \hat{F}_{1, \nu} s^{\nu} L(1 / s)+o\left(s^{\nu} L(1 / s)\right), \quad s \downarrow 0 . \tag{6.36}
\end{equation*}
$$

We shall use similar arguments as in the proof for zero switchover times to obtain (6.36). We have again divided the proof into three steps. In the first step, we construct a new function $\hat{P}(\mathbf{r})$ which has similar structure as $\hat{F}(\mathbf{r})$. In the second step, we shall use similar arguments as in the proof of zero switchover time to show that

$$
\begin{equation*}
\hat{P}\left(\mathbf{e}_{1} s\right)=\sum_{j=1}^{m} \hat{P}_{1, j} s^{j}+(-1)^{m+1} \hat{P}_{1, \nu} s^{\nu} L(1 / s)+\mathrm{o}\left(s^{\nu} L(1 / s)\right) \tag{6.37}
\end{equation*}
$$

where $\hat{P}_{1, j}$ are some constants for $j=0, \ldots, m$ and $\hat{P}_{1, \nu} \geq 0$. Moreover, $\hat{P}_{1, \nu}=0$ if and only if $\sum_{k=1}^{K} \sigma_{k, \nu}=0$. In the third step, we shall verify that

$$
\begin{equation*}
\lim _{s \downarrow 0} \frac{\hat{F}\left(\mathbf{e}_{1} s\right)-\hat{P}\left(\mathbf{e}_{1} s\right)}{s^{\nu} L(1 / s)}=(-1)^{m+1} g_{1, \nu} \tag{6.38}
\end{equation*}
$$

where $g_{1, \nu} \geq 0$. Moreover, $g_{1, \nu}=0$ if and only if $\sum_{k=1}^{K}\left(\beta_{k, \nu}+\sigma_{k, \nu}\right)=0$. Obviously, combining (6.37) and (6.38) yields (6.36) where

$$
\begin{equation*}
\hat{F}_{1, \nu}=\hat{P}_{1, \nu}+g_{1, \nu} \tag{6.39}
\end{equation*}
$$

with $\hat{P}_{1, \nu}$ and $g_{1, \nu}$ being given by (6.48) and (6.51). Then applying Lemma 8.3 in Appendix A, and noting that $x_{1}(s)=\tilde{F}_{1}\left(e_{1} s\right)$ is the LST of some non-negative random variable, Formula (5.8) of Theorem 5.1 follows from (6.35) and (6.36) with

$$
\begin{equation*}
x_{1,1}=\hat{P}_{1,1}, \quad x_{1, \nu}=\hat{F}_{1, \nu} \tag{6.40}
\end{equation*}
$$

$\hat{P}_{1,1}$ and $\hat{F}_{1, \nu}$ being given by (6.44) and (6.39) respectively.
Step 1: Define:

$$
\begin{align*}
\hat{\mathbf{p}}^{(i)}(\mathbf{r}) & :=\mathbf{C p}^{(i)}(\mathbf{r})+\mathbf{G} \mathbf{p}^{(i+1)}(\mathbf{r}), \quad i=1,2, \ldots  \tag{6.41}\\
\hat{P}(\mathbf{r}) & :=\sum_{i=1}^{\infty} \sum_{k=1}^{K} \ln \left(\sigma_{k}\left(\hat{p}_{k}^{(i)}(\mathbf{r})\right)\right) \tag{6.42}
\end{align*}
$$

$\mathbf{p}^{(i)}(\cdot)$ being given by $(6.7)$ and $\hat{p}_{k}^{(i)}(\cdot)$ denoting the $k$-th component of $\hat{\mathbf{p}}^{(i)}(\cdot)$. By Lemma 6.1, we have

$$
\begin{align*}
\hat{\mathbf{p}}^{(i)}\left(\mathbf{e}_{1} s\right) & =\mathbf{C} \mathbf{p}^{(i)}\left(\mathbf{e}_{1} s\right)+\mathbf{G} \mathbf{p}^{(i+1)}\left(\mathbf{e}_{1} s\right) \\
& \leq \mathbf{C} \tilde{\mathbf{M}}^{i} \mathbf{e}_{1} s+\mathbf{G} \tilde{\mathbf{M}}^{i+1} \mathbf{e}_{1} s \\
& =(\mathbf{C}+\mathbf{G} \tilde{\mathbf{M}}) \tilde{\mathbf{M}}^{i} \mathbf{e}_{1} s \tag{6.43}
\end{align*}
$$

where the above inequality follows from (6.10). Using the fact that $\ln \left(\sigma_{k}(x)\right)<\sigma_{k} x$ for small $x$, one can easily prove that $\hat{P}(r)$ is well-defined in some neighbourhood of the origin. It is not difficult to see that

$$
\lim _{s \downarrow 0} \frac{\mathrm{~d}}{\mathrm{~d} s} \hat{\mathbf{p}}^{(i)}\left(\mathbf{e}_{1} s\right)=(\mathbf{C}+\mathbf{G} \tilde{\mathbf{M}}) \tilde{\mathbf{M}}^{i} \mathbf{e}_{1}
$$

It follows that

$$
\begin{equation*}
\hat{P}_{1,1}=\mathbf{e}^{T} \mathbf{H}(\mathbf{C}+\mathbf{G} \tilde{\mathbf{M}})(\mathbf{I}-\tilde{\mathbf{M}})^{-1} \tilde{\mathbf{M}} \mathbf{e}_{1} \tag{6.44}
\end{equation*}
$$

Step 2: We shall prove (6.37) by using similar arguments as in the proof for the case with zero switchover time. We omit some of the details here. Firstly by using Lemma 8.3, we may write

$$
\begin{equation*}
\ln \left(\sigma_{k}(x)\right)=\sum_{j=1}^{m} a_{k, j} x^{j}+(-1)^{m+1} a_{k, \nu} x^{\nu} L(1 / x)+o\left(x^{\nu} L(1 / x)\right), \quad x \downarrow 0, \tag{6.45}
\end{equation*}
$$

with $a_{k, \nu}=\sigma_{k, \nu}$. Applying similar arguments as in the proof of Lemma 6.3, we can easily verify that

$$
\begin{equation*}
A(s):=\sum_{i=1}^{\infty} \sum_{k=1}^{K} \sum_{j=1}^{m} a_{k, j}\left(\hat{p}_{k}^{(i)}\left(\mathbf{e}_{1} s\right)\right)^{j}=\sum_{j=1}^{\infty} A_{j} s^{j} . \tag{6.46}
\end{equation*}
$$

For any $\epsilon>0$, there exists a $\delta>0$ such that for $0<s<\delta$,

$$
\begin{align*}
\frac{\left|\hat{P}\left(\mathbf{e}_{1} s\right)-A(s)\right|}{s^{\nu} L(1 / s)} & \leq \sum_{i=1}^{\infty} \sum_{k=1}^{K} \frac{\left(\sigma_{k, \nu}+\epsilon\right)\left(\hat{p}_{k}^{(i)}\left(\mathbf{e}_{1} s\right)\right)^{\nu} L\left(1 /\left(\hat{p}_{k}^{(i)}\left(\mathbf{e}_{1} s\right)\right)\right)}{s^{\nu} L(1 / s)} \\
& \leq \sum_{i=1}^{\infty} \sum_{k=1}^{K} \frac{\left(\sigma_{k, \nu}+\epsilon\right)\left(\alpha_{i k} s\right)^{\nu} L\left(1 / \alpha_{i k} s\right)}{s^{\nu} L(1 / s)}<\infty, \tag{6.47}
\end{align*}
$$

$\alpha_{i k}$ denoting the $k$-th component of the vector $(\mathbf{C}+\mathbf{G} \tilde{\mathbf{M}}) \tilde{\mathbf{M}}^{i} \mathbf{e}_{1}$. By the Dominated Convergence Theorem, it can be shown that

$$
\begin{equation*}
\lim _{s \downarrow 0} \frac{\hat{P}\left(\mathbf{e}_{1} s\right)-A(s)}{s^{\nu} L(1 / s)}=(-1)^{m+1} \hat{P}_{1, \nu} \tag{6.48}
\end{equation*}
$$

with

$$
\hat{P}_{1, \nu}=\sum_{i=1}^{\infty} \sum_{k=1}^{K} \sigma_{k, \nu} \alpha_{i k}^{\nu}
$$

Notice that $\hat{P}_{1, \nu}=0$ if and only if $\sum_{k=1}^{K} \sigma_{k, \nu}=0$. Combining (6.48) and (6.46) leads to (6.37).
Step 3: The proof of (6.38) is similar to that of Lemma 6.5. Here we omit some of the details. For simplicity, define

$$
\mathbf{H}:=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{K}\right)
$$

By the definitions of $\hat{F}\left(\mathbf{e}_{1} s\right)$ and $\hat{P}\left(\mathbf{e}_{1} s\right)$, we have

$$
\begin{align*}
& \left|\hat{F}\left(\mathbf{e}_{1} s\right)-\hat{P}\left(\mathbf{e}_{1} s\right)\right| \\
= & \sum_{i=1}^{\infty} \sum_{k=1}^{K}\left|\ln \left(\sigma_{k}\left(\hat{p}_{k}^{(i)}\left(\mathbf{e}_{1} s\right)\right)\right)-\ln \left(\sigma_{k}\left(\hat{f}_{k}^{(i)}\left(\mathbf{e}_{1} s\right)\right)\right)\right| \\
\leq & \sum_{i=1}^{\infty} \sum_{k=1}^{K} \sigma_{k}\left|\hat{p}_{k}^{(i)}\left(\mathbf{e}_{1} s\right)-\hat{f}_{k}^{(i)}\left(\mathbf{e}_{1} s\right)\right| \\
\leq & \sum_{i=1}^{\infty} \sum_{k=1}^{K}\left(\sigma_{k} \sum_{j=1}^{k}\left|\tilde{f}_{k}^{(i)}\left(\mathbf{e}_{1} s\right)-p_{k}^{(i)}\left(\mathbf{e}_{1} s\right)\right|+\sigma_{k} \sum_{j=k+1}^{K}\left|\tilde{f}_{k}^{(i+1)}\left(\mathbf{e}_{1} s\right)-p_{k}^{(i+1)}\left(\mathbf{e}_{1} s\right)\right|\right) \\
= & \sum_{i=1}^{\infty} \mathbf{e}^{T} \mathbf{H}\left(\mathbf{C}\left|\tilde{\mathbf{f}}^{(i)}\left(\mathbf{e}_{1} s\right)-\mathbf{p}^{(i)}\left(\mathbf{e}_{1} s\right)\right|+\mathbf{G}\left|\tilde{\mathbf{f}}^{(i+1)}\left(\mathbf{e}_{1} s\right)-\mathbf{p}^{(i+1)}\left(\mathbf{e}_{1} s\right)\right|\right) \\
\leq & \mathbf{e}^{T} \mathbf{H}(\mathbf{C}+\mathbf{G}) \sum_{i=1}^{\infty}\left|\tilde{\mathbf{f}}^{(i)}\left(\mathbf{e}_{1} s\right)-\mathbf{p}^{(i)}\left(\mathbf{e}_{1} s\right)\right|, \tag{6.49}
\end{align*}
$$

which in combination with (6.29) yields

$$
\begin{align*}
& \frac{\left|\hat{F}\left(\mathbf{e}_{1} s\right)-\hat{P}\left(\mathbf{e}_{1} s\right)\right|}{s^{\nu} L(1 / s)} \\
\leq & \mathbf{e}^{T} \mathbf{H}(\mathbf{C}+\mathbf{G})(\mathbf{I}-\tilde{\mathbf{M}})^{-\mathbf{1}}(\mathbf{I}-\mathbf{A})^{-\mathbf{1}}(\mathbf{D}+\epsilon \mathbf{I}) \sum_{i=1}^{\infty} \frac{\mathbf{v}_{j}(s)}{s^{\nu} L(1 / s)}<\infty, \tag{6.50}
\end{align*}
$$

where $\mathbf{v}_{i}(s)$ is defined by (6.26). Again, using the Dominated Convergence Theorem, we obtain

$$
\lim _{s \downarrow 0} \frac{\hat{F}\left(\mathbf{e}_{1} s\right)-\hat{P}\left(\mathrm{e}_{1} s\right)}{s^{\nu} L(1 / s)}=(-1)^{m+1} g_{1, \nu}
$$

with

$$
\begin{equation*}
g_{1, \nu}=\mathbf{e}^{T} \mathbf{H}(\mathbf{C}+\mathbf{G} \tilde{\mathbf{M}})(\mathbf{I}-\tilde{\mathbf{M}})^{-1}(\mathbf{I}-\mathbf{A})^{-1} \mathbf{D} \sum_{i=1}^{\infty} \mathbf{u}_{i} \tag{6.51}
\end{equation*}
$$

where $\mathbf{u}_{i}$ is given in (6.31). Notice that $\mathbf{H}=\mathbf{D}=\mathbf{0}$ if and only if $\sum_{k=1}^{K}\left(\beta_{k, \nu}+\sigma_{k, \nu}\right)=0$, thus $g_{1, \nu}=0$ if and only if $\sum_{k=1}^{K}\left(\beta_{k, \nu}+\sigma_{k, \nu}\right)=0$.

## 7 Conclusions

In this paper we have investigated the tail behaviour of the waiting time distributions in cyclic polling systems with gated or exhaustive service. Under the assumption that at least one of the service or switchover time distributions has a regularly varying tail, the waiting time distributions at all queues are shown to be regularly varying at infinity, of index one higher than the heaviest tail of the service and switchover time distributions. This result gives important insight into the effect of heavy-tailed service or switchover time distributions on the performance of a large class of polling systems. We expect the same result to be true for non-cyclic polling systems, and for a larger class of arrival processes and service disciplines. For the class of service disciplines satisfying Property 4.1, it may be possible to prove this along similar lines as in the present paper. For almost all polling systems in which the service discipline in at least one queue does not satisfy Property 4.1, no explicit expression for the waiting time LST's is known, so that the approach via Lemma 8.1 does not work. An exception is provided by the 2-queue polling system with exhaustive service at $Q_{1}$ and 1-limited service at $Q_{2}$; for this model, a simple explicit expression for the waiting time LST's is known (see, e.g., [23]), which can be used to prove the above predicted result for the waiting time tails.

## 8 Appendix

## Appendix A: Preliminaries

In this appendix we shall introduce some basic results relating the tail behaviour of probability distributions to the asymptotic behaviour of their LSTs near the origin. Regularly varying distributions receive special attention.

The following lemma (cf. Lemma 2.2 in [12]), which is an extension of Theorem 8.1.6 in [6], links the regularly varying tail behaviour of $\operatorname{Pr}\{X>t\}$ for $t \rightarrow \infty$ to the behaviour of its LST $f(s)$ for $s \downarrow 0$. It plays a key role in the proof of our main result. First introduce, for an LST
$f(s)$ of the probability distribution of a non-negative random variable with finite $j$-th moment $\gamma_{j}, j=0,1, \ldots, n$ :

$$
f_{n}(s):=(-1)^{n+1}\left(f(s)-\sum_{j=0}^{n} \gamma_{j} \frac{(-s)^{j}}{j!}\right), \quad s \geq 0 .
$$

Lemma 8.1 Let $X$ be a random variable with LST $f(s), L(t)$ a slowly varying function, $\nu \in$ $(n, n+1)(n \in \mathbf{N})$ and $C \geq 0$. Then the following are equivalent:
(i) $\operatorname{Pr}\{X>t\}=[C+o(1)] L(t) / t^{\nu}, t \rightarrow \infty$.
(ii) $E\left\{X^{n}\right\}<\infty$ and $f_{n}(s)=(-1)^{n} \Gamma(1-\nu)[C+o(1)] L(1 / s) s^{\nu}, s \downarrow 0$.

The next lemma (cf. Lemma 5 in [11]) characterizes a property of slowly varying functions.
Lemma 8.2 Let $L(x)$ be a slowly varying function, and $t(x)$ a positive function such that $\lim _{x \rightarrow \infty} t(x) / x=a$ where $0<a<\infty$. Then for a constant $\nu(\nu \in \mathbf{R})$,

$$
\lim _{x \rightarrow \infty} \frac{\{t(x)\}^{\nu} L(t(x))}{x^{\nu} L(x)}=a^{\nu} .
$$

The key formulas of the present study involve iterated functions (see, e.g., (4.16), (4.23) and (5.2)). The following result is useful in this respect; it is a consequence of Lemma 8.2.

Lemma 8.3 Suppose $\phi(\cdot), \psi(\cdot)$ can be written as

$$
\begin{align*}
& \phi(x)=\sum_{i=1}^{n} \phi_{i} x^{i}+\phi_{\nu} x^{\nu} L(1 / x)+o\left(x^{\nu} L(1 / x)\right), \quad \text { for } x \downarrow 0,  \tag{8.1}\\
& \psi(x)=\sum_{i=1}^{n} \psi_{i} x^{i}+\psi_{\nu} x^{\nu} L(1 / x)+o\left(x^{\nu} L(1 / x)\right), \text { for } x \downarrow 0, \tag{8.2}
\end{align*}
$$

where $\phi_{1}, \psi_{1}>0, n<\nu<n+1$ and $L(\cdot)$ is a slowly varying function. Then the asymptotic expansion of the function $\phi(\psi(x))$ at point 0 is given by

$$
\begin{equation*}
\phi\left(\psi((x))=\sum_{i=1}^{n} \theta_{i} x^{i}+\left(\phi_{1} \psi_{\nu}+\phi_{\nu} \psi_{1}^{\nu}\right) x^{\nu} L(1 / x)+\mathrm{o}\left(x^{\nu} L(1 / x)\right), \quad \text { for } x \downarrow 0\right. \tag{8.3}
\end{equation*}
$$

Proof. For $1 \leq i \leq n$, there exist polynomials $p_{i}(x)$ and $q_{i, j}(x)(j=1, \ldots, i)$ such that $(\psi(x))^{i}$ can be written as

$$
(\psi(x))^{i}=p_{i}(x)+\sum_{j=1}^{i}\left(x^{\nu} L(1 / x)\right)^{j} q_{i, j}(x)+o\left(x^{\nu} L(1 / x)\right)
$$

where

$$
\begin{aligned}
p_{i}(x) & =\left(\sum_{j=1}^{n} \psi_{j} x^{j}\right)^{i} \\
q_{i, j}(x) & =\binom{i}{j} \phi_{\nu}^{j}\left(p_{i}(x)\right)^{i-j}, \quad j=1, \ldots, i .
\end{aligned}
$$

Note that $q_{i, 1}(x)$ are all equal to 0 if $x=0$ for $2 \leq i \leq n$. Therefore, we have

$$
\begin{equation*}
\sum_{i=1}^{n} \phi_{i}(\psi(x))^{i}=\sum_{j=1}^{n} a_{j} x^{j}+\phi_{1} \psi_{\nu} x^{\nu} L(1 / x)+o\left(x^{\nu} L(1 / x)\right), \tag{8.4}
\end{equation*}
$$

for some real numbers $a_{j}(j=1, \ldots, n)$. Since $\lim _{x \downarrow 0} \psi(x) / x=\psi_{1}$, it follows from Lemma 8.2 that

$$
\lim _{x \downarrow 0} \frac{(\psi(x))^{\nu} L(1 / \psi(x))}{x^{\nu} L(1 / x)}=\psi_{1}^{\nu}
$$

which in combination with (8.1) and (8.4) leads to the conclusion.
Remark 7.1. It should be noted that, despite the symmetry in (8.1) and (8.2), it is possible that $\phi(x)$ refers to a heavier-tailed function than $\psi(x)$ (or vice versa); for example, $\psi_{\nu}$ might be equal to zero.

## Appendix B: On the first moment matrix

Consider the mean matrix $\mathbf{M}=\left(m_{k j}: k, j=1, \ldots, K\right)$, where

$$
m_{k j}:=\frac{\partial f_{k}}{\partial z_{j}}(1, \ldots, 1)
$$

is the mean number of type- $j$ customers that are descendants of a single type- $k$ customer. As proved in [27], M plays an essential role in proving that $\rho<1$ is sufficient for ergodicity in the case of gated or exhaustive service. In this appendix we shall derive some properties of the matrix $\tilde{\mathrm{M}}=\left(\tilde{m}_{k j}: k, j=1, \ldots K\right)$, where

$$
\begin{equation*}
\tilde{m}_{k j}:=\frac{\partial \tilde{f}_{k}}{\partial r_{j}}(0, \ldots, 0) \tag{8.5}
\end{equation*}
$$

The following lemma relates the eigenvalues and eigenvectors of $\mathbf{M}$ and $\tilde{\mathbf{M}}$.
Lemma 8.4 The eigenvalues of $\mathbf{M}$ and $\overline{\mathrm{M}}$ are identical. Moreover, if $\mathbf{v}=\left(v_{1}, \ldots, v_{K}\right)^{T}$ is a right eigenvector of $\mathbf{M}$ w.r.t. eigenvalue $a$, then $\mathbf{u}=\left(\lambda_{1} v_{1}, \ldots, \lambda_{k} v_{K}\right)^{T}$ is a right eigenvector of $\overline{\mathrm{M}}$ w.r.t. $a$.

Proof. Elementary, using the fact that

$$
\begin{equation*}
\tilde{m}_{k j}=\frac{\lambda_{k}}{\lambda_{j}} m_{k j} \tag{8.6}
\end{equation*}
$$

which follows from the relation (see (4.12), (4.25) and (4.26))

$$
\tilde{f}_{k}(r)=\lambda_{k}\left(1-f_{k}(z)\right)
$$

Furthermore, we can derive an explicit formula for $\tilde{\mathbf{M}}$. It follows from (4.26) that

$$
\begin{equation*}
\tilde{\mathbf{M}}=\mathbf{B}+\mathbf{A} \tilde{\mathbf{M}} \tag{8.7}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{A}=\left(\begin{array}{ccccc}
0 & \frac{\partial \tilde{h}_{1}}{\partial r_{2}}(\mathbf{0}) & \ldots & \frac{\partial \tilde{h}_{1}}{\partial r_{K-1}}(\mathbf{0}) & \frac{\partial \tilde{h}_{1}}{\partial r_{K}}(\mathbf{0}) \\
0 & 0 & \ldots & \frac{\partial h_{2}}{\partial r_{K-1}}(\mathbf{0}) & \left.\frac{\partial \tilde{h}_{2}}{\partial r_{K}} \mathbf{0}\right) \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & \frac{\partial \bar{h}_{K-1}}{\partial r_{K}}(0) \\
0 & 0 & \ldots & 0 & 0
\end{array}\right),  \tag{8.8}\\
& \mathbf{B}=\left(\begin{array}{ccccc}
\frac{\partial \tilde{h}_{1}}{\partial r_{1}}(\mathbf{0}) & 0 & \ldots & 0 & 0 \\
\frac{\partial h_{2}}{\partial r_{1}}(\mathbf{0}) & \frac{\partial \tilde{h}_{2}}{\partial r_{2}}(0) & \cdots & 0 & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
\frac{\partial \tilde{h}_{K-1}}{\partial r_{1}}(0) & \frac{\partial h_{K-1}}{\partial r_{2}}(0) & \cdots & \frac{\partial \tilde{h}_{K-1}}{\partial r_{K-1}}(0) & 0 \\
\frac{\partial h_{K}}{\partial r_{1}}(0) & \frac{\partial \tilde{h}_{K}}{\partial r_{2}}(0) & \cdots & \frac{\partial \hat{h}_{K}}{\partial r_{K-1}}(0) & \frac{\partial \tilde{h}_{K}(0)}{\partial r_{K}}(0)
\end{array}\right) . \tag{8.9}
\end{align*}
$$

For the case of gated service at all queues, $\mathbf{A}$ and $\mathbf{B}$ are given by

$$
\mathbf{A}_{\text {gat }}=\left(\begin{array}{ccccc}
0 & \rho_{1} & \ldots & \rho_{1} & \rho_{1} \\
0 & 0 & \ldots & \rho_{2} & \rho_{2} \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & \rho_{K-1} \\
0 & 0 & \ldots & 0 & 0
\end{array}\right), \mathbf{B}_{\text {gat }}=\left(\begin{array}{ccccc}
\rho_{1} & 0 & \ldots & 0 & 0 \\
\rho_{2} & \rho_{2} & \ldots & 0 & 0 \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
\rho_{K-1} & \rho_{K-1} & \ldots & \rho_{K-1} & 0 \\
\rho_{K} & \rho_{K} & \ldots & \rho_{K} & \rho_{K}
\end{array}\right) \text {, }
$$

and for the case of exhaustive service at all queues, $\mathbf{A}$ and $\mathbf{B}$ are given by

$$
\mathbf{A}_{\text {exh }}=\left(\begin{array}{ccccc}
0 & \frac{\rho_{1}}{1-\rho_{1}} & \cdots & \frac{\rho_{1}}{1-\rho_{1}} & \frac{\rho_{1}}{1-\rho_{1}} \\
0 & 0 & \cdots & \frac{\rho_{2}}{1-\rho_{2}} & \frac{\rho_{2}}{1-\rho_{2}} \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & \frac{\rho_{K-1}}{1-\rho_{K-1}} \\
0 & 0 & \cdots & 0 & 0
\end{array}\right), \mathbf{B}_{\text {exh }}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 0 \\
\frac{\rho_{2}}{1-\rho_{2}} & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
\frac{\rho_{K-1}}{1-\rho_{K-1}} & \frac{\rho_{K-1}}{1-\rho_{K}-1} & \cdots & 0 & 0 \\
\frac{\rho_{K}}{1-\rho_{K}} & \frac{\rho_{K}}{1-\rho_{K}} & \cdots & \frac{\rho_{K}}{1-\rho_{K}} & 0
\end{array}\right) .
$$

From equation (8.7) we get that

$$
\tilde{\mathbf{M}}=(\mathbf{I}-\mathbf{A})^{-1} \mathbf{B} .
$$

If $\rho<1$ then the largest eigenvalue $a_{\max }<1$ (see [27]) and it can be readily shown that $\lim _{n \rightarrow \infty} \tilde{\mathbf{M}}^{n}=0$. Thus, applying Lemma B. 1 in [28], we have

$$
\begin{equation*}
(\mathbf{I}-\tilde{\mathbf{M}})^{-1}=\sum_{i=0}^{\infty} \tilde{\mathbf{M}}^{i} \tag{8.10}
\end{equation*}
$$

which is a nonnegative matrix.
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