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ABSTRACT 

We present a new scalable three-stage motion estimation 
technique that allows scaling of the computational effort 
and memory bandwidth usage by a factor of 14. At full 
processing, our technique slightly outperforms a 128 x 128 
full search motion estimation. 

1. INTRODUCTION 

In this paper, it is our objective to design a scalable 
MPEG encoding system, featuring scalable video qual- 
ity and a corresponding scalable resource usage 111. Such 
a system enables advanced video encoding applications 
on a plurality of low-cost or mobile consumer terminals, 
having limited resources (available memory, computing 
power, stand-by time, etc.) as compared to  high-end com- 
puter systems. A computationally expensive corner stone 
of an MPEG encoder is motion estimation (ME), which 
is used to achieve high compression rates by reducing the 
temporal redundancy. The search of motion vectors in 
ME requires significant computation power, because high 
temporal distances between reference frames lead to large 
search areas. 

Section 3 presents a new technique to perform ME so 
that considerable computing power and memory band- 
width can be saved for resource-constrained (e.g. mobile) 
applications. These savings are obtained by performing 
an initial ME with the video frames at the entrance of 
the encoder. This estimation is exploited to derive ef- 
ficiently the desired motion vector fields needed for the 
final MPEG encoding process. Furthermore, the quality 
of full-search M E  can be obtained with an optional re- 
finement stage. Section 4 shows experimental results and 
Section 5 concludes the paper. 

2. PROBLEM STATEMENT 

When compared to the full search, popular algorithms like 
the New Three Step Search and the Center-Biased Dia- 
mond Search [2] provide a good quality of motion vector 
fields at low cost. Further reduction of the computational 
effort is achieved by using recursive motion estimation 
(RME) [3][4] that derives candidate motion vectors from 
previously computed motion vectors in both the current 
motion vector field (so-called "spatial" candidates) or the 

previous motion vector field (so-called "temporal" candi- 
dates). Currently, RME algorithms are used in such a way 
that a vector field is used only once for the computation 
of the next field and without modification. A more so- 
phisticated approach for ME is presented in [5], featuring 
a two-step estimation process arid enhanced vector-field 
prediction. The first step of this approach is a coarse 
RME to  estimate forward vector-fields. The second step 
uses the vector fields computed in the first step as pre- 
diction and performs an additional RME. Vector fields 
used for prediction are scaled to  the required temporal 
distance. 

The problem of the aforementioned algorithms is that 
a higher frame distance between reference frames hamper 
accurate ME. Furthermore, the dgorithms do not provide 
sufficient scalability. For these reasons, we introduce a 
new three-stage ME that works not only for the typical 
MPEG GOP structures, but also for more general cases. 
Furthermore we introduce a new technique called multi- 
temporal ME. These new techniques give more flexibility 
for a scalable MPEG encoding process. 

3. NEW THREE-STAGE MOTION 
ESTIMATION 

Our new ME is carried out in three stages as follows. 

Stage 1. Prior to defining a GOP structure, we per- 
form a simple RME for ever,y received frame X, and 
compute the forward motion-vector field (X,-1 + X,) 
and than the backward field (X,-1 t X,J, Since suc- 
ceeding frames are used (temporal distance is l), the 
RME provides high quality/accurate vector-fields. 

Stage 1 is scalable in computational effort and memory 
by e.g. omitting the computation of the backward vector 
fields or computing only significant parts of a vector field. 

Stage 2. After defining a GOP structure, all vector 
fields required for MPEG encoding are approximated 
by appropriately accessing multiple available vector 
fields and combining them. 'For example, (IO + B2) = 
(Io + B1) + (B1 + B2). 

Stage 2 introduces a new concept called multi-temporal 
ME. It  means that the computation of a vector field is 
based on two other vector fields (as shown above) and/or 
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the total prediction is based on various vector fields. The 
latter option can be used for estimating special motions 
like real velocity and acceleration. 

Stage 3. For final MPEG motion estimation in the 
encoder, the computed approximated vector fields from 
the previous stage are used as an input. Beforehand, 
an optional refinement of the approximations can be 
performed with a second iteration of RME. 

Stage 3 is intended for high-quality applications to reach 
the quality of a conventional MPEG motion estimation 
algorithm. On the other hand, if this refinement stage 
is omitted, the new technique can take advantage of re- 
duced computational effort, because the processing of vec- 
tor fields in stage 1 and 2 is much simpler than ME itself 
when applied to frames with a high temporal distance. 

4. EXPERIMENTS AND RESULTS 
Figure 1 shows a proof-of-concept of the new scalable 
motion-estimation technique, based on a GOP size of 
N = 16 and M = 4 (thus “IBBBP” structure). We use the 
RME taken from [3] (limited to pixel-search) in stage 1 
and 3 because of its simple design. Note that the RME for 
this proof-of-concept does not yet take advantage of the 
reduced temporal distance during the initial stage at  the 
entrance of the encoder. The area with the white back- 
ground shows the scalability of the quality range that re- 
sults from downscaling the amount of computed motion- 
vector fields. Each vector field requires 14% of the effort 
compared to a 100% simple RME based on 4 forward vec- 
tor fields and 3 backward vector fields when going from 
one to the next reference frame. If all vector fields are 
computed and the refinement stage 3 is performed, the 
computational effort is 200% (not optimised). The nu- 
merical results of the scalability in quality and effort in 
our experiment are as follows. The average SNR of our 
ME technique of the reconstructed P- and B-frames prior 
quantisation are 25.16 dB, 24.55 dB, 23.52 dB, 22.48 dB 
and 18.58 dB for 200%, 157%, loo%, 57% and 14%, re- 
spectively. For a full quality comparison (200%), we con- 
sider full-search block-matching. A full-search ME with 
a search window of 128 x 128 pixels results in an average 
SNR of 25.05 dB. Thus our new technique outperforms 
full search by 0.11 dB for this test sequence, although the 
full search was applied on an exhaustive 128 x 128 search 
window. 

5. CONCLUSIONS 
We have presented a new scalable technique for ME in 
MPEG encoding. The scalability can be exploited to re- 
duce the computational effort over a large range making 
our system feasible for low-cost mobile MPEG systems. 
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Figure 1. SNR of reconstructed B-frames with different 
computation effort, P-frames are not shown for the sake 
of clearity ( N  = 16, M = 4). The percentage shows the 
reduction of the amount of computations by omitting the 
computation of vector fields in the precomputation stage. 

The ME technique has been split into a precomputation 
stage and an approximation stage. Optionally, a refine- 
ment stage can be added to come to the quality of a con- 
ventional MPEG encoder (or even outperform it). In the 
precomputation stage, we used a simple recursive block 
matcher to find rather good motion estimates because the 
frames are processed in time-consecutive order. In the 
approximation stage, vector fields are scaled and added 
or substracted (thus having multi-temporal references), 
which is less complex than performing advanced vector 
searches. The computation of e.g. the backward motion 
estimation can be omitted to save computational effort 
and memory bandwidth usage. 

Our proposal allows scaling of the computational effort 
by a factor of 14, resulting in a global variation of 7 dB in 
picture quality. Furthermore, our system slightly outper- 
forms a 128 x 128 full-search motion estimation in quality 
at a lower complexity. 
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