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CHAPTER 1

Introduction

1. Context

In the standard formalism of quantum mechanics as formulated by Dirac [36] and von
Neumann [106], a measurement with outcome space €2 corresponds to a spectral measure
M concentrated on €2 and acting on a complex separable Hilbert space H. States of a
quantum mechanical system are described mathematically by density operators p, which
are non-negative trace-class operators on H with trace 1. The set of all density operators,
the ‘state space,’” is denoted by S(H). The following is postulated:

(P) The number Tr(pM (A)), i.e. the trace of the composition of operators p and M(A),
is to be interpreted as the probability that in state p the outcome of the measurement

lies in A.

Two spectral measures E and F' acting on the same Hilbert space, and defined on the
Borel subsets of outcome spaces {2; and €25 respectively, can be combined to get a spectral
measure E® F, defined on the Borel subsets of 2; X Qs by EQF (A1 xAg) = E(A1)F(Ay)
(and unique extension), if and only if F and F' commute. Von Neumann shows (Section
I11.3 in [106]) that this condition is necessary and sufficient in order for the quantities
corresponding to E and F to be simultaneously measurable with arbitrary high accuracy.
Such measurements are not always desirable because they are very incomplete in the
sense that to each density operator p corresponds a large class [p|ys of states p satisfying
Tr((p — p)M(A)) = 0 for all A. In other words: The range of M, considered as a
subspace of the vector space of bounded self-adjoint operators, has a large ‘orthogonal
complement’ in the space of self-adjoint trace-class operators.

More recent investigations [74, 73], [31] (among others) have led to the so-called
‘operational approach to quantum measurement.” This theory is about the compound
system formed by object and measurement instrument, and the interaction between these
two parts plays an essential role. (See e.g. [58], [55], [30], [15] and [17].) A measure-
ment is described mathematically by an operator-valued measure M, defined on a o-field
Y of subsets of a set {2 and taking values in the set of non-negative bounded operators
on a separable complex Hilbert space, and normalized by the condition M (Q2) = Z, the
identity operator. A measure M with these properties, is called a normalized positive
operator-valued measure, which we abbreviate to ‘POVM.” A POVM M whose range
consists of projection operators only, is called a projection-valued measure, which we
abbreviate to ‘PVM.” Measurements corresponding to POVMs are called generalized
measurements, and measurements corresponding to PVMs (spectral measures in par-
ticular) are called simple measurements. Many experiments performed in practice are
generalized measurements: For example [83]. Again (P) is assumed, but it is no longer
demanded that M has only projection operators as values. Now there is the possibil-
ity that the numbers Tr(pM(A)), A € ¥ determine p completely: Le. [p|y consists
of p only. Such measurements are called complete measurements, and the correspond-
ing POVMs are called complete. Eight-port optical homodyning (see e.g. [86, 87],
[47], [34]) is an example; The POVM corresponding to this measurement is called the

7



8 1. INTRODUCTION

Bargmann measure in this thesis, and it will be discussed a.o. in Sections 3.2 and 4 of
this introduction.

2. Probability distributions on the outcome space

To a POVM M, defined on a o-field ¥ of subsets of an outcome space €2, and taking
values in the set of non-negative bounded operators on H, corresponds a function

Vir: S(H) — Prob(Q,%), p+— Vulpl,
from S(H) into Prob(£2,B), the set of probability measures on (€2, ¥), defined by
(1) Vilpl(A) = Tr(pM(A)).
Transformation Vj, commutes with taking finite (and countable) convex combinations.
Conversely, if V': S(H) — Prob(2, ¥) commutes with taking finite convex combinations,

then a unique POVM M exists such that V' = V},. This follows from the following two
facts:

- If V:S(H) — Prob(Q,%) commutes with taking finite convex combinations and
A € ¥, then La: S(H) — [0,1], defined by La[p] = V[p](A), commutes with taking
finite convex combinations;

- To every function L: S(H) — [0, 1] that commutes with taking finite convex combi-
nations, corresponds a unique B € B (H) such that L[p] = Tr(pB) for all p € S(H).
The properties of the mapping V), are investigated in [16]. From the separability of

H follows the existence of a probability measure p on €2 with the same sets of measure
zero as M. From the Radon-Nikodym theorem it follows that probability measure Vy|p]
has a probability density p,: Q — [0, c0) with respect to p on €2:

Varlpl(A) = /A po() p(dz).

For some POVMs a function ¢(z): Q — [0, 00) exists such that
(Vp € S(H))(Vuz € Q) pp(r) < (),

where V,z € Q abbreviates ‘for p-almost all € €. In that case there is (according to
Lemma 24 below) a family (M, ) of bounded non-negative operators M, such that

(Vp € SH) (Y €9)  pyle) = Ti(Map).

Family (M,) is called an operator density of POVM M with respect to measure p. If,
for example, Q = N and X is the collection of all subsets of €, then p,(z) < p(x) with
o(x) = 1/p({z}), and M, = M({z})/u({x}). An example of a POVM for which no
operator density exists is the spectral measure of the ‘position operator’ Q on Ly(R),
which is densely defined on its domain by Qf(z) = xf(x). More generally, the spectral
measure of a self-adjoint operator on Ly(R) has an operator density if, and only if, it
has pure point spectrum; In that case the operator density (with respect to the counting
measure) consists of the orthogonal projections on the eigenspaces.

3. Motivation

The investigations reported in this thesis were motivated by the following questions:

(M i) How can we compare the amount of information about the density operator that
can be obtained by two distinct POVMs?
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(M ii) Is there a generalization to the case of generalized measurements, of the pre-order
relation on the set of simple measurements corresponding to the partial order
(i.e. inclusion) on the set of von Neumann algebras generated by the spectral
measures?

(M iii) Is there a generalization of Dirac’s concept of a complete set of observables to
the case of generalized measurements?

(M iv) Which POVMs correspond to complete measurements?

The last question will not be answered (completely) in this thesis. The second and the
third questions are answered in a (sufficiently) general context: Namely for POVMs on
countably generated measurable spaces, which includes all POVMs on the Borel subsets
of R™ with m € N. This includes also POVMs which have no operator density. (This
provides at least a partial answer to the first question.)

3.1. Reconstruction of the density operator. If M is a POVM defined on the
subsets of 2 = N and having operators on H as values, and (My), related to M as in
Section 2 by My = M({k}), is a weak-star Schauder basis (this concept is defined in
[97], Definitions 13.2 and 14.2) of the Banach space of bounded operators on H, then

(2) =3 k)M,

keQ
where p,(k) = Tr(Myp), and (MF) is the basis (whose existence is guaranteed by [97],
Theorem 14.1) of the Banach space of trace-class operators on H satisfying Tr(M*M,) =
6F for all k, ¢ € Q. (The expression dF is called the Kronecker delta: It is equal to one if
k = ¢ and zero otherwise.)

If M does not correspond to a complete measurement, then a complete reconstruction
of p is impossible. If (My) is a weak-star Schauder basis of a weak-star closed linear
subspace of the Banach space of bounded operators on H, then a partial reconstruction
of p similar to (2) is possible.

In this thesis the possibility of a reconstruction of p similar to (2) is considered for
POVMs for which the above requirements are not satisfied. The investigations were
motivated by following questions:

(R i) Given a particular POVM M corresponding to a complete measurement, is there
a simple formula expressing the numbers Tr(pB), for bounded non-negative op-
erators B which are not in the range of M, in terms of the numbers Tr(pM(A)),
where A is contained in the o-field on which M is defined. A similar question can
be formulated for a particular phase-space representation instead of a particular
measurement.

(R ii) Is a reconstruction of p similar to (2) possible if (M) does have a weak-star
dense linear span, but is a not a weak-star basis?

(R iii) Is a reconstruction of p similar to (2) possible if, for example, Q = C and M is
non-atomic?

The first three questions are considered, in this thesis, only for one particular POVM,
namely the Bargmann measure which will be discussed below. For this POVM the
outcome space is C. Because this is a complete POVM, the possibility of a complete
reconstruction of p (in stead of a partial reconstruction) is considered. We give a positive
answer to question (R i) for this POVM and for the case of a particular family of phase-
space representations.
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3.2. Bargmann measure. The investigations reported in this thesis were moti-
vated by POVM A/ (Bargmann) on the Borel subsets B¢ of C, and taking values in the op-
erators on Ly(R). This POVM is determined by the probability densities p,: C — [0, c0)
with respect to measure p given by

plParEmam) () = (g., pg.), p(dz) = 7 'dRe(z)d Im(z),

where (g.) is the family of normalized (complex conjugate) coherent state vectors (also
called Gabor functions [48]):

g:(z) = M(z) e/,
where A(z) realizes the normalization. We have
(\V/Z € (C) MgBargmann) =4 & 9z,

where g, ® g, is the operator of orthogonal projection on the one dimensional space
generated by the vector g, (of unit length). In [9] it has been shown that

M(Bargmann) ((C) _ /MgBargmann) ,LL(dZ) — I,
C

or equivalently,

peSH) [ plulaz) =1

4. Results

In [37] (and in Theorem 68 below) it has been shown that the concept of maximality
of POVMs, which was introduced in [80], generalizes the concept of a complete set of
commuting self-adjoint operators (which is a mathematical interpretation of the concept
of a complete set of observables introduced in [36]). We have been able to give a useful
characterization (Theorem 77) of the set of maximal POVMs, from which it follows e.g.
that M (Baremann) is o maximal POVM: In particular, for each relation of A/ (Bargmann) it
another POVM of the form

(V,z€C) M Bargmann) _ K(z, )N, v(dzx),

Rm
where

- m € N and v is a finite positive Borel measure on R™;

- (N,) is a family of non-negative bounded operators;

- K: CxR™— [0,00) satisfies [ K(z,2) u(dz) =1 for v-almost all z € R™,
there is also a relation of the form

(Vyz e R™) N, = /Cf((a:, 2) MBargmann) (7).

where K: R™ x C — [0, 00) satisfies Jam K(z,2)v(dz) =1 for p-almost all z € C.

We have exemplified the characterization of maximality by a POVM that has an
operator density. Our result is, however, applicable to the (more general) class of POMVs
on countably generated measurable spaces. An answer to question (M ii) is given in the
same context.

Questions (R ii) and (R iii) are answered only for the case of the Bargmann measure:
We prove (Theorem 161) that for the case of the Bargmann measure, a reconstruction
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of the density operator as in (2) is not possible: A family (M?#) of trace-class operators
such that

p = \/(Cprargmann)(z)Mz [,l,(dZ)

does not exists. However similar approximative reconstructions of p are possible: There
exist families (M?) of trace-class operators such that

3) p=lm [ pBEmen) () A ()

n—o0 C

weakly in the Banach space of trace-class operators. This provides a positive answer
to question (R i) for the case of the Bargmann measure: We show (Theorem 164) that
for every bounded operator 5 and density operator p, we can approximate Tr(Bp) (with
arbitrary high accuracy) by integrals over C in terms of probability density pE,Bargmann) :
Let ¢ be an infinitely differentiable function on C with compact support such that ¢(0) =

1. For every bounded operator B on Ly(R),

Tr(Bp) = lim prargmann)(z) Tr(BM™) u(dz)

n—oo

where

w e~ vl
Mgn) = / C(_) 92w © Gatuw ,U/(dw)v n € N.
c n (gz+wagz—w)

(The operators M depend on ¢. For each choice of ¢ we get a solution of (3).) We
have obtained similar results for a certain family of phase space representations: The
Bargmann measure is closely related to the so-called Husimi representation, representing
density operators p by functions z — 7 !(g., pg.) on C. For a family of phase-space
representations interpolating between the Husimi and the Wigner representations, we
present a unifying approach to approximate Tr(Bp) by integrals over C in terms of
functions on phase-space. This provides, for these particular cases, a positive answer to
question (R 1i).

We have been able to give characterizations (Chapter 4, Section 7) of certain sub-
spaces of the space of Hilbert-Schmidt operators whose integral kernels are contained

in the Gelfand-Shilov space S}ﬁ(RQ) (these subspaces are considered e.g. by De Bruijn

in [32]) by means of growth conditions on the analytic continuation of the functions on
phase-space corresponding to one of the phase-space representations considered above.
For the special case of the Husimi representation, this characterization of operators B
can be put into the form

(HM, A > O)(Vz,w € (C) |(gz+w7 Bgz_w” < Me—A(|z\2+|w|2).
5. Outline

This thesis is organized as follows. In Chapter 3 we investigate the mathematical
properties of a pre-order relation, denoted by «—, on the collection of POVMs which
was introduced in [80] and further investigated in [37]. We show that « provides
the generalization considered in question (M ii) above, and that the related concept of
maximality provides the generalization considered in question (M iii). In [80] and [37] a
characterization of the set of discrete maximal POMVs is given. This result is generalized
to the set of countably generated POVMs. (This includes the POVMs defined on the
Borel subsets of R™.) To exemplify the theoretical results, we consider the Bargmann
measure and the Susskind-Glogower phase POVM, which is a POVM defined on the
Borel subsets of interval [0, 27).
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In Chapter 4, we consider the definition and elementary properties of a family of
phase-space representations, interpolating between the Wigner and the Husimi repre-
sentations. We characterize particular subspaces of the range of these transformation in
terms of the growth conditions on the analytic continuations of functions on phase-space.
In Chapter 5, we give explicit formulas for the approximation of quantum mechanical
expectation values by integrals over phase-space. This provides a positive answer to
question (R 1) for the case of the phase-space representations considered in Chapter 4.

In Chapter 6 we consider an extension of the usual orthonormal basis of the Bargmann
space, which consists of properly normalized analytic monomials, to an orthonormal
basis of a functional Hilbert space, densely contained in a space of square integrable
function classes on the complex plane. These basis functions are, up to a constant
factor, the Wigner functions of the operators h — (¢4, h)pr on Lo(R), where (¢f) is the
Hermite basis, and have been investigated earlier in the context of Weyl-(de)quantization:
(27, 28] and [56].



CHAPTER 2

Preliminaries

1. Conventions, terminology and notation

A sesquilinear form on a vector space over C is linear in the second argument.

An operator A on a Hilbert space H is a linear transformation A: ©(A) — H, where
domain D(.A) is a linear subspace of H. The linear hull of a subset S of a vector space is
denoted by span(.S).

An isometry from a normed space X to a normed space Y is a mapping V: X — Y
such that ||V[z]||y = ||z||x for all z € X. Note that a linear isometry V: H; — Hy from a
Hilbert space H; to another Hilbert space Hs is a bounded operator satisfying V¥V = 7,
the identity on Hy, and that consequently VV* is the operator of orthogonal projection
on range(V). A unitary mapping from a Hilbert space X onto a Hilbert space Y is a
linear isometry from X onto Y. A contraction from a normed space X to a normed space
Y is a mapping V: X — Y such that | V]z]||y < ||z||x for all z € X.

By an algebra we mean a linear algebra and by a subalgebra we mean a linear
subalgebra. Related concepts that are used in this paper are defined in Appendix G.

The o-field generated by the open sets of a topological space is called the Borel o-
field. Elements of a Borel o-field are called Borel subsets of the topological space. Let X
be a o-field of subsets of a set €2. A measurable partition of € is a family (w;) of pairwise
disjoint elements of 3 such that (2 = U,w;. The contraction of a measure p defined on a
o-field ¥ by an element w € ¥ is the measure p|, on X, defined by p|,(A) = p(w N A).
For (operator-valued) measures p; and ps defined on the same o-field ¥ we write 1y < o
to denote that p; is absolutely continuous with respect to ps: If A € ¥ and ps(A) =0
then 111(A) = 0. We use the following abbreviation: ‘V,z € Q' means ‘for y-almost all
x e’

If ¢,, n € I is an orthonormal basis of Ly(R) and m € N, then ¢, with n € I, is
defined almost everywhere on R™ by

Spn(x) = H}n:ﬁﬂnj (:C])
2. Tensor product of two Hilbert spaces

For Hilbert spaces H; and Hs the algebraic sesquilinear tensor product is denoted
by H; ® Hy. This is a pre-Hilbert space with respect to its usual inner-product (See e.g.
Section 3.4 of [108]), and its completion is denoted by H;®H,. For a Hilbert space H,
we identify H®H with the space of Hilbert-Schmidt operators on H. For example: f ® g,
where f, g € H, is identified with the operator f ® g on H defined by f ® g[h] = (g, h)uf.

13



14 2. PRELIMINARIES

3. Spaces of operators on a Hilbert space

Let H be a Hilbert space. We use the following notation:
Bw(H): The bounded operators on H.
B2(H):  The Hilbert-Schmidt operators on H.
Bi(H):  The trace-class operators on H.
Bo(H):  The compact operators on H.
Boo(H): The operators with finite dimensional range.
B.(H): The non-negative operators in B (H).

O,: The orthogonal projection operators contained in subset O of By (H).
o' The commutant of a subset O of B (H).
We have:

Boo(H) € Bo(H) € By(H) C By(H) C Boo(H).
The space B, is a Hilbert space with inner product
('A7 B>B2 = TI‘(A*B),

the trace of the composition A*B of the Hilbert-Schmidt operators A* and B. The space
B (H) consists of all compositions of pairs of Hilbert-Schmidt operators, and is a Banach
space with respect to the trace norm

1Tl =Tx|T], |T|=VT*T.

A bounded operator B acts as a linear form on By (H) through 7 — Tr(7 B). This linear
form is continuous; its norm is || B||«. Conversely, every continuous linear form on B;(H)
is of this form.

For n € N, the inner product on Ly(R™) is defined by (f,9) = [p. f(2)g(x)dz.

Define K: Ly(R)®Ly(R) — Ly(R?) by K[f ®g](z,y) = f(x)g(y) and linear and isometric
extension. Hilbert-Schmidt operators on Ly(R™) are integral operators with an integral
kernel from Ly(R?). The unitary operator K maps Hilbert-Schmidt operators onto their
integral kernels. We will identify Ly(R)®Ly(R) with Ly(R?) through K.

Reference: The above spaces of operators are introduced, for example, in [23]. Infor-
mation about integral kernels of Hilbert-Schmidt operators can be found, for example,
in [108].

4. Topologies on B, (H) and L. ()

WOT is short for weak operator topology on By (H), which is the locally convex
topology generated by seminorms A — |(g,.4h)|, g, h € H. Because we assume that H is
a complex Hilbert space, the WOT is generated already by the seminorms A — |(h, Ah)|,
h € H. SOT is short for strong operator topology on B, (H), which is the locally convex
topology generated by seminorms A — || Ah||, h € H. The weak-star topology on the
topological dual X' of a normed space X is the locally convex topology generated by
the seminorms 2’ — |2/(x)|: X' — C with € X. Examples are the weak-star topology
on B (H) which is generated by the seminorms B +— | Tr(B7)| with 7 € B;(H), and
the weak-star topology on Ly, (u), for a finite measure p on a o-field of subsets of a set
2, which is generated by the seminorms ¢ — | [, fedul|, with f € Ly(u). In stead of
weak-star we write sometimes weak*. The following facts are well-known (for example
23, 25)):

(i) The space of operators with finite dimensional range is a representation of the
topological dual of (Bs(H),7) where 7 € {WOT,SOT}.
(ii) The SOT closure of a convex subset of By (H) is equal to its WOT closure.
(iii) The weak* and the WOT agree on bounded subsets of B (H).
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(iv) If H is a separable Hilbert space, then the closed unit ball of B, (H) with the
weak-star topology is compact and metrizable.

(v) A convex subset of the topological dual of a separable Banach space is weak-star
closed if, and only if, it is weak-star sequentially closed.

(vi) A Banach space X is separable if, and only if, the closed unit ball of X" with the
weak-star topology is metrizable.






CHAPTER 3

Positive operator-valued measures

1. Introduction

Positive operator-valued measures (POVMs, for shortness) are used to model quan-
tum mechanical measurements. In this paper their mathematical properties are inves-
tigated. A pre-order relation on the set of POVMs is considered. An answer of the
following question is given: Which POVMs belong to an equivalence class that is max-
imal with respect to the partial order induced by the pre-order. Attention is paid also
to POV Ms associated to subnormal operators. The Bargmann measure, the Susskind-
Glogower phase POVM and the Pegg-Barnett phase PVMs are considered as examples
of maximal and subnormal POVMs.

2. Conventions, terminology and notation

In this chapter, H denotes a complex and separable Hilbert space. Unless stated
otherwise, > denotes a o-field of subsets of a non-empty set 2. We will explain what this
means:

A non-empty collection of subsets of a set €2 is called a field of subsets, or a (Boolean)
algebra of subsets, if it contains 2 and is closed under complementation and under the
formation of finite unions and, consequently, under the formation of finite intersections.
A function M defined on a field ¥ of subsets of a set €2 and taking values in a vector
space, is called additive (or finitely additive) if it satisfies

M(A U---UA,) = M(Ay) + -+ M(A,)

for every n € N and n-tuple (Ag) of pairwise disjoint sets in X.

A o-field of subsets of a set ) is a field of subsets of 2 which is closed under the
formation of countable unions (and consequently under the formation of countable in-
tersections). A function M defined on a o-field ¥ of subsets of a set 2 and taking values
in a vector space, is called o-additive if it satisfies

M(Jan =) M)

for every sequence (Ay) of pairwise disjoint sets in 3. The pair (€2, X) is called a measur-
able space. A measure (or positive measure) on ¥ (or (§2, X)) is a function pu: ¥ — [0, o]
that satisfies u(()) = 0 and is countably additive. The triple (€2, %, 1) is called a measure
space. If u(Q) < oo then p is called a finite measure and (€2, 3, 1) is called a finite
measure space. A probability measure on (€2,X) is a measure p on (2, %) satisfying
1(€2) = 1. The triple (2,3, ) is then called a probability space. A complex (valued)
measure is a linear combination of finite positive measures. (Every complex measure can
be written as a linear combination of four finite positive measures. This statement is
usually presented as a theorem, because usually, for example in [22], complex measures
are defined directly in stead of indirectly in terms of positive measures.)

For a collection C of subsets of a set €2, there exists a smallest o-field of subsets
of ) that includes C. This o-field is unique and is called the o-field generated by C. If

17
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for k € {1,2}, 3 is a o-field of subsets of a set ), then ¥; x ¥y denotes the o-field
of subsets of 2y x €y generated by the collection of sets A; x Ay, with A; € ¥; and
Ay € 3.
The difference between two sets A and B is denoted and defined by
AB=ANB‘={zxec Az ¢ B}.
The symmetric difference of two sets A and B is denoted and defined by
AAB = (A\B)U(B\A) = (AUB)\(ANB) = (AU B) N (A°U B°).
Note that 1445 = (14 — 15)2. For a field of subsets ¥, the triple (3, A, () is a group.

3. Preliminaries

A finite positive operator-valued measure (we will call it an FPOVM for shortness)
is a function M: ¥ — B, (H) with the property that for each h € H, the function
My, ¥ — R, defined by

(4) Mu(A) = (h, M(A)h)n, A €X,

is a finite measure. A normalized positive operator-valued measure (we will call it a
POVM for shortness) is an FPOVM M satisfying M(§2) = Z, the identity operator
on H. We have introduced FPOVMs only for technical reasons; this paper is primarily
concerned with POVMs. It is shown e.g. in Remarks 1 and 2 of [37] that the separability
of H implies the existence of a (scalar-valued) probability measure p on ¥ with the same
sets of measure zero as M. A PVM is a projection-valued POVM. A POVM M on ¥ is
projection-valued if and only if

(VA,BeY) M(ANB)=M(AM(B).

(See for example Theorem 2 of Section 36 in [54].) An FPOVM M is uniquely defined
by the associated measures My, h € H: For f,g € Hand A € ¥,

5) Re(g, M(A)f) = §{My14(A) = M;_o(A)},
(We use the convention that an inner-product is linear in the second argument. If the

inner-product is linear in the first argument, then an extra factor —1 is needed for the
last equality.) The following theorem is similar to Theorem 2 in [10]; The essential

difference is that triangle inequality /ppig(A) < /pp(A) + \/1g(A) is not part of
conditions (a),(b) below; it is implied by (a) and (b):

THEOREM 1. Suppose that for each h € H there is given a positive measure p on X
satisfying up(Q) = ||h||*. In order that there exist a POVM M on % such that p, = M),
for all h € H, it is necessary and sufficient that for all f,g,h € H,

(a) pen = |c/*un for every ¢ € C;
(b) fyig + frp—g = 205 + 2pg
PRroOOF. Theorem 225 below. UJ

We use the following abbreviation: V2 € " means ‘for M-almost all x € €.’
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4. Naimark’s theorem

Proofs of Naimark’s theorem on the existence of a projection-valued dilation (for
which we shall use the term ‘Naimark extension’) of a POVM can be found in e.g. [45],
(3], [99] and [25]. In [25] only POVMs with compact support are considered. In [3]
and [99] POVMs on the Borel subsets of R (called ‘generalized spectral families’) are
considered. The proof in [99] is adapted in [61] for a version of Naimark’s theorem
concerning POVMs on arbitrary measurable spaces. From the statement of Naimark’s
theorem in [45] it is clear that o-additivity of a positive operator valued set function is
not needed for the existence of a Naimark extension.

THEOREM 2 ([45], Theorem II of Section 8). Let H be a Hilbert space. Let ¥ be a
field of subsets of a set Q. Let M: ¥ — B, (H) be a finitely additive set function with
M(QY) =Z. There is a Hilbert space K, a projection-valued additive set function N: ¥ —
B+ (K) with N(Q2) =7 and an isometry V: H — K such that M(A) = V*N(A)V for all
Aek.

DEFINITION 3. A Naimark extension of a positive operator-valued additive set func-
tion M is a triple (N, K, V) related to M as in Theorem 2.

REMARK 4. Theorem 2, together with Proposition 7 below, implies Naimark’s the-
orem which says that every POVM M has a Naimark extension (N, K, V) where N is a
PVM.

DEFINITION 5. A Naimark extension (V,K, V) of an additive set function M: ¥ —
B, (H) is called minimal if the only subspace of K containing range(V) and reducing
N(X) is K itself. This is the case if, and only if, the only closed subspace of K, containing
N(A)V]h] for all A € ¥ and h € H, is K itself: This condition can be formulated as

K = clspan{N(A)V[h] : A € %, h € H}.

PROPOSITION 6. For k € {1,2}, let (Ny, Ky, Vi) be a minimal Naimark extension
of POVM M: % — By(H). There exists a unitary operator U: Ky — Kq such that
UV, =V, and UN;(A) = No(A)U for all A € 3.

PRrOOF. For finite sequences (A ), (hyn) we have

HZNl H2 Z(NI(AHﬂAm>V1[hn]aV1[hm]>

n,m

_Z (An N ARy, By

_ Z (Na(Ap N ALV, Valhm]) =

—IIZNz hal |1
ZNl =0 & ZN2 = 0.

Hence there ex1sts a linear mapping U from span{Nl( YVi[h] : h € HL A € £} to Ky
satisfying

(7) U [Z Ni(An) Vi [hn]] = Z Noy(A

for finite sequences (A,) and (h,). By (6), U is isometric. The minimality of Naimark
extension (NN, Ki, V) implies that there exists a unique extension of U to an isometric

Hence
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operator from K; to Ky. This extension is denoted again by U. From (7) we see that
UV, = V,. From (7) and the multiplicativity of N; and Ny, it follows that UN;(A) =
Ny (A)U for A € ¥. The minimality of Naimark extension (Ng, Ky, V) implies that U
is surjective. 0

PROPOSITION 7. Let (N,K, V) be a minimal Naimark extension of a (finitely) addi-
tive set function M on a o-field ¥. If M is o-additive, then N is o-additive.

Proor. Let A,, n € N be a pairwise disjoint sequence of sets from X. For A, B € &
and h € H,
(N(AYWV [, N(Unend)N(BYV[R]) = (V[], N(AN Upeih, 1 BYV [A))
= (h, M(AN UnenA, N B)h) =Y (b, M(ANA, N B)h)
neN

=Y (V[h],N(ANn A, N B)VI[h])

neN
Because of the minimality of the Naimark extension, D = span{N(A)VI[h]| : A € X, h €
H} is dense in K. By Lemma 204, this implies that N is o-additive. ([l

PROPOSITION 8. Let M: % — B, (H) be a POVM and let (N,K, V) be a minimal
Naimark extension of M. Then

N(A) =0 ifand only if M(A)=0.
ProOOF. We have Ny (A) = My(A) for every A € X. Hence N(A) = 0 implies
M(A) = 0. The minimality of N is used for the converse: M(A) = 0 implies
(VA S E)(Vh S H) NN(A)V[h}(A) = Nv[h](A N A) = Mh(A N A) = 0.
Because N is minimal, this implies Ny(A) = 0 for every k € K. Hence N(A) = 0. O

4.1. Example. Let 3 be a o-field of subsets of a set Q. Let u: ¥ — [0,1] be a
probability measure. Define POVM M : ¥ — B, (H) by
M(A) = u(A)T.
We will give a Naimark extension for M.

DEFINITION 9. For a finite positive measure space (2, %, u) let T, for A € ¥, be the
operator of multiplication with the indicator function 15 on Ly(€2, %, 1), and let PVM

105 - By (Ln(2, 5, 1))
be defined by 1(A) = 1 for A € X.

Let K = H®Ly(Q, X, ). For A € ¥ define orthogonal projection operator N(A) on
K by

N(A) =ZQ1A.
Define linear isometry V: H — K by
VIh] = h® 1gq,

It is easily seen that (N, K, V) is a minimal Naimark extension of M.

Hilbert space K can be identified with Ly(€2, 3, u; H), the Hilbert space of H-valued
p-square-integrable function classes on 2. We will give a Naimark extension of M related
to LQ(Q, Z, [ H)
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DEFINITION 10. For a finite positive measure space (2,3, ) let PVM
1. % - B (L2(€2, X, p; H))
be defined by 1M (A) f(x) = 1a(2) f(x).
Define linear isometry V: H — Ly(€, 3, u; H) by
VI[h](x) = h(x) for p-almost all x € Q.
Then (1M, Ly(Q, 2, ; H), V) is a minimal Naimark extension of M.

5. Separability

The o-field generated by a collection € of subsets of a set (2 is the smallest o-field of
subsets of 2 including €.

DEFINITION 11. A o-field ¥ of subsets of a set €2 is countably generated if there
exists a countable subcollection € of ¥ that generates X.

LEMMA 12 (Lemma II1.8.4 of [42]). The field of subsets generated by a countable
subcollection of X2 is again countable.

PrRoPOSITION 13. Let m € N. The Borel o-field on R™ is countably generated. The
collection of all subsets of N is countably generated.

DEFINITION 14. Let ¥ be a o-field of subsets of a set 2. A positive measure p on X
is countably generated if and only if ¥(u) is countably generated: I.e., if there exists a
countable subcollection € of 3 such that the o-field ¥ generated by € has the following
property: For every A € ¥, there exists a B € ¥/ such that B € [A],. (This is the case
if and only if u(A) = (AN B) = u(B).)

DEFINITION 15. A positive measure p on ¥ is separable if there exists a countable
subcollection € of ¥ such that for every A € ¥ and € > 0, there exists a B € € such that
u(AAB) <e.

THEOREM 16. Let (2,3, 1) be a finite positive measure space and let 1 < p < oo.
Let g € (1,00] be such that % + % = 1. The following conditions are equivalent.

(a) L,(2, %, 1) is a separable Banach space.
(b) ball(L,(2, %, ) is weak-star metrizable.
(c) 1 is separable.

(d) p is countably generated.

PROOF. (a) < (b): Theorem 5.1 of Chapter V in [23], or Theorem V.5.1 in [42].

(c) implies (a): This follows from |14(x)—1g(z)| = 1aap(x) because the simple functions
are dense in L, (€, X, p).

(d) implies (c¢): Lemma 3.4.6. in [22].

(a) implies (d): We use the same method as in the proof of Lemma II1.8.5 in [42]: Let
{fn : n € N} be dense in L,(2, %, 1) and let fr(Lm), with m,n € N, be simple functions

such that lim, e || ™ — fall, = 0. Let X, be the countable set of the non-zero values

of the functions fém). Let € be the countable collection of sets E € ¥ of the form
E = {x : f,gm)(a:) = 20}, where m,n are arbitrary positive integers and xy, € Xj.
Let Oy = U{FE : E € €}. Let ¥; be the o-field of subsets of ; generated by €. All the
functions f{™ vanish on the complement of ; and are 3;-measurable. Hence p(825) = 0.
Let py be the restriction of u to ;. Let A € X. There is a sequence (g,) of elements
of {fi™ : n,m € N} such that g, — 14 € L,(©2, %, ). Then (g,) is an L,(Q, %, p)-
Cauchy sequence, and hence an L, (2, 34,y )-Cauchy sequence. Because L,(2y, X1, p11)
is complete, there is a g € L,(€2y, X1, p11) such that g, — g € L,(£21, 21, g£1). This implies
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that g, — g € L,(,%, i), and hence that g(x) = 14(z) for p-almost all 2. This implies

that g(x) = |g(2)[? for p-almost all x, and hence for j;-almost all z. Hence there is a
A € X such that 14(z) = g(x) for py-almost all z. Hence 14(z) = g(x) = 1a(z) for
p-almost all x. Hence u(AAA) = [, |1a(z) — 15(x)[? p(dz) = 0. O

REMARK 17. In e.g. [14] a metric space is associated to each positive measure space
(Q,%, u). It is shown (Theorem 17.7 of [14]) that this metric space is complete if and
only if L,(€2, %, p) is complete for some p € [1,00) if and only if L,(€2, 3, u) is complete
for every p € [1, 00).

DEFINITION 18. Let X be a o-field of subsets of a set Q2. A POVM M: ¥ — B, (H)
is countably generated if and only if ¥(M) is countably generated: I.e., if there exists a
countable subcollection € of 3 such that the o-field ¥ generated by € has the following
property: For every A € ¥, there exists a B € ¥ such that B € [A]y. (This is the case
if and only if M(A) = M(ANB)= M(B).)

DEFINITION 19. A POVM M : ¥ — B (H) is separable if for every h € H the measure
My, is separable.

LEMMA 20. A POVM M is separable if and only if there exists a countable subcol-
lection € of ¥ such that for every A € ¥, h € H and € > 0, there exists a B € € such
that ||M(AAB)R|| < e.

PROOF. Assume that such a € exists. By the Cauchy-Bunyakovskii-Schwarz inequal-
ity, Mp(A) < ||| ||M(A)R]]. Hence M), is separable.

Assume that M is separable: For every h there exists a countable subcollection
¢, of ¥ such that for every A € ¥ and € > 0, there exists a B € &, such that
M (AAB) < e From 0 < M(A) < T follows M(A)? < M(A) and consequently
|IM(A)R||> = (h, M(A)*h) < Mj(A). Let Hy be a countable dense subset of H and
let € = U{C;, : h € Hyo}. Then € is countable. Let € > 0, and h € H with ||h|| = 1, and
A € X. There exists a hy € Hp such that ||h — ho|| < ¢, and there exists a B € € such
that ||M(AAB)hy|| < e. Then

IM(AAB)R|? = |M(AAB)(h = ho)||* — |M(AAB)hol|* + 2(h, M(AAB)ho)
<4+ 2.
U

PROPOSITION 21. Let 3 be a o-field of subsets of a set Q. Let (N,K, V) be a minimal
Naimark extension of a POVM M: % — B, (H), and let p be a finite positive measure
with the same sets of measure zero as M. The following conditions are equivalent:

(a) K is separable.
(b) N is separable.
(¢) N is countably generated.
(d) 1 is countably generated.
(e) M is countably generated.
(f) M is separable.

PRrROOF. (e) implies (f): The proof of Lemma 3.4.6. in [22].
(a) implies (b): By Proposition 230 there is a bounded self-adjoint operator £ on K that
generates commutative von Neumann algebra N(X)”. The spectral measure E: B¢ —
B, (K) of £ is countably generated and hence separable. Let h € H. There exists a
countable subcollection €¢ of B¢ such that for every A € B¢ and € > 0, there exists a
B € €¢ such that

|E(A)h — E(B)M| = | E(ADB)A| < e.
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By Lemma 196, for every A € €¢ there exists a sequence (A,) of sets in ¥ such that
1
(Vn € N) IN(A,)h — E(A)h]| < -

Let ¢ = {A, : A € €, n € N}. For every ¢ > 0 and A € ¥ there is an A € B¢, an
A’ € €c, and a A’ € ¢’ such that

IN(A)h = E(A)R]| <€, |E(A)h— EADR]| <€, [E(A)h - N(AD]| <e
By the triangle inequality,
IN(AANB]| = [N(A)h — N(A)A]| < 3e.

Because ¢’ is countable, this implies that N}, is separable.

(b) implies (a): Let € be as in Lemma 20. Let Hg be a countable dense subset of H.
Then K is the closure of the countable set formed by linear combinations with rational
coefficients of N(A)V[h] with A € € and h € Hy.

(c) implies (b): The proof of Lemma 3.4.6. in [22].

(b) implies (c): Let (k,) be an orthonormal basis of K. (The sequence (k,) is countable
by (a).) For A € ¥ let g(A) =2, 27"Ny, (A). By (b), i is separable. By Theorem
16, 1 is countably generated. Hence N is countably generated.

(c) © (d) & (e): pand M and N have the same sets of measure zero.

(f) implies (d): Let (h,) be an orthonormal basis of H. (The sequence (h,) is countable
because H is separable.) For A € ¥ let a(A) = >, 27" M, (A). Because M is sepa-
rable, fi is separable. By Theorem 16, [ is countably generated. Hence p is countably
generated. Hence M is countably generated. 0

5.1. Example. It is clear that K in Example 4.1 is separable if and only if Lo (€2, 2, )
is separable.

6. Operator densities

In this section we introduce a technical tool which is needed in Section 17: We prove
that with the help of a Hilbert-Schmidt operator R, we can transform a POVM M into
an FPOVM A +— R*M(A)R which has the special property that there exist a family
(M,,) of operators and a probability measure p such that

R*M(A)R = /A M p(dx)

for all A € X. The operators (M,) and the measure y both depend on the choice of R.

DEFINITION 22. Let 3 be a o-field of subsets of a set 2. An FPOVM M: ¥ — B, (H)
is said to have operator density M, x € 2 with respect to a positive measure p on X if

(VA e)(VheH)  My(A) = /A (h, Muh) p(de).

The operator density is called bounded if sup{|| M|/« : z € Q} < 0.
LEMMA 23. If M : ¥ — B (H) is an FPOVM with operator density (M) with respect

to a positive measure p on X, then M, > 0 for p-almost all z.

PROOF. Let h € H. For all A € ¥, [, (h, Mgh) u(dx) = My(A) > 0. This implies
that (h, M,h) > 0 for p-almost all z. This is true for all h: For every h € H there
exists a p-null set Ny, such that (h, M h) > 0 for all z € Q\N,. Let Hy be a countable
dense subset of H. From the o-additivity of u it follows that countable unions of p-null
sets are again p-null sets. Hence there exists a p-null set 9 such that (h, M, h) > 0 for
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x € Q\M and all h € Hy. Because M, is a bounded operator, this implies that M, > 0
for x € Q\M. O

LEMMA 24. Let ¥ be a o-field of subsets of a set Q). Let M: ¥ — By(H) be an
FPOVM and let iu be a finite positive measure on > with the same sets of measure zero
as M. For h € H let Q[h] be the Radon-Nikodym derivative of My with respect to pu:

(VAER)VheH)  My(A) = /A QIh(z) uldz).

The following conditions are equivalent:
(a) There is a function ¢: Q2 — [0,00) such that

(Vhe H)(Vux € Q) |QR)(x)] < () [IAlf*.
(b) There is a family (M,) of non-negative bounded operators on H such that
(heH)(Vur Q) QIA(x) = (h M.h).

PROOF. (b) implies (a): Let ¢(z) = || M,]|.
(a) implies (b): For every f,g,h € H there exists a p-null set 9y, such that for all
x € Q\MNy, 5 the following conditions are satisfied:

- 0 < Q[h)(x) < p(x) ||A]%,

- Q[eh)(x) = |c|*Q[h]() for c € C,

- QU +9l(x) + Qf — gl(z) = 2Q[f](x) + 2Q[g](x).
Let Hy be a countable dense subset of H. From the o-additivity of p it follows that
countable unions of p-null sets are again p-null sets. Hence there exists a p-null set
such that for z € Q\9 and all f, g, h € Hy the three conditions above are satisfied. By
Theorem 225, there is, for every x € Q\MN, an M, € B, (H) with ||M,]« < ¢(x) such
that Q[h](z) = (h, M h) for all h € Hy. Hence

(h e H)(VA ES)  My(A) = /A (h, Moh) u(dz).

Because Hy is dense in H, this implies (b). O

EXAMPLE 25. Let By be the Borel subsets of R, let x be ordinary Lebesgue measure
on R, and let H = Ly(R, it). Define M : Br — B, (H) by M = 1. From

M(A) = /A () u(de)

if follows that the Radon-Nikodym derivative Q[h] of M) with respect to p satisfies
Q[h)(z) = |h(x)|* for p-almost all z € R. It is known that a function ¢: R — [0, 00) such
that
(Vhe H)(Vuz € Q) [A(x)]* < o(z) [IR]1®

does not exist: At page 23 of Section 3 of Chapter I in [106] it is shown that the identity
operator Z on Ly(R) is not an integral operator. This implies, in particular, that Z is not
a Carleman operator. (This concept is defined e.g. in [52] and [108] and in Appendix J
below.) By Korotkov’s theorem (Theorem 6.14 in [108] or Theorem 17.2 in [52]) there
is no function ¢: R — [0, 00) such that |Z[h](z)| < ||h|| ¢(x) almost everywhere for every
h € Ly(R). This implies, by Lemma 24, that M does not have an operator density.

LEMMA 26. Let M: ¥ — B, (H) be an FPOVM such that kg = Tr(M(Q2)) < oo.
There exists a probability measure p on > with the same sets of measure zero as M
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and a family (M) of non-negative bounded operators on H such that || Mgl < kq for
w-almost all x € Q, and

(VA eD)(YheH)  My(A) = /A (h, M,h) p(dz).

PROOF. Let probability measure p on ¥ be defined by
u(A) = Te(M(A)) ko,

If u(A) = 0 then Tr(M(A)) = 0. Because M (A) > 0, this implies that M (A) = 0. Hence
p has the same sets of measure zero as M. Let Q[h]| be the Radon-Nikodym derivative
of M), with respect to u:

(VAES)(VheH)  My(A) = /A QIh(x) p(dz).
We will proof that

(8) (VheH)(Vur € Q) [Q(x)] < ko |[A]*.

Assume that it is not true: There exists a h € H and a A € ¥ with u(A) > 0 such that
Q[h](x) > kql|h||*. This implies that

Mn(A) = /AQ[h](fv) pldz) > u(A)kol[R]|* = Te(M(A))|[A]*.

Hence Tr(M(A)) < (ﬁ,M(A)ﬁ) This is impossible because M(A) > 0. Conse-
quently, (8) is satisfied.
By Lemma 24, there is a family (M) of non-negative bounded operators on H such

that
(Vh e H)(Vuz € Q) Q[h)(x) = (h, Mh).
From (8) follows || M| < kq for p-almost all z € €. O

PROPOSITION 27. Let M: ¥ — By (H) be an FPOVM. Let R be a Hilbert-Schmidt
operator on H. There exists a probability measure p on Y with the same sets of mea-

sure zero as M and a family (M) of non-negative bounded operators on H such that
IMalloo < |M(Q)]|oo Tr(R*R) for p-almost all x € Q, and

() (VA€ )(VheH)  Mpn(A) = /A (h, Muh) p(de).

PROOF. Define FPOVM M*® on ¥ by MR(A) = R*M(A)R. Then Mg;, = MJ for
all h € H and M™®(Q) is a trace-class operator. Existence of y and (M,) satisfying (9)
and ||My]leo < Tr(ME(Q)) follows from Lemma 26. By Proposition 201, Tr(M7?(9)) <
IM ()]l Tr(R*R). m

REMARK 28. Assume that H, >, Q, R, u, M, are as in Proposition 27. Let 7 = RR*
and 7, = RM,R*. Then

(VA € )(VheH)  Mm(A) = /A (h T.1) p(dz),

and Tr(7,) < [[M(Q)]|oo (Tr R*R)? < oo for p-almost all z € Q.

EXAMPLE 29. Let H = Ly(R) and let By be the Borel subsets of R. PVM 1: By —
B (H) does not have an operator density. An operator R on H for which there is a family
(e;) of vectors in H such that

(10) Lrn(A) = /A (ens B)|? di
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can easily be found. Take for example R = F M, where F is Fourier transformation
on H and My is the operator of multiplication with a bounded and square-integrable

function f. Then (10) is satisfied with e,(y) = f(y)e™¥/v/2m. The family (e, ® e,) is an
operator density (with respect to the Lebesgue measure on R) for PVM 1.

7. Integration with respect to a POVM

DEFINITION 30. Let ¥ be a o-field of subsets of a set Q. Let M: ¥ — B, (H) be a
POVM. The M-essential supremum of a -measurable function ¢: 0 — C is denoted
and defined by

lplloe = inf{sup{lpp(x)| : x ¢ A} : A € X, M(A) = 0}
=inf{c>0: M({x € Q: |p(z)] > c}) =0}
=inf{c>0: (Vyzr € Q) |p(z)| <c}.
If this is finite then ¢ is M-essentially bounded. Let
Loo(€2,3, M) = {p: Q@ — C: ¢ is a an M-essentially bounded measurable function}.

The M-essential supremum is a norm on L (€2, %, M) when functions that agree M-
almost everywhere are identified. The normed space thus obtained is denoted again by
Loo(£2, %, M). It is a Banach space and it is (partially) ordered pointwise modulo sets of
measure zero.

DEFINITION 31. Let M: ¥ — B, (H) be a POVM. Let ppr: Loo(2,2, M) — B (H)
be defined by

(11) (h. par(ip)h) = / o(x) My(dz), heH

and polarization.

PROPOSITION 32. Let M: ¥ — Bi(H) be a POVM. Then py: Loo(Q, X, M) —
Boo(H) is a contractive operator.

For a POVM M : ¥ — B, (H) and probability measure y on ¥ with the same sets of
measure zero as M, there is a contractive operator p',: B1(H) — L1 (2, X, u) satisfying

(12) (Vo € Luo(2, 5, M))(VT € By(H))  Tr(pum(0)7T) = /ng(a:)pMT](x) p(d).

A special case is
(VA € ¥)(Vh € H) My (A) = / Phlh @ h](x) p(dx).
A
If M has an operator density (M) with respect to p, then piy,[T)(z) = Te(TM,) for

p-almost all x.

ProOOF. Let 7 € By(H). From (11) follows
Tr(ou(o)T) = [ pla) TOLET) Vo € Lu(.,00)
Q

If A e and pu(A) =0 then M(A) =0 and hence Tr(M(A)7T) = 0. Let p),[7] be the
Radon-Nikodym derivative of A — Tr(M(A)7) with respect to u : pi,[7] € L1(€, 3, p)
and Tr(M (dx)T) = py[T](z) p(dz). Now (12) is satisfied. From the linearity of 7 —
Tr(M(A)T) it follows that p},: Bi(H) — L1(€2, %, i) is linear. By Theorem 207,

loa AT < M (D)oo (17112 < T -

This means that p, is contractive. By (12), this implies that pys is also contractive.
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If M has an operator density (M) with respect to p, then
Te(M(A)T) = / Tr(M,T) p(dz)
A

for all A € ¥. Hence p},[T](z) = Tr(7 M,) for p-almost all z. O
PrOPOSITION 33. If M: ¥ — B, (H) is a POVM, then
pn (Lo(€2, 2, M), weak™) — (Boo(H), weak®)
is continuous. Conversely, if i is a finite positive measure on ¥ and
P (Loo(2, X, ), weak*) — (B (H), WOT)

is positive, linear, sequentially continuous and satisfies p(1) = I, then p = py for a
POVM M on .

PROOF. Let (¢,) be a net in L (€2, %, u) converging to 0 with respect to the weak-
star topology. From (12) it follows that lim, Tr(7 pa(@a)) = 0 for every 7 € By(H).
This means that pys(¢a) converges to 0 with respect to the weak-star topology of B, (H).

By Theorem 1, there exists a POVM M : ¥ — B (H) such that p(1a) = pa(1a) for
A € 3. This implies, together with the first part of the proposition and the fact that the
indicator functions form a dense subset of L. (2,3, M), that p = py. O

REMARK 34. Using Theorem 208 and Proposition 209, it is easily seen that M is an
injective POVM if, and only if, {p),[7] : 7 € B1(H)} is a dense subset of L;(£2, %, u),
where p is a finite positive measure with the same sets of measure zero as M.

Let for example H=LyR), and M = 1, and 7 = g ® h. Then Tr(py(p)7T) =
Je () (z)dr. Hence fr(z) = g(z)h(x). The space formed by functions z
g(x)h(z ), w1th g,h € Ly(R), is equal to (and hence dense in) L;(R). Hence M is in-
jective.

THEOREM 35. Let M : ¥ — By (H) be a PVM. Then

(@) pr(p - ¥) = pr(p)pm () for all ,9 € Loo(2, 3, M);
() oa(@)hl12 = [ |02 My(dz) for all o € Lon(Q 5, M):
(¢) pum is injective
(d) prr: Lo(2, 2, M) — Boo(H) is a linear isometry;
(e) range(prr) is a C*-subalgebra of By (H),
and o < if, and only if, pr(p) < pur(¥);
(f) range(par) is weak-star closed;
(9) prr: Loo(2, 2, 1) — range(par) has a weak-star continuous linear inverse.

PROOF. (a): Theorem 15 in [10]. (The general case can be reduced to the case where
nd 1 are simple functions, for which (a) is easily verified.)

© a

(a) implies ( ) Take o = v and use par (V) = par(a)*.

(b) implies (c): If [, |¢(2)|* My (dz) = 0 for all h € H, then |¢(x)[* = 0 for M-almost all
.

Hence ¢(z ) = 0 for M-almost all x.
(b) implies (d): Let ¢ € Lo(Q,%, M) and [|¢|| = 1. By (b),

loar()R]* Z/QISO(x)IQMh(dw) < Mu(Q) = |||

Hence ||par(@)|| < 1. Let € > 0. Thereis a A € ¥ with M (A) # 0 such that |p(z)] > 1—¢€
for x € A. By (b),

loar ()Rl = /Iso P My(dz) > (1— My (A).
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for h € H. Hence
(VheH)  lom(@)hl = (1 = e)|[M(A)R]].

Operator M(A) is a non-zero orthogonal projection operator and hence has norm 1.
Hence ||pa(¢)|| > 1 — e. This is true for every € > 0; hence ||pp(p)]| > 1. Combining
both results gives: ||pa ()] = [|¢]loo if [|¢|lec = 1. This implies (d).

(a) implies (e): From (a) it follows that range(py;) is a *-subalgebra of B, (H). From (b)
it follows that range(pys) is a C*-subalgebra. The second part of (e) can be reduced to
the case ¢ = 0. If ¢ > 0 then clearly pyp/(1) > 0. Assume that ¢ is Y-measurable and

that pas(v) > 0. Then py(¥) = par(¥)* = par(h) hence ppr (1 — 1) = 0. Because pyy is

injective, this implies ¢ = v i.e. ¥ is real-valued. Let A = {z € Q : ¢(z) < 0}. Then
A € ¥ and pp(1a9) < 0. But for h € H we have
(hy prr(La)h) = (M(A)h, prr()M(A)h) >0 ¥ h € H.

Hence pyr(1a%) = 0. By the injectivity of pys, this implies 141 = 0. Hence ¢ > 0.
(e) implies (f): Theorem 229.
(c) and (f) imply (g): Proposition 216 O

In the following proposition we give relations between p,; and py, where N is the
minimal Naimark extension of POVM M.

PROPOSITION 36. Let M: 3 — By(H) be a POVM and let (N,K, V) be a minimal
Naimark extension of M. Then Loo(2,X, M) = Lo(2, X, N). We have
(13) (Vo € Leo(Q, 2, M) pu(e) = Vipn(p)V.
Hence

(Vo € Lo(@. 5, M)(Ph e H)  [lpui(@)h]? < / o) ? M (de).

ProOF. By Proposition 8, M and N have the same sets of measure zero. Hence
Loo(€2,3, M) = Lo (2,3, N). For ¢ € Loo(2,%, M) and h € H,

loae (@RI < llow (@) VIR = / (@) Nyp(dz) = / o(@)[ My (do).

DEFINITION 37. A POVM M : ¥ — B, (H) is called injective if
o Loo (92,2, M) — Boo(H)
is injective (i.e. if pas(p) = 0 implies ¢ = 0).
REMARK 38. Every PVM is injective. Not every injective POVM is projection-

valued: In Remark 8 of [37] an example is given of a POVM M: ¥ — B, (R?) which is
injective and not projection-valued.

PROPOSITION 39. Let M : 3 — B, (H) be a POVM and let M (X)"” be the von Neu-
mann algebra generated by its range M(X). Then range(py) C M(X)".

PRrOOF. The simple functions form a dense subset S of (Lo (2, X, M), weak™). The
continuity of py; implies that py/(S) is dense in (range(pys), weak®). Because pp(S) C
M ()" and M(X)" is weak-star closed, this implies that range(py) C M(X)". O
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8. Dominance of POV Ms

In [80] and [78] a pre-order on the collection of POVMs is explored. In [37] some
of the mathematical properties of this pre-order are investigated even further. In this
section we repeat some definitions and elementary results from [37]. In Section 17 we
characterize the set of POVMs that belong to an equivalence class which is maximal
with respect to the partial order induced by the pre-order. A similar characterization
was already given in [78] for the case of POVMs on finite outcome sets and in [37] for
discrete POV Ms.

DEFINITION 40 ([37], Section 2). For k € {1,2}, let ¥ be a o-field of subsets of a
set Q. Let My: ¥ — B4 (H) be a POVM. Let M(X1; Qy, 39, M) be the set of families
(pa), indexed by ¥y and consisting of equivalence classes of Ms-measurable functions on
s, such that

- pa € LOO(QQ, EQ, MQ) for all A € 21,
- po,(x) =1 and 0 < pa(z) <1 for My-almost all z € Qy and A € ¥,
- pa(x) = >0 pa, (z) for My-almost all 2 € Qs for every disjoint union A = U2 | A,

with A, € Y.

DEFINITION 41 ([37], Definitions 2 and 3). Let 31, ¥y be o-fields of subsets of sets
Qy, Q9 respectively. For POVMs M;: 37 — B, (H) and M;: ¥y — B, (H) we say that
M is dominated by M,, denoting M; < My, if there exists (pa) € M(X1; Qs, 3o, Mo)
such that

WAC) M) = pulps) = [ paln) Mald)
If both M; «— M, and My < M, then we say that M; and M, are equivalent which is
denoted by M; < Ms.

DEFINITION 42 ([80]). A POVM M is maximal if M « E for another POVM FE,
implies M < FE.

LEMMA 43 ([37], Lemma 2.2). « is a pre-order and < is the associated equivalence
relation.

PROPOSITION 44. A POVM has commutative range if and only if it is dominated by
a PVM.

PROOF. Let M: ¥ — By(H) be a POVM and let E: ¥y — B, (H) be a PVM that
dominates M. Then M (X) is commutative because it is contained in range(pg). Corollary
3.8 of [37] provides the remaining part of the proof. O

9. Four remarks about the definition of «—

LEMMA 45. The three conditions in Defintion 40 are equivalent to

(a) pa € Loo(Qa, Yo, M) for all A € 3,

(b) po =1 and 0 < pa <1 in Loo(Qe, X9, My) for all A € ¥,

(¢c) If A is the disjoint union of family A,, n € N of sets in X, then pa =Y o0 pa,, in
(Loo (2, 3o, Ms), weak?).

ProoFr. Conditions (a), (b) are clearly equivalent to the first two condition in Defi-
nition 40. Assume that these conditions are satisfied and that pao = pa, + pa, for every
disjoint union A of A, Ay € X,

It suffices to prove that (under the above assumptions) the third condition of Defi-
nition 40 is equivalent to condition (c):

Assume that we are given a disjoint union A = U | A,, with A,, € ;. Let p be a
probability measure on ¥, with the same sets of measure zero as M. For N € N let



30 3. POSITIVE OPERATOR-VALUED MEASURES

YN = ZnN:1 pa, .- From the assumptions it follows that N — @y is a monotone increasing
sequence of elements of L., (€22, X0, 1) and that 0 < pn < pa. We will prove that the
following conditions are equivalent:

(i) limy oo @n(x) = pa(z) for p-almost all x;

(i) Hmpy oo on = pa in (Loo (€, 3o, i), weak®).
(i) implies (ii): This follows from the monotone convergence theorem
(ii) implies (i): Because 1o, € L1(€4, X9, p), it follows from (ii) that

lim QQ¢N<x>y<dx>=:j£2pA<x>u<dx>

N—oo
By Theorem 205, this implies (i). O

LEMMA 46. For k € {1,2}, let (Qx, Xx) be a measurable space, let My: ¥y — B, (H)
be a POVM, and let p; be a probability measure with the same sets of measure zero as
M. The following conditions are equivalent.

((I) M2 — Ml,
(b) There exists a positive and weak-star continuous operator

K: I—oo(927 227 MZ) - LOO<Q17 217 Ml)
such that K([lg,| = lq, and py, = pu, © K, or equivalently,

(VAQ S 22) MQ(AQ) = K[lAZ](QZ) Ml(d.'lf)
1951
(c) There ezists a positive operator R: Ly (2,31, My) — L1 (Qq, Xo, Ms) such that
(14) [ RUI) ) = [ 1) ()

for all f € Li(Q, %1, 1) and phy, = Roply, .
M, My

PROOF. (b) implies (a): For Ay € 3y let pa,(z) = Klla,|(z). From the weak-star
continuity of K it follows that (pa,) € M(2q, 1, X1, My). By construction, Ms(As) =
o (Pa,). Hence My «— M.
(a) implies (b): Let S be the subspace of L, (€29, Y5, M) consisting of simple functions
(i.e. linear combinations of measurable indicator functions). Let s € S. There are N € N,
an N-tuple (A,) of pairwise disjoint sets from %5, and ¢,, € C such that s = ij:l Cnln, .
Define K[S] c Loo(Qla 217 Ml) by

N

Kls] = chpAn.

n=1
It is easily seen that the properties of B +— pp imply that this does not depend on
the particular representation of s. Hence K is the unique linear function from S to
Lo (€21, 31, M;) such that K[1g] = pp for all B € ¥s. It is easily seen that K is positive
(i.e. that K[s] > 0if s > 0), and that K[lg,] = 1g,. Hence [|K[f]|lcc < ||f]||oc for f > 0.
Lemma 197 says that this implies that K is a bounded operator. Because S is a dense
linear subspace of L, (€2, X9, Ms), the bounded operator K has a unique extension to a
bounded operator from L., (€22, 3o, Ms) to Lo (€21, X4, M;). By construction,

(VBES,)  M(B)= | Klg](x)M/(dz).

1951
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If B =Up2,By is a disjoint union with By, € Yy then, by Lemma 45,

> K[lp] = K[1z]

with respect to the weak-star topology. Theorem 46.4 of [25], says that this implies that
K is weak-star continuous.
(c) implies (b): If pay, is considered as

o, (Loo(€4, 21, M), weak*) — (B (H), weak™)

then (o}, ) = pum,. Hence pfy;, = R o p), implies py, = py, 0 K, where K = R'. By
Lemma 215, K is weak-star continuous. From (14) follows K[1g,] = 1q,.

(b) implies (c¢): By Lemma 215, there is a bounded operator R: Ly(€y, %, M;) —
L1(929, X9, M5) such that K = R/. We have K’ = R if we consider K as operator from
(Lo (€22, 39, My), weak™) to (Lo (€21, X1, M1), weak®)). Hence pyy, = par, oK implies py,, =
R o py,. From K[lg,] = 1, follows (14). O

DEFINITION 47. For k € {1,2}, let (2, X)) be a measurable space.
M((£22,35), (£21,34)) denotes the set of functions K : ¥y x Q; — [0, 1] satisfying
- For each x € Q, K(-, ) is a probability measure on (s, ¥5);
- For each A € ¥y, K(A,+) is a Xj-measurable function on €;.

DEFINITION 48. For k € {1,2}, let (Q, X, pi) be two measure spaces.
M((22, Xo, p2), (€21, 31, 1) denotes the set of functions K: Qy x 2 — [0, 00) satisfying:

- For each x € , K(-,x) is a pp-measurable function on s;
- For each y € 9, K(y,-) is a uj-measurable function on y;
- Jo, K(y,2) pa(dy) = 1 for py-almost all z € Q.

In this definition, 1 may be replaced by a POVM on ¥;.
LEMMA 49. For k € {1,2}, let (., Xx) be a measurable space, and let My: ¥ —
B (H) be a POVM. Consider the following conditions:
(Z) M2 — Ml,
(1i) There exists a K € M((Qq,33), (21,%1)) such that

(VAQ c ZQ) MQ(AQ) = K(AQ, I) M1<d.l’)7
(941
and K (-,x) < My for My-almost all x € .
Condition (ii) implies (i). If 3o is countably generated, then (i) implies (ii).
If, moreover, My has an operator density (/\/lg(f)) with respect to probability measure
Wo on Yo, then condition (ii) is equivalent to the following: There exists a function

K e M((QQ,ZQ,MQ), (91,21,M1>> such that

(Vi € () Méz) = K(y,z) My(dz).
951
PRrROOF. (ii) implies (i): For Ay € ¥ let pa,(z) = K(Ag, x).
Then (pa,) € M(2q; Qq, 3, My) and Msy(As2) = par, (pa,). Hence My «— M.
(i) implies (ii): Assume that X is countably generated: There exists a countable sub-
family € of Y5 such that ¥, is the smallest o-field containing €. The algebra of sub-
sets generated by € and (), is again countable. We denote this algebra by 2. Define
K: 2 xQ; —[0,1] by
K(A’ ZL‘) = pA(x)v
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where pa is a representative satisfying 0 < pa(z) < 1. The union of a countable family
of countable sets is again countable. The union of a countable family of M;-null sets is
again an M;-null set. Hence there exists an M;-null set Ot such that for every z € 91,
- K(hx): A — [0, 1] is a countably additive set function;
- K<927 )
- K(A, :p)>0f0reveryAEQl
- K(A,z) =0 for every A € A with My(A) = 0.
By Theorem II1.5.8 in [42], K (-, z) has a unique extension to a probability measure on
Yo, for every x € M. This extension is again denoted by K (-, ). Let § be the collection
of sets A € Xy for which the function K(A,-): ¢ — [0, 1] is measurable. Then § is
a o-field which includes 2. Hence K(A,-): M — [0, 1] is measurable for all A € .
For z € M we redefine K(-,z) in such a way that A — K (A, z) becomes a probability
measure. (This can be done in many ways, but the choice is irrelevant because 9 is
a Mi-null set.) Then K € M((€q,%2),(€1,%1)) and K(-,z) < My for M;-almost all
x € ;. By construction,
(VAQ S 91) MQ(AQ) = o K(AQ,ZE) Ml(dI)
1
The uniqueness part of Corollary I11.5.9 in [42] implies that this is true also for Ay € ¥s.
The final part of the lemma follows from the Radon-Nikodyn theorem and Fubini’s

theorem. Define y — K(y,x) as the Radon-Nikodyn derivative of A — K(A,z) with
respect to . 0

REMARK 50. An element K € M((£22, X2), (21, %)) is called (in Exercise 6 of Section
4 of Chapter 2 in [22]) a kernel from (21, 3) to (£22,3,). For some properties of kernels,
see also Exercise 6 of Section 1 of Chapter 5 in [22]. In [15], K is called a conditional
confidence measure.

For k € {1,2}, let ¥ be a o-field of subsets of a set . Define ¥; x 35 as the o-field
of subsets of €21 x )y generated by the sets Ay x Ay with Ag € .

LEMMA 51. For k € {1,2}, let ¥ be a o-field of subsets of a set Q. Let My: ¥y —
B (H) be a POVM. Let p € M(35;Qy, %4, My). For A € ¥1 X Xy let

qa(z) = pa, (), where A, ={y € Qy: (z,y) € A}.
Then (qa) € M(X1 X X9;Q4, %1, My). Define POVM M: Q x Q9 — B, (H) by

M(A):/Q qa(z) My (dx).

Then M(A x B) = [, pp(x) My(dz). In particular, M(A x Qy) = M;(A).

PRrROOF. By Lemma 5.1.1 in [22], A, € ¥, for all z. Let § be the collection of sets
A € ¥y X 3 for which ga is ¥j-measurable. Because gaxp = 1a(2)pp(z), AXx B € § for
all A € 31 and B € Y. It is easily seen that § is a o-field. Hence § contains ¥; x .
Hence gn € LOO<Ql,21,M) for all A € Y1 X Xo. That (QA) € M(Zl X 22;91,217]\41)
follows easily from the definition of A,. 0

10. Dominance between PVMs

THEOREM 52. Let H be a Hilbert space and let 32 be a o-field of subsets of a set ).
Let E: ¥ — By (H) be a PVM. Then

(15) range(pz) = B(X)".
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This is a maximal commutative von Neumann algebra if and only if
(16) (E(X)), = E(X).

PROOF. Let i be a non-negative finite measure on {2 with the same sets of measure
zero as E. By Theorem 35, range(pg) is a weak-star closed C*-subalgebra of B, (H). By
von Neumann’s double commutant theorem, range(pg) is a von Neumann algebra. We
will prove that

(17) range(pg), = E(X).
Let A = pg(p) be an orthogonal projection operator: A? = A = A*. Because every

PVM is injective, this implies that (¢(x))? = ¢(z) = p(z) for E-almost all # € Q. Hence
o(x) € {0,1} for E-almost all z € Q. Hence A = E(supp(y)). Hence (17). Every von
Neumann algebra is the norm closed linear span of its projections. Hence range(pg) is the
norm closed linear span of F(X). Hence range(pg) is the von Neumann algebra generated
by E(X). By von Neumann’s double commutant theorem, this is equal to E(X)”. This
is a maximal commutative von Neumann algebra if and only if E(3)" = E(X)". We will
prove that conditions

(a) (E(X)), = E(%),

(b) E(X)" = E®)

are equivalent: (a) implies (b): E(X) and E(X)” are von Neumann algebras and hence
are equal to the norm closed linear span of their projections E(X). (b) implies (a):

(E(X)"), = (E(X)"), = range(pg), = E(%). U

PROPOSITION 53. Let 31 and Xy be o-fields of subsets of sets )y and €y respectively.
Let By: X1 — Boo(H) and Ey: Y9 — Boo(H) be two PVMs. Then Ey «— FEs if and only if
E(31) C Ey(X9)".

PROOF. By Theorem 52, F5(X3)" = range(pg,). Assume that Fi(3;) C Ea(X2)".
Then for every A € ¥ there exists a pa € Loo(€2a, 3o, Ey) such that E1(A) = pg,(va).
We have pg,(pq,) = Z = pg,(1). Hence ¢q, = 1 by the injectivity of E;. By Theo-
rem 35, ¢a > 0. The injectivity of FEy and the o-additivity of F; implies that (pa) €
M(El, Qg, 22, EQ) Hence E1 — EQ.

Assume that E) <« E,. Then Ey(X;) C range(pg,) = Fa(X2)". O

11. Isomorphic POV Ms

Let M be a POVM defined on a o-field ¥. Two sets A, B € % are said to be M-
equivalent if M(A\B) = M(B\A) = 0. The class of sets M-equivalent to A € X is
denoted by [A]n;. We put X(M) = {[A]y : A € ¥}. Then 3(M) is a Boolean o-algebra
with operations defined by [A]y U [B]y = [AU Bl for A, B € 3, etc. We define M on
X(M) by M([Ala) = M(A).

DEFINITION 54. A boolean isomorphism ®: Y1 (M;) — Yo(Ms) is a bijective mapping
such that

Y([Ala\[Bly) = Y([Aa)\Y([Blu)
for A, B € ¥4, and

[e.e] o0

v((JiAdar) = Jv(Ad)

i=1 =1

for (Az> C 2.
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DEFINITION 55 ([37]). Two POVMs M;: ¥; — By (H) and My: ¥5 — B, (H) are
isomorphic, denoting M; = M, if there exists a Boolean isomorphism

U: (M) — Xa(M,)
with the property
Mi(A) = My (¥ (A)) VA€
LEMMA 56. If POVMs My and My are isomorphic (M, = Ms) and M is countably
generated, then My is also countably generated.

PROOF. Let ® be as in Definition 55. Let 21 C X5 is a field of subsets of €2; that
generates X1 (M;). Then ®[[A] sy, ] generates 3o (Mo). O

Isomorphic POVMs are equivalent: For injective POVMs the converse is true:

THEOREM 57 ([37], Theorem 2.6). Two equivalent POVMs which are both injective
are isomorphic.

REMARK 58. Two PVMs which generate the same von Neumann algebra are equiv-
alent (by Proposition 53) and hence are isomorphic (by Theorem 57 and Remark 38).

PROPOSITION 59. Let ¥ be a o-field of subsets of a set 2. The following conditions
are equivalent:

(a) M is countably generated.
(b) M s isomorphic to a POVM on the Borel subsets of [0, 1].

PRrOOF. Let (N, K, V) be a minimal Naimark extension of a POVM M: ¥ — B, (H).
Consider the following conditions:

(1) N is countably generated.
(2) N is isomorphic to a POVM on the Borel subsets of [0, 1].

We will prove that the four conditions are equivalent: (1) < (a): Proposition 21.

(2) < (b): Naimark’s theorem.

(1) & (2): By Proposition 21, K is separable. By Proposition 230 there is a bounded
self-adjoint operator £ on K that generates commutative von Neumann algebra N (33)".
We can assume without loss of generality that ||£||c = 1. Let E: B — B (K) be the
spectral measure of £. By Remark 58, N = E.

(2) < (1): This follows form Lemma 56 because the o-field of Borel subsets of [0, 1] is
countably generated. O

12. Unitary equivalence

ProrosITION 60. Let U: H — K be a linear isometry from Hilbert space H into
Hilbert space K. Let M;: ¥ — B (K) and My: ¥9 — By (K) be two POVMs. For
e {1,2} and A € ¥y let Ny(A) = U*M,(A)U. Then N;: ¥, — B (H), £ € {1,2} are
POVMs and M, < My implies N1 «— N. If, moreover, U is surjective then

and M,y is mazimal if and only if N1 is maximal.

REMARK 61. Let M;: ¥; — By (Hy) and M;: 3y — By (Hs) be two PVMs. The
generated von Neumann algebras M;(3;)” and My(Xs)” are spatially isomorphic (as
defined in Definition 235) if and only if the ranges M;(X;) and My(X,) are spatially
isomorphic. Assume that this is the case, i.e. that there exits a unitary operator U: H; —
Hy such that M;(2;) = U*M;y(3,)U. Define a PVM Mj: Y9 — By (Hp) by M3(A) =
U*M5(A)U. Then M; and M3 are PVMs with the same range. By Remark 58, M;
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and M3 are isomorphic; i.e. there exists a Boolean isomorphism W: ¥; — 5 such that
My (A) = M3(¥(A)) for A € . Hence the original PVMs are related by

13. Image measures

Let (21, %) and (23, ¥2) be two measurable space. Let M : 31 — B, (H) be a POVM.
If U: Q — Qs is a measurable function, then W(M): ¥y — B (H), defined by

U(M)(A)=MIHA)=M{ze€Q :V(z)cA)
is a POVM. (M) is called the image measure corresponding to M and transformation
U. Marginals are examples of image measures.
REMARK 62. In probability theory (for example [20]), ¥ is called an Qs-valued

random variable. For each h € H, we have W(M);, = ¥(M,). If ||h]| = 1, then W(M,) is
sometimes called the distribution of W (corresponding to the probability measure M},).

PROPOSITION 63. Let (21,%1) and (g, 3) be two measurable spaces and let H be a
Hilbert space. Let M: X1 — By (H) be a POVM and V: Q; — Qo a measurable function.
Then W(M) «— M. If M is injective then W(M) is injective.

PrRoOOF. We have

Y(M)(A) = / 1a((x)) M(dz).

951

Hence W(M) «— M. Let ¢ € Lo (€29, 39, ¥(M)). We have
/ () W) (dy) = / o(0()) M(de)
Qo Q1

If this is zero and M is injective, then p(V(z)) = 0 for M-almost all z € Q. Equivalently,
©(y) = 0 for ¥(M)-almost all y € Q. O

14. Cones generated by POVMs

In this section we give a geometric interpretation of dominance of a POVM by an
injective POVM.

The proof of the following proposition is an adaptation of the proof of Lemma 3 of
Chapter IX in [35]. See also [64].

PROPOSITION 64. Let M: % — B, (H) be a POVM. We have
o(M(X)) ={pu(p) : 0< o <1, g € Lo(Q, X, M)},
where ¢6(M (X)) is the weak-star closure of the convex hull of M(X%).

PRrOOF. By Proposition 33, par: (Lo (€2, 2, M), weak®) — (B, weak®) is continuous.
Let U = {p € Loo(2, 5, M) : 0 < ¢ < 1}. Then U is a compact convex subset of
(Loo (€2, 2, M), weak*). Hence pp/(U) is a compact convex subset of (B, weak*). Together
with M(X) C pa(U), this implies that c6(M (X)) C pa(U). The proof of the reverse
inclusion: The simple functions in U form a dense subset S of (U, weak*). The continuity

of par implies that pps(S) is dense in (pp (U), weak*). In the proof of Lemma 3 of Chapter
IX in [35] it is shown that py/(S) C co(M(X)). Hence pp(U) C @o(M(X)). O

DEFINITION 65. Let M: ¥ — B, (H) be a POVM. The cone generated by M is
denoted and defined by
cone(M) = {pa() : ¢ € Loo(€, 5, M), o > 0}
= Jrm(M ().

r>0
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PROPOSITION 66. Let 32, ¥5 be two o-fields of subsets of sets 2, $2y respectively. Let
N:¥ — By(H) and M: ¥y — B, (H) be two POVMs. If N «— M then co(N (X)) C
co(M(X)); in particular cone(N) C cone(M). If M is equivalent to an injective POVM
then

N— M <& cone(N) C cone(M).

PROOF. Assume that N «— M. By Proposition 64, N(X) C co(M(Xz)). Hence
co(N(X)) C eo(M(Xs)). By Proposition 64, this implies cone(N) C cone(M).

Assume that M is injective and cone(/N) C cone(M). This implies that there is a
function A — pa from ¥ to (Lo (22, X2, M)). such that N(A) = pry(pa) for all A.
Because M is injective, pq = 1 and @y = 0.

Let A = A; U As, with A, € X, be a disjoint union. Because N is additive,

pu(pa) = pulpa, + ¢ay)-
Because M is injective, this implies that oA = pa, + ©a,. We consider ¥ to be ordered
by inclusion, and we considered L., ({22, X2, M) to be ordered as usual; i.e. pointwise
and disregarding sets of measure zero. Then A — @ is monotone increasing. Hence
0<pa<1forall Ae?i.
Let A =U2 A, with A,, € ¥, be a disjoint union. Then

N
> en.=9@uw A, <pa YNEN
n=1

Let p be a finite positive measure with the same sets of measure zero as M. For every
positive f € L;(€q, s, 1), the sequence of positive numbers

NS / F(@)pa, (@) p(de)

is monotone increasing and bounded, and hence a Cauchy sequence. Every integrable
function can be written as a linear combination of positive integrable functions. Hence
N — Zivzl va, is a weak-star Cauchy sequence. By Proposition 212, there exists a
© € Loo(Q2, 39, M) such that ¢ = limy_ 22721 wa, w.r.t. the weak-star topology. By
Proposition 33 and the linearity of p,/,

pa(0) = purlipa,)-

Because N is o-additive,

pu(pa) = par(ea,) = purep).

The injectivity of M implies that pa = ¢. By Lemma 45, this implies that (pa) €
M(32; 9, X9, M). Hence N «— M.

Assume now that M is equivalent to an injective POVM M,. From M «— M, and the
first part of the proposition it follows that cone(M) C cone(Ms). Because M, is injective,
cone(N) C cone(M) implies N < M,. Because My < M, this implies N «— M. O

PROPOSITION 67. Let M: ¥ — B, (H) be a POVM. Every extreme point of to(M (X))
belongs to M(X). If M is injective then M (X)) = ext(co(M (X)), the set of extreme points
of co(M(X)).
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PRroOF. The first part of the proposition is a special case of Theorem 1 of Chapter
IX of [35]. Assume that M is injective and A € X. If 1,2 € Lo(Q,2, M), 0 <
o102 < 1and M(A) = 3(pu(e1) + pu(p2)) then 1a = (o1 + ¢2). Hence ¢y = ¢y =
1a. Hence par(p1) = pum(p2) = M(A). By Proposition 64, this shows that M(A) C
ext(co(M(X))). OJ

15. Maximal PVMs

In this section we show that a finite set of strongly commuting self-adjoint operators
on a separable complex Hilbert space H is a complete set of operators if, and only if,
the joint spectral measure is a maximal PVM. A finite set of strongly commuting self-
adjoint operators is called complete if the joint spectral measure generates a maximal
commutative von Neumann algebra, or equivalently, if the set is of uniform multiplicity
one ([104]). The related concept of a complete set of observables was introduced by
Dirac ([36]). In a Hilbert space formulation of quantum mechanics ([106], [90], [15]),
Dirac’s heuristic formulation of this concept becomes rigorous only in the case of a set

{Ay, -+, A,} of self-adjoint operators on a separable Hilbert space H having pure point
spectra. In that case {A;, -+ ,A,} is called a complete set of operators if:
(a) To each n-tuple (A1,---,\,) in the joint spectrum belongs a vector Wy, ... 5, from
the common domain of Ay, --- , A, which satisfies
Ak\I/)q —/\]C\I/)\1 ns kzl, ,n
and

(b) (W, ... a,) is an orthonormal basis of H.

Even without the limitation to pure point spectra, a mathematically rigorous interpreta-
tion of Dirac’s formulation (of the concept of a complete set of observables) is possible:
[104] and [102]. To do this, Hilbert space is replaced by a system of two topological
vector spaces: One consisting of bras, the other consisting of kets. In this section an
extension of the Hilbert space is not needed because conditions (a) and (b) are equivalent
to the existence of a unitary operator U from H to the space ¢5(c) of square summable C-
valued functions on the joint spectrum o such that for all £, UA,U* = Q,, the operator
on ls(o) of multiplication with (Aq,---,A,;) — Ax. This condition is easily generalized
(Proposition 70) to the case where the joint spectral measure on o is replaced by a PVM
on a measurable space (2,Y).

THEOREM 68. A PVM is maximal if, and only if, it generates a mazimal commutative
von Neumann algebra.

PROOF. Let M: ¥ — B, (H) be a PVM.

It follows from Proposition 53 that maximality of M is a necessary condition for M
to generate a maximal commutative von Neumann algebra.

Assume now that M generates a maximal commutative von Neumann algebra. Then
Proposition 53 implies that M is maximal if we can prove that every POVM M, that
dominates M is projection-valued. We combine the proofs of Theorem 3.7 and Remark
3 in [37] to do this: Let P = M(A). We will show that P € M,(3): There exists a
Mj-measurable function p taking values in [0, 1] such that

Pz/ﬂ p(y) Ma(dy).

Let n € N and
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Then
%M2<Yn): y %Mz(dy)é/ p(y) Ma(dy) < P.
and ’ ”
%M (V) =T (1- %)MQ(Y) My(Yy)
- [ vty = [ ol (i)
—P.

Hence Ms(Y,,) = 0. This is true for all n € N. Hence p(y) € {0,1} for Ms-almost all y.
Hence P € My(Xs).
We will now show that P = My(A) € My(X,)': We have

My (A)Ms(B) = My(A)Mz(B N A) + My(A)Mz(B N AY).
Because M;(A) is a projection, My(A°) is also a projection and
My (A°)My(A) = My(A)My(A) = 0.
From this, together with Corollary 239, we see that: 0 < My(B N A) < My(A) implies
MQ(A)MQ(B N A) = MQ(B N A), and 0 S MQ(B N AC) S MQ(AC) 1mphes MQ(A)MQ(B N
A°) = 0. Hence
M, (A)M(B) = My(B N A).
It follows similarly that Ms(B)My(A) = My(B N A). Hence P € My(X,)'.

This is true for all P € M;(X). Hence M;(3) C My(%5)". Hence My(35)" € My(X) =
M;(X). Hence M, is projection-valued. O

PROPOSITION 69. Let (Q, %, 1) be a finite measure space. 1(X)” is a maximal com-

mutative von Neumann algebra; More precisely: 1(X)" = A,, where A, is defined by
Definition 233.

PrOOF. By Theorem 52, (1(X)"), = 1(X) = (A,),. Because every von Neumann
algebra is the norm closed linear span of its projections, this implies that 1(X)” = A,. O

PROPOSITION 70. Let E: ¥ — By (H) be a PVM. The following conditions are equiv-
alent:

(a) E is mazimal.
(b) There exists a probability measure u on ¥ and a unitary operator U: H — Ly (€, 3, p)
such that E(A) = U1 (A)U for A € 3; i.e.

(18) / |U[A] p(dx) VAeX, heH.

PRrROOF. (b) implies (a): This follows from Proposition 69, Theorem 68 and Propo-
sition 60.

(a) implies (b): Combining Theorem 68, Proposition 69 and Theorem 236 and Re-
mark 61, we see that there is a compact metric space {25, a regular Borel measure po
on the Borel subsets 9B of (25 and a unitary operator W: H — Ly(€Qs, B, 115) such that
E(Y¥) = W*1(B)W. By Remark 61 there is a Boolean isomorphism ¥: ¥(FE) — B(1)
such that

(VA € X)) E(A) = W1 (¥ (A))W.
Hence

(VAED)(VheH)  Ey(A)= / WG o)
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Define probability measure g on X by u(A) = pus(V(A))/p2(€2s). Define unitary operator
Vy: Lo(Q,2, 1) — Lo(Qa, B, p2) by Vg[la] = pa(Qa) - ly(a) for A € 3 and linear and
isometric extension. It is easily seen that U = V{ W satisfies (18). U

16. Examples of maximal PVMs

Let ®: Ny — Ly(R) be the Hermite basis. Let 1: Br — B, (Ly(R)) be the PVM of
definition 9. Then

1,(A) = /A Ih(g)? dg

By Proposition 70, 1 is a maximal POVM. Let 1: Bg — B (Ly(R)) be the PVM defined
by 1(A) = F*1(A)F, where F is Fourier transform on Ly(R). Then 1,(A) = Tzp(A):

i,(A) = /A FIR)P dp.

By Proposition 70, 1 is a maximal POVM. The o-field of all subsets of Ny is denoted by
2N Let N: 2N — B, (Ly(R)) be the PVM defined by on the singletons by N({n}) =
©n ® ©y. Then
N(A) = 3 [, W)
neA

where (¢,,) is the Hermite basis of Ly(R). By Proposition 70, N is a maximal POVM.

The PVMs 1, 1 and N are (the) mathematical representations of quantum mechanical
measurements of position, momentum and number observables respectively. The (self-
adjoint) position, momentum and number operators are defined as

o= [ atn, P [ pit), N =3 nN({n)
—o0 -0 n=0
respectively.

17. Maximal POVMs

In this section we present the main result of this chapter. The following six lemmas
are used to prove it.

Let (€2,%, 1) be a measure space. Let V be a vector space. A family L,: V — C,
x € Q is called weakly p-measurable if for each v € V, the function = — L,(v) is p-
measurable. The same terminology is used for families of elements of a Hilbert space
(the elements of a Hilbert space are considered as linear forms on the Hilbert space),
and for families of bounded operators on a Hilbert space (the bounded operators are
considered as linear forms on the space of trace-class operators).

LEMMA 71. Let H be a separable complex Hilbert space. Let (2, %, 1) be a measure
space. Let A,, x € Q be a weakly p-measurable family of bounded operators on H. Let
ex, T € ) be a weakly p-measurable family of points of H. Assume that for all h € H,

(h, A.h) < |(ex, B)[*  for p-almost all z.
Then there exists a X-measurable function f: Q — [0,1] such that
A, = f(x)e, @ e, for pu-almost all x.

PROOF. Let Hy = {g, : n € N} be a countable dense subset of H. The union of a
countable family of p-null sets is again a p-null set. Hence there exists a p-null set 9N
such that

(h, Azh) < |(eg, B)[*? Yo €M h € H.
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This implies that
A, <e,®e, VzeN.
By Corollary 239, there is a function f: Q — [0, 1] such that
Ay =f(x) e, @e, YaxeMN

We will prove that there is a ¥-measurable function f: Q — [0,1] such that f(z) = f(z)
for all z € M° with e, # 0. For all A € H, there exists a ¥-measurable function z — f,(h)
from ©Q to [0,1] such that

(h, Azh) = fo(h)|(ex, h)|* for p-almost all z.

Let
Q= {2 (er,g0) # OP\ LI O
Then (£2,,) is a family of pairwise disjoint sets in 3 such that
Q={r:e,=0}U UQ” and (ez,g,) Z0V z € Q,
neN
for all n € N. Define the ¥-measurable function f: 2 — [0, 1] by

flw) = {g o if:io.

Then f(z)|(ex, gn)> = f(2)|(€z, gn)|? for 2 € Q,\N. Hence f(z) = f(x) for = € Q,\N.
This is true for all n. Hence f(z) = f(x) for all z € M° with e, # 0. O
LEMMA 72. Let (Q,3,v) be a finite measure space, let M: ¥ — By(H) be an
FPOVM, and let V: H — Ly(Q,%,v) be a linear isometry. Define POVM N: ¥ —
B (H) by
/|V v(dx), AeX, heH.

Assume that M(A) < N( for all A € X. Then there is a v-measurable function ¢
such that 0 < ¢ <1 and

(19) (VAE®)  M(A) = /A o(z) N(dz).

PROOF. By Lemma 199, we can (and will) assume without loss of generality that v
and N have the same sets of measure zero.

Let R be a Hilbert-Schmidt operator on H with dense range. By Proposition 27,
there is a probability measure p on ¥ with the same sets of measure zero as M and there
are M, € By (H) such that

(AeX)(VheH)  Mgu(A) = /A (h, Muh) p(d).

From M < N follows u < v. Let f, be the Radon-Nikodym derivative of y with respect
tov: p=f, -v. Let M, = f,(r)M,. Then

(20) (VA €D)(Vh e H)  Mgu(A) = / (h, Muh) dv().
A

R is a Hilbert-Schmidt operator. Hence h — V[RA] is a Hilbert-Schmidt operator and
hence a Carleman operator: There are e, € H such that x — (e, h) is a v-measurable
function for all A € H and

V[Rh|(x) = (ez,h) v-almost all x.
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This, M(A) < N(A) for A € ¥, and (20), implies that for each h € H,
(21) (h, Mzh) < |(eq, h)|* for v-almost all z.

By Lemma 71, there exists a YX-measurable function ¢: Q — [0, 1] such that (h, Mh) =
o(z)|(eg, h)|? for v-almost all z. Let A € X. For h € H,

MRh(A):/Ago(x)NRh(da:).

Because range(R) is a dense subset of H, this implies that

(Vh € H) Mh(A):/Ago(a:)Nh(dx).
0

LEMMA 73. Let ¥ and Xy be o-fields of subsets of sets £ and Qo respectively. Let
M: ¥ — Bi(H) and N: ¥5 — B, (H) be two POVMs. If cone(N) C cone(M) and there

is a finite measure v on Yo and a linear isometry W : H — Ly(Q9, 3o, ) such that

(VA2 € %) (Vh € H)  Ni(Ag) = A (WA (y)I* dv(y)
then there are (pa,) € M(X9; 2, X, M) and (ga) € M(3;Qy, 39, N) such that
(22) (VA € 3, A, € %) /A Py () M (dz) = /A 4a(y) N(dy).

In particular cone(N) = cone(M) and M < N.

PROOF. For every A, € ¥y there is a function pa,: €2 — [0, 00) such that

/Q pas() M(dz) = N(Ay).
Let A € .. Then
(VA € ) / pa, (2) M(dz) < N(As).
A

By Lemma 72 there exists a function ga: €22 — [0, 1] such that

(YA, € 5) /A pa, () M(dz) = / aa(y)N (dy).

Ag
This is true for all A € ¥. Hence (22). It is easily seen that (pa,) € M(29; Q, X, M) and

LEMMA 74. Let s: H x H — C be a positive bounded non-zero sesquilinear form
and let q be the associated quadratic form: q(h) = s(h,h). The following conditions are
equivalent:

(a) |s(f. 9)I> = a(f)a(g) for all f,g € H.
(b) dim(ker(q)t) = 1.

Proor. If ¢(g) = 0 then q(f +cg) = q(f)+2Res(f,cg) > 0forall c € Cand f € H.
This implies that s(f,g) =0 and q(f + g) = ¢q(f) for all f € H. This implies that ker(q)
is a linear subspace of H. Because s is bounded, ker(q) is a closed linear subspace of H.
Because s is non-zero, ¢ is also non-zero: ker(q) # H.
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(b) implies (a): Assume that (b) is satisfied: There exists an h € H such that
ker(q)* = span{h}. Every f € H has a unique decomposition of the form f = a;h + fo,
where fj € ker(q) and oy € C. This implies the following:

Res(f,g) = {a(f +9) —a(f — 9)} = ${al(ay + ag)h) — q((af — ay)h)}
= Hloy + oy — lay — ay*} g(h) = Re(ayay) q(h)

and similarly Im s(f, g) = Im(aya,) g(h). Hence s(f,g) = aya, q(h). Hence |s(f, g)|* =
q(f)a(g)-

(a) implies (b): If ¢ € C then
q(f +cg) = a(f) +Icl*a(g) + 2Res(f.cg), f.geH.
Hence if (a) is satisfied, ¢ € R and s(f, g) # 0 then

o + c%m — (VA + eVa@)

This is zero for some ¢ € R. Hence ¢(g) # 0 implies that for every f € H there exists
an o € C such that f + ag € ker(q). (If s(f,g) = 0 we take a = 0.) Hence H =
ker(q) @ span{g}. Hence ker(q)* = span{g}. This implies (b), because the existence of
a g L ker(q) with ¢(g) # 0 is implied by ker(q) # H. O

LEMMA 75. Let (2,%, 1) be a finite measure space. Let s,: Hx H — C, z € Q
be a family of positive bounded non-zero sesquilinear forms such that x — s.(f,g) is a
Y -measurable function for all f,g € H. Let q,, v € Q be the associated quadratic forms:
qz(h) = s (h, h) for all h € H. The following conditions are equivalent:
(a) dim(ker(q,)t) =1 for u-almost all z € 2.
(b) There exists a finite measure space (S, 39, 2) and a surjective measurable function

U: Qy — Qy and a family Py, y € Qo of operators with one-dimensional range such
that 1 = V(pg) and for all f,g € H,

swuy)(f,9) = swe)(Pyf, Pyg) pe-almost all y € Qs.

PROOF. (a) implies (b): Let Q9 = Q, and ¥(y) =y for all y, and X9 = 3, and pe = p,
and let P, be the operator of orthogonal projection on ker(g,)*.
(b) implies (a): Follows from Lemma 74 and

/ 50(f,9)P uldr) = / 5w (s 9)? paldy)
W(A) A
- /A 59 (P, Pyg) 2 ol dy)
= /A qw(y) (Pyf)qwy) (Py(9)) pa(dy)

Qu(y) (f)qwiy)(9) pa2(dy)

T~

02(f)q(g) p(dz).
(A)

O

LEMMA 76. Let (0,3, 1) and (Q,3,v) be two finite positive measure spaces. Let
M:% — By (H) and N: ¥ — B, (H) be two POVMs. Assume that M has a bounded
operator density (M) with respect to u, and that N has a bounded operator density (N,)
with respect to v. The following two conditions are equivalent:
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(a) There are (ps) € M(Z;Q, %, 1) and (ga) € M(X;Q,%,v) such that
vaes AeD) [ pa@Moulds) = [ as)N o)
A A

(b) There exist measures m and n on ¥ x 3 such that
m(-xA)y<p and n(Ax-)<v YAeX Ael,
and
M, m(dz, dy) = N, n(dx, dy).
Condition (b) implies
(¢c) Mym(dz,dy) = PyM,P,m(dz,dy) and Nyn(dx,dy) = P.N,P,n(dz,dy), where
P, is the operator of orthogonal projection on range(N,), and P, is the operator of
orthogonal projection on range(M,).
Condition (c) implies
(d) range(M,) is one-dimensional for p-almost all x € Q if, and only if, range(N,) is
one-dimensional for v-almost all y.

PROOF. (b) implies (a): Let p5 be the Radon-Nikodym derivative of A — m(A x A)
with respect to pu: m(de x A) = px(z)u(de). Let ga be the Radon-Nikodym derivative
of A n(A x A) with respect to v: n(A x dy) = qa(y)v(dy).

(a) implies (b): By Lemma 51, there are measures m and n on ¥ x ¥ such that

m(A x A) = /Apﬁ(x),u(dm) and n(Ax A) = /AqA(y) v(dy).

(b) implies (c): By Lemma 243, z — M, is a SOT p-measurable function from € to
B.(H) and y — N, is a SOT v-measurable function from €2 to B (H). By Proposition 246,

y — P, is SOT v-measurable. Let h € H. By Proposition 241, there exists a sequence of
simple v-measurable H-valued functions y — A", n € N such that lim,_o th(,n)—ﬁyh“ =

0 and ||h¢,(,n)|| < 2||P,h|| < 2||h]|| for all n for v-almost all y.
Let f,g € H. We have
(f, Mag)m(dz, dy) = (f, Nyg)n(dz, dy) = (P, f, N, Pyg)n(da, dy)
— tim lim (9, Ay g{?)n(da dy)
= lim lim (f®, M, ¢ )m(dz, dy)

k—o0 f—o0 " Y Y
= (Pyf, MsPyg)m(dz, dy),
where the dominated convergence theorem is used for the third and fifth equality and
(b) for the first and fourth equality.
(c) implies (d): If range(N,) is one-dimensional for v-almost all y, then this, together

with Lemma 75, implies that range(M,) = ker(M,)" is one-dimensional for p-almost
all . U

THEOREM T77. Let ¥ be a o-field of subsets of a set Q. Let M: ¥ — B, (H) be a
separable POVM. The following conditions are equivalent:

(a) M is mazimal.
(b) There exists a probability measure i on ¥ and a linear isometry V: H — Ly(€Q, 3, p)
such that M(A) = V¥1(A)V for A € %; i.e.

(24) (VA €S)(VheH)  My(A) = /A [VIR)(2)P u(da).
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If M has an operator density (A,) with respect to a measure m on % with the same
sets of measure zero as M, then M is maximal if and only if dimrange(A,) = 1 for
m-almost all x € €.

PROOF. (a) implies (b): By Naimark’s theorem there is a Hilbert space K, an iso-
metric operator V: H — K and a PVM F': ¥ — B, (K) such that M(A) = V*F(A)V
for every A € . Every commutative von Neumann algebra is contained in a maximal
commutative von Neumann algebra and (Proposition 230) every commutative von Neu-
mann algebra is generated by a single self-adjoint operator. Hence Proposition 53 implies
that there is a o-field of subsets of a set {2y and a maximal PVM E: ¥ — B, (K) such
that F' < E. Define N: 35 — B, (H) by N(Ay) = V*E(A,)V for every Ay € Y5, Then
M < N. (See Proposition 60.) Because M is maximal, N « M. By Proposition 70,
there exists a probability measure v on ¥ and a unitary operator U: K — Ly(29, 3o, V)
such that

(A ETVEEK)  Eas) = [ (UMW dvy)
Ao
Define linear isometry W: H — Ly(€Q9, 35, v) by W = UV. Then

(VA € S)(Vh e H)  Ny(Ay) = /A WIRI(y) ? du(y).

Let R be a Hilbert-Schmidt operator on H with dense range. By Proposition 27 there
is a probability measure )\, on ¥ with the same sets of measure zero as M, there is a
probability measure A\, on Y5 with the same sets of measure zero as N, and there are
operators M, N, € B, (H) such that

sup{|IMz |l : z € R} <00, sup{|[|[N,|loc : ¥ € Q2} < 0
and
(Mah, B) A (d) = Mya(da), (N, ) M(dy) = Nea(dy) ¥ h.
By Lemma 73 there are (pa,) € M(39; 2, X, M) and (ga) € M(X; Qa, X9, N) such that

(VA eX, Ay e 22) /ApAz(x)Mx )\m(dx> = / QA(y)Ny /\n(dy)

Ao
It is casily seen that range(N,) is one-dimensional for A,-almost all y € 5. By Lemma
76, this implies that range(M,) is one-dimensional for A,,-almost all z € : There
are e, € H such that M, = e, ® e, for A\ ,-almost all x € . Let u© = \,,. Define
W: H— Ly (9,3, 1) by W[h|(x) = (ey, h). Then

)
(VA € )(vh € H) /A W) (2)]? ) = M (D).

Define the isometric operator V: H — Ly(Q,3, 1) on range(R) by VI[h] = W[R A
Because range(R) is a dense, the linear isometry V is determined by its restriction to
range(R) and satisfies (24).

If M has an operator density (A,) with respect to a measure m on ¥ with the
same sets of measure zero as M, then M, u(dz) = RA,Rm(dz). Let f,, be the Radon-
Nikodym derivative of p with respect to m. Then M, f,(z)m(dx) = RARm(dx).
Hence RA,R = f,(x)M, for m-almost all z. Hence

dimrange(M,) = dimrange(RA,R) = dim range(A,)

for m-almost all z.
(b) implies (a): This follows from Lemma 73.
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Assume finally that M has an operator density (.4,) with respect to a measure m
on ¥ satisfying dimrange(A,) = 1 for m-almost all x. There are a, € H such that
A, = a; @ a,. Let V[h|(x) = (a;, h) and p = m. Then (24) is satisfied. O

PROPOSITION 78. Let M: ¥ — B, (H) be a separable POVM and let R be a Hilbert-
Schmidt operator on H with dense range. Let (M) be an operator density of the FPOVM
A — R*M(A)R with respect to finite positive measure p on Y with the same sets of
measure zero as M. POVM M is mazximal if, and only if, dim(range(M,)) = 1 for
p-almost all x € €.

PROOF. Assume that M is maximal. By Theorem 77 and Lemma 199, there is a
probability measure i on ¥ with the same sets of measure zero as M, and there is an

isometry V: H — Ly(2, %, i) such that My(A) = Ly (A) for A € ¥ and h € H. Let

f € Li(Q,%, 1) be the Radon-Nikonym derivative of [ with respect to u: f(dz) =

f(z)p(dz). There are e, € H such that V[Rh]|(z) = (e, h) for fi-almost all z. Then
(h, M h) = f(z)|(es, h)|* for p-almost all z

This implies that M, = f(x) e, ® e,, and hence that dim(range(M,)) = 1 for p-almost
all .

Assume now that dim(range(M,)) = 1 for p-almost all x. There are e, € H such that
M, = e, ® e, for p-almost all x. Define V: range(R) — Ly(Q2, Sigma, u) by V[h](z) =
(ex, R7'[h]). Then

Mra(@) = [ [VIRAIG@)P ()

for all h € H and A € ¥. From Mz,(2) = ||[Rh|]? it follows that V: range(R) —
Lo(2, %, ) is isometric. Because range(R) is dense in Ly(€2, 3, u), this implies that V
has a unique extension to a linear isometry V: H — Ly(£2, ¥, ). By continuity,

- / VIR ()2 ulde)
A

for all h € H and A € X. O
THEOREM 79. Every POVM M: ¥ — B, (H) is dominated by a maximal POVM.

PROOF. Let M: ¥ — By (H) be a POVM. Let 7 be an injective non-negative trace-
class operator on H. By Proposition 27 and Remark 28 there is a probability measure p
on X with the same sets of measure zero as M, and there is a family (M) of non-negative
bounded operators, such that Tr(M,) < oo and

(h, M;h) p(dx) = Mrp(dz) Y h € H.
For every x € €, there are gogf) € H, n € N such that

M, }:w ® .

Hence
Maa(A ‘/EJW 2 (de)

where W[h](z,n) = ((pn ,h). Let 7 be counting measure on N. Then W maps H into
K=L(QxNIx2 por7),
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where 2% denotes the o-field of all subsets of N. From M, (Q) = ||h]|? it follows that
h +— WI/[T'h] maps the dense linear subspace range(7) of H isometrically into K.
Denote the extension to H of this linear isometry by U: H — K. We have

/Z|U 2 (dz) Y heH.

Define POVM N: ¥ x 2V — B, (H) by N(A) = U*]I(A)U for A € ¥ x 2V, Then
M(A)=N(AxN) VAeX.
In particular, M < N. By Theorem 77, N is a maximal POVM. U

18. Bargmann POVM

In this section we give an example of a maximal POVM. This POVM is discussed in
the context of quantum optics in [70], [96], [47], and [71]. A measurement scheme is
proposed in [87, 86].

Let B¢ be the o-field of Borel subsets of C. Let g: C — H be the family of normalized
coherent state vectors in H (with squeezing parameter 1) and let g, = g(2):

=Y T,

where () is the Hermite basis. Define hnear isometry V,: H — Ly(C, pu), where p(dz) =
dRe(z)dIm(z), by
1

VylHl() = o

(92, ).
We have
(25) Voleal(2) = 22—
Tl'
The range of V, consists of the function classes that contain a function ¢ with the

property that z — e‘z|2/2gp(z) is entire analytic.

Let M (Bargmann) he the POVM on B¢ defined by
Bargmann
DB () /A IV, [)(2) 2 ().

This POVM is called the Bargmann POVM because V, is up to multiplication by e~ l#*/ 2
the integral transform (denoted by Ug in appendix F) introduced in [9] by Bargmann.

By Theorem 77, M (Bargmann) jg o maximal POVM. A minimal Naimark extension of
M (Bargmann) jg (1 |, (C, i), V).

19. Susskind-Glogower phase POVM

The Susskind-Glogower phase POVM, introduced in [98], is another example of a
maximal POVM. In this section we give its definition. Let 9 2.) be the Borel o-field
of (0,2m).

Let e: Z — Ly([0,27]) be the Fourier basis of Ly ([0, 27]) :

1
en(0) = N

The Susskind-Glogower phase POVM S: B g o) — B (L2(R)) is defined by

/ IVs[h](0)* db,

inf
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where linear isometry Vg: Lo(R) — Ly([0,27]) is defined by its action
Vslpn =€, VneN

on the Hermite functions. The range of linear isometry Vg is the Hardy space. By
Theorem 77, S is a maximal POVM.

A minimal Naimark extension of S is (N, Lo([0, 27]), V), where N(A) = F*1(A)F,
where F: Ly(R) — ¢5(Z) is Fourier transformation: F|[h](n) = (e,, h).

REMARK 80. The Susskind-Glogower POVM is an example of a so-called covariant
phase-observable: [68]. More recent is the investigation of the Weyl quantization of the
angle function in phase-space: [39, 41].

20. Density of the span of the range of a POVM

Let M: ¥ — By(H) be a POVM. By Proposition 39, range(py) C M(X)", the
von Neumann algebra generated by M (X). This section is motivated by the following
questions: Is range(pys) weak-star dense in M (X)"? Is M(X)” equal to Bo(H)? Every-
thing that we will say about the last question is the following: If M (X)” = B,,(H) then
M(X) = CZ. For a commutative POVM this is only the case if its range is contained
in CZ.

PROPOSITION 81. Let M: ¥ — B, (H) be a POVM and let p be a probability measure
on Y with the same sets of measure zero as M. The following conditions are equivalent:

- span(M (X)) is weak-star dense in M(X)",
- range(pys) is weak-star dense in M(X)",
- PulT] = 0 implies Tr(TA) =0 for all A € M(X)".

PROOF. From the fact that the indicator functions form a weak-star dense linear sub-
space of Ly (€2, 3, M), it follows that span(M (X)) is a weak-star dense subset range(py),
and that consequently the first two conditions are equivalent. Using Proposition 209 to-
gether with the fact that

Bi(H)/{T € Bi(H) : Tr(T.A) =0 for all A € M(X)"}

is (a representation of) the topological dual of (M (X)", weak®), we see that the last two
conditions of the proposition are equivalent. 0]

PROPOSITION 82. Let ¥ be a o-field of subsets of a set Q. Let M: ¥ — B, (H) be
a maximal POVM, and let probability measure p on ¥ and linear isometry V: H —
Lo(2, 3, 1) be such that 1(A) = V*M(A)V for A € ¥. The following conditions are
equivalent
- range(pyr) 1s dense in (Bo(H),SOT).
- range(pys) is dense in (Bo(H), WOT).
- For finite subsets A and T' of H, 32,0 > cr V[R](2)VIg](x) = 0 for p-almost all
x € Q, implies that x> ,er 9@ h = 0.

PRrROOF. The following conditions are equivalent:

= D hea 2oger V[N (2)V]gl(x) = 0 for p-almost all x € €,

= D hen 2ger(hy M(A)g) = 0 for all A € X

- To(TM(A)) =0forall A€ X where T =%, > +g®h.
By Proposition 209 and the fact that the space of operators with finite dimensional range
is (a representation of) the topological dual of (B (H),7") where 7 € {WOT,SOT}, this
is satisfied by all such operators 7 if, and only if, span(M(3)) is dense in (B (H),7),
where 7 € {WOT,SOT}. O
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In the following proposition we formulate a sufficient condition for range(pys) to be
a weak-star sequentially dense subset of M (3)”. This condition entails the existence
of a large x-subalgebra in range(py). In the following proposition we give a sufficient
condition for the sequential density of range(pys) (for a POVM M defined on ¥) in
M(X%)".

PROPOSITION 83. Let X be a o-field of subsets of a set Q. Let M: ¥ — By (H) be a
POVM. Let A be a weak-star sequentially dense subset of Lo (2,3, M) such that ppr(A)
is a non-degenerate *-subalgebra of Boo(H). Then pyr(A) is weak-star sequentially dense
in M(X)".

PROOF. Because ppr: (Loo(€2, 2, M), weak*) — (Boo(H), weak®) is continuous, the
assumptions imply that py(A) is weak-star sequentially dense in range(pys). By von
Neumann’s double commutant theorem, this implies that py(A) is weak-star dense in
M(X)". because B;(H) is separable, a convex subset of B, (H) is weak-star closed if, and
only if, it is weak-star sequentially closed. This implies that the weak-star sequential
closure of py/(A) is equal to M(X)". O

In the rest of this section we formulate (and prove) a sufficient condition for a x-
subalgebra of Lo, (€, 3, M) to be weak-star dense in L,.(Q2,%, M). First we need some
preparatory results.

Let €2 be a topological Hausdorff space. Let C,(£2) be the algebra of complex bounded
continuous functions on €2. A finite positive Radon measure on {2 is a finite positive Borel
measure which is inner regular with respect to compact sets.

THEOREM 84 ([101], Section 14). Let u be a finite positive Radon measure on a
topological Hausdorff space Q. Let A be a unital x-subalgebra of Cy(S2). If A separates the
points of Q) then A is dense in L1(2, p).

LEMMA 85. Let (€2, %, u) be a o-finite positive measure. For a subset A of Lo (2, %, p),
the following conditions are equivalent:

(a) A is dense in L1(Q, X, v) for all finite positive measures v on ¥ with v < p.
(b) A is weak-star dense in Lo (2, 2, 1).

PROOF. The topological dual of L1(9, %, v) is Loo(Q2, X, v). By Proposition 209, this

implies that the following conditions are equivalent:

- Ais dense in Ly (2,2, v).

- felu(R,%,v) and [, fedv =0 for all ¢ € A implies f = 0.
The topological dual of (Lu(€2, 3, i), weak*) is Lq1(€2, 3, u). By Proposition 209, this
implies that the following conditions are equivalent:

- A is weak-star dense in L. (€2, 3, u).

- feli(Q,3, 1) and [, fedp =0 for all ¢ € A implies f = 0.

(b) implies (a): Assume that f € Loo(Q2,%,v) and [, feodv =0 for all p € A. If v = gu
with g € L1(Q,%, 1) then fg € Li(Q,%, 1) and [, fgedu = 0 for all ¢ € A. Hence
f(z)g(x) = 0 for p-almost all z. Hence f(z) = 0 for v-almost all .

(a) implies (b): Assume that f € L1(Q,%, 1) and [, fodp = 0 for all ¢ € A. Let
ps = |flp. There exists a g € Li(2, %, ur) N Loo(pef) such that |g| = 1 and gur = fpu.
The map ¢ — [, pgduy is continuous on Ly(€2,%, i), and being zero on the dense
subspace A of Ly(€2,3, uys), it is zero for all ¢ € Li(2, X, 1), in particular for ¢ = g:
Thus [, ggdus = [, duy = 0. Hence py = 0. Hence |f| = 0. Hence f = 0. OJ

THEOREM 86. Let i be a finite positive Radon measure on a topological Hausdorff
space ). Let A be a unital x-subalgebra of Cp(2). If A separates the points of Q then
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then A is weak-star dense in Lo (2, 2, ). If, in addition, L1(Q2, 1) is separable, then A is
weak-star sequentially dense in Lo (€2, ).

PROOF. Assume that A separates the points of 2. From Lemma 85 and Theorem 84
it follows that A is weak-star dense in L (€2, u). If L1(€, ) is separable, then a convex
subset of Lo (€2, 1) is weak-star closed if, and only if, it is weak-star sequentially closed.
This implies that the weak-star sequential closure of A is equal to Lo (2, u). 0

20.1. Example. Let M (Bargmann). o3 B_(L,(R)) be the Bargmann measure de-
fined in Section 18. Define ppargmann: Loo(C) — Boo(L2(R)) by pBargmann = Pas(Barsmann) .
We will show that range(ppargmann) is Weak-star sequentially dense in B (L2(RR)).

For 7 > 0 let

NT _/6(1—67')|z2 M(Bargmann)<dz)'
C

We have

O [e%S) ., T2n+1 x”

NT:2Z/ e " dr o, ® op = Z/ mdﬂﬂﬂn@%
n=0 "0 ’
_ 6_(1+n)7—(,0n ® ©n.
n=0
Let
= / i M(Bargmann) (dZ)
c |2|

We have

T2n+2

5222/ \/ﬁe’”erwn+1®s&n
_Z/ m € AT Pni1 ®

F(% +n)

= Wn Oni1 ® ©,, where w, = ———.
Z oY nl(n+1)!

n=0
If A € M(Bargmann)(93.)" then A € {€,N,}'. Hence
N, Ag, = AN, = e~ Ap,,.
Hence Ap,, = A\, with A\, € C. But also
Awnny1 = EApy = ALy = WpAny1Pnt1.

Hence A\, = \,;; for all n. Hence A € span{Z}. This is true for all A € M (Bargmann) (93’
Thus M (Bargmann) (93} — span{Z}. Hence H(B¢)” = By (La(R)).
Define #-subalgebra A of C,(C) b

A = span{z — """ . w € C}.
By Theorem 86, A is weak-star sequentially dense in L..(C). Let

Dw — €w2/2/ezw—sz(Bargmann) (dZ)
C

Using )
(9a> g») = exp{—21(|a|* + |b]*)}e** Va,be C,
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it is easily seen that
1 _
(90, Duwg) = exp{5(Jw]* —laf* = [b]*)} — /CGXP{Z(G —w) + 2(b+ @) — |2*} p(dz)

= exp{3(|wf’ = [af* = [b]*) + (b + @) (a — w)}
— (bw—Bw)/Q (ga’ gb+w)
Hence D, g, = et®—bw)/2 Gprw and D, D, = eWF=92)/2D_.  Hence

PBargmann (A) = span{D, : z € C}

is a *-subalgebra of B (L2(R)). Because Dy = Z, ppargmann(A) is a unital x-subalgebra.
This implies that ppargmann(A) is non-degenerate. By Proposition 83, ppargmann(A) is
weak-star sequentially dense in M (Bargmann) (8.)" — B_ (L,(RR)). This implies in partic-
ular that ppargmann (Cp°(C)) is weak-star sequentially dense in B, (Ly(R)), where Cp°(C)
are the bounded infinitely differentiable functions on C.

20.2. Example. The Susskind-Glogower phase POVM S: B2,y — B (L2(R))
was introduced in Section 19. We will show that S(Bg2x)" = B (LZ(R)), but that
range(pg) is not weak-star dense in B, (Ly(R)). Let

2T
Sy = / e %0 S(d6).
0

It is easily seen that

Z Prtk © P,

Let A € {S;,S¢ : k € N}. Then A € {S Sk k € N}. But 7T — S;Sy, is the operator of
orthogonal projection on span{¢, : 0 < n < k}. Hence A € {p, ® ¢, : n € Ng}'. Hence
A€ {S1,0, @ ¢, : n € Ng} = span{Z}. Hence {S,S; : k € N} = span{Z}. Hence
S(B(02m))" = BulLo(R)).

If & # 0 then (@, ps(er)pn) = 0 for all n. Hence if ¢ € span{e, : k € Z} then
(0n, ps(@)en) = (o, ps(@)po) for all n. By Theorem 86, span{e;, : k € Z} is weak-
star sequentially dense in L ([0,27],B02x),S). Hence (¢, Apn) = (¢o, Ago) for all
n and A € range(pg). Hence (¢n, Ap,) = (o, Apg) for all n and A in the weak-star
closure of range(pg). Hence range(pg) is not weak-star dense in B (Ly(R)). This follows
also from Proposition 82: |Vg[p,](0)| = |[Vs[po](0)] for every n € N and almost all
6. Hence |Vs[pn](0)]*> — |[Vs[eo](0)]* = 0 for every n € N and almost all §. Hence
range(pg) is not dense in (By(L2(R)), WOT). This implies that range(pg) is not dense
n (Boo(L2(R)), weak™).

21. Prototypical POVMs

Theorem 87 below provides Naimark extensions of POVMs in the form of multipli-
cation operators.

THEOREM 87. Let M: ¥ — Bi(H) be a POVM. There exists a separable Hilbert
space X, a probability measure p on X with the same sets of measure zero as M and an
isometric operator V: H — Ly(Q, X, u; X) such that M(A) = VIR (A)V for A € %
i.e.

20 &)= [ IVIR@) I i

forallh € H and A € . POVM M s projection-valued if, and only if, range(V) reduces
the operators 1 (A), A € ¥.
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PRroOOF. By the proof of Theorem 79, there is a probability measure p on ¥ with the
same sets of measure zero as M, and a linear isometry U: H — Ly(Q x N, ¥ x 28 @ 7)
such that

My(A) = i IU[h](z,n)* u(dz) ¥ h € H.
A

Corresponding to Fubini’s theorem, we can identify Lo(Q x N, ¥ x 2V 4 @ 7) with
Lo(2, X, 5 65(N)) . Ulh] is identified with V]h] € Lyo(Q, X, u; €5(N)) defined by V[h](x) =
(U[h](z,n))nen € l2(N). We have

M(A) = /A IV ()|, () ¥ B H.

Let X = ¢5(N). This proves the first part of the theorem.
Now we will prove that M is projection-valued if, and only if, range(V) reduces
1X)(X). Assume first that range(V) reduces 1®)(X). Then

M(A)? = VIR (A VVIR AV
= VI®(A) LR (A)V = M(A).

Hence M is projection-valued.
Assume now that M is projection-valued. Let

H = clspan{1®(A)V[h] : A € &, h € H}.

Then (M,H,7) and (1), H, V) are two minimal Naimark extensions of POVM M. By
Proposition 6, H = range(V). O

22. Multiplicity theory

In this section we provide a suitable context for the characterization of maximality
given in Theorem 77: Maximal POVMs are the POVMs of uniform multiplicity one
as defined below. This section refines the results of Section 21: Theorem 94 provides
minimal Naimark extensions of POVMs in terms of multiplication operators.

DEFINITION 88. Let m € NU{oo}. A POVM M : ¥ — B (H) is of uniform multiplic-
ity m, if there exist a separable Hilbert space X with dim(X) = m, a probability measure
poon ¥, and a linear isometry V: H — Ly(€, 3, ; X) such that (1%, V, Ly(Q, 2, i; X))
is a minimal Naimark extension of M.

This generalizes the usual concept of uniform multiplicity for a finite set of commuting
self-adjoint operators:

PROPOSITION 89. A PVM E: ¥ — B (H) is of uniform multiplicity m if, and only
if, there exist a separable Hilbert space X with dim(X) = m, a probability measure j1 on
¥, and a unitary operator U: H — Ly(Q, 2, 11; X) such that E(A) = U*1X(A)U for all
Aek.

PROOF. If such X, y and U exist, then (1), U, Ly(Q, &, y; X)) is a minimal Naimark
extension of E, and hence F is of uniform multiplicity m.

Assume now that E is of uniform multiplicity m: There exists a separable Hilbert
space X with dim(X) = m, a probability measure p on ¥ and a linear isometry V: H —
Lo(€2, 3, 3 X) such that (1%, V, Ly (9, %, p; X)) is a minimal Naimark extension of E.
The fact that E is projection-valued implies (by the second part of Theorem 87) that
range(V) reduces the operators 1X(A), A € . This, together with the minimality of
the Naimark extension, implies that range(V) = Ly(€, 3, u; X). Hence V is unitary. [0
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THEOREM 90. A POVM M : ¥ — By (H) is mazimal if, and only if, it is of uniform
multiplicity 1.

PrROOF. M is of uniform multiplicity 1 if, and only if, there exist a probability
measure 4 on 3 and a linear isometry V: H — Lo(Q, %, 1) such that (1, V, Ly(2, 3, 1))
is a minimal Naimark extension of M.

By Theorem 77, M is maximal if, and only if, there exist a probability measure u on
Y and a linear isometry V: H — Ly(€, 3, ) such that (1, V,Ly(€, 3, i) is a Naimark
extension of M. By Lemma 199, i can be replaced by a measure with the same sets of
measure 0 as M.

To prove the equivalence of the two concepts, we show that every Naimark extension
of the form (1,V,Ly(€2, X, i) such that p and M have the same sets of measure 0, is
minimal. Assume that it is not minimal: There exists a p-square integrable »-measurable
function f such that [, V[h](x)f(z) u(dz) = 0 for all A € ¥ and h € H, but pu(Ay) > 0,
where Ay = {x € Q: f(z) # 0}. This implies, in particular, that the restriction of 1(Ay)
to range(V) is zero, and hence that M(Ay) = 0. This is impossible because p and M
have the same sets of measure zero. U

LEMMA 91. Let ¥ be a o-field of subsets of a set Q, let M: ¥ — By(H) be an
FPOVM, and let m € NU {oo}. If

- 18 a probability measure on X with the same sets of measure zero as M;

X is an m dimensional complex separable Hilbert space;

- Vi H — Ly(Q, %, 1; X) 4s a contractive operator such that M(A) = V*1IX(A)V for
each A € ¥,

- T is an injective non-negative trace-class operator on Ly(2, %, p1; X)
satisfying T**(range(V)) C range(V);

- T = VTV,

- (M) is a family of non-negative trace-class operators on H such that T M(A)T =
[y M, p(dz) for all A € %,

then the following conditions are equivalent:
(a) dim(range(M,)) = m for p-almost all x € €,
(b) La(, %, 11 X) = cl span{1X(A)VI[h] : h € H, A € ©}.
PROOF. 7 is an injective non-negative trace-class operator on H and V7 = 7'V,
(b) implies (a): There is a family (N,) of non-negative trace-class operators such that

TIN(A)T™ = [ N, p(dz) for all A € . From

(VA € %) / I ) 3 () = /A (. Nof) ulde)

for all f € Ly(2,3, p; X) follows dim(range(N;)) = m for p-almost all z. For p-almost
all x € , there is an m-tuple gp,(f), n € I of non-zero pairwise orthogonal vectors of

Lo(€2, 32, 5 X) such that

N, = Z%f) ® o).

We have .
(Vr€Q)  Mo=) Vel @ V).
n=1

From (b) follows

Lo(Q, %, 3 X) = cl span{range(/ N,V u(dr)) : A € B},
A
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Hence dim(range(N,V)) = m for p-almost all z. Hence dim(range(M,)) = m for p-
almost all x € Q.
(a) implies (b): Let I={n € N:1 <n <m+ 1}. Let X = l5(I). For every = € €, there

is an m-tuple 90550), n € I of non-zero pairwise orthogonal vectors of H such that

M, Zso ® .

We have TV 1X(A)VT = [, M, p(dz). This can be written as

/|VTh pu(da) Z/W(w)h p(dz) ¥ heH.

Condition (b) is equivalent with the following condition:
LQ(Q,E,/J/; X) = clspan{1™(A)V[Th] : h € H, A € ©}.
Assume it is not satisfied: There are f,, € Lo(2, X, ) such that 0 < > || fu]]* < 00

but .
(2) _
7?:1 /A fa(@)@y” p(dx) =0

for all A € 3. The integral has meaning in the weak sense, and the order of summation
and integration can be interchanged. Hence for all h € H,

Z folx SOn ,h) =0 for p-almost all x € 2.

Because H is Separable and the countable union of p-null sets is again a p-null set, this
implies that

an =0 for p-almost all z € Q.

Because (go,(C ) ol ©p ) =0 unless k = ¢,
fu(@)||@ > =0 for p almost all z € Q

for all n € I. Because ||g0n |> > 0 for all n, f, =0 for all n. Because this is impossible,
condition (b) must be satisfied. O

THEOREM 92 (Commutative multiplicity theorem). Let E: ¥ — B, (H) be a PVM.
There exist pairwise disjoint sets Qp, € 3, m € I = N U {oo} such that each PVM
E,: ¥ — Bi(Hy) in the countable direct sum

E=E. 0 ®&FE,®- -
corresponding to orthogonal decomposition
H=Ho®H &Hy®--- where H,, =range(E(Q,,)),
s of uniform multiplicity m.
Proor. Let M, and p be defined by Proposition 78. Let
= {z € Q: dimrange(M,) = m}

for m € 1. By Proposition 247, €2,, € ¥ for all m. From Lemma 91 it follows that F,,
has uniform multiplicity m. U

LEMMA 93. Let M: ¥ — B, (H) be a POVM. Let I = NU{oo}. There exists
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- A measurable partition Q,,, m € LU {0} of Q with M () = 0;

For each m € 1 a finite measure p,, on > with the same sets of measure zero as
A — M(Q, NA);

For each m € T an m-dimensional separable complex Hilbert space X,,;

For each m € 1 a contractive operator V,: H — La(€2, 3, tm; Xin)

such that for all m € 1,

(27) M(ANQ,) =V, 1% (A)V, VAecY
and
(28) Lo (€ 2, fhon; Xim) = cl span{1%=) (A)V,,[h] : h € H, A € &},

PROOF. Let X, i1, V be defined by Theorem 87. Let 7, M, be defined as in the proof
of Theorem 87. Let Q,,, = {z € 2 : dimrange(M,) = m} for m € I. By Proposition 247,
Q,, € X for all m. Let Qy = {x € Q: M, = 0}. Let X,,, = C™ and X, = ¢»(N). Define
i DY i (A) = 1(Q, N A). Define Vo0 H — Ly(Q, 2, pin; X)) by Vo, = 159(Q,,) V.
Condition (27) follows from

M(ANQ,) =VIXANQ,)V
=V:1®(AV,,.

Condition (28) follows from Lemma 91. O

THEOREM 94. Let M : ¥ — By (H) be a POVM. Let I = NU {oco}. There ezist
- A measurable partition ,,, m € TU {0} of Q with M () = 0;
For each m € 1 a finite measure p,, on > with the same sets of measure zero as
A — M(Q, NA);
For each m € T an m-dimensional separable complex Hilbert space X,,;
A linear isometry V: H — K, where

K =P La(Q, 3, i Xn),

mel

such that (F,K, V), where F': ¥ — B, (K) is defined by
F(A) & fm= & 1%(A)f,,
mel mel

1s a minimal Naimark extension M.

Proor. Let V,, and X,, be as in Lemma 93. Denote the inner-product of X,, by
(‘,*)m. Define linear isometry V: H — K by V[h] = @& V,,[h] for h € H. To prove

mel
minimality of the Naimark extension, it suffices to prove that f,, € La(€, 3, iy, X)) and

> o Il fmll* < o0 and

(29) Z/ (fo(@), Viu[B](2))m po(dz) =0 YA €S, heH
A
implies f,,, = 0 for all m. Because p, is concentrated on £2,,,, (29) implies

/A(fm(x),Vm[h](x))mu(dx) =0 VYVAeX, heH

for all m € I. By (28), this implies that f,, = 0 for all m € L. O

REMARK 95. POVMs of finite uniform multiplicity which have an operator density
are sometimes called frames. These are investigated (together with their relation to the
theory of reproducing kernel Hilbert spaces) in [6]. See also [7].
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23. Bounded subnormal operators

DEFINITION 96. A bounded operator S on a Hilbert space H is subnormal if there
is a Hilbert space K, a bounded normal operator N’ on K, and an isometry V: H — K
such that VSV* = N on range(V).

Triple (N, V,K) is called a normal extension of subnormal operator S on H. If H C K
and V is the identity operator, then N is called a normal extension of S.

ExAMPLE 97. Every linear isometry is a subnormal operator.

In [72] an example is given of two commuting subnormal operators R, S such that
neither R + S nor RS is subnormal.

DEFINITION 98. A normal extension (NN, V,K) of a subnormal operator S on H is
called minimal if the only subspace of K, containing range(V) and reducing N, is K

itself. This is the case if, and only if, the only closed linear subspace of K, containing
N**V[h] for all k € Ny and h € H, is K itself: This condition can be formulated as

K = clspan{N**V[h] : n € Ny, h € H}.

PROPOSITION 99 (Proposition 2.5 of Chapter II in [24]). Given two minimal normal
extensions (N1, V1,Ky) and (Na, Vo, Ks) of a subnormal operator S on H, there ezists a

unitary operator U: K; — Ky such that UV, = Vy and UN; = N,U.

THEOREM 100 (Spectral inclusion theorem, Problem 200 in [53]). If S is subnormal
and N is a minimal normal extension, then o(N') C o(S).

A bounded operator S on a Hilbert space H is called hyponormal if || S*h| < ||Sh|
for h € H. An operator S is normal if, and only if, both & and &* are hyponormal. Every
compact hyponormal operator is normal ([24]).

ProposITION 101 ([53]). Every subnormal operator is hyponormal.

LEMMA 102 ([45]). If A is a hyponormal operator then ||A"|| = || A||" for alln € N.
Consequently, ||A|| = r(A), the spectral radius of A.

PROPOSITION 103. If S is subnormal and N is its minimal normal extension, then

IS1] = lIV]-

PROOF. By the spectral inclusion theorem we have r(N) < r(A). By Lemma 102
implies ||[N]] < [|A]|. The inequality ||A|| < ||N|| follows directly from the appropriate
definitions. O

REMARK 104. Let N be a (possibly unbounded) normal operator on a Hilbert space
K. If the domain D(N') of N contains a closed linear subspace H of K and if N (H) C H,
then the restriction M|y is a subnormal operator with minimal normal extension N},
where

J = clspan{N**h:h € H, k€ Ng}.

23.1. Susskind-Glogower phase POVM. The positive moments of the Susskind-
Glogower phase POVM S are

27 oo
(30) Sn = / e S(dF) =) Prin ® @,
0 £=0

for n € Ny. These are linear isometries and hence subnormal operators. A minimal
Naimark extension of S is (1, Ly([0,27]), V). The moments of this Naimark extension
are the bilateral shifts w.r.t. the Fourier basis:

2
Z, = / e~ inb ]l(d@) = Z erin Dy, N E L.
0

LeZ
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A minimal normal extension of S is (21, Lo([0, 27]), Vs).

24. Restriction algebra

In §11 of Chapter II of [24], the restriction algebra of a subnormal operator is inves-
tigated. In this section we introduce a similar concept for POVMs.

DEFINITION 105. For a POVM M on o-field ¥ of subsets of set 2, let
R(M) = {p € Loo(, 2, M) : |lpu(p)h|* = /Q lp(2)|? My (dz) ¥ h € H}.

This is called the restriction algebra for M.
REMARK 106. Apart from the constant functions, the restriction algebra of a POVM
might be empty. However, if M : ¥ — B, (H) is a PVM then R(M) = L (2,3, M).
PROPOSITION 107. Let M: ¥ — B, (H) be a POVM on o-field X of subsets of set €.
Let (N,K, V) be a minimal Naimark extension of M. Then
(31) R(M) = {p € Loo(2, 5, M) : pi(p)range(V) C range(V)}
and R(M) is a weak-star closed subalgebra of Lo (2,3, M).
PROOF. Let ¢ € Lo(2,%, N). For all h € H,

IV pn (@) VIR = llpac(@)hll

and
low () VA = / o(a)? Nyp(da) / o) My(dz).

The left-hand sides are equal for all h if, and only if, py(@)range(V) C range(V). The
right-hand sides are equal for all h if, and only if, ¢ € R(M). Hence (31). From (31)
it follows that R(M) is an algebra. Let ¢; be a net in R(M) and suppose that ¢; — ¢
n (Loo(2, X, N), weak®). By Proposition 33, pn(¢i) — pn(¢) in (Boo(K), weak®). Hence
for each h € H, pn(¢i)V[h] — pn(p)V][h] weakly. Because pn(p;)V[h] € range(V), this
implies that pn(p)h € range(V). Hence ¢ € R(M). O

REMARK 108. Let § be a bounded subnormal operator on H with normal extension
(N, V,K). Let N: B — B, (K) be the spectral measure of A/, and define POVM M : B —
B (H) by M(A) = V*N(A)V. Then S = py/(2) (this is an abbreviation for pys(¢), where
¢ is the function ¢(z) = z) and from (31) it follows that R(M) contains the analytic
polynomials.

PROPOSITION 109. For a POVM M on o-field ¥ of subsets of set Q, R(M) C {p €
Loo(£2, 2, M) : par(p) is a subnormal operator}.

ProoF. Let (N, K, V) be a minimal Naimark extension of POVM M. Let ¢ € R(M).
Then pu(¢) = Vpn (o) V. From (31) it follows that Vpu(¢)V* = pny(¢) on range(V).
Hence pp(p) is a subnormal operator with normal extension py(¢) on K. O

THEOREM 110. The map
o (R(M), weak®) — (Boo(H), weak™)
18 multiplicative, 1sometric and has closed range.

Proor. This follows from Proposition 109 above, together with Proposition 11.2 of
Chapter II in [24]. O

REMARK 111. Theorem 110 implies that
R(M) C{p € Loo(2, 2, M) : [|par (@)l = lleplloc}-
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THEOREM 112. Let M: ¥ — B, (H) be a POVM on o-field ¥ of subsets of set €. If
R(M) contains an injective function, then M is an injective POVM.

PROOF. By Proposition 109, [.z@(M)(dz) = pau(ep) is a subnormal operator. By
Proposition 30.20 in [25], this implies that ¢(M) is an injective POVM. If f is a mea-
surable function on C such that f o € Loo(2, X, M), then

w(fop) = /f 42) = 0

implies f(z) = 0 for p(M)-almost all z. Hence f(¢(x)) = 0 for M-almost all x. Conclu-
sion: If p € R(M) and f is a measurable function on C such that fo ¢ € L(2, %, M),
then pp(f o @) = 0 implies f o p = 0. If ¢ is injective then every g € L(Q, %, M) can
be written in the form f o ¢ for some f. U

24.1. Susskind-Glogower phase POVM. Let S be the Susskind-Glogower phase
POVM. Then span{e; : k € No} C R(S5).

25. Constructing POVMs from PVMs

In this section we consider two operations on the set of POVMs: Projection and
smearing. We also consider taking the limit of a sequence of POVMs and taking convex
combinations of POVMs. The result of these operations is a POVM, but not always a
projection-valued one.

25.1. Projection of a PVM. Given a POVM, Naimark’s theorem guarantees the
existence of a PVM from which the POVM can be recovered with the help of a linear
isometry (or a projection operator, depending on the particular formulation of Naimark’s
theorem). The direction of this process can be reversed: Let N: ¥ — B, (K) be a PVM
with operators on a Hilbert space K as values, and let V be a linear isometry from a
Hilbert space H to K. Then M : ¥ — B, (H), defined by M(A) = V*N(A)V, is a POVM.
(Similarly, if H is a closed linear subspace of K and P is the projection operator with
range H then M (A) = PN(A) defines a POVM taking its values in the operators on H.)

25.2. Smearing of a PVM. Let X be a o-field of subsets of a set {2 and let 31 be a
o-field of subsets of a set ;. From a POVM E: 3; — B (H) and (pa) € M(E; 4, X4, E)
we can make a new POVM M: ¥ — B, (H) by M(A) = pe(pa). The word smearing is
used in Section I1.2.3 of [15], to indicate the process of making a POVM out of a PVM
in this way.

The POVM M obtained in this way is not necessarily projection-valued, even if
is. The POVM M has however commutative range if £ is a PVM. By Proposition 44,
every POVM with commutative range is a smeared version of a PVM.

25.3. Convex combinations of PVMs. Given two POVMs M;: ¥ — B, (H)
and M;: ¥ — By(H) we can make new POVMs M,: ¥ — B, (H) by taking convex
combinations:

M. (A) = kMi(A) + (1 — k) M3(A), ke (0,1).
The resulting POVMs are not necessarily projection-valued even if M; and M, are. Con-
vex combinations (or probability averages) of uncountable sets of POVMs are considered
in [4] and [5]: In the context of POVMs on the Borel subsets B of a separable metriz-
able locally compact Hausdorff space €2, it is shown that every POVM with commutative
range can be written as the probability average of a set of PVMs. More precisely: Given
a POVM M, there is a compact metrizable topology on the convex set X of all regular
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FPOVMs on B taking values in ball(M (B)"), and there is a probability measure p on
ext(X) (the extremal points of X) concentrated on the subset of POVMs, such that

(VA € B)(Vh € H) My(A) = Np(A) p(dN).
ext(X)
If M has commutative range, then ext(X) consists of PVMs.
25.3.1. Example: Let (3q, 39, 112) be a probability space. Let 8 be the Borel subsets
of a separable metrizable locally compact Hausdorff space Q. Let (pa) € M(B; Qa, o, pi2).
Let H = Lo(Q9, X9, pt2). Consider the PVM 1: 35 — B, (H). By Theorem 35,

P Loo(Q2, X9, p12) — Boo(H)
is a linear isometry. Define POVM M : %8 — B, (H) by
M(A) = p1(pa), A €B.

The range M (B) of M is contained in the commutative von Neumann algebra 1(3;)”
generated by the range 1(%5) of 1. Let X be as above. Then ext(X) consists of PVMs
P: B — B, (H) whose ranges are contained in 1(35). For every such P there is a function
Op: B — ¥y such that P(A) = 1(Pp(A)) for A € B. Hence there is a probability
measure 4 on ext(X) such that

(VAEB)  pa= [ lun(ap)
ext(X)

with respect to the weak-star topology of Loo(£22, 29, it2). In [4], a minimal Naimark
extension of the POVM M is given in terms of (ext(X), p).

25.4. Limits of PVMs.

PROPOSITION 113. Let M™: ¥ — B, (H), n € N be a sequence of POVMs such that
WOT-limits
M(A) = lim M™(A), Aex

exist. Then M is a POVM on ..
Proor. This follows from Theorem 1 and Proposition 203. U

PROPOSITION 114. Let F™: Y — B, (H), n € N be a sequence of PVMs such that
the SOT-limits
F(A) = lim F™M(A), Aex

exist. Then F is a PVM on X.

ProoF. The SOT-limit of a sequence of orthogonal projection operators is again an
orthogonal projection operator. 0

Every POVM is the WOT-limit of a sequence of PVMs and the restriction algebra
can be characterized in terms of the convergence of these limits.

PROPOSITION 115. Let H be an infinite dimensional complex separable Hilbert space.
Let M: % — B, (H) be a POVM. There exists a sequence N™: % — B, (H), m € N of
PVMs such that

(a) lim N (A) = M(A) in the WOT for every A € .
(b) R(M) = {p € Loo(2, 5, M) : lim pyom(p) = pu(p) in the SOT}.
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PROOF. Let (IV,K, V) be a Naimark extension of M. Let ¢,, n € N be an orthonor-
mal basis of H. For m € N let H,, = span{y, : 1 < n < m}. Because H is infinite
dimensional, there exists for each m € N a unitary operator U,,: H — K satisfying

U,, = V on H,,. Define PVM N™: % — B,(H) by N™(A) = U N(A)U,,. Let
0 € Loo(Q, X, N). If h € H,,, then
(hs pyvem (©)1) = (B, Uy, pn () Un )

= (Unh, pn(¢)Unh)

= (VI[h], pn (@) V[R]).
Let P,, be orthogonal projection on H,,. For h € H,

rrlLlirlm(h’ pN(m)(SO)h) = A%(th7 pN(m)(QD)th)
= Tim (V[P o () VPrh])

=(VI[A], o (9) V[R]).
Hence
(h pas()h) = (VI p(@VIR]) = lim (b pcnr(2)) Vb€ H.
For h € H,
Tim lpyon (@)h|* = lim (A, pyen (J@]*))
= (V[hl, pn(le*) VI[R])
= lon (@) VIR
Hence ¢ € R(M) if, and only if,

lim lonom ()bl = llpa (P)R.
0

25.5. Example. Let S: B — B, (L2(R)) be the Susskind-Glogower phase POVM
introduced in Section 19. We introduce a sequence of PVMs, called the Pegg-Barnett
phase PVMSs, that converge to S in the sense of Proposition 115.

25.5.1. Pegg-Barnett phase PVMs. The Pegg-Barnett phase PVMs ([88]) are max-
imal PVMs on finite dimensional spaces. For M € N let Ny, = Ny N [0, M], let
Oy Ny — Ly(R) be the restriction of the Hermite basis ® to Ny, let the finite di-
mensional Hilbert space Hy; C La(R) be defined by Hyr = span(®yy).

LEMMA 116. For m € Ny, define 6,, € [0,27) by 0,, = 2em/(M +1). For 6 € [0, 27)
let 0y be Dirac measure at 0. Let

7
M= mz O

=0

Restriction ¢™): Ny, — Ly([0,27]) of the Fourier basis e is an orthonormal basis of
Lo ([0, 27], pear)-
PrOOF. The lemma follows from
I+ inf
M1 mz_oe " =larsnz(n) Vne€Z,
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which we will now prove: We have

M - 627rim -1
(32) Z emr = e2miz/(M+1) _ 1~

m=0
This is clearly a continuous (M + 1)-periodic function on R\(M + 1)Z which is 0 for
x € Z\(M +1)Z. The function on R in the left-hand side of (32) is the unique continuous
extension of the right-hand side and equals M + 1 at = 0 and hence (by periodicity)
at the points = € (M + 1)Z. O

The Pegg-Barnett phase PVM PM): 98¢ — B, (H,,) is defined by

POO(A) = /A V[0 uae (d6),

where the unitary operator V;M) : Hyr — Lo([0, 27], pps) is defined in terms of its action
on the Hermite functions by

VEDM)[go(M)] =M neNy.

n

By Theorem 77, P™M) is a maximal PVM.

25.5.2. Moments. In order to prove that P converges to S as M — oo in the sense
of Proposition 115, we calculate the moments of P™). The moments of S were given in
(30). The moments of the Pegg-Barnett phase PVM are

2m M
P = [ e PODE) = 3 @ur(€ + 1) ©(E), mEZ
0 =0
where v,,: Z — Ny is defined by

x
o) = |yt .
25.5.3. Approximation of the Susskind-Glogower phase POVM. The definition of the
Pegg-Barnett phase PVM can be extended to get a PVM P™): B — B, (Ly(R)): Let

PM(A) = 0if pup(A) = 0, and

P (8) = /A [V  Puh)O) e (@6) + | (Z — Pan)h?,

where P, is the operator of orthogonal projection on the closed linear subspace H,; of
Lo(R), if par(A) > 0. From

PszM) =S8, onHy VneNy,

PEM) —S* onHy VneNy
it follows that

ppon (@)h = ps(p)h ¥V h € Hy, @ € span{e, : —M < k < M}.

By Theorem 86, span{ey : k € Z} is weak-star sequentially dense in L. (.5). Hence

(VA € Bo)(vh € La(R))  lim P(A) = Si(A).
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26. POVMs on Federer metric spaces

DEFINITION 117. A Federer metric space is a metric space (€2, d) with the following
property: For every regular Borel measure p which is bounded on bounded Borel sets
and every function f: {2 — C which is integrable on bounded Borel sets, there exists a
p-null set N such that for all » > 0 and all x € Q\MN the closed ball ball(z,r) with radius
r and center z has positive y-measure and the limits

1
lim —/ dy), xe€Q\N
r10 M(ball(x, T)) ball(z,r) f(y) lu( y) \

exist and define (pointwise) a p-measurable function which is equal to f p-almost every-
where.

Similar conditions on metric spaces are introduced in [43]. A proof of the following
theorem can be found in [104].

THEOREM 118. Let n € N and let | - | be a norm on R"™. Then R™ with metric d,
defined by d(z,y) = | — y|, is a Federer metric space.

DEFINITION 119. Let R be a bounded injective operator on Hilbert space H with
dense range. Hilbert spaces H_ and H, and sesquilinear form <-,->: H_ x H;y — C are
defined as follows:

- H, = range(R), equipped with inner-product (h,g), = (R™'h, R1g).
- H_ is the completion of H with respect to inner-product (h,g)_ = (R*h, R*g).
- Operator (R*)*™*: H_ — H is the isometric extension of R* defined on H, considered

as a subspace of Hilbert space H_.

- <H,g>=((R")*™[H],R 'g)n, for He H_ and g € H,.
The triple of Hilbert spaces H, € H C H_ is called ‘Gelfand triple associated with
operator R’ and sesquilinear form <-,->: H_ x H, — C is called ‘the pairing between
H_ and H,.’

The following theorem and proof are in essence not new; they are similar to results
in [103] and [102] and to results about canonical Dirac bases in [104].

THEOREM 120. Let (£2,d) be a complete and separable and Federer metric space.

Let B be the Borel subsets of 2, and let M: B — B, (H) be a POVM.

Let I, (), () be defined by Theorem 94.

Let R be an injective non-negative Hilbert-Schmidt operator on H, and let H, C H C
H_ be the Gelfand triple associated with R, and let <-,->: H_ x Hy — C be the pairing
between H_ and H.. (See Definition 119.)

There is a M-null set N and there are Ff;) eH_, (m,z,j) € Q, where
Q={(m,z,j) mel, veQ,\MN1<j<m}
such that for all h € Hy,

(VA € B) My (A) = Zi/A |<F£?),h>]2 o (dx)

mel j=1
and
(V(mz,j)€Q)  lim|F - FP0)| =0
where

e 1 / (m)
I P—— ™ i (dy).
»J ( ) Hm (ball(x, T)) ball(z,r) " ( )
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PROOF. From the results of Chapter 8 in [22] it follows that 9B is countably gener-
ated, and that every finite Borel measure is regular.
There are p, > 0 and an orthonormal basis (vg) of H such that Y ;7| pz < oo and

R = Zpk Vg @ Ug.
=1

Let (Kn), (V) be defined by Lemma 93. Let wj(»m), 1 < j < m be an orthonormal
basis of K,,. Let m € I and j be an integer in [1,m]. Define V,, j: H — La2(Q2,B, 11,,)

by V.. ;lh| = (w§m),Vm[h](x)). There exists an M-null set N, ; C Q,, such that for
x € Q,\N,,; and k € N limit

(m) o 1 /
33 : =lim———— Vi m(d
( ) (pJJC (x) 1}{{]1 Nm(ball(xﬂn)) ball(z,r) J[Uk](y)lu ( y>
exists and
(34) FI =" ol (@) vy
k=1

converges in H_.
Let r > 0 and (m, z,j) € Q. Element FX;) (r) of H_ is defined by its action

(m) 1
E. h>= ———— £ p m(d heH
= I (T)7 g :um(baﬂ(x7 T)) /ball(x ) = v e ( y> =

on Hy. If (34) is used, we get an integral of a sum; we show that integration can be done
term-by-term: By Fubini’s theorem the following estimation suffices

1/2
p,:2|<vk,h>|%m<dy))

o0

(O3 (1) (ks )] () < (/
\/ball (z,r) Z Tk ball(z,r) Z

k=1
00

1/2
: (/ AR um(dy))
ball(z,r) 1.—1

oo 1/2
< /yim(ball(z, 1) 1Al (Z pinso}?n?)
k=1
0o 1/2
< Vo all(@ 1) 1]+ (Z pz)
k=1

This is finite. Hence

1 o0
35 () = ————— / () g (dy) v
( ) ’] ( ) Mm(ball(w,r)) ; ball(z,r) ok ( ) ( ) :

By Lemma 248 (Lemma 4 in [103]) there exists a f,,-null set N, such that for z €
Qm\mm

lim
rl0

Let N = UperDon. 0

x?] x?]

=0, 1<73<m.
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26.1. Susskind-Glogower phase POVM. The Susskind-Glogower phase POVM
S: B — By(Ly(R)) was introduced in Section 19. Let r € (0,1). Let (p,) be the
Hermite basis of Ly(R), and define operator R, in terms of its action on the Hermite
basis functions by

(Vn € NO) R,«QOH - Tngon = eXp{_ log(%)n}gpn
This is a positive and injective Hilbert-Schmidt operator on Ly(R). Let
HY ¢ Ly(R) ¢ H

denote the Gelfand triple associated with operator R,. Note that (¢,) is an orthogonal
basis of Hilbert spaces H,, H and H_. Let

<> H" x HS:) —C
be the pairing between H™ and HS:). Define Fy € Hg), 0 € 10,27) by
(36) Fy=>Y e.(0) en.

We have

(vh e HD)(VO € [0,27))  V[h)(0) = <Fp, h>
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27. Integration of unbounded functions with respect to a POVM

We will use the theory of [67] concerning the integration of unbounded measurable
functions with respect to an operator valued measure. We only consider operator-valued
measures with positive values.

DEFINITION 121. Let M be a POVM on o-field ¥ of subsets of a non-empty set €.
Let ¢: (2 — C be a Y-measurable function. Let

D¢ — (heH: /Q o(2)[2 Mi(dz) < o0}

DEFINITION 122 ([67], Appendix). Let M be a POVM on o-field ¥ of subsets of a
non-empty set Q. Let p: Q — C be a Y-measurable function. We let ©(Ly,(p)) denote
the set of those h € H for which ¢ is integrable with respect to all complex measures
(g’M()h)7 g€H.

LEMMA 123 ([67], Lemma A.1). For every h € ©(Ly(g)) there exist exactly one
element Ly(@)h of H satisfying

(9, Las(0)h) = / (@) (9, M(dz)h)

for all g € H.
DEFINITION 124. Let Ly (¢) be the operator, with domain ®(Lj/(¢)), such that

(9, Lar(@)h) = / (@) (9, M(dx)h) ¥ g € H, h € D(Lar(p)).

We sometimes write [, ¢(x) M(dz) in stead of Ly ().

LEMMA 125 ([67], Lemma A.2). Let M be a POVM on o-field ¥ of subsets of a

non-empty set ). Let ¢: ) — C be a X-measurable function. Then
(1) D € D(Lar())-
(2) If M is projection-valued then D%, = D (L (¢)).

LEMMA 126 ([69], Section III, Part A). Let (N,K,V) be a Naimark extension of
POVM M on o-field X2 of subsets of a non-empty set Q). Let p: Q — C be a X-measurable
function. Then

Lu(p) = V'Ln(9)V  on DF.

LEMMA 127. D%, is dense in H.

PRrOOF. Let (N, K, V) be a Naimark extension of M. Forn € Nlet Q, = {x:n—1<
lo(z)| < n}. Then D%, contains N(£2,)K for all n. This, together with the o-additivity
of N, implies that D% is dense in K. From

/Q ()2 M (d) = / p(2) [ Nyp(dz)

it follows that D%, contains V*©%;, which is dense in H because D% is dense in K and
V* is a bounded operator from K onto H. O

LEMMA 128. Let M be a POVM on o-field ¥ of subsets of a non-empty set Q). Let
w: 2 — C be a X-measurable function. Then Ly(@)* extends Ly (p).

ProoFr. This follows from Lemma A.4 of [67] because D (Lys(¢)) is a dense subset
of H. O
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PROPOSITION 129. Let M be a POVM on o-field ¥ of subsets of a non-empty set €.
Let ¢: Q2 — C be a X-measurable function and let h € ©%,;. Then

(37) IEailohlE < [ lota) M (ds).
If M is projection-valued then both sides of this inequality are equal.

PROOF. Let (¢,) be a sequence of simple functions converging pointwise to ¢, with
lon] < | for all n.
Let h € ®%,. From the proof of Lemma A.2 in [67], it follows that

/m )/ 1(g, M(dar) |<||g||\//|<,on )2 My (da)

for all ¢ € H. By the dominated convergence theorem,

(g, Lar(@)h)] < / o(@)] (g, M(dz)h)] < [g] \/ / o(x)[2 My (dx)

for all g € H. Hence (37).
Now assume that M is projection-valued. By (37),

|Lar(@)k — Las(n)k]> < / o(x) — u(@) 2 My(da)

for all n. By the dominated convergence theorem, the right-hand-side converges to
0. Hence (LM(gon)k) converges to Ly (p )k By the dominated convergence theorem,
(Jo, lon(2)]? My(dx)) converges to [, |¢(x)> M (dx). Hence the result follows from

| Lar (o) K2 = / (@) My(dz) ¥ .

U

PROPOSITION 130. Let (N,K,V) be a minimal Naimark extension of POVM M on
o-field 3 of subsets of a set (). Let p: Q — C be a X-measurable function. The following
conditions are equivalent:

(a) | La(p)h|]? = [, lo(x)|? My(dzx) for all h € DY,

(b) Ly(¢)V(D%,) C rangeV.

(¢) VLy(p) = Ln(p)V on DY,

If these conditions are satisfied for o then

(38)  Lu(p)(@5 NDF) C Dy and  Lug($)Lu(p) = Lus(bp) on D5 N DY,
for X-measurable functions ¢ : (2 — C.

REMARK 131. In Section 27.1, we give an example of a POVM on the Borel subsets
of C (which is not projection valued) such that (a) is satisfied not only by ¢(z) = 1, but
also by ¢(z) = 2" for all n € N.

PRrROOF. Let M = Ly(¢) and N = Ly(¢). Then M = V*N'V on DY,.
(b) implies (a): Let h € D%;. Then N'V[h] C rangeV and

IMA|2 = (V'NVh, VNVL) = (NVh, VV*N'Vh)
— (NVENVR) = [N VA[? = / o) Nypy(da)
0

- / o(@)]? Ma(da).
Q
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Hence (a).

(a) implies (b): Let h € ©%,. Then
INVIR|? = / (@) Ny (dr) = / () My (da)
— M| = [NV

= [VV'NV[]|*.

Hence N'V|[h] € range(V). Hence (b).
We have

V(®Y,) = {f € range(V) : /Q (x) > Ny(dx) < oo} = range(V) N DY,

and Ly(p)D%" N D% c DY . Together with (b) this implies the first part of (38).
We have Ly (1)) = V*Ly(1))V on ©Y%,. If (b) is satisfied then VM = NV on D%,.
Hence
M(P)M =V Ly(())VM = V' Ly(P)N'V = V' Ly () V = Ly (1)
on %Y NDY,. O
PrROPOSITION 132. Let H be a Hilbert space. Let ¥ be a o-field of subsets of a

set Q. Let M: % — By (H) be a POVM. Let ¢: Q — C be a X-measurable function.

The operator Ly(¢) on H with domain %, is closable; the closure, denoted by Ly (),
satisfies

D(Lu(p) ={heH: D% 2 g (h,Lu(p)g) is bounded}
and

(Lar()h,g) = (h, La(@)g) ¥V h € D(Lu(p)), g € DY

PROOF. The closure Ly () of Ly(¢) is the adjoint (L (¢)*)* of Ly (¢)*. By Lemma
128, L () = Lu(p)" O

LEMMA 133. Let (N,K,V) be a Naimark extension of POVM M on o-field ¥ of

subsets of a non-empty set Q). Let p: 2 — C be a X-measurable function such that
ILaohl? = [ lol@) Mi(ds) ¥ he D5,
Q

Then V*(®%) C D(Ly (@) and
(39) In(@V* = V'Ix(p) on D(L).
PROOF. Let f € D% and g € ©%,. By Proposition 130 and Lemma 128,
(V*[£1, Lu(e)g) = (f, VLu(p)g) = (f, Ln(¢)V]g])
= (V'Ln(9)f, 9)-
By Proposition 132, V*[f] € ©(Ly(®)) and

(Lar(@)V*[fl.9) = (V*[f). Lar(p)g) = (V'Ln(9)f.9), 9 € DF.
Hence (39). O
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27.1. Bargmann measure. Let M (Bargmann) . 95, B (L,(R)) be as in Section 18.
This POVM is a mathematical representation of a simultaneous non-ideal measurement
([79]) of the position, momentum and number observables. An actual measurement
(instrument) represented by this POVM is eight-port optical homodyning (detector).
(See e.g. Sections 3.6 and 3.7 of Chapter VII in [15].) We will calculate the moments
of this POVM. Because the support of M Bargman) ig 16t hounded, we need some of the
integration theory just described.

27.1.1. Naimark extension. A minimal Naimark extension of the Bargmann POVM
is (1, Lo(C, ), Vy).

27.1.2. Moments. Define the unbounded operator & by

S :/ZM(Bargmann)(dZ).
C

We have
> zkam 2
S n — / Z— 6_|Z‘ dZ)
v ;( ¢ Vil o

=Vvn-+ 1 Pr+1-
Let D = span{y, : n € Ng}. Let Z be the operator of multiplication with the identity
function, C 5 2 — 2, on Ly(C,u): Z = [.2T(dz). We have S = V;ZV,. It follows
from (25) that
V,[D] = span{p : p(z) = 2", n € No},

and hence that Z maps V,[D] into itself. This, together with the fact that D is a dense
subset of Ly(R), implies that the three conditions of Proposition 130 are satisfied for the
functions in D, and that

(40) (SH)kS = / Zk ot p(Barsmann) () | 0 e N
C

on D.






CHAPTER 4

Wigner and Husimi representations, and in between

1. Introduction

E. Wigner initiated the investigations of a correspondence between the Hilbert space
description of quantum mechanics, and a particular description by functions on phase-
space: [110] [109], [82], [89], [32], [46], [27, 28], [56]. One part of this correspondence
is to represent density operators p on Ly(R) (which are non-negative trace-class operators
with trace 1) by functions W, on phase-space (which is R? or C). This function W, is
known as the Wigner function of p. The transformation p — W, is linear. Phase-space
pictures corresponding to other linear transformation from the space of density operators
to functions on phase-space, are described e.g. in [1, 2], [21] and [40].

The Wigner function of a trace-class operator on Ly(R) is an element of M(R?), the
Borel measurable functions on phase-space. There is no simple characterization of the
subspace of M(R?) that is formed by the Wigner functions of trace-class operators. It is
also not known when the Weyl quantization of a function on phase-space is a bounded
operator. Partial solutions of these problems are given in [46] and [29, 26]. In [89]
it is proven that the ‘Wigner functions’ of Hilbert-Schmidt operators are the square
integrable function classes on phase-space, and that this linear correspondence between
B, (in this Chapter we write By, B; and B, in stead of By(Ly(R)), etc.) and Ly(R?)
is, up to normalization, isometric. This linear transformation between B, and L,(R?)
is the subject of Section 3. In Section 4 we introduce a family (W) of phase space
representations that interpolate between the Wigner and the Husimi [59] representations.
In Section 5 we investigate the phase space pictures of B; and B, operators. In Section
6 we introduce a particular family of subspaces of By whose phase-space pictures we
investigate in Section 7.

2. Conventions and notation
Define self-adjoint operators P and Q on their usual domains in Ly(R) by P[f](x) =
—if'(z) and Q[f](z) = zf(x). We have
[Q,P] = QP —PQ =TI,
where 7 is the identity operator. Let ¢, € Ly(R) be the n’th Hermite basis func-

tion. We define ¢, as follows: @o(q) = 7 V4% /2 and ¢, = (n!)"/28"yp,, where
S = (Q —iP)/V2. We have Sp, = Vi + Loni1, S ¢ = v/ngn_1 and Ny, = np,

where N = 8§ = 1(Q? + P? — 7). The fractional Fourier transform Fy is defined by
Fo = exp(—ifON), and satisfies Fpp, = e ", (see e.g. [9]). The ordinary Fourier
transform F = F /, satisfies

FIfp) = % /R f(g)e™dg.

We have F;QFy = cos(0)Q + sin(d)P. (This is a consequence of [iN,Q] = P and
[iN,P] = —Q, as is explained in the proof of lemma 134 below.) In particular, P =

69
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F*QF = —FQF*. We have F = e "2 The parity operator II, defined on Ly(R) by
[ f](z) = f(—x), satisfies IT = F?, hence Ilp, = (—1)"¢,.
The squeezing operator Z: Ly(R) — Ly(R) is defined by

2, = exp{ i m(3)(QP + PQ)}

and satisfies (Zf)(z) = \"V2f (A" ta).

For a bounded operator A on Ly(R) we will denote by A% the operator on Ly(R™)
acting as A on the k’th variable only. For example ) and F® denote the Fourier
transforms on L,(IR?) in the first and second variable.

3. Wigner representation
Let 1 1
Go=5(QQT-IRQQ) and Gp = (PRT - IQP).
This is a pair of commuting self-adjoint operators on B,. Let
Go = %(Q®I+I®Q) and Gp = %(P®I+I®P).
This is also a pair of commuting self-adjoint operators on Bs,.

LEMMA 134. Let R, = exp{ip(QQP + PRQ)}. Then
(41) KR, [A]|(z,y) = K[A](x cos ¢ + ysinp,y cos p — zsin )
for A € By and almost all x,y € R. We have
Go= 5 Reu(QRIR, ;. Gp = ;R u(TQP)R,,,

Go= ARLIQOR ), Cp= LR.u(PRIR,),
on span{pr @ g : k, ¢ € Ny}

Proor. (42) follows from (41) and
K(ORI) = QWK, K(IQP)=-PPK
K(IRQ) = 09K, K(PRI)=PVK.

Using the addition formulas for sine and cosine, it is easily seen that (41) is equivalent
to

(42)

(43)

K[R,[A]](rcos 0, rsinf) = K[A](rcos(d — ¢),rsin(0 — ¢)),
which follows, for A € span{y; ® ¢, : k, £ € Ny}, from

K[i(QQP + PRQ)A|(rcosb,rsinf) = —%K[A] (rcosf,rsind).

O

PROPOSITION 135. There exists precisely one unitary operator W: By — Ly(R?)
such that

(44) WGo = \/%Q(DW and WGp = \/%Q(?)W

and

(45) WGo = 2POW  and WGp = LPOW
Q V2 P 2 .
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For an f,g € La(R) we have W[f @ g](q,p) = vVTW},4(q/V/2,p//2), where W, is the
mized Wigner function of f and g defined by
— ey
Wio(a,p) = V%éf(q+ g)g( - %)e\/ﬂ
PRrOOF. From Lemma 134 and (43) it follows that W = (f(z))*KR;/l4 satisfies (44)
and (45). Assume that unitary operator W from By to Ly(R?) also satisfies (44) and
(45). Then QW, Q™ PW and P® commute with WW*. Hence WW* = Z. Hence
W =W. O
REMARK 136. (45) implies the following: If AQ = QA then ZWI[A|(g,p) = 0. If
AP = PA then (%W[A](q,p) = 0.
PrROPOSITION 137. Let A € Bs.
(a) Wlexp{2i(vGg — uGp)}Al(g,p) = WA (g — V2u,p — v2v).
(b) Wexp{2i(vGo — uGp)}Al(g,p) = eV "= WA (g, p)-
(¢c) W[FpAF;1(q,p) = W[A](gcosf — psinb, gsinf + pcosb).
(d) W[Z)\AZS](q,p) = WIA](A™'q, Ap).
[
[

dy.

(e) W[em™ Ae=™N] = e NV e NO W[ 4],
(f) W[FAF) = FVFP WAL
(9) Wlem*(CarRIA]| = e~ 31AIW[A],
where I\ = 8%/0q¢* + 0%/0p* and |/\| = —0%/9q* — 02 | Op?.
PROOF. The first and the last identities follow from (45). The second identity follows
from (44). From
- G+ G = (PRI +IQQ?) and G, + G}, = §(P*QT + IQP?),
- NQZ —IQN =2(GgGg + GpGp),
- NQI+IQN =GH+GH+GE+Gh -1,
- 2(GoGp + GpGo) = 3(QP + PQ)RT - IQ3(QP + PQ)
follows
- Fo@Fy = exp{—2i0(GoGo + GpGp)},
- Z2\Q 25 = exp{—2iIn(A)(GoGp + GpGo)},
- N QN = e’ exp{—7(G% + G~2Q +G3% + G})},
- FoQF; = ¥ exp{—i0(GL + G + G% + G%)}.
Together with (44) and (45), this implies (d) and (e) and (f), and, together with some
calculation, also (c). O
LEMMA 138. Let u,v € R and G, = exp{2i(vGg — uGp)}. We have
(46) Gy = exp{i(vQ — uP)}Q exp{i(vQ — uP)} = e P Qe e
on By. Let Gy, = exp{2i(vGg — uGp)}. We have
(47) Gy = exp{i(vQ — uP)}Q exp{—i(vQ — uP)} = "2 P Qe VP
on Bs.

PROOF. The first equalities in (46) and (47) follow from Theorem 8.35 in [108]. The
second equalities in (46) and (47) follow from Proposition 294. O
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REMARK 139. In the right-hand sides of (46) and (47), the order of composition of
the two operators on both sides of the (X) symbol may be interchanged on both sides
simultaneously; on both sides this must be compensated with an extra factor, but the
two factors neutralize each other.

4. A family of representations interpolating between the Wigner and
Husimi representations

For s > 0 and f € Ly(R™) define the function G4[f] on R™ by

(48) Glf)(z) = (2sm) ™2 / @) § (o) g,

m

This function is square-integrable. The operator G; on Ly(R™) is called the m-dimensional
Gaussian convolution operator with parameter s. It can be written as

G, = exp{—3|A|}, where |A|=— 262/8x§.
=1

If m =1 then G, = exp{—3P?}.
DEFINITION 140. For s > 0 and A € By let W [A] = G,W|[A], where G, is the

2-dimensional Gaussian convolution operator.
REMARK 141. The transforms W have been investigated e.g. in [19], [11] and [40].
LEMMA 142. Forn € Ny and z € 7Z,

_ 9-1/2 71/4i —22/2
Gilon](V22) = 2712 \/me .

(gz’ h) _ 7T1/4\/§€_ Tm(z)2+i Re(2) Im(z)gl [h](\/§2),

Consequently,

where .
z|? Zn
g =e /27;%%
PROOF. Let S = (Q—iP)/v/2. Then S™py = (n!)'/2¢,. By Proposition 288 together
with [P?, Q] = P[P, Q] + [P, Q]P = —2iP,
GiS = G1SG G = 272 exp{—1P?}(Q — iP) exp{iP?}G,
= 272(Q+iP —iP)G = 27/2QG,
on span{y, : n € Ng}. Hence G;S™ = 27/2Q"G,. Hence
Giln] = (n))72G18 00 = (2"n)) "2 Q"G [ 0.
We have Gy [po](z) = 27125~ 1/4e=2"/4, O
LEMMA 143. Let f, g € Ly(R). Then
Wi [f ® g)(vV2q, V2p) = Gilf1(q — ip)Gilgl(q — ip) ™"

2

1
- 2ﬁ(g’g(q_ip)/\/i)<g(q—ip)/ﬁ7 f)-
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PrOOF. For s > 0,

W.[f ®gl(g; p)
1 1 T+Yo S T—Yoy . T—Y —
= angs Jo P20 g N g N I I (el dedy:
Hence
W [f ® gl(q,p)
= % - eXp{_(q\_/gp _ 1’)2/2 — (q\—;gp B y)2/2 _p2/2}f(1‘)mdl'dy

PROPOSITION 144. For s > 0,
(19)  W,Go=5(QW +isP)W, and W,Gp = 5(Q? +isPC)W,
and

(50) W,Go = ;—%P(Q)Ws and W Gp = \/%P(UWS.

Proor. (50) follows from (45) and the fact that G is a convolution operator, and
hence commutes with P. (49) follows from

ng = (Q + ZSP)gs
(This follows easily from G, = exp{—5P?} and [P?, Q] = P[P, Q] + [P, Q]P = —2iP.)

O
LEMMA 145 ([19]). Let A € By. Then
1 1 X s—1
W - E n(, (q,p) (a,p)

where goflq’p) = exp{i(pQ — qP)}¢n.

PROOF. By Proposition (137) and (46), this can be reduced to the case ¢ = p = 0.
We have W1 [f ® g](0,0) = (2v/7) (g, v0 ® @olf]). For s > 1,

W.[f ®g](0,0) = (2v/7) (g, (G @ o] f).
We have
Go+iGp =2"Y2(S*RT - IRS),
Go —iGp =2"2(SRT — IRS"),
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where § is defined in terms of its action on the Hermite basis elements by Sp, =

VN + 1ony1. From S*py = 0 and S™py = (n!)2¢, and S*¢, = \/ng,_1 follows

1 1 . n . n
(GG +Gp)"po @9y = —(Go = iGp)"(Ge +iGp) "o @ %o

= ( 1)n2 n/2\/n—(GQ - ZGP) Yo & Yn

fz() A8 o] 2 SO

~ 3 (Nenaen

k=0

1-8S, 28, \"
= T [900®§00]7

where S, is defined on the Hermite basis functions by S,¢, = ¢,+1 for all n. Hence

—S8 - n 1 B Su ® Su "
e1=ICHER oy @ o] = Y (1 - 5) (—) [p0 ® o]

2
n=0
2 1—s !
-~ (1+ :
1+8< T 8®5) (Y0 ® o

This implies

W,A(0,0) = = —— S Ly(p,, Ag,).

Vrltsis+1
0J
DEFINITION 146. For s > 0 and B € B, define the function W[B] on R? by
1 ,s—1
n(,(@P) Bp(aP)y,
WLIBI(V20 V) = o Y B

5. The range of W,
THEOREM 147. Let s > 0. If A € By then W[ A] € L1(R?) and

(52) % WA (V2q, V3p) dadp = Tr(A)
and
(53) } [ WL LAIV21. Vo) dadp < Te(VAA),

If B € By, then W[B] has an extension to an entire analytic function of two complex
variables and

1 6(u2+v2)/s
(54) ﬁ|ws[[5](Q+w7P+w)| STHBHoo Vg,p,u,veR



6. THE SPACES By AND B_ 75

PROOF. Let A € By and f, g € Ly(R). By Lemma 145,

!Ws[f®g](\/§q,\/§p)!§%1isz”!( D96

o0

(S e e S o)
= < (f @ f1(V2q,V2p) + Wlg ®g](\/§q,\/§p))

with A € (0,1) and s’ € (1,00) such that

s—1 s —1

s+1 ’ R

It is easily seen that precisely one such s’ € (1,00) exists. Let h € Ly(R). We have

W, [h® h](q,p) > 0 for all (¢,p) € R% Hence W [h® h](q,p) > 0 for all (¢,p) € R%. We
have

1 1
— [ Wylh®h|(q,p)dgdp = —=
N [ 1(q,p) N

Because A is a trace-class operator, it can be written in the form:

A:Zanfn®gn
n=1

Wi [h ® h](g, p) dgdp = 2||h||>.

with (a,) € ¢(C) with ) |a,| = Tr(V.A*A), and with (f,), (g,) orthonormal families
in Lo(R). Hence

(WA, 0)] < lan| [Wi[fo @ ga](q, D)

n=1

<3 Z\an\( fn®fn](qp)+W[gn®gn](qp))

By Fubini’s theorem, this implies that W,[A] € L;(R?) and that (53) is satisfied. The
dominated convergence theorem can be used to prove (52).
Now we will prove (54). Let B € Bo. We have W[B] = G,_W[B]. By Lemma 253,

(W [B)(q + i, p + iv)| < e CED W [B]| .
From Definition 146 follows |W[B](¢,p)| < HBHOO(\/_QE)_I Hence
(WL [B)(q + iu, p +iv)| < (Va2e) e CED) B,
for every € € (0, s). O

6. The spaces B, and B_

For 7 > 0 let N, be the operator on Ly(R) which is characterized in terms of its
action on the Hermite basis by

(55) Nypp =e ™27, neN.

Let By = U{N; AN, : A € By, 7 > 0} and let B_ be the space of linear forms on B
that are bounded on each set U{N; AN, : A € By, || A2 < M} with 7, M > 0. We can
identify By, as a space of linear forms on B;y: Identify B € B,, with linear form Lz on
Bi, defined by Lg(A) = Tr(B*A).
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PrRoOPOSITION 148. We have
B, CB,CcB,CB, CB._.
The space B, is dense in By which is dense in Bs.

PROOF. Inclusion B, C B; follows from the fact that N, € B; for all 7 > 0. The
space B, is dense in By and in B, because range(N;) is dense in Ly(R) for every 7 > 0.
Inclusion B, C B_: Let B € B,,. Then Lg is a continuous linear form on B;. Hence Lg
is bounded on the subsets

Bi(M) ={AB: A BEBy, [|Al < M, ||Bll. < M}
of By, where M > 0. Let 7 > 0. For every M > 0, the set
B, (M, 7) = (ACAN. : A € By, |A] < M)
is contained in a set By(M’) for some M’. Hence Lg € B_. O

We use the following notation: The application of a linear form B € B_ on A € B
is denoted by <B, A>. If B € B, then <B, A> = <Lg, A> = Tr(B*A).

LEMMA 149. The space B, can be characterized as follows:

By = {Z Qe or ® @p 2 3t > 0 such that |ag| = O(e " *F9).
k=0

The space B_ can be characterized as follows: A linear form L on By is an element of
B_ if, and only 1f,
|L(pr ® @0)| = O(!FT9) v ¢ > 0.

ProoF. This follows from (55). O

If s > 0 then 2= < 1. Hence the following definition makes sense:
DEFINITION 15(). For s > 0 and B € B_ define the function W,[B] on R? by

o)

W.[B](v2q,V2p) = \/_1‘182(2—7—1) <B, o) g 4p)s

7. Characterization of W (B, ) and W,(B_)

For A,B € R and M > 0 let A(M, A, B) be the set of functions on R? that have a
continuation to an entire analytic function ¢ on C? satisfying

(g + iz, p +iy)? < Mexp{—A(¢® +p°) + B(e® +¢*)} Vgpz,ycR
From Theorem 267 and Proposition 137 it follows that: For s > 0,
(56) = J{U AWM, A,B): A>0, B>0, sB <1},

M>0

and for s > 0,

W.B) =AM A B): A<0, sB>1}.
M>0
ProPOSITION 151. The following operators on By leave B, invariant:
(a) exp{i(vQ — uP)}QZ and T exp{i(vQ — uP)} with u,v € R;
(b) FoQZI and TQFy with 6 € [0, 27).
The following operators on By map By into itself:
(i) Z\QZL and ZQ)Z, with A > 0;
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(i) e NRT and TQe™™ with Re(t) > 0;

(iii) e *(GotCP) with s > 0.

The operators exp{i(vQ — uP)}QZ and T exp{i(vQ — uP)}, with u,v € C\R, are
unbounded on Bg, but map B, into itself.

PROOF. (a): Let u,v € R. By Proposition 137 and (56), the operators G, and G,

on By leave B, invariant. By Lemma 138, this implies that the operators exp{i(vQ —

uP)}QZ and Z) exp{i(vQ — uP)} leave B, invariant.

(b) and (ii): This follows from Lemma 149.

(i): Let A > 0. By Proposition 137 and (56), the operator Z,@)Z, on By maps B into

itself. Because Fr/4Z) = Z1/5#, ,, it follows from (b) that the operator Z\@QZi,» on B,

maps B, into itself. By taking a composition we see that Z,\&Q)Z maps B, into itself.

The proof that Z®) Z, maps B, into itself is similar.

(iii): By Proposition 137 and (56), We*(G2tG#)[B,] = G,W|[B,] = W,[B,] C W[B,].

The proof of the final statement is similar to the proof of (a). O
REMARK 152. All the operators of Proposition 151 can be defined on B_ by contra-

position: If A is one of the above operators, and L is a linear form on B, , then A[L] is
defined as the composition L o A. If L is in B_ then A[L] is in B_.






CHAPTER 5

Phase-space analogues for quantum mechanical expectation
values

1. Introduction

It is shown e.g. in [18], [57], and [2] that quantum mechanical expectation values
can be expressed as phase-space averages. At this point, insufficient care has been taken
to provide a mathematically rigorous formulation.

For a density operator p, the quantum mechanical expectation value of a bounded
operator B is given by Tr(pB). This chapter is concerned with the problem of expressing
Tr(pB) in terms of phase-space integrals involving a phase-space representation of p. The
Hilbert space on which operators p and B act is L(IR) in this section, and we write, as
before, By, By and B, in stead of By(L2(R)), etc. Only the phase-space representations
of Section 4 of Chapter 4 are considered. We prove that:

- For every B € B, and s € [0, 1], there exists a sequence of bounded, integrable and
infinitely differentiable functions (b,) on R? such that

(57) Tr(pB) = lim [ b,(q,p)W.lpl(q,p) dgdp

n—oo ]R2

for every p € B;. The convergence is uniform for p in compact subsets of B;.
- For s = 1, there is a projection operator B with the property that no sequence of
functions (b,) exists for which the above limit converges uniformly for p € {¢, ® ¢y, :
n € N}, where (g,) is the Hermite basis of Ly(R).
After that we consider one particular (linear) way of obtaining a sequence of functions
(b,,) satisfying (57).
REMARK 153. In [8], Tr(B.A) is expressed as a sum over integrals containing the
functions W;[A] and A"W,[B], with n € Ny.
REMARK 154. In [63], a construction is given for the (uniform) approximation of
trace-class operators by integrals involving projections on the coherent state vectors.
REMARK 155. In Section 6 of [16], it is remarked that a POVM M : ¥ — B, (H) on
a o-field ¥ of subsets of a set €2 with the property that py; has weak-star dense range,
serves to define a kind of classical representation of quantum mechanics in the following
sense: For any B € B, (H), and ¢ > 0, and a finite set py,..., p, of density operators,
there exists a complex bounded function f on €2 such that

/ f(z) Tr(M(dz)p;) — Tr(Bp;)| <€ foralli=1,--- n.
Q

This can be viewed as an approximate representation of the quantum mechanical expec-
tation values Tr(p.A), for density operator p and bounded operators 5.

For the special case of the Bargmann measure, this is very similar to our objectives
for s = 1. We consider, apart from the existence of such functions f, also a particular
choice.

79
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2. Wigner representation

THEOREM 156. Let A € By and B € B,,. Then
Tr(B*A) = lim [ b,(q,p)W[A](q, p) dgdp

n—oo RQ
where b, = W By ,] with By, = Ni/nBNijn.

PROOF. Ny, is a Hilbert-Schmidt operator. Hence By, is also a Hilbert-Schmidt
operator. Because W is unitary,

/]R bu(a, p)W[Al(g, p) dgdp = Tr(By . A)-

Let h € Ly(R) then lim,,_. [N/, — h|] = 0. This can be used together with

|B1/nh — Bh|| = [Ny n BNy jnh — BN jnhl| + || BN jnh — Bhl|
to prove that lim,, .« ||Bi/nh —Bh|| = 0 for all h € Ly(R). By the dominated convergence
theorem, this implies that lim, .. Tr(B8],,A) = Tr(B*A). O

3. Existence of phase-space analogues for quantum mechanical expectation
values

LEMMA 157. Subspace

{/@ o(2)g. ® g dz < ¢ € Li(C) N CF(C)}
of Buoo is weak-star sequentially dense in By.

PRroOOF. This lemma improves the result of Example 20.1. We use the same method
to prove it: We show that a non-degenerate x-subalgebra is contained in the above
subspace. Let & = [z M®arsmam)(gz) In Section 27.1.2 of Chapter 3 we saw that
S()On =Vn+ 1Q0n+1-

By Theorem 86, span{z*z‘e~7I*
in Lo (C). Let

‘ 2

:7 >0, k,0 € No} is weak-star sequentially dense

A= span{/ g ® g, e Az 1 > 0, k,¢ € Ny}
C

From N, ¢, = e "™y, follows N,j. = € "§o-r,, where §. = el**/2g,. Together with
(40), this implies that

A= span{e_TNS*kSEe_TN :7>0,k, 0 € No}.
Using mathematical induction, SS* = §*S — 7 and e ™S = e "Se~™ | it is easily seen
that A is a x-subalgebra of B,,. A is non-degenerate, because it contains the injective

operators e~™, 7 > 0. By Proposition 83 and the results of Example 20.1, A is weak-star
sequentially dense in B. O

THEOREM 158. For every B € By, and s € [0, 1], there exists a sequence of bounded
infinitely differentiable functions (b,) on C such that

Te(BT) = lim [ b,(2)W[p|(2) dz

n—oo C

for every T € B;.
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ProoF. Let B € B,,. By Lemma 157, there exists a sequence of integrable functions

(b,) such that
1
B=lim — [ b,(2)g. ® g,dz
n—oo T [

in the weak-star sense. This means that

Tr(BT) = lim ! bn(2)(9., T g.)dz

n—oo T Jo

for every 7 € B;. We have
!/ )92, T gz) dz| < [|balls [T 1o < [lonll1 1711
Consequently, there are operators B,, € B, such that
1
(T e€B)  THBT) = / b (2)(9, T g.) dz.
C

Let s € [0,1]. Because W[T] € Lo(C) and b,, € L1(C), Fubini’s theorem can be used to

prove that
/ by (2)W1[T)(2) dz = / G1-s[bn] (2)Ws[T](2) d=.
C C
Hence everything can be reduced to the case s = 1. O

4. Non-uniformity of approximation of expectation values

In this section we prove the existence of a projection operator P whose expectation
values Tr(pP) cannot be approximated uniformly in p by phase-space integrals.

LEMMA 159. Let 37 < |a| < 3w. There is no sequence of functions (f,&“’) on C such
that

(s Fapr) = lim / [N (2 Wilor @ i) (2) d.
n—oo (C
converges uniformly for k € N.

PROOF. We have (¢x, Fulpr]) = e % and |(g., ox)|* = ﬁ‘c—?k e I*” Tt is assumed that
/ 179 (2)| e dz < o0,

It suffices to proof that there is no sequence of functions (gfla)) on (0, 00) such that

o
—ika __ 1: (a) —x
e = lim gn (x )k' dx.

n—oo 0

converges uniformly for £ € N. Assume that there is such a sequence ( ) Then there
exists an N € N such that

00 i\ k
Re/ 0 (z VD ey
0

l\DI»—t

k!
for n > N and all k¥ € Ny. Then

io .\ k k
@ ()P0 o A
Re/O g (x) o © dx > 5
forn > N and A € (0,1) and k € Ny. It is assumed that

(58) / |g£f‘) (x)] e *dx < o0
0
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Hence

Re/ g\ (x)e " exp{Aex} dr > = Z MF,

0 25

for n > N and A € (0,1). Hence

l/grll Re/ g9 (z)e " exp{Ae®z} dr = +00

0

for n > N. Because (58) and Re(Ae™z) = Acos(a)zr < 0, this is impossible (by the
dominated convergence theorem). O

For a bounded subset S of By let Bg be the set of all bounded operators B with the
property that there exists a sequence of functions (b,) on C such that

Te(7TB) = lim [ b,(2)W1[T](2) d=.

n—oo C
converges uniformly for 7 € S.
LEMMA 160. For every bounded subset S of By, Bg is a closed linear subspace of B.

PROOF. It is easily seen that Bg is a linear subspace. Let N € cl(Bg). There is a
sequence (N;) of operators in Bg such that ||N; — N|o converges to zero as j — oo. For

every j there is a sequence ( féj )) such that
Te(TN;) = lim [ f9(2)W,[T](2) d=.
C

converges uniformly for 7 € S. There is a subsequence (k,) of N such that

Tr(TN) = lim [ f.(2)W1[T](2)dz
n—oo (C
where f,, = f,g:) Hence N € Bg. O

THEOREM 161. There exists an orthogonal projection operator P for which there is
no sequence of functions (p,) such that

(r, Pox) = lim [ pu(2)Wipr ® ] (2) d=.

n—oo C
converges uniformly for k € N.

PROOF. Let S = {¢r ® ¢y : k € N}. Assume that the statement in the theorem is
not true. Then every projection operator is an element of Bg. But the norm closed linear
span of the projection operators is all of B,,. Hence Bg = B, by Lemma 160. This is
impossible by Lemma 159. 0

5. A method to approximate expectation values

LEMMA 162. Let A € By. There are A,, € By such that
WA )(g,p) = WIAl(g + 2,y +p) Vg peR
Let B € By, The function (z,y) — Tr(BA,,) on R? is continuous and bounded.
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PRrooOF. By Proposition 137,
Hence || A, |l1 = ||Al1 for all A € B;. The operators with finite dimensional range form
a dense subspace of B;. Hence there is a sequence (A™), of operators with finite dimen-
sional range, that converges to A in By. For every n, the function (z,y) — Tr(B.A;TZ) on
R? is bounded and continuous. From

| Te(BA,,) — Te(BAY))| < [|Bllool| A = A™ |,

it follows that also (x,y) — Tr(BA,,) is bounded and continuous. O

LEMMA 163. Let A € By and B € By Let ¢ be a function on R? with compact support

such that ¢(0) =1 and let

o) = | <la)

¢t(za+yp)

—d d
(2m)2 qgap.

Let s > 0. Then
1 2 2
W(_C?S[B](q,p)WS[A](q,p) dqdp = / —0(— ?j) Tr(B* A,,) e /49 dpdy,
R

R2 282 's' s

where

WYB](q,p) = / c(u, v) W[B](q + 2iu, p + 2iv) exp{=(u* +v°)/s} 4 .

STr

ProoOF. Let 7 > 0. We will prove first that
c— 1
59) [ WOBIan)W.l A p) dadp = [ o(%,Y) Te(BrAwy) 0 W dzay,
R2 R2
where B, = N.BN,. From Proposition 137 it follows that W[A] is a bounded function
on R?. Because W[B,] € L;(R?) it follows from Lemma 255 that

/ WYB,](q, p)W,[Al(g, p) dgdp

= /}R2 820(8 Z)W[BT]* * W[A](z,y) 6_(x2+y2)2/(45)dv,

where W[B;|*(¢,p) = W[B;](—q, —p) and - * - denotes convolution. Because B, an A, ,
are Hilbert-Schmidt operators, it follows from the unitarity of W: By — Ly(R?) that

W(B, " * W[A|(z,y) = . WIB:|(q,p)W[A.,)(q,p) dgdp

= Tr(BiA,,).

This implies (59).
Let 0 < € < min(s, 1). We have W[B,] = G;_W[B;]. From Definition 146 follows

(WelB:)(g.p)] < 1Bl (26) " < [IBlloc €™
and lim, ;o W[B;](¢,p) = W[B](q, p). By the dominated convergence theorem,
hg}l W, [B,](q + 2iu, p + 2iv) = W, [B](q + 2iu, p + 2iv).

By Lemma 253,
(W [B,](q + 2iu, p + 2iv)| < ||Bllo et 2@/,
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and

T N e

R ST
for all 7 > 0. Hence
lim WY B,1(¢, p) = WIB](¢,p).

By the dominated convergence theorem and Theorem 147,

limn WY [B.](q, p)W.[A)(q, p) dqdp = / WY [B](q,p)W.[A(q, p) dqdp.

710 JRr2 R2
It is easily seen that

| Tr(B Awy)| < || Brllsol[All < [|Blloo][All1-
and
li?g Tr(BIA,,) = Tr(B"A,,).

The result follows by another application of the dominated convergence theorem. 0

THEOREM 164. Let A € By and B € B,,. Let s > 0. Let ¢ be an infinitely differentiable
function on R?* with compact support such that ¢(0) = 1. Then

Tr(B*A) = lim / bn(q,p) W[ Al(q, p) dgdp
n—00 Jp2

where

(60) bn(q,p) = /R2 C(E 2) W, [B|(q + 2iu, p + 2iv) exp{—(u®+v?)/s}

n'n ST

dudv.

PROOF. By Lemma 163,

—_—. 1 2 2 2
/ bn(q, p)W,[Al(g, p) dgdp = / (5, L) Te(B A ) e @90/ gy
RZ

x
= 7
R2 S2 s’ S nn

Let C35(R?) be the space of infinitely differentiable functions on R? with compact support
and let S(R™) be the Schwartz space of infinitely differentiable functions on R? with
derivatives that decay rapidly at infinity. It is well-known that

C3(R?) € S(R?) € Ly(R?)

and that S(R?) is invariant under Fourier transformation. Hence ¢ € C35(IR?) implies
0 € S(R?). Hence 0 is integrable. By the dominated convergence theorem and the fact
that (z,y) — Tr(B*A.,) € C,(R?), we have

. - 1 )
lim [ b,(q,p)W[Al(q,p)dgdp = /RQ S—gb(z, %) Te(B* A) dzdy.

n—oo w2 S S

There is an interesting expression for the analytic continuation of Wy :
REMARK 165. For B € B, and ¢,p,u,v € R,

1 (92/2-&—“?;; Bgz/Q—iw)
Qﬁ (92/2-5-1‘13, gz/Q—z‘w)

W, [B](q + 2iu, p + 2iv) =

Y

where z = ¢+ 1p and w = u + .
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THEOREM 166. Let A € B, and B € B_. Let s > 0. Let ¢ be a bounded function on
R™ which has a compact support, is continuous in 0, and satisfies ¢(0) = 1. Then

Te(B*A) = lim [ b,(q,p)WS[Al(q,p) dgdp
n—00 Jp2
where (by,) is given by (60). The convergence is uniform for A in subsets
{N;ON; : O € By, ||O|| < M},
with M, > 0.

PROOF. This follows from the unitarity of W: By — Ly(R?), Proposition 137, and
Theorem 273. 0






CHAPTER 6

Extended Bargmann space

1. Introduction

The Bargmann space is the closed linear subspace of entire analytic functions in

Lo(C, i), where
p(dz) = 7~ texp{—|z|*}d Re(z)d Im(z).

We extend the Bargmann space to a functional Hilbert space W5 which is a Sobolev space
related to the Laplacian operator on Ly(C, ). The inner product of Wy coincides with
that of the Bargmann space. We extend the usual orthonormal basis of the Bargmann
space to an orthonormal basis (W, ) of Lo(C, ) which is orthogonal in the triple of
Hilbert spaces Wy C Ly(C, ) C W_y, where W_5 is the strong topological dual of Ws.

REMARK 167. The functions Wy, are used to investigate Weyl-(de)quantization in
(27, 28] and [56].

2. Hermite polynomials

Let v > 0 and let
v(dr) = (7r’y)_1/26_x2/7da:.
LEMMA 168. The polynomials form a dense subspace in Ly(R,v).

PRroOOF. This can be reduced to the case v = 1. This case is treated e.g. in the proof
of Theorem V.1.3.6 in [76]. O

The adjoint of the operator , densely defined on the polynomials, can be calculated
by integration by parts:

d 2x d
—)" = — — — on the polynomials.
(7) poe poly
The operators —x and ( ~)" map the space of polynomials into itself. Consequently,
finite compositions of these operators are again well defined on the polynomials. The

(non-normal) operator L satisfies [-L, ()] = 2[ 4 7] = % on the polynomials. Using
(A2, B] = A[A,B] + [A, BJA, we see that [£;, (d‘i)*] = 46% on the polynomials. For
ze€C, exp{zj—;} is defined on the space of polynomials p by
2" d o,
eXp{Z }p ZO H(%) p,
in which only a finite number of terms are non-zero. By Proposition 288,
v d? ., d v d? 21

1 Ty

(61) exp{f 5} e o) = 7

DEFINITION 169. For n € Ny let HY = (L)1, Let H, = H.

87
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PROPOSITION 170. We have the following expression for ao.

v d* . 2%\ n
H(x) = eXpl=r s (7) :
Hence ) 5
= @D () dy = (25"
€ n y y - .
VAL /R ) ( Y )
Hence
—n/2 T
H(x) =" H. (%)
ProOF. This follows from (61) and exp{—%%}l = 1. O
Operator % and its adjoint are densely defined and hence closable. The closure of

d - d
45 18 denoted by .

PROPOSITION 171. Let N = %(%)*%. Then N is a self-adjoint operator on Ly(R, v)
and NHY = nH. The polynomials Hr(ﬂ), n € Ny form an orthogonal family in Ly(R, v)

for each (fixed) ~ > 0.
ProoOF. From (61) follows

d> d? d
exp{%ﬁ}/\/ exp{—%@ =z on the polynomials
From 170 and z-Lz" = na" follows A HY = nHY). Lemma 237 says that A is self-
adjoint. The orthogonality of Hy(ﬂ), n € Ny, is a consequence. 0

PROPOSITION 172. We have

o0

an T Oé2
Hﬂq(ﬂ)(l’) = exp{Z* — 2},
n=0
Hence p
() _ (Z\" 2za o
HO () = (50) opf2ze — )|

Proor. This follows from Proposition 170 and

1 2 2
- —(z—y)* /v ya o« _ 2xa
= /Re exp{ el tdy = exp{—A/ }.
and injectivity of Gaussian convolution. O

PROPOSITION 173. H,,(x) = 2" [, (x + iy)" v(dy).
Proor. This follows from Proposition 172 and

exp{2ra — o?} = /Rexp{Qa(a: +iy) }v(dy).

PROPOSITION 174. We have
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ProOF. This follows by using in the integral expression for H,(z) in Proposition
173, the binomial formula on (z + iy)™ and identity

/ky(d)— TP 4 ) = 47R2k) K ik =0,2,-
S if k is odd.

O

PROPOSITION 175. H,, is the n’th Hermite polynomial. (Hr(ﬂ) (v/2)"/n!) is an
orthonormal basis of Ly(R, v).

PRrROOF. The first part follows from the explicit expression of H,, given in Proposition
174. By Proposition 170, the second part can be reduced to the case v = 1. O

REMARK 176. In [77] and [76] one can find some other (but closely related) properties
of the Hermite polynomials.

3. Laguerre polynomials

The differential operators defined by
o 1,90 .0 o 1,0 .0

(62)

5: =2l "oy 83\ Ty
are called Wirtinger derivatives (or operators).

Harmonic functions are the infinitely differentiable solutions of Laplace equation
Af = 0, where A = 4%%. Entire analytic functions are the infinitely differentiable
solutions of the Cauchy-Riemann equations on C. The Cauchy-Riemann equations are
equivalent to the single equation % f=0.For~y>0let

w(dz) = () te ¥/ d Re(2)d Im(z).

From the density of the polynomials in Re(z) and Im(z) in Ly(C, i) follows the density
of the polynomials in z and z. The Wirtinger operators map the space of polynomials
into itself. Consequently, finite compositions of these operators are again well defined on
the polynomials. They commute on the space of polynomials. Their adjoints are given
by

( 0 ) z 0 ( Jd., 2 the vol s _
—)'=———, (==)"=—-——=on the polynomials in z, z.

0z v o 0z 0z v o 0z POy

The (non-normal) operators % and % satisfy [%, %*] = [%, %*] = 7/~ on the poly-
nomials. For w € C, exp{wA} is defined, on the space of polynomials p in z and Zz,

by

(63)

o)

wn
exp{wip =) AP,
n=0
in which only a finite number of terms are non-zero. From [%%, (C%)*] = %% and

(2L (L)) = %% it follows easily that
S VAU YA Ve et I Ay —
(64) exp{4A}(az) exp{ 4A}— - exp{4A}(az) exp{ 4A}—

on the polynomials in z and Z.

2 |
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DEFINITION 177. For k, ¢ € Ny let
(&) (%
(65) \IJEVk) — 7(16-‘-@)/2 0z oz

Let Wy = UL},

PROPOSITION 178. We have the following expression for W 7):

lzk
v 2'z
‘I’&)(Z) = eXp{_ZA}W'
Hence -
L e ) (2)dz = L
™y R
Hence

Ul (z) = Wen(Z)
PRrOOF. This follows from (64) and exp{—JA}1 = 1. O
PROPOSITION 179. For every n € N,
span{\ll lke{l,--- ,n}} =span{z — 22" 0 ke {1,--- ,n}}.

PRrooF. Inclusion C follows from (63) and (65). Inclusion D follows from Proposition
178 and the fact that exp{2A} is injective and maps the set span{z — 2°zF : {k €
{1,--- ,n}} into itself. O

Operators 2 3z and 2 and their adjoints are densely defined and hence closable. The

7%
closure of % is denoted by 2 5, and the closure of 88,
ProPOSITION 180. For k,/ € Ny,

0 8 0., 0
<(9z> 9 z, g‘I’zkv ({9 )t aij((zfy :kqlé
()

Polynomials (V, ') are orthogonal in Ly(C, p) for each (fized) v > 0.
PROOF. From [A, 2] = [A, 2] =0 and (64) it follows that

is denoted by -2 35

(66)

=2

2
exp {30} (G) s expl- 18} = 25,
and 5 5
exp{ 10} () Lexp(- Ty = i
on the polynomials. By Proposition 178, the identities 222z = (22" and z22°z% =
kz‘z% imply (66). Lemma 237 says that (2 )*(.i and ( 2)*(,;9, are self-adjoint. The or-
thogonality of (\IJM) is a consequence. O

PROPOSITION 181. We have

0 O/ k
> m\pm(z) = exp{az + 3z — af3}.
k,£=0 T

Hence | P 9
—)E(—)k exp{az + 5z — af}

Leale) = m(ﬁa B a=p=0
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Proor. This follows from Proposition 178 and

1
— / e lw—=l? exp{az + fzZ — af} dz = exp{aw + fw}.
T Jc
and injectivity of Gaussian convolution. U
PROPOSITION 182, Wy (z) = [, &% e;*“’ p(dw).

Proor. This follows from Prop051t10n 181 and

exp{az + fZ — af} = /Cexp{a(z —w)+ B(Z+ w)} p(dw)

DEFINITION 183. For n,m € Ny, let

n!

vy )

binn(r) = (=1)"

where L)' is a generalized Laguerre polynomial:
"L (n4m\ (—z)F
67 L (z) = .
(67) v =3 (0705
PROPOSITION 184. Forn € Ny and m € Ny,
‘Ifn+m,n(7“6w) imefm,n(r2), \I/n,ner(rew) — e—imegmm(?j)'
PROOF. By Proposition 182, W, ;(2) = Wy (z). Hence the second identity follows

from the first. We will now prove the first identity: By expanding (r—w)™" and (r+w)"
using the binomial formula we get (using definition (67) of the Laguerre polynomials and

771 fewrwte 1 dw = VE6,)
1

(=D)"nlr™ L™ (r?) = = /C(T — W) (r + @) e P dw.

T
This, together with Proposition 182, implies the desired result. U

PROPOSITION 185. The family \IIM, k.l € Ny is an orthonormal basis of Ly(C, ).

ProoF. By Proposition 178, this can be reduced to the case ¥ = 1. Then the result

follows from Proposition 184: For every m € Ny, the family (¢, ,)nen, is an orthonormal
basis of Ly([0, 00), e~"dr). O

PROPOSITION 186. For z € C and k,{ € Ny,

Z \Ijéyn(z)\lln,k(z) = €|Z‘2(Sgk.
n=0

PROOF. From Proposition 182 follows that the sum on the left-hand-side is

z—w (z +w')k ,
/ / L exp{(z + @) (e —wypE TS L ()

This is
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By Proposition 252, the value of the integral does not change if we replace (w,w) by
(w + z,w) in the integrand. Doing so, we get

e|z|21/ewz (_w)f (_w)k e_(w+z)wdw.
C

. NG
This is ) (o
€|Z|2 —w —w W) — €|Z|2 .
[C - fdu) = e,

O

3.1. Estimate for ¥ .

PROPOSITION 187. There is a function C: C\{0} — (0,00) which is bounded on
compact subsets of C\{0} such that

D5 +1) .
< 2 ~1/6
U, k(2)] < C(2) NG (k+0+1)
for all k, 0 € Ny and z € C\{0}. We have
2541 i
(68) (= +1) < .l—l—mln(k,é) .
kLo 1 4+ min(k,¢) + (k—0)?/4

PRroOF. The first part follows from Proposition 184 and the proof of Proposition

286. (68) follows from Proposition 283. O

4. Relation between Hermite and Laguerre polynomials

We have

g.,0 1,0 9, i, 0 9, 1, 0% 0

(&) 9 %(Ié_x + y8_y> - Z@a_y - yé)_x) - Z(@ + 8_y2)’

0z 82 2y Tor y@y 8y Yo'~ 4\6s2 oy?’
Hence

J.,0 d.,0

(69) "5 82 75 5=
Hence \1127]3 and H" ® H are simultaneous eigenvectors of (Z) L + (L)L with
eigenvalue k + /.

PROPOSITION 188. Define unitary operator U, : Ly(R,v)®Ly(R,v) — Lo(C,pu) b

U = U [\ s HY © H). Then

=NRZ+IQN.

z z
(70) UL 9 = [ (5= 0)f( = +a) o)
for f,g € span{H,(ﬂ) :n € No}. Measure v on R is defined, as before, by v(dx) =
(my) " 2e= N dz.

PRroOOF. It suffices to prove that

(71) v (2) = hi HO(Z — ) HO (= 2) v(de)
o gV 2002RENTR /D £ N2
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for all k,¢ € Ny. This can be reduced to the case v = 1. By Proposition 172,

— ‘3" Hy(z)Hy(y)
S VOKD 20012k

(71) (with v = 1) follows from

[ ewtvBa( s +2) + 62 — ) - S5 L via) = explaz + 52 - as).

and Proposition 181. O

= exp{V2(az + By) e+,

PROPOSITION 189. For f,g € Lo(R,v) and ¢,p € R,
U,[f @ gl(q +ip) = v/ VO WIM[f] @ Mlgll(g, —p/7)-
where M is defined by M[f](z) = e~/ f(x).
PRrROOF. From (70) and Proposition 250 follows

Ul @ glla+in) = S [ Ml ML i g
®gl(qg+ip) = ——F—— g —=) e P dx

7 27T’}/ R \/§ \/§

for f,g € span{H,(ﬂ) :n € No}. The rest follows from Proposition 135. OJ

ProproOSITION 190. Let

() €0 (™
U Z\If ‘/Mzkka ® H,

£,k=0

Then U, [f ® g)(2) = Ug, f).

Operator Z/IZ(V) is bounded, self-adjoint, and proportional to a unitary operator, and
can be expressed alternatively as

(72) U = (exp{z\/_dd )*Hexp{z%%

where 11 = exp{itN'} (the pam'ty opemtor) We have:

0 0 1 d
(73) ngzUy\/_d RZ, £U7:UJ®E%
and
9 \uxr _ ., d ..
(74) (5,0, =1, (fd VT, ()T, UI®(\/_dx)

onspan{HV)(X)H) l,k € No}.

PROOF. From W, . (2) = W, 4(2) follows (L{Z(V))* = U, From Proposition 186 follows

(Z/IZ(AY))2 = el?’Z. Hence Z/{Zm is proportional to a unitary operator and is in particular a
bounded operator.
If the function f: R — C has a continuation to an entire analytic function then

exp{zfdm [f1(q) = f(q+ Z5)- From (70) follows

(75) UYg, f)=U,[f @ gl(z) = (Hexp{zfd }g. exp{z \/_d LAY

for real analytic functions f,g € Ly(R,v) and (because real analytic functions form a
dense subset of Ly(R,v)) hence for all f, g € Lo(R, v). Hence (72).
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(73) follows from (75) and 2 exp{z\lfd‘i = %di exp{z—L di} (74) follows from (73)
and the unitarity of U.,. O
REMARK 191. By Proposition 190,
0., 0 0 . 0

on span{H." ® H,Eﬂ) Ak € NO}. Cft. ( 9).

5. Analytic and Harmonic functions

In this section we determine the kernels of the operators %, 7 and A, where A is
the closure of 4 aa é‘? , defined on the polynomials.
LEMMA 192.
0 1 S
(76) _:_Z t+1 ‘I’ £+1k
0z /7 k,t=0
and D(L) = {h € Lo(C, ) : T35, (WL W) < oo}
9] 1
9z A Z VEk+1 qjék®\pék+1
vl k(=0

and DZ) = {h € Ly(C, 1) : Sy ML B < o).

4 (o)

= Z V( )(k+1) \I’( N® qjg—yi-)l,k—i-l
k=0

and D(B) = {1 € Ly(C.p) : iy W W < oo

\g

PrOOF. We only treat the case of . From (65) it follows that % is equal to the

right-hand side of (76) on span{\Il :l, k € No}.
Let (Arx) be a double sequence of complex numbers such that Zﬁzoﬂ/\g,kf < 0.

Let h = Zek Ox\zk\If and let h, szzo )\M\Ifgk). Then h, — h € Ly(C,u) and
e?zhn — g € Ly(C, ) where

Z AesriVl+1 \11
\/_Zk: 0

Because a% is closed, h € D(a%) and gh = ¢. This shows that 8% extends the operator
on the right-hand-side of (76). For equality one has to prove that the operator on the
right-hand-side of (76) is closed. This follows from the fact that the operator

Ly v e
\/_kf 0

(with the same domain) is self-adjoint. O
It follows easily from the previous lemma that

_ | o
_:_Z\/_‘I’ v, |@|=7; Loy,

kEO
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Bl = Z VR @ U,
7 r=o
Hence the kernels are given by

0
ker(%) = cl(span{klléz) 1k eNy}), ker(==)= cl(span{\lfﬁg) 0 € No}),

82)
ker(A) = cl(span{ ¥} : k, ¢ € No, k¢ = 0}).
We write L§(C, p) = ker((%) ThlS is the closed linear subspace of entire analytic functions

in Ly(C, ). We write L5(C, u) = ker(A). This is the closed linear subspace of harmonic
functions in Ly(C, p).

6. Extended Bargmann space

In the following we take v = 1 and simplify our notation: Let
U=U,, U.=UVY, zeC.
We will extend the Bargmann space to a functional Hilbert space densely contained
in Ly(C, p).
6.1. Sobolov space W;. We denote the inner product of Ly(C, ) by (-, -)o.
DEFINITION 193. Wy = D(A), equipped with inner-product

(fa 9)2 = (.fa g)O + (Afa A.g)O

In the previous section we saw that ker(A) = L4(C, ). It is clear that (f, g)2 = (f, 9)o
if either f or g is contained in L%(C, 11). From Lemma 237 it follows that W, is a Hilbert
space. Let R be the square root of the bounded operator (Z + |A*)™! on Ly(C, p).
Note that RU,; = (1 + 16kf)~1/2,,, that R in not a compact operator, and that
R: Ly(C, u) — Wy is unitary.

PROPOSITION 194. Point evaluation is continuous on Wo. Moreover, there exist E,, €
Ws, w € C, such that w w— (E,, f)a is a continuous representative of f € Wa.

PRroOF. By Proposition 187,

-1/3
W) < (2t RO+ E4 D)

1+ kl+ (k—0)2/4

Hence ) 13
U 1)~
(Wyn(2)] < O(2)? (k+£+1) .
1+ 16k( 1+ kl+ (k—0)2/4
Henee (=) ( -1/
\I/gk z 9 k —+ V4 +1)"
T Gy ey e

Using polar coordinates and the estimate sin(f) 4+ cos(f) > 1 as 0 < 0 < 7/2, it is easily

seen that s
1)
/ / (x+y+ dxdy < oo.
4422+ 92

By calculating the first partial derivatives, it is easily seen that the integrand is a mono-
tone decreasing function in x for fixed y and also in y for fixed x. Hence

i (k+0+1)71/
A+ K2+ 2

< 00.
k=0
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Hence
> el
Pyt 1+ 16k€
This implies the convergence in Wy of the sum

Ey= Y (1+16k0)" Wpu(w) ¥y
k,0=0

We have f(w) = (Fy, f)2, which proves continuity of point evaluation. For f € Ws, the

sum
00

(77) flw) = Z (Yo, foVer(w)

k=0

converges uniform on compact subsets of C\{0}. It is easily seen that f is a representative
of f and that f is continuous on C\{0}. If f € W, then g, defined by g(z) = f(%z - 1),
is also contained in W,. The continuity of f in 0 follows from the continuity of ¢ in
z=2. UJ

6.2. Sobolev space W_,. Define a sesquilinear form (-,-)_2 on Ly(C, ) by

(f;9)—2 = (Rf,Rg)o.
Let W_5 be the completion of Ly(C, i) equipped with this inner-product.
The family (Uyx) is an orthogonal basis in each of the three Hilbert spaces in
W, C Ly(C, ) € Wo_s.
Define R®™* on W_, by

RO = ) " (14 16k6) 72Ty, @ Ty
,k=0
W_, is a representation of the topological dual of Wy: For F' € W_5 we define a con-
tinuous linear form on W, by <F,w> = (RF, R w), for w € W;. All continuous linear
forms on W5 are represented this way. Denote the continuous representant of w € W,
by w. For each z € C, there is an element §, € W_, such that <J,,w> = w(z) for all

w € W,. For all z € C,
0, = Z U k(2) Wy
k(=0

The sum converges in W_y. We have E, = R?J,.

6.3. Bargmann projection. Define P, on Ly(C, i) by

Po=) Wip® Uy
=0

This is the operator of orthogonal projection on the closed linear subspace L§(C, u)
of entire analytic functions. We have P,R = RP, = P,. The orthogonal projection

operator P, maps E,, on
[e.9] 'lI]n
= — v,
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We have e, (z) = ”*. Define P& on W_, by
Pt =% U@ V.
=0
It satisfies
pet — PR,

and maps W_, onto closed linear subspace L§(C, u) of Wy, and maps 6, € W_5 on e,

6.4. Sobolev space V,. We identify the sesquilinear tensor product

Ly(R, )% = Ly(R, 1)&Ly(R, )

with the space of Hilbert-Schmidt operators on Ly(R, v).

DEFINITION 195. V, = D(NY2QN1/2), equipped with inner-product

(A,B)y = (A,B)y + 16(NYV2ZANY2 NV2ZBNY2),.
By Remark 191, N'2QN'/2 = U*AU. Hence U: Vy — W, is unitary and
R = (I+ 16NQN)2: Ly(R,1)*? — V,

is unitary. Note that RH;, @ H, = (14 16k¢)~'2H, @ Hy.

6.5. Sobolev space V_,. Define a sesquilinear form (-,-)_y on Ly(R, »)®? by

(f> 9)—2 = (Rf, Rg)o-

Let V_; be the completion of Ly(R,2)®? equipped with this inner-product. The family
(Hy ® Hy) is an orthogonal basis in each of the three Hilbert spaces in

Vy C Ly(R,v)®* C V_y.
Define unitary operator U™*: V_, — W_4 by
Wy = U025 V2HY @ HY|

and linear and continuous extension. We have RU™" = UR®*, and Ut U] =96..V_,
is a representation of the topological dual of Vy: For H € V_, we define a continuous
linear form on Vy by <H,v> = (RH,R'v), for v € Vy. For v € Vs,

Ulvl(z) = <U,,v>.

6.6. Overview. The following diagram gives the relations between the spaces and
operators involved in this section:

Vs i Lo(R, V)®2 ‘; V_,

vl |v |v

Wy e L(Cp) «——— W,

P. J{ lPa ng"t

L%<Cuu) —_— Lg((c7ﬂ) E— Lg(C,,u)






APPENDIX A

Miscellaneous results

LEMMA 196. Let P be a projection operator on a Hilbert space H. Let (Py) be a finite
sequence of projection operators on H that commute with P and have pairwise orthogonal
ranges. Let € >0 and h € H. If (\) is a finite sequence of complex numbers and

k

then

IPh = {Ph: [Ax| = /Y| < e+ €/4|n[| + /2[[R] + €)e + 2v/ee'/*.
k

PROOF. Because P is a contraction, ||[Ph — >, MiPpPh| < e. By the triangle in-
equality, ||| >, MePePh|| — [|Ph|| | < e. This implies that || Y>>, \ePePh| < €+ ||h]|. By
the Cauchy-Bunyakovskii-Schwarz inequality, the triangle inequality, and the pairwise
orthogonality of the sequence (P,Ph), this implies that

> L= NP IPePhI? =Y (1= A)(1 = \)(PiPh, P Ph)

k k

= (1= X) (PcPh,Ph =Y APih)
k 14
<> (1= X)PePhI PR =Y \Peh|
k l

< (PPl + 1Y MPiPhl|)e
k k

< 2||A|| + €)e.

By the pairwise orthogonality of the sequence (P, Ph), we have, for every finite set A of
indices,

1Y " PePh =Y NPiPR|> <> [1 = MNP PP < (2]A] + e)e.
A A k

Let A, = {k : |\x| > ¢'/4}. By the pairwise orthogonality of the sequence (P} (Z — P)h),
1D PZ = P)hl> =Y IPT = P)|* <2y NPT — PP

A A k

= P Y NPUT - PR < 14 = dev/e.
k

By the triangle inequality,
[Ph — Z AePyPh|| < ||Ph — Z APePh| + | Z A PLPh||

A, k Ac
<e—+ 61/4HhH.

99
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Hence, by the triangle inequality,
[Ph = " Pihl| < [[Ph =Y MNPePhll + > MPiPh = > Pihl|

A A A Ae

e+l + 11> MPePh =Y PPh| + Y Pu(Z - P

Ae Ae A
< e+ /Y]l + V2RI + e)e + 2v/ee 1.
U

LEMMA 197. Let X be a C*-algebra and let Y be a normed space. Let f: X — Y be a
linear function satisfying || flx]|| < ||z|| for x > 0. Then || flz]|| < 8||z| for every z € X.

PROOF. Let a,b,c,d € X. We have
la+b)? <|a+b]* +|a—b]* = 2(|a]* + |b]?)
and
la+bl” = [[la + 0] [| < 2| |al* + [b* ]

Hence

la+b+c+d|* <2||a+b]*+lc+d?|| <4 |af*+ |b]* + |c* + |d]* ||
Every x € X can be written as z = x; —xs +i(x3 — x4) with zx > 0 and x5 = x324 = 0.
We have

4

1Y 23l = (21 — 22)* + (w3 — 24)*]| = 32"z + 27| < §(|Ja*z]| + |227]])
k=1

= U=l + [12*]1?) = [«
Hence

Pl < DIl < D Nl < Asup [l || = 4 sup 2
k k

<4 all <8 I 23l < 8)all.
k k
0

LEMMA 198. Let (Q,%, 1) be a finite measure space. Let K be a separable closed
linear subspace of Lo(2, %, ). There is a w € X such that

(78) /A @ u(de) =0 YpeK & ulu(d)=0

for A e .

LEMMA 199. Let H be a separable Hilbert space and let (2,%, 1) be a finite measure
space. Let M: % — By (H) be an FPOVM. Let V: H — Ly(Q, X, 1) be an isometric
operator such that

My (A) :/ IV[h](2)|? p(dz) VY heH, AcX.
A
There exists an w € % such that the contraction pl|, of p to w satisfies pl|, < M and
M(8) = [ IVII@P ulolds) YheH, At
A

PRroor. This follows from Lemma 198. [l
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1. Measurable covers and partitions

LEMMA 200. Let (2,3) be a measurable space. Let 1 be a countable set. Let (A,)ner
be a family of sets in X that covers ). There exists a measurable partition wy, k € I of
Q satisfying w, C A, for all n.

If w,il , kel and w,(f), k € J are two measurable partitions of §2, then wi(l) N w](-z),
(1,7) € I x J is also a measurable partition of Q.

2. Hilbert-Schmidt operators

The Hilbert space of Hilbert-Schmidt operators on a Hilbert space H is denoted by
B2(H). The Hilbert-Schmidt norm is denoted and defined by

|All2 = vV Tr(A*A) = /Tr(AA*).
PROPOSITION 201. Let H be a separable Hilbert space. Let A € By(H). Then
lAR]| < [lAl[2[[R]] ¥ b e H.
Let A € By(H) and B € Boo(H). Then
Tr(A*BA) < [|B|l Tr(A*A).

3. Trace-class operators

The Banach space of trace-class operators on a Hilbert space H is denoted by B;(H)
and consists of compositions AB of Hilbert-Schmidt operators A and B. The trace-class
norm is denoted and defined by

|7l = T (VTT).

PROPOSITION 202. Let H be a separable Hilbert space and let T € By (H).
Then || T2 < [T s

PROOF. There are A, B € By(H) such that 7 = AB. We have to prove that
Tr(B*A*AB) < Tr(vVB*A*AB).
In terms of the eigenvalues (\g) of the non-negative compact operator v B*A* AB, this

can be expressed as
TN
k k

By squaring both sides, this is easily seen to be satisfied. 0

4. Convergence and c-additivity of measures
PROPOSITION 203. Let X be a o-field of subsets of a set ) and let p,, n € N be a
sequence of real-valued measures on ¥ such that limits
p(A) = lim 1, (A),  AeX
exists in R. Then p is a measure on X.

ProOOF. This is a part of the Nikodym convergence theorem. (Related results, such
as the Nikodym boundedness theorem, can be found in [42] and [35].) O

LEMMA 204. Let H be a complex separable Hilbert space. Let 3 be a o-field of subsets
of a set Q). Let M : 3 — By (H) be a function. Let D be a dense subset of Hilbert space
H. The following three conditions are equivalent

(a) A (h, M(A)h) is o-additive for all h € D;
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(b) A (h, M(A)h) is o-additive for all h € H;
(¢) A — M(A)h is o-additive for all h € H.

PROOF. (a) implies (b): Trivial.
(a) implies (b): Let h € H. There are h,, € D such that lim,_, h,, = h. Using the triangle
inequality and the Cauchy-Bunyakovskii-Schwarz inequality we see that (h, M(A)h) =
lim,, o0 (Any, M(A)hy,) for every A € ¥. By Proposition 203, A — (h, M(A)h) is o-
additive.
(b) implies (c¢): A — M(A)h is weakly o-additive by (b) and the polarization formula.
The Orlics-Pettis theorem (see e.g. Chapter I of [35]) says that this implies (c). O

5. Monotone convergence theorem and a partial converse

THEOREM 205. Let (Q, %, 1) be a measure space, and let f and fy, fa, -+ be [0, 00]-
valued Y -measurable functions on ) satisfying

(79) fi(z) < fo(x) < -+ for p-almost all x.
Consider the following conditions:

(a) f(x ) = limn_>OO fulz) for p- almost all .

(b) Jo f(2) p(de) =lim, . [, fu(@)p(d).

Condztzon (a) implies (b). If f is p-integrable and f,(x) < f(x) for all n and p-almost
all z, then (b) implies (a).

PROOF. (a) implies (b) Monotone convergence theorem.
(b) implies (a): Let g(z) = sup,, fu(x). Then g(z) < f(x) for p-almost all z, and

[ s@ntae) = lim [ fwntan) = [ gantas)

where the monotone convergence theorem is used for the second equality. Hence fQ flx)—
g(x) p(dx) = 0. Hence f(x) = g(z) for p-almost all x. O

6. Radon-Nikodym theorem

THEOREM 206 ([23]). If (%, %, 1) is a o-finite positive measure space and v is a
complez-valued measure on (,3) such that V < ,u, then there is a unique complez-
valued function f € Ly(Q, %, p) such that v(A) = [, f(x) p(dz) for every A € 3.

This implies in particular that v(X) is a bounded subset of C. For ameasurev: 3 — C
we define the total variation measure |v|: ¥ — [0, 00) by

A) = sup 3 (AL,
k=1

the supremum being taken over all measurable partitions {Ax} of A. This is a positive
measure (see e.g. [93]).

THEOREM 207 ([93], Theorem 6.13). If (2, X, 1) is a o-finite positive measure space
and f € Li(,%, 1), and

then

(A /|f )| u(da).

In particular || f||; = |A\(2).
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7. Strong topological dual of L;(2, %, i)

The following well-known theorem can be found e.g. in appendix B of [23].

THEOREM 208. Let (2,3, 1) be a o-finite measure space. For ¢ € Lo(u), define
Lip: I—l(u) —C by

Lo(f) = / () /() p(dz)

The map ¢ — Ly is an isometric (and linear and topological) isomorphism of Lo (1)
onto the strong topological dual of Li(u) equipped with its dual norm

L sup{|L(f)| : f € ball(L; (1))}






APPENDIX B

A criteria for the density of subspaces

Let X’ be the topological dual of a normed space X. For a subspace V of X let V+ be
the following subspace of X':
Vi={2'eX :2(x)=0Vz eV}
For a subspace W of X' let “W be the following subspace of X:
W ={zeX:2(x) =0V € W}
PROPOSITION 209. Let X' be the topological dual of a normed space X and let V' be
a subspace of X and let W be a subspace of X'. Then
(a) V4 is a weak-star closed linear subspace of X'.
(b) W is a weakly closed linear subspace of X.
(c) The closure of V, the weak closure of V and -(V1) are equal.
(d) (AWt is the weak-star closure of W in X'
Consequently, the following conditions for V' are equivalent
-V is dense in X.
-V is weakly dense in X.
- v+ ={0}.
and the following conditions for W are equivalent
- W is weak-star dense in X'.
- tw = {0}
References: Chapter 4 in [94], Section 6.3 of Chapter IT in [12]
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APPENDIX C

Weak-star topology on dual Banach spaces

The topological dual of a Banach space is called a dual Banach space.
DEFINITION 210. Let X be a normed space. Let Y be a closed linear subspace of X.
The quotient norm on X/Y is defined by
|z + Y| = inf{|jz +y] : y € Y}.
Let X' be the topological dual of X. The dual norm on X is defined by
||| = sup{|2'(x)| : € ball(X)},
where ball(X) is the closed unit ball of X.

In Section I11.4 of [23], it is shown that the quotient norm is a norm, and that X/Y,
equipped with the quotient norm, is a Banach space, if X is a Banach space.

In Section IT1.5 of [23], it is shown that X', equipped with the dual norm, is a Banach
space.

In Section II1.10 of [23], it is shown that, if p: X — X/Y is the natural map, compo-
sition with p provides a linear isometry from (X/Y)" into X’ with range

Yt ={2a"eX Y Cker(2)}.

Thus (X/Y)" and Y+ can be identified.
The following proposition says in particular that a weak-star closed subspace of a
dual Banach space is again a dual Banach space.

PROPOSITION 211. Let X be a normed space with topological dual X'. Let Z be a closed
linear subspace of (X', weak®), and let Y = X/(+Z). Then
(i) Y =7 as sets.
(11) The dual norm on Y' equals the restriction to Z of the dual norm on X'.
(111) The weak-star topology on Y' equals the topology on Z induced by the weak-star
topology on X'.

PROOF. This follows from (+Z)t = Z and Theorem 2.2 of Section V.2 in [23]. [

PROPOSITION 212. Let X be a Banach space with topological dual X'. Then (X', weak")
15 sequentially complete.

PROOF. Let L,,, n € N be a Cauchy sequence in (X', weak*). Because C is complete,
lim,, .o L, (f) exists for every f € X. By the Banach-Steinhaus theorem, there exists an
L € X' such that

L(f)= lim L,(f) VfeX
This means that L, — L in (X', weak™). O
PROPOSITION 213. Let X be a Banach space with dual X'. For a sequence L,, n € N
in X' to converge in (X', weak®), it is necessary and sufficient that

- the sequence (||Ly||) is bounded, and
- the limit lim,,_, L,(f) exists for all f in a dense subset ® of X.
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PROOF. The necessity of the first condition is a direct consequence of the uniform
boundedness principle. The necessity of the second condition is obvious. Let M =

sup{||L,|| : » € N}. For f € X and g € D,
1Ln(f) = Lin ()] = [La(f) = Lu(9)]
(80) + [Ln(9) = Lin(9)] + |Lim(g9) — Lin ()]
< 2M||f = gl + [La(g) = Lm(9)]-

Because ® is a dense subset of X and L, (g) is a Cauchy sequence for every g € ©, (80)
implies that L,(f) is a Cauchy sequence for every f € X. Because C is complete, this
implies that lim,, .., L,(f) exists for every f € X. By Proposition 212, (L,,) converges in
(X', weak™). O

PROPOSITION 214. Let X,Y be Banach spaces with duals X' and Y' respectively. If
Y is separable and p: X' — Y' is a linear isometry and p: (X', weak™) — (Y', weak®) is
continuous, then range(p) is closed in (Y', weak®).

PROOF. Let (L,) be a sequence in X' such that (p(L,,)) converges in (Y, weak®). By
the uniform boundedness principle, the sequence (||p(L,)||) is bounded. Because p is
isometric, the sequence (||L,||) is bounded. For each y € Y, the linear form L — p(L)(y)
on (X', weak*) is continuous. Therefore a linear mapping p': Y — X satisfying L(p/(y)) =
p(L)(y) for all L € X" and y € Y, exists. If L € X' is zero on the subspace range(p’)
of X, then p(L) = 0; hence L = 0. By Proposition 209, range(p’) is a dense subspace of
X. For each y € Y, the sequence (p(L,)(y)) converges. Hence the sequence (L,(p'(y)))
converges; i.e. (L,(x)) converges for x € range(p’). By proposition 213, this implies that
(Ly) converges in (X', weak™). Hence range(p) is sequentially closed in (Y’, weak*). The
proof is completed by the following corollary of the Krein-Smulian theorem: Corollary
12.7 of Chapter V in [23] says: A convex subset of the topological dual of a separable
Banach space is weak-star sequentially closed if and only if it is weak-star closed. 0

LEMMA 215. Let X,Y be Banach spaces with topological duals X' and Y’ respectively.
Let p: X' = Y be linear. The following conditions are equivalent:

(a) p is weak-star continuous.
(b) p=L" for some bounded operator L:Y — X.

PROOF. (a) implies (b): Let y € Y. The linear form 2’ — p(2')(y) on X' is weak-star

continuous. Hence there is an L(y) € X such that p(z’)(y) = 2/(L(y)) for all 2’ € X'

The linearity of y — p(2’)(y) implies the linearity of y — L(y). The weak continuity of

y — p(2')(y) implies the weak continuity of y — L(y). By Theorem VI.1.1 in [23], every

weakly continuous map between two Banach spaces is bounded. Hence L is bounded.

(b) implies (a): If 2, — 2’ € (X', weak*) then z}(L(y)) — 2/(L(y)) for every y € Y. Hence
/

p(z)(y) — p(a')(y) for every y € Y. Le. p(zi) — p(z') with respect to the weak-star
topology of Y'. Hence p is weak-star continuous. ([l

PROPOSITION 216. Let X,Y be Banach spaces with topological duals X' and Y’ re-
spectively. Let p: X' — Y’ be linear and weak-star continuous. Then p is bounded. If,
moreover, p is injective and has weak-star closed range, then p: X' — range(p) has a
bounded and weak-star continuous inverse.

Proor. By Lemma 215, p is the dual of some bounded linear map L: Y — X. From
p(a') =2’ o L for 2’ € X', it follows that p is bounded.

Assume now that p is injective and has weak-star closed range. The injectivity of
p implies that range(L) is dense in X. By Theorem VI.1.10 in [23], range(L) is closed.
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Hence range(L) = X. By Proposition VI.1.8 in [23],
ker(L) = *(range(p))

By the inverse mapping theorem (Theorem II1.15.5 in [23]), L: Y /ker(L) — X has a
bounded linear inverse. By Proposition VI.1.4 in [23], p has a bounded linear inverse,
and p~! = (L71)". By Proposition 211,

range(p) = (Y /ker(L))".

By Lemma 215, p~!: range(p) — X' is weak-star continuous. O






APPENDIX D

Bounded sesquilinear forms on Hilbert spaces

Let H, K be Banach spaces. Let s: H x K — C be a sesquilinear form. The following
three conditions are equivalent:
- There exists an M > 0 such that |s(h, k)| < M||h||||k|| for all h, k.
- s: Hx K — C is continuous.
- s is continuous in (0, 0).
If these conditions are satisfied then s is called bounded and M is called a bound for s.
PRrRoOPOSITION 217. Let H,K be Banach spaces. A sesquilinear form s: H x K — C
is bounded if, and only if, the following conditions are satisfied:
- For each h € H, the linear form s, on K, defined by sp(k) = s(h, k), is bounded;
- For each k € K, the linear form s, on H, defined by s*(h) = s(k, h), is bounded.

PROOF. Assume that s, s* are bounded for each h, k. Equivalently: For each h € H,
the linear form s, on K is continuous, and the set of continuous linear forms {s;, : h €
ball(H)} is simply (i.e. pointwise) bounded. By the uniform boundedness principle, every
simply bounded set of continuous linear forms on a Banach space is bounded uniformly
on every bounded set. Thus, {sj : h € ball(H)} is bounded uniformly on ball(K). There
exists an M > 0 such that |s(h, k)| < M||h||||k|| for all h, k with ||h|| = ||k|| = 1. Hence
|s(h, k)| < M||h||||k]|| for all A, k. O

The Riesz representation theorem can be used to prove the following theorem (see
e.g. [23]):

THEOREM 218. IfH, K are Hilbert spaces and u: HxK — C is a bounded sesquilinear
form with bound M, then there are unique bounded operators A: H — K and B: K — H
such that

s(h,k) = (Ah,k) = (h,Bk) VY heH, keK
and || Al = [IB]| < M.
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APPENDIX E

Hilbertian semi-norms

P. Jordan and J. von Neumann proved in [60] that a norm || - || on a vector space
over C is generated by an inner-product if and only if it satisfies the parallelogram law
=+ yll* + [lz = ylI* = 2]|=[* + 2[ly[|* V=,

Consequently, a semi-norm p on a vector space over C is generated by a semi inner-
product if and only if it satisfies the parallelogram law
pla +y)* +ple —y)* = 2p(x)* + 2p(y)* Y a,y.
We prove that this is still true if p is not assumed (a priori) to satisfy the triangle
inequality; the triangle inequality is implied by the remaining properties,
p(x) >0 and p(Az) = |A|p(z) for all vectors z and scalars A,
satisfied by all semi-norms, together with the parallelogram law.

REMARK 219. A quadratic form on a vector space V' is a function of the form z —
b(z,x), where b is a bilinear form on V. It is known [50] that a function ¢: V" — R
satisfying

g(x +y) +q(x —y) = 29(x) + 2q(y), q(hx) = Nq(z) Yae,yeV,AeC
is not necessarily a quadratic form.

LEMMA 220. Let X be a vector space over R. If £: X — R satisfies {(z+y) = €(x)+L(y)
for all z,y € X, then {(cx) = cl(z) for all x € X and ¢ € Q.

ProOF. The assumptions imply that ¢(0) = 0 and hence {(—z) = —{(z) for all
x € X. Let n € N and = € X. The assumptions imply ¢(nz) = nf(x) and nl(x/n) = {(x).
The lemma is proven by combining these results. U

LEMMA 221. Let X be a vector space over C. If g: X — C satisfies
- q(z) €R for all z € X;
- q(iz) = q(x) for all x € X;
- q(@+y) +qlz —y) =2q(x) + 2q(y) for all z,y € X,
then s: X x X — C, defined by

s(y,2) = Hale +y) — alz —y) +ig(z + iy) — ig(z — iy)},

satisfies

- Q($> = S(ZL’,.%’)

- S(l’,y) = S(y,l')

- 8(33‘,y + Z) = S(‘Q:a y) + S(.I, Z)

- S(l’,cy) = CS(.%',y)
for all x,y,z € X and c € Q 4+ iQ.

PROOF. From ¢(z) € R follows Re s(y, z) = +{q(z+y)—q(z—y)}. By Theorem 0.1 of
(x

[50], Re s is symmetric, biadditive and satisfies ¢(z) = Re s(x, ). From the parallelogram
law follows ¢(0) = 0 and ¢(—y) = ¢(y). From ¢(iz) = ¢(z) and ¢(—z) = ¢(z) follows
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s(x,y) = s(y, x). Hence s(x,x) € R. Hence ¢(x) = s(z, ). The rest follows from Lemma
220 0

LEMMA 222. If a,b > 0 then
2ab = inf{(ca)® + (1b)* : c € Q}.
PROOF. a? +b? — 2ab = (a — b)? > 0. Hence 2ab < a® + ? for all a,b € R. Hence
2ab§ca2+%62 Va,beR, c>0.
First we consider the case ab = 0: If a = 0, then we let ¢ approach oo and if b = 0,

we let ¢ approach 0.
Now assume that ab # 0. We have

2ab = min{(ca)® + (10)* : ¢ > 0};
the minimum is attained at ¢ = y/b/a. This implies the result. U
DEFINITION 223. A semi-norm p on a vector space X over is said to be Hilbertian

if there exists a positive sesquilinear form s on X x X such that p(z) = \/s(x, z) for all
x e X.

THEOREM 224. Let X be a vector space over C. If g: X — C satisfies
(i) q(x) >0 for all x € X;
(ii) q(cx) = |c|? q(z) for all x € X and c € C;
(i) q(x +y) + q(z —y) = 2q(z) + 2q(y) for all z,y € X,
then p: X — [0,00), defined by p(z) = \/q(x), is a Hilbertian semi-norm.
PRrROOF. By squaring the triangle inequality
p(z +y) < px) + ply)
we get the equivalent inequality
q(z +y) < q(z) + q(y) + 2p(2)p(y).
By Lemma 222, this inequality is satisfied if, and only if,
(81) q(z +y) —a(z) —qy) < q(2) + 5 aly)
for all ¢ € Q. By (iii), the left hand side of (81) is
sta(@ +y) —alz —y)}
and by (ii) and (iii) the right hand side of (81) is
q(cx) +q(zy) = 5{a(cr + Ly) +qlex — y)}.
Hence p satisfies the triangle inequality if, and only if,
(82) gz +y) —qlz —y) <qlex +2y) +qlcx = Ly) VaryeX ceQ.
By Lemma 221,
gz +y) —qlz —y) =qlcx + 2y) —q(cx — Ly) VaryeX ceQ.

Together with (i), this shows that (82) is satisfied. Hence p satisfies the triangle inequal-
ity. Hence also

p(z) —py)l <ple—y) VrzyeX
In particular,

p(z + ay) — plz + By)| < |a = Blp(y)
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for x,y € X and «a,( € C. This can be used to prove that s, defined in Lemma 221,
satisfies s(x, cy) = cs(z,y) for all ¢ > 0. It is easily seen that s is a a sesquilinear form
otherwise. O

THEOREM 225. Let X be an inner-product space over C. The inner-product is denoted

by (+,+). If g: X — C satisfies

(i) q(x) >0, for all x € X;

(i1) q(z,) — 0 for every null-sequence (x,) in X;
(iii) q(cx) = |c|? q(x) for all x € X and c € C;

(i) q(z +y) + q(z —y) = 2q(x) + 2q(y) for all z,y € X,
then there is an A € B (H) such that q(z) = (x, Az) for all x € X. If, moreover,
q(x) < M(z,x) for all x € X then || Alloc < M.

PRrROOF. By Theorem 224, there exists a positive sesquilinear form s on X x X such
that ¢(x) = s(x,x) for all z € X. We will show that for each = € X, the linear form s,
on X, defined by s,(y) = s(z,y), is continuous in 0. Let p(x) = \/q(z). Then p satisfied
the triangle inequality. Hence

Ip(z £ yn) —p(@)| < plyn),  |p(x £iy,) — p(z)| < p(Yn)-

From this, together with condition (ii), it follows that ¢(z +v,) — ¢(x) and ¢(z +iy,) —
q(z) for all x and null-sequences (y,) in X. From this, together with

Re s, (y) = i{q(w +y) —q(z —y)},

Im s, (y) = {{q(x + iy) — q(z — i)},

it follows that s,(y,) — 0. Hence s, in continuous in 0 for all x. By Proposition 217, this
implies that s is bounded. Let H be the Hilbert space completion of X and let s¢ be the
unique extension of s to a bounded sesquilinear form on H x H. By Theorem 218, there
exists an A € B(H) such that s¢(x,y) = (z, Ay). Hence ¢(z) = (z, Az) for all z € X.
Assume now that ¢(z) < M(x,x) for all x € X. In e.g. [54], it is shown that a
sesquilinear form is bounded if and only if the associated quadratic form is bounded
and that for symmetric sesquilinear forms the two norms coincide. Hence s and s¢ are
bounded with norm < M. By Theorem 218, there exists an A € B(H) with norm < M
such that s¢(x,y) = (z, Ay). O






APPENDIX F
Bargmann space

Define measure 2 on C by pu(dz) = n~'e P dRe(z)d Im(z). The Bargmann space Hg
is the Hilbert space of entire analytic functions that are square-integrable with respect
to p. This space is introduced in [9]. Tt is a functional Hilbert space; it contains elements
e, such that (e,, ) = ¢(z) for all z € C and ¢ € Hg. Convergence in Hg implies uniform
convergence on compacta.

The family of functions w,(z) = \j—%, n € Ny is an orthonormal basis of Hg. The
linear transformation ¢ — [p], the p-equivalence class of ¢, maps Hp isometrically onto
the closure of span{u, : n € Ny} in Ly(C, ). The equivalence class of e, is given by

le.] = Z mun

It is easily seen that the entire analytic representant is w +— e**. Hence
e.(w) =e™ VzweC.

The integral transform

o0

fro Uahe) = [ Aof@ds

with
Az, q) = 7 exp{—3(z* + ¢*) + V2zq},
establishes a unitary mapping from Ly(R) onto Hgp. If ¢, is the n’th Hermite basis
function then Ug[y,| = u,.
If A and A* are the creation and annihilation operators on Ly(R), then

d
UBAUE = @ and UBA* *B = Z,

where Z denotes the operator of multiplication with the identity function. Hence Z2* = 4

dz
and Z*e,, = wWe,,.
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APPENDIX G
(C*-algebras

A x-subalgebra of B, (H) is a linear subspace A of B, (H) with the following proper-
ties:
- A,B € A implies AB € A,
- A € A implies A* € A.
A unital *-subalgebra is a #-subalgebra that contains the identity operator. A (unital)
C*-subalgebra is a norm-closed (unital) *-subalgebra.

1. Von Neumann algebras

A von Neumann algebra is a SOT-closed unital C*-subalgebra of B, (H). The von
Neumann algebra generated by a subset A C B, (H) is the smallest von Neumann algebra
contained in B, (H) and containing A.

PROPOSITION 226 (Proposition 4.8 of Chapter IX in [23]). A von Neumann algebra
15 the norm closed linear span of its projections.

A C*-subalgebra A of B, (H) is called non-degenerate if for every non-zero f € H there
exists an A € A such that Af # 0. Example: Unital C*-algebras are non-degenerate.

THEOREM 227 (von Neumann’s double commutant theorem). A non-degenerate C*-
subalgebra A of Boo(H) is SOT-closed if and only if A" = A.

Consequences are:
- The SOT-closure of a non-degenerate C*-subalgebra A of B (H) is A”.
- A C*-subalgebra A of B,,(H) is a von Neumann algebra if and only if A” = A.
- The commutant A" of a subset A C B (H) is a von Neumann algebra.
The von Neumann algebra generated by a self-adjoint subset A C B (H) equals A”.

The intersection of the closed unit ball of a Banach space with a subset A is denoted
by ball(A). The following result is a part of Kaplansky’s density theorem.

THEOREM 228. Let A be a non-degenerate C*-subalgebra of Boo(H). The SOT-closure
of ball(A) is ball(A”).
THEOREM 229 (Theorem 45.6 in [25]). A C*-subalgebra of By (H) is weak-star closed

if, and only if, it contains the supremum of every norm-bounded increasing net of self-
adjoint operators contained in the algebra.

2. Commutative von Neumann algebras

ProprosITION 230 ([100], Chapter III, Proposition 1.21). Every commutative von
Neumann algebra of operators on a separable Hilbert space is generated by a single
bounded self-adjoint operator.

3. Maximal commutative von Neumann algebras

A commutative subalgebra is said to be maximal if it is not contained in any other
commutative subalgebra.
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PROPOSITION 231 ([84], Section 7 of Chapter II). Every commutative subalgebra is
contained in a mazximal commutative subalgebra.

PROPOSITION 232 ([112], Proposition 21.2). A C*-subalgebra A of Boo(H) is a max-
imal commutative von Neumann algebra if and only if A = A’.

DEFINITION 233. Let (2, %, 1) be a o-finite measure space. Let A, C By (L2(€2, 1))
be defined by

Ay ={My 9 € Luo(Q )},

where M., is the operator of multiplication with ¢.

PROPOSITION 234 ([25]). Let (2,3, i) be a o-finite measure space. A, is a mazimal
commutative von Neumann algebra:

A=A, =A.

DEFINITION 235. Let H, K be two Hilbert spaces. A subset A; of By, (H) and a subset
A, of B, (K) are called spatially isomorphic if there is a unitary operator U: H — K such
that AQ = UAlU*

THEOREM 236 (Theorem 14.5 in [25]). Let H be a separable Hilbert space. Every
maximal commutative von Neumann algebra contained in By (H) is spatially isomorphic
to an algebra A, for a finite positive reqular Borel measure ji on a compact metric space
K with supp(p) = K.

LEMMA 237. Let A be a closed densely defined operator on Hilbert space H. Then:

(i.) D(A) is a Hilbert space with inner product (g, h)4 = (g, h) + (Ag, Ah).
(ii.) T+A* A has a bounded linear inverse, and A*A is self-adjoint. We have D(A*A) =
{(Z+ A*A)~th: h e H}
(iii.) D(A) = D(JA|) = D((Z + A*A)/2).
(iv.) ker(A) = ker(|A|) = ker(A*A), where |A| = v A*A.

PRrROOF. (i): We will show that D(A) is complete: If (h,) is a Cauchy sequence in
D(A) with respect to (-, -) 4 then ({hn, Ah,}) is a Cauchy sequence in H x H. Because A
is closed, the sequence has a limit (h, . Ah) with h € D(A). This implies that (||h,, — h||4)
converges to 0.

(ii): This is part of Theorem 2 of Section 3 in Chapter VII of [111].

(iii): The first equality follows from A*A = |A|* and Theorem 5.40 in [108]. The
second equality follows from the spectral theorem.

(iv): The first equality is part of Theorem 5.39 in [108]. The second equality follows
from A*A = A O



APPENDIX H

Operator ranges

In [44] a survey of the theory of operator ranges (the ranges of bounded operators
in Hilbert space) is given. We use the following result:

THEOREM 238 ([38]). Let A and B be bounded operators on Hilbert space H. The
following conditions are equivalent:

(a) range(A) C range(B).
(b) A*A < N2B*B for some A > 0.
(c¢) A= BC for some bounded operator C on H.

COROLLARY 239. If P is an operator of orthogonal projection on Hilbert space H and
A is a bounded operator on H such that |A| < AP for some X\ > 0, then range(A) C
range(P), or equivalently, A = PA. If range(P) is one-dimensional and A is self-adjoint,
this implies that A = ¢P for some scalar c.

PRrROOF. We have |A|*> = A*A. From |A| < AP follows |A| < AZ and hence that

A A = VAl AV A] < AWIAZVIA] = A A]| < NP = N*PP.

The rest follows from Theorem 238. O
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APPENDIX I

Measurable Banach space-valued functions

Let (2,3, 1) be a finite measure space and X a Banach space. A function ¥: 2 — X
is p-measurable if there is a sequence of simple functions (¥,,) with

lim |V, (x) —¥(z)|| =0

for p-almost all x. A function ¥: ) — X is weakly p-measurable if, for every continuous
linear form ¢: X — C, the composition ¢ o ¥ is p-measurable. Every p-measurable
function is weakly p-measurable.

PROPOSITION 240 ([35]). Let (€2, %, p) be a measure space and X a separable Banach
space. Fvery weakly p-measurable function U: Q — X is u-measurable.

PROPOSITION 241 ([35]). Let (2, %, i) be a finite measure space, let X be a Banach
space and let W: € — X be a p-measurable function. There exists a sequence of simple
functions V,,: Q — X such that

- U, (x) = W(x) for p-almost all x € €,
- | (2)|| < 2| W ()| for all z and n.

Let (€2,%) be a measurable space and X a Banach space. A function ¥: Q — X
is Y-measurable if U7!(A) € X for every Borel subset A of X. We have the following
relation between these concepts.

PROPOSITION 242. Let (2,3, ) be a finite measure space, let X be a Banach space.
FEvery p-measurable function is equal p-almost everywhere to a Y-measurable function.

PROOF. Let U: Q@ — X be a p-measurable function. There is a sequence (V,,) of
simple functions and a p-null set M € ¥ such that lim, . [|V(z) — ¥, (x)| = 0 for
all x € Q\NM. Each V¥, is Y-measurable. Hence z — V,(z)lg\n(z) is X-measurable.
Let ®(x) = lim, o ¥y (2)log\m(x). The pointwise limit of a sequence of ¥-measurable
functions is ¥-measurable; hence ® is ¥-measurable. We have W(z) = ®(z) for p-almost
all z. O

LEMMA 243. Let H be a separable complex Hilbert space and let (2, 1) be a measure
space. Let ®: Q — B (H) be a function. The following conditions are equivalent

(i) (h,®(-)h) is u-measurable for every h € H.
(1) (-)h: Q — H is weakly p-measurable for every h € H.
(117) ®(-)h: Q@ — H is p-measurable for every h € H.
Function ® is called SOT p-measurable if these conditions are satisfied.

PROPOSITION 244. Let (2, X, u) be a finite measure space, let H be a separable Hilbert
space and let U, ®: Q — By (H) be (SOT) u-measurable functions. The function =Z: Q —
Boo(H), defined by

is (SOT) p-measurable.
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PROOF. Assume first that ® and ¥ are SOT p-measurable. Let (¢,,) be an orthonor-
mal basis of H. Then

(h,

(1]

(2)h) =Y (h, ®(x)pn) (9, ¥(2)h).

n

Hence = is SOT p-measurable.

Assume now that ® and ¥ are p-measurable. Assume first that &, ¥ are simple
functions. Then = is also a simple function and measurable by definition. Now assume
that ®, ¥ are not simple. Let ®,,, ¥, : Q — B, (H), n € N be sequences of integrable
simple functions such that ||®,(z) — ®(z)|| — 0 and ||V, (z) — ¥(z)| — 0 for p-almost
all z. Define a sequence of measurable functions =,,: Q@ — B (H) by

En(x) = @, (2)W, ().
We have
E(x) = En() =(@(x) — Pp(2)) (U (2) —
+((z) = )V (z) + () (¥ (z) — V().
Hence
1E(z) = En(0) || <[[®(x) = Cn(2) [ [[¥(2) — V()]
+|12(2) = Cn () [ [ Wn (@) + [[@n(2) | [ W (2) = Wn ()]
Hence E,(x) — Z(z) for p-almost all x. Hence = is p-measurable. O

LEMMA 245. Let (2,3, i) be a finite measure space, let H be a separable Hilbert space

and let W: Q — By (H) be a SOT p-measurable function with self-adjoint values such
that 0 < W(x) <Z for all x. The function Z: Q — B, (H), defined by

E(x) = v ¥(2),
1s SOT p-measurable.
PROOF. There is a sequence of real polynomials p,, on R such that
0<pi(t) <polt) <--- <pu(t) <VE ViEe[0,1]

and lim,, ., p,(t) = v/t uniformly for ¢ € [0, 1]. For each n, let the SOT y-measurable
function =, : Q — B, (H) be defined by

En () = pn(¥(2)).

Then ||Z(7) — =, (2)| = sup{v/t — p,(t) : 0 <t < 1}, and this approaches 0 as n — oo.
Hence = is SOT p-measurable. 0

For A € By (H) let P4 be the operator of orthogonal projection onto cl(range(A)).

PROPOSITION 246. Let (€2, X, u) be a finite measure space, let H be a separable Hilbert
space and let W: Q — By (H) be a SOT p-measurable function such that 0 < V(x) < T
for all z. The function Z: Q — B,(H), defined by

E(z) = Pu),
1s SOT p-measurable.
PROOF. For each n, let the measurable function Z,,: 2 — B, (H) be defined by
Ealw) = (W(a)V*"

The continuous monotone increasing function /- maps the interval [0, 1] onto itself and
has the following property: Every sequence of points obtained by applying /- repeat-
edly, beginning with a point in (0, 1], is monotone increasing and approaches 1. By the
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monotone convergence theorem, lim,, . (h, =, (x)h) = (h,Z(x)h) for every h € H and all
x. Hence = is SOT p-measurable. 0J

PROPOSITION 247. Let (2, %, ) be a o-finite measure space, let H be a separable
Hilbert space and let W:  — By (H) be a SOT p-measurable function such that 0 <
U(z) <Z for all x. The function ¢: Q — [0, 00|, defined by

(x) = dimrange(V¥(x)),
15 p-measurable.

PROOF. Let Z(x) = Py(s). By Proposition 246, =: @ — B (H) is SOT p-measurable.
We have ¢(x) = Tr(Z(x)). It is easily seen that v is the pointwise limit of a sequence of
p-measurable functions. Hence v is p-measurable. 0






APPENDIX J

Carleman operators

Let H be a Hilbert space. A linear operator R: H — Ly(M, p) is called a Carleman
operator if there exists a function k: M — H such that for all f € D(R),

(83) R[f](x) = (k(x), f)n for p-almost all x € M.

The function k is called the inducing function of R. Every Carleman operator is closable.
Hence D(R) = H implies that R is bounded. Every Hilbert-Schmidt operator from a
Hilbert space H to Ly(M, p) is a bounded Carleman operator. A Carleman operator is a
Hilbert-Schmidt operator if and only if z — ||k(x)||* is u-integrable.

Some results about Carleman operators are presented in [108]. In [52], bounded
integral operators on Ly(R) (of which bounded Carleman operators are special cases) are
investigated.

1. Generating vectors

LEMMA 248 (Lemma I1.4.4 in [104]). Let H be a separable Hilbert space. Let (€2, d)
be a metric space. Let p be a reqular Borel measure on §2 with the following properties:

- Bounded Borel sets have finite p-measure.
- For every function f: Q2 — C which is integrable on bounded Borel sets, there exists
a p-null set N such that
- For allr >0 and all x € Q\M, the closed ball ball(x,r) with radius r and center
x has positive p-measure.
- For all x € Q\M, the limits

1
lim—/ dy). 1 e QN
r10 p(ball(z, 7)) ball(z,r)f(y)'u( v) \

exst.
- The function defined by the limits is p-almost everywhere equal to f.

Let R: H — Ly(Q, u) be a Carleman operator with inducing function k such that x —
|k (x)||? is p-integrable on bounded Borel sets. Let (vy) be an orthonormal basis of H and

let
1

my(z,r) = m/ban(m)m“k](y)#(dy% r>0.

There exists a p-null set N such that for x € Q\N:
(a) For all k, the limit oi(x) = lim, o my(z,7) exists.

(b) ex =, wu(x) v and ex(r) = >, my(z,7) vy, with r > 0, converge in H.
(¢) lim [les(r) — esl| = 0.
THEOREM 249 ([104]). Assume that the conditions of Lemma 248 are satisfied. For

each h € H there is a representant R[h] in R[h| such that for x € Q\N,

(a) RIR)(x) = 3 (0p, h)gp(2).

—

(b) R[h](x) = (ex; h).
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APPENDIX K

Application of Gauss’s theorem

1. On the real line

PROPOSITION 250. Let f be entire analytic function and let d € R. If for all 7 > 0
and y € R, |f(z + iy)| = O(e™") as x — oo, then

/Zﬂx+mmx:/if@mm

if both integrands are integrable.

Proor. We will use the following special case of Gauss’s theorem: For an entire
analytic function g and a,b € R,

/abg(l‘)dx—ir/Odg(b+iy)dy+/bag(:c+id)dx

0
+/ gla+1y)dy = 0.
d

Let ¢ = fo (1y) dy. If
d d
lim fla+iy)dy =0 and blim fb+iy)dy=0

a——00 0

then .

aEmoo f(z da:—/fa:+zd
and

bli)rgo/ f(z d:v—/ flx+1id)d
Hence if

lirin flx+1iy) =0

uniform for y in compact subsets of R then

KZﬂx+MM$:/:f@Mx

Let 7 > 0. Define the entire analytic function f; on C by

fr(2) = f(2) exp(—727).
Then
f+(2)] = |£(2)] exp{—7 Re(2)* + 7Im(2)*}.

Hence o o
/ fT(x+id)dx:/ fr(z)dx Y71 >0.

By the dominated convergence theorem,

/me+%£x—/ fx
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U

An entire analytic function f is completely determined by its restriction to the real
line. By the following consequence of Proposition 252, certain integrals over f(x + iy)
can be expressed as repeated integrals involving f(x).

COROLLARY 251. Let w: R — [0,00) be a Lebesgue measurable function and let f, g
be entire analytic functions satisfying

(a) gf is w(y)dxdy-integrable;
(b) © — g(x +iy)f(x) is integrable for every y € R;
(c) lg(x+iy)f(x)| = 0(6”2) for every y € R and 7 > 0.

Then
//RQ g(z +iy) f(x +iy) w(y)dody = /R(/Rmﬂx) dx) w(y)dy.

2. On the complex plane

PROPOSITION 252. Let ¢ be an entire analytic function of two complex variables and
let a,b € C. If for all 7 > 0 and w € C, |p(z — w, Z 4+ @)| = O(e™*F) as z — oo, then

/(Cgp(z—f—a,é—l—b)dz:/go(z,i)dz

C
if both integrands are integrable.

PrROOF. We will use the following special case of Gauss’s theorem: For an entire
analytic function g and ¢, d € R,

/Zg(x)dw—/ig(m+id)dm

d d
=/ g(—c+iy)dy—/ g(c+iy)dy.
0 0

We will apply this to the entire analytic function f on C2, defined by

(84)

f(z1,22) = p(21 + i29, 21 — 129).
For z,w € C,
¢(z,z) = f(Re(z),Im(2)),
o(z —w,z+w) = f(Re(z) —ilm(w), Im(2) + i Re(w)).

Hence

[ unis [ [ e

/ D:l:l,cz)dxl—i-/ E(cy,x9 +iRe(w)) das.

where
D(z1,¢9) = flxy, zo) dxgy — / f(x1, 2 + i Re(w)) das,
E(cy,2) = f(zy,2)dxy — / flzy —iIm(w), z) dzx;.

—C1
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By (84),

Re(w) Re(w)
D(z1,¢0) = / f(x1, —co +iy2) dys — / f(z1, co + 1y2) dys,
0 0

— Im(w) —Im(w)
E(c1,2) = / f(=c1 +iyy, 2) dyy — / fler + iy, 2) dyy.
0 0

Hence if

lim z—a,zZ+a)dRe(z) =0,
odim [ ) dRe()

lim z—a,zZ+a)dIm(z) =0
wdim [ ) dTm(2)

uniform for a in compact subsets of C, then

/cp(z,,?)dz = /go(z—w,é—i—u_))dz
o C
Let 7 > 0. Define the entire analytic function ¢, on C? by

or (21, 20) = p(21, 20) exp(—T2122).
Then
lor(z —a,z +a)| = |p(z — a,z + a)| exp(—7|z|* + 7]a|?) VaeC.
Let w = b — a. Then

/ng(z,z)dz:/@T(z—w,z+w)dz
C C

By the dominated convergence theorem,

/(C@(Z,z)dz:/Cgo(z—w,erw)dz.

This implies the result.
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3. Gaussian convolution on L,(R™)

Let m € N. Let p,q € [1,00] be related by 14 l =1. We will denote L,(R™) by L,
and L,(R™) by L,. Let s > 0. For z € C and f E Ll(Rm (2=2)*/25) ), let

G.11)() = (2ms) ™2 [ e (o) do

m _ m oy 2 __
For z,w € C™ let z-w =37, zjw; and 2° = 2 - 2.

For g € L, define g* € L, by ¢g*(z) = g(—z). Clearly ||g*|| = |lg||. For f € L, and
g € Lo, the convolution product g * f is the function

gxf@) = [ gle= i) dy
RrRmM
By Holder’s inequality, g x f: R™ — C is a bounded function, and

(85) g * fllos < llgllq I1f1lp-

If p < oo, every f € L, can be approximated in L, by a sequence (f,) of infinitely
differentiable functions with compact support. Together with the triangle inequality,
(85) implies that g x f can be approximated uniformly by the infinitely differentiable
functions g * f,,, n € N. Hence g * f is continuous. Because g * f = f x g, this is also true
if p=o00:
(86) gxfeCG@R™) Vgel, fel,,
where C,(R™) denotes the set of bounded continuous functions on R™.

LEMMA 253. Let z,y € R and g € L1(R™, e_(x_“)Q/(QS)du). Then

Gelg)(a + iy)| < (2sm) ™ 2e0"/29 / lg(e +w)| e/ du.

m

Proor. This follows easily from

| o—(atiy—u)?/(29)
Glalla+iv) = | o) du

(87)

YU
= sm/ZeyQ/@S)/ (Z(jr)m/Q e~ 2g(x + su) du

O

LEMMA 254. Let x € R™ and let f,g € L1(R™, e"“_z‘z/(%)du). Let ¢ be an integrable
function on R™ and let

9 20) = [ ) o

@
Then

[ e Gl w6 + i) “P
) o

e~ (u—2)?/s " o
//2 “(smym/2 ()" 0(2v) g(u—v)f(u+v) e *dvdu.
R2m



3. GAUSSIAN CONVOLUTION ON L,(R™) 133

ProoF. By (87),

Gslgl(x + 1) Gs [ f](z + iy)%

(90) :
5 e—Zy.(U—u) e B ( 2+ 2)/2
= (s/m)™ ————g(z + sv) f(z + su) e " T2 dudu.
R2m (27r)m
Because c¢ is integrable, Fubini’s theorem can be used to get

|« GEET 9161 + ) %

— (s/yr)m/2 //RM o(u— U)Mf(a: + su) oW +v?)/2 gy 1
(s7) m/z//Rzm( ) 2u—2v) 9(x +V20) f(x 4+ V2u) e T dudu,

For (89) we use

U+ V.9

— )+
V2 A

and the following: Let F': R? — R? be defined by

u—v

V2

u? + v = (

)2

u—v u-+ v>
V2 V2T

Let Oy = %. We have [OpFylj ooy = \%(% 71). The Jacobian of transformation F' is 1.

Hence

F(u,v) = (Fi(u,v), Fy(u,v)) = (

/R () Gulol(w + )Gul ] + i) = 1(9{ )gzs} y
o / / 2 ) gl +u+ ) f(z +u—v) e dudu.
0

LEMMA 255. Let f € L, and g € L,. Let ¢ be an integrable function on R™ and let d
be as in (88). Then

exp{—y°/s}

[ ([ @i+ zmignw ) L
= [ et s s e

If ¢ has compact support then

(91)

(92) G(2)G.[f](x) dz = / (1)L v) g* % F(v) =Wy,
R™ R™
where Ge(x) = [om c(y (z + 2iy) GXF{ gl/és} dy.

PRrROOF. By (90) and Hélder’s inequality,

/ ” G.10)( + i) Gal ) + )| TP ?jﬂ)rynzs}

< 171l lglly (s/m)™/2(2m) / / e oy = | gl (sm)
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From Lemma 254 follows

//Rzm ) Gslgl(x + )Gl f](w + iy) I(){ )Zzs}d dy

/ /RM ) g(u = 0) f(u) e/ dudv.

(91) follows from Corollary 251.
From (87) follows

Golg)(x + 2iy)| < 5™/ 2>/ (2m) /2 / e P g(a + su)| du.

m

This, together with (91), (86) and Fubini’s theorem implies (92). O

THEOREM 256. Let f € L, and g € L,. Let ¢ be an infinitely differentiable function
on R™ with compact support such that ¢(0) = 1. Then

(93) / . g(x)f(z) dz = lim Gn(2)Gs[f](x) da,

n—00 [pm

where Gp(x) = [om ¢(y/n) Glg](x + 2iy) exp{=v*/s} gy

(sm)m/2
PROOF. Let 0 be as in (88). By Lemma 255,
G (2)Gs[fl(z) do = / (2)™"0(2v) g* * f(v) e/ ®)dy

= [ "o g s fupye e,

Let C35(R™) be the space of infinitely differentiable functions on R™ with compact sup-
port and let S(R™) be the Schwartz space of infinitely differentiable functions on R™
with derivatives that decay rapidly at infinity. It is well-known that

Coo(R™) € S(R™) C Ly(R™)

and that S(R™) is invariant under Fourier transformation. Hence ¢ € C§5(R™) implies
0 € S(R™). Hence 0 is integrable. By the dominated convergence theorem and the fact
that ¢g* x f € C,(R™), we have

i [ GG b= |

lim (2)"2(Lv) g 5 £(0) dv
R™ R™

This is equal to [,,, 9(v) dv g* * f(0) = ¢(0) g* * f(0) = g* * f(0). O

Rm
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Integral operators with a Gaussian kernel

Let ¢, be the n’th Hermite basis function in Ly(R):

H,
on(x) = ——27(;;)' rV4e=7*/2,

1. Calculations

LEMMA 257. Ifne N, 2 € C, p,r >0 and g € R then
1
[ e (i) dy = (o)
R

where

un(2) = ac(z)

with a = (2m)V4(E) 4 b= ZL and o(z) = exp{(§ — p) 5.
PRrROOF. From
e~ i1 y)dy =
y = (22)"
L

/% /Re_’"y2+qzy(7“/7f)l/4Hn(\/;y) dy = a€q2z2/(41")(qz/\/;)n.

h

follows

LEMMA 258. For z € C, p,r >0 and q € R let

2
(94) (o) = A exp(" Re()? ~ plm(2)).
Then (uy) is an orthonormal family in Ly(C, p(z)dz) and
i 2 ¢’
|un(2)]” = :
— 27mrp(2)
PROOF. Let a and b be as in Lemma 257. Then
b2 pr — 2
p(z) = —5 exp{— - Re(2)’ — pIm()?).
Hence
2 b’ 2
(95) 2)%p(2) = g exp{ b=},
Hence B (b2)F(b2)"
z)"(bz
w(Eul2)plz) = = L
Hence
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We have
Z [un(2)* = a’[e(2)[* exp(|bz]*)

By (95) this is ?/(7p(2)). O
2. The integral operators S,,,

For z,w € C™ let

(a) z-w =", zjw;, and 2° = z - 2,

(b) Re(z) = (Re(z;)) € R™, and Im(z) = (Im(2;)) € R™.
Let p,r > 0 and ¢q € R.
DEFINITION 259. For f € Lo(R™) let

Spq'r[f](z> - (%)m/Q /m 6_%(}722+ry2+2‘13'y)f(y) dy

For z € C™ let
p(z) = IiLip(z),
where p(z;) is defined by (94).
LEMMA 260. Spy: Lo(R™) — Lo(C™, p(2)dz) is a linear isometry and

(96) IS AP < [ F22m) (%)™ exp{

If, conversely, an entire analytic function ¢: C™ — C satisfies

al's Re(2)? + pIm(2)?}.

(97) lo(2)]? < Mexp{—2"— ¢ Re(z)? + pIm(2)?} VzeC

for some M > 0, then ¢ € range(Sy o) where v’ >0 and ¢ € R and
7,,/

p>p and pr'—(¢) <—(pr—q*).
T

PROOF. Everything can be reduced to the case m = 1. (96) follows from Lemma 258
and the following estimate:

o0

Z(Um Spqr[

n=0

| = (Sl (o1)
i o SO 3 b

Assume that ¢ satisfies (97) and let p/(2) b related to p', ¢', 7" by (94). It is easily seen
that ¢ € Ly(C,p') and that range(S, ) consists of the entire analytic functions in
Lo(C, p’). Hence ¢ € range(Sy 4 )- O

2.1. Gaussian convolution. Let s > 0 and

Glf2) = (2ms) ™2 [ eI gy, zecn
Let

pul2) = js_ﬂexp{— m(2)%/s}.
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LEMMA 261. Gs: Lo(R™) — Lo(C™, ps(2)dz) is a linear isometry and
1Gs[1(2)1? < I FIIP(2v/sm) ™™ exp{Im(2)?/(2s)}.
If, conversely, an entire analytic function p: C™ — C satisfies
lp(2)]? < Mexp{Im(2)*/(25)} V=zeC™
for some M > 0, then ¢ € range(Gy) where 0 < s’ < s.
PROOF. Let p=r =1/s and ¢ = —1/s. Then pr —¢®> =0 and G, = S, ;.- O

2.2. Harmonic oscillator. Let 7 > 0 and

N:[f](2) = (2m sinh 7)~™/2 /Rm eXp{ZsinhT

If m = 1, then N, [p,] = exp{—(n + %)T}Sﬁn-
Let

(cosh7(z? + y*) — 2z - y)}f(y) dy

pr(2) = (msinh 7 cosh 7)™ 2 exp{tanh(7) Re(z)? — coth(r) Im(z)?}.
LEMMA 262. N;: Ly(R™) — Lo(C™, p,) is a linear isometry and
INZLF1(2))? < |1 £]12(2m sinh(27))~™/2 exp{ — tanh 7 Re(2)? + coth 7 Im(2)*}.
If, conversely, an entire analytic function p: C™ — C satisfies
lo(2)|* < M exp{—tanh 7 Re(2)? + coth7Im(2)*} VzecC

for some M > 0, then ¢ € range(N,/) where 0 < 7/ < 7.

PROOF. Let p=r = coth7 and ¢ = —1/sinh 7. Thenpr—¢* = land N, = S, ,,. O

REMARK 263. Lemma 262 follows from the results in [105].

2.3. Combination. For t € (—min(s, 1),1) let

tRe(z)?  Im(z)?
exp{ st+1 s+t }

P2 = et (s 1 1)
LEMMA 264. Let s > 0 and z € C™. For every f € Ly(R™), the function t —
GoMNatann() [f1(2) on (0,1) has an analytic continuation to

{t € C: —min(s, 1) < Re(t) < 1},

where + = 400 if s = 0.
Lett € (— mm(s,g),l). Then GuNatanne): La(R™) — Lo(C™, psi(2)dz) is a linear
1sometry and

tR (2)2 Im( z)
exp{— sf—l—l s+t }

9Ny I < I IPVT =P i

If, conversely, an entire analytic function ¢: C — C satisfies
tRe(2)?  Im(z)?
st +1 s+t !

for some M > 0, then ¢ € range(GyNatann(ry) where t' € (—min(s’, 5),1) and

t t
st +1 < st+1

REMARK 265. The function ¢ — ¢/(st+1) on (— min(s, 1), 1) is monotone increasing.
The function ¢ — 1/(s +¢) on (—min(s, ), 1) is monotone decreasing and positive.

|o(2)* < M exp{~

s+t < s+t



138 L. INTEGRAL OPERATORS WITH A GAUSSIAN KERNEL

PROOF. If t > 0 then GNyanh(r) = Spq,r Where

1 st+1 —/1 — 2
g ’[": s = —
P=Siv s+t 1 s+t

Condition —min(s, 1) < Re(t) < 1 implies that Re(s +¢) > 0 and that Re(st +1) > 0
and hence that p,r and ¢ depend analytically on ¢. We have

r—q° = b
Pr=a =5t
The assumptions on s and ¢ imply that p,r, —q > 0. O

COROLLARY 266. Let s > 0. Then
1G] (2)]* < e~ (n+1/2)atanht Mg (z) VYneN,tel0,min(s, %))
t Re(z)2 Im(z)2 }

) exp{——; +=
with M(2) = V1 =2 2’"(7r(st-t&-+1l)(S—i-t))tf/2 '

Consequently, we can define Gs on a Hermite series > - Cpipn with (c,) = O(e¥2nht)
and t € [0, min(s, 1)) by

Gl Z Cnpn)(2) = Z cnGslpnl(2).

neNg neNg
The sum on the right-hand side converses pointwise.
Proor. This follows from Lemma 264 and
Gslpn)(2) = e~ MHV/DAMMNG INT anneon] (2).



APPENDIX M

Gelfand-Shilov space Sig

1. Introduction

The Gelfand-Shilov space Sig (R™) is the space of functions on R™ that have contin-

uations to entire analytic functions ¢ satisfying
lp(2)] < Mexp{—ARe(2)* + Blm(z)*} VzeC"

for certain M, A, B > 0. It was introduced by Gelfand and Shilov in [49]. 511 //22 (R™) can
be identified with a subspace of Ly(R™):

811//22(Rm) ={h e Ly(R™):3t>0Yn € Ny': |(pn, h)] = O(e™)},

where (¢,,) is the Hermite basis of Lo(R™). In [32], S%;(Rm), with m =1, is used as a

test space for a theory of generalized functions. This theory is based on the semigroup
properties of a particular one-parameter family N, 7 > 0 of operators on Ly(R™) which
are called smoothing operators. The operators N, are characterized in terms of their
action on the Hermite basis by

(98) Nygp = e 27, n e N,

This can be generalized to m € N. The test space S = 811//22 (R™) can be expressed in
terms of the ranges of the smoothing operators as
S = JN-(H).
7>0

The space of generalized functions T is formed by the solutions u: (0,00) — La(R™) of
the evolution equation p

u

i Nu,
where —A is the infinitesimal generator of the semigroup (N;) (See [33]). We write
N;[u] = u(7) for 7 > 0. The generalized functions act on S through a sesquilinear form
<-,->: T xS, defined by

(99) <F,h> = (N;[F],N_;[h]),
for 7 > 0 such that h € N, (H). The semi-group properties of N, imply that this does
not depend on the particular value of 7 > 0.

2. The spaces H, and H_.

We use a new notation for the spaces S and T introduced in Section 1: Let H =
Lo(R™), Hi = S and H_ = T. Elements of H_ are considered as linear forms on H.,
through (99). We write H,(R™) and H_(R™) if we want to make the dependence on m
explicit.

It is easily seen that

(100) He = J{H (M, 7): M >0, 7 > 0},

139
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where
Ho (M, 7) = {f € range(N7) : [N f]| < M},
For A, B € R and M > 0 let A(M, A, B) be the set of entire analytic functions ¢ on C™
satisfying
lp(2)|> < M exp{—ARe(2)* + BIm(2)*} VzeC™
It is easily seen that
UrsoA(M, tanh 7, coth7) = Ug gsoA(M, A, B) VM > 0.
From Lemma 262 follows:
VM,7>0 3IM' A, B>0 suchthat A(M' A B)CH.(M,71);
VM,A,B>0 3M',7>0 suchthat H (M 7)CA(M, A B).
This, together with (100), implies that
Hy = J{A(M,A,B): M, A, B > 0}.
We can get a similar representation of H_: Denote the set of linear forms on H, by H7 .
Then
(102) Ho =({H-(M,7): M,7 >0} = {H_(M,A,B) : M,A,B > 0},

(101)

where
H_(M,7) ={L € H} : L is bounded on H{ (M, 1)}
and

H_(M,A,B) ={L € H} : L is bounded on H, (M, A, B)}.

3. The spaces Hgf) and H®

Let s > 0. The Gaussian convolution operator G; is defined on Ly(R™) by (48). Define
Gs on H_(R™) by

(103) Go[ Y cnon) = Y nGalpn], where (c,) = O(e™) V ¢ > 0.
neNg* neNg
By Corollary 266, the sum on the right-hand side converses pointwise. Let
HY = Gu(HL(R™),  HY = g,(H_(R™)).

We write Hf) (R™) and H) (R™) if we want to make the dependence on m explicit.
THEOREM 267.
HY = J{IJ AWM, A,B): A>0, B>0, sB<1} ¥s5>0
M>0
HY =({J AWML A B): A<0, sB>1} Vs>0.
M>0

ProoF. If M > 0 and A > A € R and B < B’" € R, then A(M,A,B) C

A(M,A’, B'). It is easily seen that for s > 0,
t 1
UJanr,—— —)= |J AMAB) VM=o
ht st+1 s+t het
B>0AsB<1
From Lemma 264 it follows that
t 1
104 HE — | |[fA(M, ——
(104) + U{ ( "st+ 17 s+t

): M >0,t>0}.
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It is easily seen that for s > 0,

t 1

U AM,——, ——)= | J A(M,A,B) VM >0.
, st+1 s+t

—min(s,1/5)<t<0 sAB>>01

From Lemma 264 it follows that

t 1
HY = {1 A : —min(s, 1) <t < 0}.
- {M>O( w1 sy LT mins ) }

4. Duality between H® and Hgf)

LEMMA 268. Let F € H_. Then
liﬂr)l G N, [F](z) = G,[F](x) VzeR™

There are e, M > 0, such that
GN.[Fle AIM,A,B) V1el0e), A<0, B>1/s

PrOOF. The first part follows from (103) and (98). The second part follows from
Lemma 264. O

THEOREM 269. Let ¢ € Hf) and Y € H®). We have

<G .G > = / DEe(2) pal2)d-.
C

PROOF. There is an F' € H_ such that G,[F] = ¢. Let f, = N;[F]. Let ¢, = G,[f.].
It is easily seen that

<G, "n.G: > = [ TRl )iz
C
for every 7 > 0, and that
<G, 0.6 > = lim <G M, G N>

There are M, A > 0 and B < 1/s such that ¢ € A(M, A, B). By Lemma 268 and the
dominated convergence theorem, this implies that

i | T2z [ Do) o)

5. Approximation in H_

Let ¢ be a bounded function on R™ which has a compact support, is continuous in
0, and satisfies ¢(0) = 1.

DEFINITION 270. For F' € H_ define C,[F] € H_ by

<Cp|F],h> = / ¢(Im(2)/n)Gs[F)(2)Gs[h](2) ps(z)dz ¥ h € Hy.

m

ProrosiTiON 271. If h € Hy and F € H_ then

<ColF|,h>= | fu(2)Gs[h](z) du,

where fo(z) = [pm ¢(y/n)Gs[F](z + 2iy) ps(iy)dy.
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Proor. This follows from Proposition 250, Theorem 267, and Fubini’s theorem. [

REMARK 272. C,, is a non-negative convolution operator on H. (This is easily seen if
we take F(x) = e"* with y € R in Proposition 271.)
THEOREM 273. Let '€ H_ and h € H,. Then
<F,h> = lim <C,[F], h>.

The convergence is uniform for h in subsets Hy (M, A, B) with M, A, B > 0.
ProoF. By Theorem 269,

<F.h>— /C CIFIZ)G.[h](2) pa(2)d.

By definition,

<Cn[F],h>=/ c(Im(z)/n)Gs[F1(2)Gs[h](2) ps(2)dz.

m

It suffices to prove that for every ¢ € H(_S),

(105) lim [ (1 c(Im(z)/n)[B(2)¢(2)] ps(2)dz = 0

n—oo cm

uniform for ¢ € G;(H (M, 7)), for every M, > 0. From (104) it follows that it suffices
to prove that for every ¢ € H® | limit (105) converges uniformly for ¢ € A(M, A, B), for
every M, A > 0and B < 1/s. Let such ¥, M, A and B be given. By Theorem 267, there
are M', A’ > 0 such that

[10(2)(2)| ps(2) < M'exp{—A'|z]*} VY zeC, pecAM, A, B).

Because the function in the right-hand-side of this estimate is integrable, the dominated

convergence theorem can be used to prove that limit (105) converges uniformly for ¢ €
A(M, A, B). O
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Estimates

1. Estimates for Bessel functions on (0, c0)

We prove in this section that for every n € Ny the n’th Bessel function of the first
kind J,, satisfies

| Ju(z)| < 3273 V>0
First we will prove some preparatory results.

LEMMA 274. Let —o0 < a < b < oo, and let ¢: (a,b) — (c,d) be a monotone
increasing diffeomorphism with a monotone increasing derivative. Assume that p €
(0,00) and n € N are such that d — ¢ = np. Let f: (¢,d) — R be a continuous function
satisfying f(x 4+ p) = —f(x) for all x € (¢,d —p) and f(c+1t) >0 fort € (0,p). Then

/f d:c</ (C+p)f(90(w))d$'

PROOF. Let]—ff x))dx. For k € {0,1,--- ,n— 1} let
“Het(k+1)p)
@:/ (o)) dz.

o~ (c+kp)
Note that the sign of the integrand is constant for each k. By the integral transformation
theorem and the well-know formula for the derivative of the inverse of a function,

ct+(k+1)p 1
I, = -
: /c+kp f(y)so’(so‘l(y)) Y

From
lflc+(k+Dp+t)|=|flc+kp+t)] Vte(0,p),ke{0,---,n—1}

and the fact that 1/¢’(¢ ' (x)) is a monotone decreasing function, it follows that |}, | <
1| for all k. Hence I = Io 4+ S27—1 I, < I. O

LEMMA 275. Let —oo < a < b < o0, and let ¢: (a,b) — (c,d) be a monotone
increasing diffeomorphism with a monotone increasing derivative. Assume that p €
(0,00) and n € N are such that d — c = 2np. Let f: (¢,d) — R be a continuous function
satisfying f(z +p) = —f(x) for all x € (¢,d —p) and 0 < f(c+1t) = —f(c+p—1t) for

t € (0,5). Then
“Het§)
/f w</ " flp(w)) da.

PROOF. Let[-ff z))dz. For k € {0,1,---,2n — 1} let
- (C+(k+1)§)
@:/ Flp () da.

_ P
o™ (etky)
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Note that the sign of the integrand is constant for each k. By the integral transformation
theorem and the well-know formula for the derivative of the inverse of a function,

cHk+1)5 1
I, — / Fly)————dy.
= e TS

From
|f(c+(k‘+1)§+t)|:|f(c+k§—l—(§—t))] VtE(O,g),kE{O,--- ,2n — 1}

and the fact that 1/¢’(¢ ! (x)) is a monotone decreasing function, it follows that |} | <
|1,| for all k. Hence I = I+ S22 I, < I, O

LEMMA 276. Let n € N. Then J,(n) < n~'/3.

REMARK 277. Formula 9.1.61 in [75] provides a sharper estimate. However no proof
and no analogue estimates for the Bessel functions of the second kind are given.

ProoF. The following integral representations for .J,,, the n’th Bessel function of the
first kind is well known:

1 K
Jn(2) = —/0 cos(nf — zsin 6) do.

T
We use this formula to prove that J,(n) < n~'/3. It is known that the first positive zero
J» of J, on [0, 00) satisfies j, > v and that J,(z) is positive for z € (0, j,).
For v > 0 define diffeomorphism ¢, : (0,7) — (0,v7) by
0, (0) = v(0 — sin ).
Then e
Jn(n) = —/ cos(pn(0)) db.
T Jo
From Lemma 275 it follows that

1 ren' (3
To(n) <+ / cos(n(0)) df
0

0

1 nl/SSDnl(E)
= n_1/3—/ cos(n(n™130)) db.
0

7r
We will show that n'/3p; 1(Z) < 7, or equivalently, that 2 < ¢,(n~"/37). We show that
even
(106) o, V) >1 Yu>1.
Note that we have equality for v = 1. We have
d
v’
This is > 0 because

(V137 = 1/_1/37r(§ + %COS(I/_I/BW)) —sin(vY3n).
N sin 0
§+§COSGET VGE[O,TF].
Hence (106). Hence J,(n) < n~'/3. O
LEMMA 278. Let n € N. Then |V, (n)| < (2.2)n"1/3.
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Proo¥r. The following integral representations for Y,,, the n’th Bessel function of the
second kind is known: If Re(z) > 0 then

1 [7 1 [ .
—Y.(2) = ;/ sin(nf — zsin6) df + %/ (€™ + e~ cos(nmr))e =50t g,
0 0

It is known that the first positive zero y, of Y, on [0, 00) satisfies v, > v and that Y, (z)
is negative for = € (0,y,). An argument similar to the one used in the proof of Lemma
276 shows that the first integral in the above representation of —Y;,(n) is < n~'/3. Using

sinht >t+1%/6 Vt>0,
we see that

_ i —nsi _ 3 g3
(6nt +e nt COS(TL’/T))@ zsinht < 2€nt€ nsinht < 2€nte n(t+t°/6) _ %2¢ nt /6.

[ee] 1 o0
/ e dt = —/ e e 3 dy = s T(3),
0 3 Jo

~Y,(n) <n Y+ : / eI0 gt = 713 261/3% F(%)n‘l/?’ < (2.2)n7 13
T Jo T

Because

this implies that

LEMMA 279. Jo(x) < 2272 for z > 0.

PRroOF. The following integral representations for J; is well known:
2 o0
Jo(x) = —/ sin(x cosh t) dt.
T Jo
Hence 5 foo
Jo(z) = x_l/Q—/ sin(z cosh(z~/2t)) dt.
T Jo

Because cosh(y) > 1 + y?/2 we have for ¢t > /27,
xcosh(x’lﬂt) >+ %t2 >7r Va>0.

The function x + x cosh(z~'/2t) is positive and monotone increasing on (0,00). By
Lemma 274,

2 V2or
|Jo(z)| < xl/Q—/ | sin(z cosh(z~/2t))| dt.
T Jo

Hence

2v2

|Jo(z)] < 271222 <2272 Vo >0.
NZS

U
LEMMA 280. |J,(z)| < 3273 for alln € Z and x > 0.

PROOF. Since J_,(z) = (—=1)"J,(z), we can assume without loss of generality that
n > 0. For n = 0, the estimate follows from x'/2|.Jy(z)| < 2.

Let n € N. Let M, (z) = \/Ju(z)? + Y, (2)2. In [107] (page 446) we find that z —
22 M, (x) is monotonic decreasing in (0,00) when n > 1/2. Hence x + z'/3M,, () is
monotonic decreasing in (0, 00). The results above Lemma 280 imply that n'/3M,,(n) < 3.
Combining these results we see that z'/3M,,(x) < 3 for all > n. Hence 2'/3|.J,(z)| < 3
for all x > n.
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For n > 1, J,(x) is non-negative and increasing on 0 < x < n. (Proof: For n > 1,
J/(0) > 0 and j;, > n, where j, is the first positive zero of J. See [107]) Hence
0 < 2Y3J,(x) < n'/3J,(n) when 0 < x < n. Hence x'/3|.J,(x)] < 3 for all # > 0 and
n > 1. O

2. Estimates for the Gamma function

PROPOSITION 281 ([66]). If k>0 and 0 < A <1 or A > 2 then
L'(k+A)
I(k+1)
REMARK 282. This generalization (to non-integer values of k) of Lorch’s improvement
of Gautschi’s inequality was obtained by Laforgia in [66].
PROPOSITION 283 ([51]). If 6,ac + 0 > 0 then
26 + ) < o
LT +2a) — 0+ a2
REMARK 284. This is Gurland’s inequality. It is proved in [51] (and in [91]) by
application of the Rao-Cramer inequality (in estimation theory) to the gamma distribu-
tion. It is proved without an appeal to statistical arguments in [13] by using Gauss’s
formula for F'(a; b; c;a).
We have equality if, and only if, a € {0,1}. An alternative form is
2(%5%) min(z, y)
I'(x)(y) ~ min(z,y) + (z —y)*/4
for z,x+y > 0. Here, the two appearances of min(z,y) can be replaced (simultaneously)

by anything larger; e.g. by z, y or (x 4+ y)/2. Yet another form of Gurland’s inequality
is the first inequality in

< (k+A/2)M1

¢G) _ gelml
FG+m)T(j—m) — j—|m|+m2 = j+m?
for j > 0 and m > —j.

3. Estimates for Laguerre polynomials on (0, c0)

The following integral representations for L", the n’th generalized Laguerre polyno-
mial with parameter m is well known: For n,m € Ny and r > 0,

(107) nlr™2Lm (r) = e’"/ e Yy tmI2 1 (24/yr) dy.
0
DEFINITION 285. For n,m € Ny, let

n!

m/2 m
(n+m)! L ).

b (1) = (=1)"
PRrROPOSITION 286. For n,m € Ny and r > 0,

1 + min(n,n + m)

gmn <3 —-1/6 r
[oman(r)] < 317 1+ min(n,n + m) +m?/4

(2n +m +1)7Y,

In particular
|Lo(r)] < 3r~ V%" (2n +1)7Y% V>0, neN,.
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Proor. By (107) and Lemma 280,

—-1/6 r oo
()] < 3r-/0% e~y tm/2-1/6 g
21534 /nl(n +m)! Jo
3r—1/6er m 5
= r — + —).
213, /nl(n +m)! (nt 2 +6)

By Proposition 281,
'n+%+1 5
nl(n +m)! 6

This, together with Proposition 283 and 2n + m + g > %(Qn + m + 1), implies the
result. O

[ (1)] < 3(27“)_1/66T






APPENDIX O

Cambell-Baker-Hausdorff formulas

1. Introduction
The first Cambell-Baker-Hausdorff formula is
1
(108) e'Be ™t = eAIB =B+ A B+ 5[./4, A, B]]+---.

The second Cambell-Baker-Hausdorff formula is ee? = ¢€ where

C=A+B+ ;A B+ {[A[AB] + B, [B A} + -
The Lee-Trotter product formula is:

(109) eMF = lim (e%Ae%B> .
Formulas (108) and (109) hold for all operators A and B on a finite dimensional Hilbert
space.

References: [65], [62], [95], [81]

Special cases of the Cambell-Baker-Hausdorff formulas are often used even in the
infinite dimensional case without justification or references. In this appendix we proof
(108) under the assumption that A is nilpotent, and we proof the second Cambell-Baker-
Hausdorff formula in case A and B are self-adjoint and commute with [A, B] and satisfy
some technical conditions.

EXAMPLE 287. Using (108) and the Taylor series around 0 of the (hyperbolic) sin
and cos functions respectively, we get: If [C, A] = B and [C, B] = A then

e*“Ae™*¢ = cosh(s)A +sinh(s)B, scR
If [C, A] = B and [C, B] = —A then
e Ae ¢ = cos(s)A +sin(s)B, s €R.

2. el if A is nilpotent

Let V be a vector space and let A and B be linear transformations on V.
PROPOSITION 288. If for every v € V there is an N, € N such that A"v = 0 for
all n > N,, then there is, for every v € V, an N, € N such that [A,-]"(B)v = 0 for all
n > Nv. In that case
e*Be A = A1(B)
where for et is defined on V by

+A (il)n n
e —; o A
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PROOF. [A,]"(B) = iil B,i"), where B,in) is the composition, in some order, of n
times the operator A and one time the operator B. Consequently [A, -]"(B)v = 0 for

n = maX(NBvaNBAv + 17NB.A21) + 27 e 7NB.ANU—1U + N, — 1)

The coefficient of A" *BA* in the expansion of eABe™ is (TE:—IIC))TM All we have to do is

to prove that

n

(110) [A, (B =) (Z) (—1)* A" FBARY.

k=0
Using [A, -|"(B) = [A, [A,-]**(B)] and mathematical induction, this can be reduced to

n—1 n
YA A W TV Al N
k:()( 1)( N >A BAY = (-1) (k_l)A BA*y

k=1
=3 (-1 (Z) AP B AR,
k=0
which follows from (";1) + (Zj) = (Z) O

3. A generalization

PROPOSITION 289. Let H be a Hilbert space and let A be a (possibly unbounded)

operator on H. Let V be a subspace of H consisting of vectors v in the domain of A such
that Av C V, and

o0

1
(111) ZEHA"UH < .

n=0

Let v € V and let B be a linear transformation on V such that

(112) 3 % 3 (Z) A BAR|| < .
n=0 k=0

Then
e*Be v = e (B,

where eXAv = S22 EDY Any for v satisfying (111), and eV (B)o = S°°° LA, ]M(B)v

n=0 n! n=0 n!

for v satisfying (112).
PROOF. By (a vector-valued version of) Fubini’s theorem,

A a1 n n—
e Be U_ZEZ 2 (=) A B AR

n=0 k=0
The result follows from (110). O

REMARK 290. (112) is satisfied if there are M, > 0 such that || A" *BA*v| < M,
for all n, k, and Y 21 M,, < oo. Let, for example H = Ly(C). Let

V = span{(r, ) — e /2" n € Nog,m € Z}.
Define the unbounded operators A and B by A[f](r,0) = Zf(r,0) and B[f](r,0) =
rcos(0)f(r,8). We have

o) 2 a
lApal g < 2070 [ [ o) ravay
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If s € Ng and m € Z and f(r,0) = r*¢"™ then
A" FBARFIL < 2m])" [[(r,0) = rf(r,0)l ¥ n, k.
Consequently, (112) is satisfied for all v € V. Let Cf(r,0) = rsin(f)f(r,0). We have
A, B|f(r,0) = —Cf(r,0) and [A,C|f(r,0) = Bf(r,0). Hence
ooy cos(@)e’a%f(r, 0) = (cos(a)r cos(6) — sin(a)rsin(6)) f(r, )
=rcos(0+ a)f(r,0).

4. If operators A and B are skew-adjoint

PROPOSITION 291 ([108], Theorem 8.35). Let A be a skew-adjoint operator on Hilbert

space H. Then

e = exp{AQT + IQA} = exp{ A} @ exp{A}
on the space of Hilbert-Schmidt operators on H. This means that eM1B = eABe=A for a
Hilbert-Schmidt operator B.

THEOREM 292 (Trotter product formula, Theorem 5 of Section 8 in [85], Theorem
X.51in [92]). Let A, B and A+ B be the infinitesimal generators of strongly continuous
contraction semigroups P, Q' and R' on a Banach space X. Then for all u € X,

t t\"
R'u = lim (PEQE) u

n—oo

uniformly for t in any compact subset of [0,00).

THEOREM 293 (Theorem 7 in [85]). Let A, B be skew-adjoint operators on a Hilbert
space H, and suppose that the restriction of [A, B] to D(AB) ND(BA) ND(A?*) ND(B?)
is essentially skew-adjoint. Then for all u € H,

R
etM’B]u—lim(e nTe VnTelnTe ")u
n—oo

uniformly for t in any compact subset of [0,00).

5. If operators A and B commute with [A, B].

PROPOSITION 294. Let A, B be skew-adjoint operators on a Hilbert space H, and
suppose that the restriction of [A, B] to D(AB) ND(BA) ND(A?) ND(B?) is essentially

skew-adjoint. If e'* and e commute with e *Ae~BetAeB for every t then

(113) " TAB] — o~ tA—tBelALB  \yy ¢ R,
If, moreover, A+ B is essentially skew-adjoint then
(114) eATE — etAetBe_%ﬂm VteR.
PROOF. Let

F(t) _ e_tAe_tBBtAetB.

We have
F(t)2 — eftAF(t)etAF(t) — 672tA67t862tA6tB Y t.
Hence
F(t)4 — F(t)Qe—tBF<t)26tB — G—QtAe—QtBGQtAGQtB — F(Qt) V¢

Hence

(F)Y = F(2"t) vVt
Hence



152 O. CAMBELL-BAKER-HAUSDORFF FORMULAS

By Theorem 293,
By = lim (F(4/ 4%))(471) = F(\/E)

Hence (113). Using mathematical induction and (113), we get
(etAetB)n — etnAetnBe—%th(n—l)m Ve N, teR.

Hence 1

£, 1 1
(enfen®)n = eAeBe " IABl v e N, ¢ e R,

This, together with Theorem 292, implies (114).
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Samenvatting

In de, aan de quantum mechanica gerelateerde, meettheorie worden positieve op-
erator waardige maten gebruikt als wiskundig model voor metingen. De wiskundige
eigenschappen hiervan worden onderzocht waarbij vooral wordt gekeken naar dom-
inantie en het hieraan gerelateerde begrip maximaliteit. De wiskundige methoden
die worden toegepast bij deze onderzoekingen komen uit de hoek van de functionaal
analyse, maattheorie en operator theorie.

Eveneens aan de quantum mechanica gerelateerd zijn de zogenaamde fase-ruimte
representaties. Hieraan ten grondslag ligt de keuze van een lineaire afbeelding van
de vector ruimte die wordt bepaald door de verzameling van dichtheidsoperatoren,
welke model staan voor de quantum mechanische toestanden, naar een vector ruimte
van functies op het zogenaamde fasevlak. Onderzocht worden, in het speciale geval
van een familie van faseruimte representaties interpolerende tussen de Wigner en
Husimi representaties, de wiskundige eigenschappen van de bijbehorende afbeeldin-
gen. Hierbij wordt gebruik gemaakt van methoden uit de functionaal analyse en de
complexe functietheorie van een enkele variabele.
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