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Abstract

This paper is concerned with the discrete time H 00 control problem with measurement feed­
back. It turns out that, as in the continuous time case, the existence of an internally stabilizing
controller which makes the H 00 norm strictly less than 1 is related to the existence of stabilizing
solutions to two algebraic Riccati equations. However in the discrete time case the solutions of
these algebraic Riccati equations have to satisfy extra conditions.
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1 Introduction

In recent years a considerable amoun I. of papers have appeared about the by now well-known H 00 opti­
mal control problem (e.g. [1], [2], [3], [7], [8], [14], [15], [17], [20] ). However, all these papers discuss
the continuous time case. In this paper we will, in contrast with the above papers, we will discuss the
discrete time case.

One way to tackle this problem is to transform the system into a continuous time system, to
derive controllers for the latter system and then transform back to discrete time. In our opinion
however it is more natural to have the formulas directly available in terms of the original parameters.
This leaves the possibility to directly see the effect of certain physical parameters. This possibility
might otherwise be blurred by the transformation to the continuous time.

In the above papers several methods were used to solve the H00 control problem, e.g. the
frequency domain approach, the polynomial aproach and the time domain approach. Recently, a
paper appeared solving the discrete time H oo control problem using frequency domain techniques ( [6]
). Another paper approaches the problem using time-domain techniques and differential games ([19]).
However, the latter paper only discusses the full-information case.

In correspondence with [19], we will use time-domain techniques and differential games. The
present paper has a lot of familiarities with t.he papers [15, 17] which deal with the continuous time
case. It is an extension of a previous paper [l6], which deals with t.he full-information case.

Compared with [17, 19] we have weaker assumptions. Firstly we do not assume t.hat. t.he syst.em
matrix A is invertible. Secondly wp weaken t.he assumptions from [6, 19] on the direct feedthrough
matrices to the assumption that t.wo part.icular transfer matrices are left and right invertible respec­
tively. The only other assumption we have to make is that two subsystems have no invariant zeros on
the unit circle. Our assumptions are exactly the discrete time analogues of the assumptions in [4].

As in the continuous time case, the necessary and sufficient conditions for the existence of suitable
controllers involve positive semi-definite stabilizing solutions of two algebraic Riccati equations. As
in the continuous time case the quadratic term in these algebraic Riccati equations is indefinite.
However, compared to the continuous time case, the solutions of these equations have t.o satisfy
another assumption: matrices depending on these solutions should be positive definite.

The outline of this paper is as follows. In section 2 we will formulate the problem and give our
main results. In section 3 we will derive the existence of a stabilizing solut.ion of the first algebraic
Riccati equation starting from the assumption that there exists an internally stabilizing feedback
which makes the H oo norm less than 1. In section 4, we will show the existence of a stabilizing
solution of the second algebraic Riccati equation and complete the proof t.hat. our conditions are
necessary. This is done by trausforming the original system into a new system with t.he property that
a controller "works" for the new system if and ouly if it "works" for the original system. In section
5 it is shown that our conditions are also sufficient.. Ii turns out that the system transformation of
section 4 repeated in a dual form exact.ly gives the desired results. We will end with some concluding
remarks in section 6.

2 Problem formulation and main results

We consider the following time-invariant system:

{

x(k + 1)

E: y(k)

z(k)

= Ax(k)

C1x(k)

C2x(k)

+
+
+

Bu(k) + Ew(k),

+ D I2 W(k),

D 21 U(k) + D 22W(k),

1

(2.1)



where x(k) E 'Rn is the state, u(k) E 'Rm is the control input, y(k) E 'R1 is the measurement, w(k) E'R1

the unknown disturbance and z(k) E 'RP the output to be controlled. A, B, E, C l , C2 , D 12 , D21 and
D 22 are matrices of appropriate dimension. If we apply a dynamic feedback law u = Fy to ~ then the
closed loop system with zero initial conditions defines a convolution operator ~CI.F from w to y. We
seek a feedback law u = Fy which is internally stabilizing and which minimizes the f 2-induced operator
norm of ~c1.F over all internally stabilizing feedback laws. We will investigate dynamic feedback laws
of the form:

p(k + 1)

u(k) =
Kcp(k) +
MeP(k) +

(2.2)

We will say that the dynamic compensator ~FI given by (2.2), is internally stabilizing if the following
matrix is asymptotically stable:

BMc ),

J(e
(2.3)

i.e. all its eigenvalues lie in the open unit disc. Denote by GF the closed loop transfer matrix. The
f 2 induced operator norm of the convolution operator ~c1.F is equal to the H oo norm of the transfer
matrix GF and is given by:

where the f 2-norm is given by:

and where 11.11 denotes the largest singular value. In this paper we will derive necessary and sufficient
conditions for the existence of a dynamic compensator ~F which is internally stabilizing and which
is such that the closed loop transfer matrix GF satisfies IIGFlloo < 1. By scaling the plant we can
thus, in principle, find the infimum of the closed loop H00 norm over all st.abilizing controllers. This
will involve a search procedure. Furthermore if a stabilizing ~F exists which makes the H oo norm less
than 1, we derive an explicit formula for one particular F sat.isfying these requirements.
In the formulation of our main result we will need the concept of invariant zero: Zo is called an
invariant zero of the system (A, B, C, D) if

(
zoI-A -B) (ZI-A

rankn C D < rankn(z) C -: )
where rankK; denotes the rank as a matrix with entries in the field K. By 1?(z) we denote the field of
real rational functions. The system (A, B, C, D) is called left ( right) invertible if the transfer matrix
C(zI - A)-l B + D is left ( right) invertible as a matrix with entries in the field of real rational
functions. We can now formulate our main result:
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Theorem 2.1: Consider the system (2.1). Assume that (A, B, C 2 , D 21 ) has no invariant zeros
on the unit circle and is left invertible. Moreover, assume that (A, E, CI , D 12 ) has no invariant zeros
on the unit circle and is right invertible. The following statements are equivalent:

(i) There exists a dynamic compensator r;F of the form (2.2) such that the resulting closed loop
transfer matrix GF satisfies IIGFlloo < 1 and the closed loop system is internally stable.

(ii) There exist symmetric matrices P ~ 0 and Y ~ 0 such that

(a) We have

where

v>o, R>o, (2.4)

v ._ B TPB + Di1 D21 ,

R .- I-Di2Dn-ETPE+(ETPB+Di2D21)V-I(BTPE+DiIDn).

This implies that the matrix G(P) is invertible where:

G(P):= [( DT
1
D

21
DT1D

n
) (B

T
) ()] (2.5)

Di2 D21 DJ2 D22 _ I + ET P BE.

( b) P satisfies the discrete algebraic Riccati equation:

P = ATPA +cic2 _ (B
T

PA + DiI C2) T G(p)-l (B
T

PA + DiI C2) . (2.6)
ETPA + Di2C2 E TPA+ DJ2C2

(c) The matrix A c/ •p is asymptotically stable where:

Moreover if, given the matrix P satisfying (a)-(c), we define the following matrices:

H .- E TPA + Di2C2 - [ETPB + DJ2D2t] V-I [BTPA + DJ1C2] ,

A p .- A+ ER-1H,

E p ._ ER-1/2,

C'.P .- C1 + D12 R-1H,

C•.P .- V-1
/

2 (BTPA+DJ1C2) +V- I
/
2 [BTPE+DJ1D22]R-1H,

D p ._ D I2 R- I/2•

D p ._ V1
/

2
,

D p ._ V-I/2(BTPE+DJID22)R-I/2,

then the matrix Y should satisfy:

(d) We have

(2.7)

w>o,
where

S > 0. (2.8)

W:= D ... pD;•. p + C,.pYC~p.

S:= 1- D... pD;•. p - C•.pYC~p (C•.pYC~p + D... pD;•. p) W- l (C,.pYC~p + D'2.pD;•. p).

This implies that the matrix Ifp(Y) is invertible where:
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(
D D T

Hp(Y) := 12,P 12,P
D DT

22.P 12.P

DI2,pD~2,P

Dn,pD~2,P - I
(2.9)

(CI,p)
C2 .,.

(e) Y satisfies the following discrete algebraic Riccati equation:

T

(c Y AT + D E
T

) (c Y AT + D E
T

)Y = A Y AT + E ET _ I,P P 12,P P lfp(y)-l I,P P 12,P P .
P P pp T T T T

C2,pYA p + Dn,pEp C20P Y A p + Dn,pEp

(/) The matrix Ac',p,¥ is asymptotically stable where:

T

(
c YAT+D ET)A := A _ I,P P 12,P '.p Ih,(y)-l

cI,P,Y P T ·T
C2,pYA p + D22.1'1';p

(2.10)

(2.11)

In case there exist P ~ 0 and Y ~ 0 satisfying (ii) then a controller of the form (2.2) satisf1Jing the
requirements in (i) is given by:

-D-;"~p (C2,pYC~P + Dn.pD~2,P) W- 1
,

-(D-;"~pC2.P + NCI.p),

BN + (ApYC;r p + EpD~2 p) W- 1
,, ,

Ac',p - LCI,p,

o

Remark:

(i) Necessary and sufficient conditions for the existence of an internally stablizing feedback com­
pensator which makes the Boo norm less than some a priori given upper bound "I > 0 can be
easily derived from theorem 2.1 by scaling.

(ii) If we compare these conditions with the conditions for the continuous time case (see [2, 15])
we note that conditions (2.4) and (2.8) are added. A simple example showing that simply the
assumption G(P) invertible is not sufficient is given by the system:

x(k+l) = u(k) +

Y(') ~ G) '(') +

'(') (~) '(') + (~) "(')

2w(k)

e) "(')
(2.12)

There doesn't exist a dynamic compensator satisfying the requirements of part (i) of theorem
2.1 but there does exist a positive semidefinite matrix P satisfying (2.6) such that the matrix
(2.7) is asymptotically stable, namely I' = 1. However for this I' we have R = -1. Therefore
matrices like E p are ill-defined and we can not even look for a matrix Y satisfying (2.8)-(2.11).

(iii) Since our starting point of the proof of (i) => (ii) will not be part (i) of theorem 2.1 but condition
3.2, it can be seen that we can not make the Boo norm less by allowing more general, possibly
even non-linear, causal feedbacks.
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The proof of the existence of a stabilizing solution of the Riccati equation will be reminiscent of the
proof given in [17] for the continuous time case. However due to our weaker assumptions and the
conditions (2.4) and (2.8) there are quite a number of extra intricacies. The remainder of the proof is
based on [15].
Another interesting case was discussed in [16]. However the latter reference only gives the general
outline of the proof. In contrast, the present paper will give much more details. [16] discusses the so
called full information case:

Full mforma';oD case, C, = ( ~ ) , D" ~ U)
In this case we have Yl = x and Y2 = w, i.e. we know both the state and the disturbance of the
system at time k of the system. However we can not apply theorem 2.1 to this case since the system
(A,E,Cl ,D12 ) is not right invertible. Nevertheless following the proof for this special case it can
be shown that there exists a feedback satisfying part (i) of theorem 2.1 if and only if there exist a
symmetric matrix P ~ 0 satisfying conditions (a)-(c) of part (ii) of theorem 2.1. Moreover in that
case we can find static output feedbacks u =FiX + F2w with the desired properties. One particular
choice for F = (Fl' F2 ) is given by:

Fl ._ - (Djl D21 + BT PB)-l (BT PA + Djl C2)

F2 -(D~lD21+BTPB)-1(BTPE+DjlD22)

(2.13)

(2.14)

3 Existence of stabilizing solutions of the Riccati equations

In this section we assume that part (i) of theorem 2.1 is satisfied. We will show that the existence
of P satisfying conditions (a)-(c) in (ii) is necessary. Consider system (2.1). For given disturbance W

and control input u let xu,w,e and zu,w,e denote the resulting state and output respectively for initial
state x(O) = e. If e= 0 we will simply write xu,w and zu,w' We first give a definition:

Definition 3.1: An operator f: £2 -+ £2, W -+ few) is called causal if for any Wi, W2 E £2 and
k E IN:

f is called strictly causal if for any Wi, W2 E £2 and k E IN we have

o

A controller of the form (2.2) always defines a causal operator. In case N =0 this operator is st.rictly
causal. We will label the following condition:

Condition 3.2: (A, B) stabilizable and for the system (2.1) there exists causal f : £~ -+ .er and
fj > 0 such that for all W E £~ if u = few) we have xu,w E q and Ilzu,wll~ ::; (1- fj2)lIwll~. 0
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If there exists a dynamic compensator EF such that IIGFlloo < 1 and the closed loop system is
internally stable, then condition 3.2 is satisfied. Hence if the requirements of part (i) of theorem
2.1 are satisfied then condition 3.2 holds. Note that condition 3.2 is equivalent to the requirement
that there exists a causal operator f such that the feedback u = f( x, w) satisfies condition 3.2. This
follows from the fact that, after applying the feedback, there exists a causal operator 9 mapping w
to x and therefore we could have started with the causal operator u = f (g( w), w) in the first place.
Conversely if we have the feedback u = f(w) then we define ft(x, w) := f(w) which then satisfies the
requirements of the reformulated condition 3.2.
We will show that the existence of such causal f and 6 > 0 of condition 3.2 already implies that there
exist a positive semi definite solution of the discrete algebraic Riccati equation (2.6) such that (2.7)
is asymptotically stable and (2.4) is satisfied. We will assume

for the time being and we will derive the more general statement later. In order to prove the existence
of the desired P we will investigate the following sup-inf problem:

C*({) := sup inf {lIzu,w,ell~ -lIwll~ I u E t;' such that Xu,w,e E f2 }
wEl~ u

(3.1)

for arbitrary initial state {. It turns out that if condition 3.2 holds then this "sup-inf" problem
is bounded from above for all initial states. It will turn out that there exists a P ~ 0 such that
C*({) = eP{. It can then be shown that this P exactly satisfies conditions (a)-(c) of theorem 2.1.
We will first infimize, for given w E £2 and { E n-n, the function IIzu,w,ell~ -llwll~ over all u E £2 for
which xu,w,e E £2. After that we will maximize over wE £2
As a tool we will use Pontryagin's maximum principle. This is only defined for the finite horizon case
and only gives necessary conditions for optimality. However in [9] a sufficient condition for optimality
is derived over a finite horizon. We will use the ideas from [9], together with our stability requirement,
xu,w,e E £2, to adapt the proof to the infinite horizon case.
Let L be such that D~lD2l+ BT LB is invertible and such that L is the positive semi-definite solution
of the following discrete algebraic Riccati equation:

(3.2)

for which

(3.3)

is asymptotically stable. The existence of such L is guaranteed under the assumption that (A, B, C2 ,

D2d has no invariant zeros on the unit circle, is left invertible and moreover (A, B) is stabilizable (
see [13] ). We define

where

00

r(k) := - L [XlAT]i-k Xl (LEw(i) + CjD22W(i + 1))
;=k

6
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Note that r is well-defined since AL =XiA asymptotically stable implies that XIAT is asymptotically
stable. Next we define

y(k) .- M- l BT [ATr(k + 1) - LEw(k) - CiDnw(k + 1)]

x(k + 1) .- ALX(k) +By(k) +Ew(k), x(O) ={
TJ(k) .- -XILAx(k) + r(k)

(3.6)

(3.7)
(3.8)

for k = 0,1,2, ... where M := Drl D21 + BTLB. Since XIAT is asymptotically stable, it can be
checked straightforwardly that, given {E n" and w E £~, we have r, X, TJ E £2. Moreover X, r, y and TJ
are, for given { E n" and w E £~, the unique solutions of the following boundary value problem:

x(k + 1)

r(k - 1)

y(k)

TJ(k)

= ALx(k) + By(k) + Ew(k), X(O) ={
= Xl [ATr(k) - LEw(k - 1) - CrD22W(k)] limk.-oo r(k) =0

= M-l BT [ATr(k + 1) - LEw(k) - Ci D22W(k + 1)]

= -XILAx(k) + r(k)

(3.9)

for k = 0,1,2, .... Uniqueness and existence stems from the fact that the two difference equations
are not coupled and the matrix X1AT is asymptotically stable. Therefore, after some calculations, we
find the following lemma:

Lemma 3.3: Let { E nand w E £~ be given. The functions r, x, TJ, y E £2 are the unique solutions
of the following boundary value problem:

(3.10)

x(O) ={
limk.-oo TJ(k) =°

ALX(k) +By(k) +Ew(k),

ATTJ(k) - CiC2X(k) - CiD22W(k)

= M-l BT [TJ(k) + Lx(k + 1) - LEw(k)]

= X1LAx(k) + TJ(k)

x(k + 1)

TJ(k - 1) =
y(k)

r(k)

for k =0,1,2, .... o

In the statement of Pontryagin's Maximum Principle the second equation is the so-called "adjoint
Hamilton-Jacobi equation" and TJ is called the "adjoint state variable". We have constructed a solution
to this equation and we will show that this TJ yields indeed a minimizing u. The proof is adapted from
[9, Theorem 5.5]:

Lemma 3.4: Let the system (2.1) be given. Moreover let wand { be fixed. Then

o

Proof: It can be easily checked that x= xu,w,e. Define

7



T

JT(U) := L IIc2xu,w,e{i) + D2I u(i) + D22 w(i)1I2.
;=0

Let U E £2' be an arbitrary control input such that xu,w,e E f'2. We find

(3.11)

JT(U) - JT-l(U) - 2TJT(T)x(T + 1) + 2TJT(T - l)x(T) =
IIC2x(T)112+ [Drl D21 u(T) - 2BTTJ(TW u(T)

- 2TJT(T)Ew(T) - 2xT(T)CiC2x(T) (3.12)

We also find

JT(U) - JT-l(U) - 2TJT(T)x(T + 1) +2TJT(T - l)x(T) =
-IIC2x(T)1I2+ [DrlD21U(T) - 2BTTJ(T}f u(T) - 2TJT(T)Ew(T) (3.13)

It can be seen that we have limT....oo JT(U) = IIzu,w.eI12. Moreover limT....oo JT(U) = Ilzii,w,eI12. Hence
if we sum (3.12) and (3.13) from zero to infinity (J-l(U) =0 and TJ(-l) defined by (3.10) for k =0
) and subtract from each other we find: (Note that x(O) = x(O) = e)

00

IIzii,w,ell~ -llzu.w,ell~ = L -IIC2 (x(i) - x(i)) 11
2+

;=0
00

+L [Dil D21U(i) - 2BTTJ(iW u(i) - [D~ID21U(i) - 2BTTJ(iW u(i)
;=0

It can easily be checked that BTTJ(i) = D~lD2tii(i) for all i. Therefore we have

(3.14) and (3.15) together imply that:

(3.14)

(3.15)

(3.16)

which is exactly what we had to prove. Since (A, B, C2 , D2d is left invertible it can easily be shown
that the minimizing U is unique. •

We are now going to maximize over w E (2. This will then yield C*(e). Dpfine F(e,w) := (X,U,71)
and 9(e, w) := Zii,w.e = C2x+ D21 u+ Dnw. It is clear from the previous lemma that F and 9 are
bounded linear operators. Define

C(e, w) .- 119(e, w)ll~ -llwll~

Ilwlle .- (-C(O, w))1/2

(3.17)

(3.18)

It can be easily shown that 11.lle defines a norm on £~. Using our condition 3.2 it can be shown
straightforwardly that

(3.19)

8



where 6 is such that condition 3.2 is satisfied. Hence 11.lle and 11.112 are equivalent norms. We have

C·(~) = sup C(~, w)
wEl~

(3.20)

We can derive the following properties of C·:

Lemma 3.5 :

(i) For all ~ E nn we have

(3.21)

where 6 is such that (3.19) is satisfied.

(ii) For all ~ E nn there exists an unique w. E £~ such that C·(~) =C(~, w.). o

Proof: Part (i): It is well known that L, as the stabilizing solution of the discrete time algebraic
Riccati equation (3.2), is the cost of the discrete-time, linear quadratic problem with internal stability
( see [13] ). Hence IIg(~, O)II~ =C(~, 0) =C L~. Therefore we have 0 ~ C L~ ~ C·(~). Moreover

C(~,w) = IIg(~,w)II~-llwll~

< (1Ig(~,0)112 + IIg(0,w)112)2 -lIwll~

< (J~TL~ + V1=62ll wlb) 2 _ Ilwll~
~TL~

< b2

Part (ii) can be proven in the same way as in [17]. First show that 11.lle satisfies:

(3.22)

9

Lemma 3.6: Let ~ E nn be given. w. =1t~ is the unique £2-function w satisfying:

o

(3.23)

where (x, u, 17) =:F(e, w).

Define 1t : nn -> £~, ~ -> w•. Unlike the explicit expression for u we can only derive an implicit
formula for w•. We can however show that w. is the unique solution of a linear equation:

for arbitrary ~ E nn. Then it can be shown that a maximizing sequence of C(~,w) is a Cauchy
sequence with respect to the 11·IIe-norm and hence, since 11.lle and 11.112 are equivalent norms, there
exists a maximizing £2 function w•. It is straightforward to show uniqueness using (3.22). •

Proof: Define (x., u., 17.) = :F(e, w.). Moreover define Wo := -ET.,.,(W.) + D~2D22W. + D~2C2X.
and (xo, uo, 170) := :F(e, wo). We find:



Ilzuo.wo.e(T)112 - Ilwo(T)112 - 2ri;(T)xo(T + 1) + 271.(T - 1)Txo(T) =

Ilzuo,wo,e(T) - Zuo,wo,c(T)112 -llzuo,wo,e(T)W + Ilwo(T)112 (3.24)

Here we used that D~lD21U.(i)= BT71.(i) for all i. We also find:

Ilzu.,w.,e(T)112 -llw.(T)1I2 - 271;(T)x.(T + 1) + 271.(T - l)Tx.(T) =

2wci(T)w.(T) -lIzuo,wo,e(T)112 -llw.(T)112 (3.25)

Summing (3.24) and (3.25) from zero to infinity and subtracting from each other gives us:

(3.26)

Since w. maximizes C(e, w) over all w, this implies Wo = w•. That w. is the unique solution of the
equation w = -ET71(W) can be shown in a similar way. Assume that, apart from W. , also Wl satisfies
(3.23). Let (Xl, Ul, 711) := :F(e, Wl). We find from (3.25):

Ilzuo.w.,e(T)112 - Ilw.(T)W - 271;(T)x. (T + 1) + 271. (T - I)Tx.(T) =
Ilw.(T)112-llzuo,wo,e(T)11 2

We also find:

(3.27)

IIzul,wl,e(T)1I2 - IIwl(T)112 - 271;(T)Xl (T + 1) +271.(1' - l)TXl (T) =
IIzul,w"e(T)1I2 -llwl(T)W + 2w;(T)Wl(T) - 2z;;0,wo,e(T)zUl.Wl.e(T) (3.28)

Summing (3.27) and (3.28) from 0 to 00 and subtracting from each other gives us:

Since w. was maximizing we find Ilw. - wille =0 and hence w. =Wl. q.e.d.

(3.29)

•
We will now show that C·(e) = c pe for some matrix P. In order to do that we first show that u., 71.
and w. are linear functions of X.:

Lemma 3.7 There exist constant matrices K 1, K 2 and K 3 such that

u. Klx., (3.30)

71. = K 2x., (3.31)

w. = K 3 x•. (3.32)

0

Proof: We will first look at time O. By lemma 3.6 it is easily seen that 1t : e..... w. is linear.
Hence also the mapping from eto w.(O) is linear. This implies the existence of a matrix K3 such that
w.(O) = K3e. From (3.10) and lemma 3.4 it is easily seen that 11 o and 71. are linear functions ofeand
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w•. This implies, since w. is a linear function of~, that u.(O) and 71.(0) are linear functions of ~ and
hence there exist K 1 and K 2 such that u.(O) =Kl~ and '1.(0) =K2~'

We will now look at time 1. The sup-inf problem starting at time t with initial value x(t) can now be
solved. Due to time invariance we see that w. restricted to [t, 00) satisfies w. = -ET'1(W.) and hence
for this problem the optimal x and '1 are x. and 71•. But since t is the initial time for this optimization
problem, which is exactly equal to the original optimization problem, we find equations (3.30)-(3.32)
at time t with the same matrices K1, K 2 and K3 as at time O. Since t was arbitrary this completes
fu~ •

Lemma 3.8: There exists a P 2: 0 such that 71.(k) = -Px.(k + 1) k =0,1,2, .... Moreover for
this P we find

(3.33)

o

Proof: We have

71.(k) = AT71.(k + 1) - CiC2x.(k + 1) - CiD22W.(k + 1)

(AT K 2 - C~C2 - Ci D22 K3) x.(k + 1), k =0,1,2, ...

We define P := - (AT K2 - CiC2 - Ci D22K3). We will prove that this P satisfies (3.33). We sum
equation (3.27) from zero to infinity. Since limT.-oo '1.(T) =0 and limT.-oo x.(T) =0 we find

C(~, w.) + 271;( -1)x.(O) =-C(~, w.)

Since C(~,w.) =C·(O and '1.(-1) =-P~ we find (3.33). •
We will now show that this matrix P satisfies condition (a)-(c) of theorem 2.1. We first show part
(a). Since we do not know yet if P is sYlTlmetric we have to be a little bit careful. This essential step
in our derivation is new compared to the method used in [i 7]:

Lemma 3.9: Let P be given by lemma 3.8. The matrices V and R as defined in the statement of
theorem 2.1 part (ii) (a) satisfy:

(V + V T
) > 0

(R+RT
) > 0

o

Proof: By lemma 3.5 and lemma 3.8, we have (P + PT)/2 2: L and therefore (V + VT)/2 2:
D~ID21 + BTLB. The latter matrix is positive definite and hence (V + VT)/2 is positive definite, i.e.
V + VT > O.
We will now look at the following "sup-inf-sup-inf" -problem for arbitrary initial condition:

.J(~) := sup inf sup inf Ilzu,w,eW - IlwW
w(O) u(O) w+ u+

11
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where w+ := Wl[l,oo) and u+ := Ul[l,oo)' Since condition 3.2 holds we know there exists a causal
function 9 which makes the l2-induced operator norm strictly less than 1. In (3.34) we may set
u = g(w) since by causality we know that u(O) only depends on w(O) and u+ depends on the whole
function w. Thus we get:

.1(~) =sup inf sup inf "zu,w.ell~ -llwll~ < sup Ilzg(w),w,ell~ -llwll~
w(O) u(O) w+ u+ w

CL~
< --g2

(3.35)

(3.36)

where 6 as defined by condition 3.2. The last inequality can be proven in the same way as lemma 3.5.
Since, by lemma 3.8, we have:

sup inf Ilzu+,w+,"'(l)ll~-llw+"~ = x(I)TPx(I),
w+ u+

we can reduce (3.34) to the following "sup-inf" problem:

(3.37)

v
ATP E + C

T
D22 )

B T PE + Di1 D22

ET PE + Di2D22 - I
(U~O))

w(O)

Define

then we get

.1(~) = sup inf ( u:O) ) T (: ~
w(O) u(O)

w(O) * 0

* ) ( ~ )o u(O)

-R W(O)

(3.38)

where * denotes a matrix whose exact form is not important for this argument. Since, by (3.36),
the above sup-inf problem is bounded from above, we immediately find that a necessary condition is
R + RT ~ O. Assume R + RT is not invertible. Then there exists a v ::j:. 0 such that vTRv = O. Let
e=0 and let w+(u(O» be the l2-function which attains the optimum in the optimization (3.37) with
initial state x(l) = Bu(O) + Ev. Define the function w by

[w(u(O))](t) := { v
[w+(u(O»] (t)

ift = 0

otherwise
(3.39)

By (3.35) and (3.38) we find that, for this particular choice for w:

inf "zu.w(u(o)),oll~- Ilwll~ > 0
u

12
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Assume 6 and 9 are such that condition 3.2 is satisfied. Fix u by u = g(w). Note that the map
from u to w, defined by (3.39), is strictly causal and 9 is causal. Therefore u is uniquely defined by
u =g(w(u(O)). In order to prove this we note that u(O) only depends on w(u(O)) =v and hence w+
as a function of u(O) is well defined which, in turn, yields u. Denote u and w chosen in this way by
Ul and Wi. Using condition 3.2 we find:

Combined with (3.40) this implies that Wi = O. However Wl(O) = v =f:. O. Therefore we have a
contradiction and hence our assumtion that R + RT is not invertible was incorrect. Together with
R+ RT ~ 0 this yields R+ RT > O. •

Lemma 3.10: Assume (A, B, C2 , D21 ) has no invariant zeros on the unit circle and is left

invertible. Moreover, assume that D~1[C2 D22] = O. If the statement in part (i) of theorem 2.1 is

satisfied then there exists a symmetric matrix P ~ 0 satisfying (a)-(c) of part (ii) of theorem 2.1. 0

Proof: By combining (3.9),lemma 3.4 and lemma 3.6 and rewriting the equations we find that
u., w. and x. are uniquely determined by the following set of equations:

x.(k + 1) = Ax.(k) + Bu.(k) + Ew.(k), x.(O) = e
r.(k - 1) = Xl [ATr.(k) - LEw.(k - 1) - CiD22W.(k)] limk....oo r(k) =0

(3.41 )
u.(k) M-l BT [ATr.(k + 1) - LEw.(k) - CiD22W.(k + 1) - LAx.(k)]

Zw.(k) = ETXl (LAx.(k) - ATr.(k + 1) - C2 D22W.(k + 1))

for k = 0, 1,2, ... where M := Dil D21 + BT LB and Z := 1- Di2D22 - ETXl LE.
We know that -(R + RT)j2 is the Schur complement of (V + VT)j2 in G«P + PT)j2). By lemma
3.9 we now that R + RT > 0 and V + VT > O. Therefore G«P + PT)j2) has m eigenvalues on the
positive real axis and I eigenvalues on the negative real axis. We know G«P + PT)j2) - G(L) ~ 0
since (P + P T )j2 ~ L. An easy consequence of the theorem of Courant-Fischer then tells us that
G(L) has at least I eigenvalues on the negative real axis. Since -Z is the Schur complement of M > 0
in G(L) this implies that Z < O.
By lemma 3.8 we have 71.(k) =-Px.(k+ 1) k =0,1,2, .... Using this after some tedious calculations
we find that:

w.(k) Z-l {ETXl (P - L) x.(k + 1) + (Di2C2 + ETX1LA) x.(k)}

u.(k) M-l BT {(P - L) x.(k + 1) + LAx.(k) + LEw.(k)}

Thus we get

(3.42)

Since, by lemma 3.9, R as defined in theorem 2.1 is invertible, it can be shown that the matrix on the
left is invertible and hence (3.42) uniquely defines x.(k + 1) as a function of x.(k). It turns out that
(3.42) can be rewritten in the form x.(k+ 1) =Ae"px.(k) with Ael,p as defined by (2.7). Since x. E ~
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for every initial state ewe know that AcI,p is asymptotically stable. Next we show that P satisfies the
discrete algebraic Riccati equation (2.6). From the backwards difference equation in (3.10) combined
with lemma 3.8 and the formula given above for w. we find:

(3.43)

By some extensive calculations this equation turns out to be equivalent to the discrete algebraic Riccati
equation (2.6). Next we show that P is symmetric. Note that both P and pT satisfy the discrete
algebraic Riccati equation. Using this we find that:

Since AcI,p is asymptotically stable this implies that P = PT. P can be shown to be positive semi
definite by combining lemma 3.5 and (3.33). It remains to be shown that P satisfies (2.4). Since P is
symmetric we know that V and R are symmetric. (2.4) is then an immediate consequence of lemma
3.9. •

Corollary 3.11: Assume (A, B, C, D I ) has no invariant zeros on the unit circle and is left
invertible. If part (i) of theorem 2.1 is satisfied then there exists a symmetric matrix P ~ 0 satisfying
(a)-(c) of part (ii) of theorem 2.1. 0

Proof: We first apply a preliminary feedback U = FIX +F2w + v such that D~I(C2+ D21 Fd = 0
and D~I(D22+ D21 F2) = O. Denote the new A,C2,D22 and E by A,C2,D2 and E. For this new

system part (i) of theorem 2.1 is satisfied. Hence, since for this new system D~dc2 D2]= 0, we find

conditions in terms of the new parameters. Rewriting in terms of the original parameters gives the
desired conditions (a)-(c) as given in part (ii) of theorem 2.1. •

4 A first system transformation

In order to proceed with the proof of theorem 2.1, (i) => (ii), in this section we will transform our
original system (2.1) into a new system. The problem of finding an internally stabilizing feedback
which makes the H00 norm less than 1 for the original system is equivalent to the problem of finding
an internally stabilizing feedback which makes the H 00 norm less than 1 for the new transformed
system. However, this new system has some very desirable properties which make it is much easier to
work with. In particular, for this new system the disturbance decoupling problem with measurement
feedback is solvable. We will perform the transformation in two steps. First we will perform a
transformation related to the full-information H 00 problem and next a transformation related to the
filtering problem.
We assume that we have a positive semi-definite matrix P satisfying conditions (a)-(c) of theorem 2.1.
By the results of the previous section this matrix exists in case part (i) of theorem 2.1 is satisfied. We
define the following system:

{ 'p(H 1) Apxp(k) + BUp(k) + Epwp(k),

Ep: Yp(k) = C•. pxp(k) + + D."pwp(k), (4.1)

zp(k) = C~,pxp(k) + D",pup(k) + D",pwp(k),

14



where the matrices are as defined in the statement of theorem 2.1. Furthermore, we define the following
system

{
xu(k + 1) Auxu(k) + Buttu(k) + Euw(k),

Eu: yu(k) C1.uxu(k) + + Dl~.Uw(k), (4.2)

zu(k) = C~.uxu(k) + D~l.UUu(k) + D~~.uw(k),

where

Au .- A - By-1 (BTPA + D21 C2 )

Bu .- By-1/2

Eu .- E - By-1 (BTPE + D21 D22 )

C1.U .- _R-1/2H

C~.u .- C2 - D21 y-1 (BT PA + D21 C2)

D12 •u R1/2

D~l.U .- D21 y-1/2

D~~.u D22 - D 21 y-1 (BTP E + D21 D22 )

and Y,R and H are as defined in theorem 2.1. We will show that Eu has a very nice property. In
order to do this, we will first give a definition and some results we will need in the sequel. A system
is called inner if the transfer matrix of the system, denoted by G, satisfies:

15

Lemma 4.2 : Suppose we have the following interconnection of two systems E 1 and E 21 hoth described
by some state space representation:

o

(4.4)

(4.3)

Ax(k) + Bu(k)

Cx(k) + Du(k)

x(k + 1) =
z(k)

~.. {

(a) X=ATXA+CTC

(h) DTC + BTX A = 0

(c) DT D + BTX B = I

We have the following important property of inner systems ( see [10, 15]:

Assume A is stahle. The system E. t is inner if there exists a matrix X satisfying:

Lemma 4.1: Assume we have a system

We will now formulate a generalization of [6, lemma 5] to the case that G(z) may have poles in zero.
The proof is slightly more complicated than the one given in [6] since if G has a pole in zero then
GT(Z-1) is not proper any more. Nevertheless a proof can be given by simply writing out (4.3).



z w...-
L:1

I--

y u

L:2

(4.5)

Assume E1 is internally stable and inner. Denote its transfer matrix from (w, u) to (z, y) by L.
Moreover, assume that if we decompose L compatible with the sizes of w, u, z and y:

(4.6)

we have L"2l E Hoo and limz _ oo L22(Z) =O. Then the following two statements are equivalent:

(i) The closed loop system (4.5) is internally stable and its closed loop transfer matrix has Hoo norm
less than 1.

(ii) The system E2 is internally stable and its transfer matrix has H00 norm less than 1. 0

Lemma 4.3: The system Eu as defined by (4.2) is internally stable and inner. Denote the transfer
matrix of Eu by U. We decompose U compatible with the sizes of w, uu, Zu and yu.:

Then U21 is invertible and its inverse is in Hoo . Moreover limz _ oo U22(Z) =O. o

Proof: It can be easily checked that P as defined by theorem 2.1 (a)-(c) satisfies the conditions
(a)-(c) oflemma 4.1. (a) of lemma 4.1 turns out to be equal to the discrete algebraic Riccati equation
(2.6). (b) and (c) follow by simply writing out the equations in terms of the original system parameters
of system (2.1).
Next we show that Au is asymptotically stable. We know P 2': 0 and

P = A~PAu + (CT CT) ( C"u )
I,U 2,U C

2,U

(4.7)

It can be easily checked that x "# 0, Aux = AX, C"uX = 0 and C2,uX = 0 implies that Ad,px = Ax
where Acl,p is defined by (2.7). Since Acl,p is asymptotically stable we have Re A < O. Hence the
realization (4.2) is detectable. By standard Lyapunov theory the existence of a positive semi definite
solution of (4.7) together with detectability guarantee asymptotic stability of Au.
We can immediately write down a realization for U21

1
:
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+ EuD- 1 w(k),
12,U

D- 1 (k)l~,t1W ,

(Au - EuD~~uC,.u) xu(k)

-D~luC,.uxu(k) +
~u-,: {

2'

Since A c' P =Au - EuD- 1 C, u we know that U2-1
1 is an Hoc function.

, 12.U I

Finally, the claim that lim._oo U22(S) =0 is trivially to check. This completes the proof. •

We will now formulate our key lemma:

Lemma 4.4 : Let P satisfy theorem 2.1 part {ii} {a}-{c}. Moreover, let ~F be an arbitrary linear
time-invariant finite-dimensional compensator in the form {2.2}. Consider the following two systems,
where the system on the left is the interconnection of {2.1} and {2.2} and the system on the right is
the interconnection of {4.1} and {2.2}:

z w-
~

-
y u

~F

y

Zp W

.,..:... ~P
I--

p

~F

p

(4.8)

Then the following statements are equivalent:

(i) The system on the left is internally stable and its transfer matrix from w to z has Hoc norm less
than 1.

(ii) The system on the right is internally stable and its transfer matrix from W p to Zp has Hoc norm
less than 1. 0

Proof: We investigate the following systems:

~Pu

z w- I--
~

y

~F

(4.9)

The system on the left is the same as the system on the left in (4.8) and the system on the right is
described by the system (4.2) interconnected with the system on the right in (4.8). A realization for
the system on the right is given by:
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(

Xu - X'.p) (Ad'P 0
X p (k+l)= * A+BNCl

p * LCl

where A c/ •p is defined by (2.7). The *'s denote matrices which are unimportant for this argument.
The system on the right is internally stable if and only if the system described by the above set of
equations is internally stable. If we also derive the system equations for the system on the left in (4.9)
we immediately see that, since Ad •p is asymptotically stable, the system on the left is internally stable
if and only if the system on the right is internally stable. Moreover, if we take zero initial conditions
and both systems have the same input w then we have z = Zu i.e. the input-output behaviour of
both systems are equivalent. Hence the system on the left has 1Iex> norm less than 1 if and only if the
system on the right has H00 norm less than I.
By lemma 4.3 we may apply lemma 4.2 to the system on the right in (4.9) and hence we find that the
closed loop system is internally stable and has JI00 norm less than 1 if and only if the dashed system
is internally stable and has H oo norm less than 1.
Since the dashed system is exactly the system on the right in (4.8) and the system on the left in (4.9)
is exactly equal to the system on the left in (4.8) we have completed the proof. •

Using the previous lemma, we know that we only have to investigate the system ~p. This new system
has some very nice properties which we will use. First we will look at the Riccati equation for the
system ~p. It can be checked immediately that X =0 satisfies (a)-(c) of theorem 2.1 for the system
~p,

We now dualize ~p, We know that (A, E, Cll D12) is right-invertible and has no invariant zeros on
the unit circle. It can be easily checked that this implies that (A p , E, C,.P' D12 ) is right-invertible and
has no invariant zeros on the unit circle. Hence for the dual of ~p we know that (AT, CT , ET, D~l)

P l,P

is left-invertible and has no invariant zeros on the unit circle. If there exists an internally stabilizing
feedback for the system ~ which makes the H 00 norm less than 1 then the same feedback is internally
stabilizing and makes the Hex> norm less than 1 for the system ~p, If we dualize this feedback and
apply it to the dual of ~p then it is again internally stabilizing and again it makes the Hoo norm
less than 1. We can now apply corollary 3.11 which exactly guarantees the existence of a matrix Y
satisfying conditions (d)-(f) of theorem 2.1. Thus we derived the following lemma which gives the
necessity part of theorem 2.1:

Lemma 4.5 : Let the system (2.1) be given with zero initial state. Assume that (A, B, C2 , D2l ) has
no invariant zeros on the unit circle and is left invertible. Moreover assume that (A, E, Cl , D12) has
no invariant zeros on the unit circle and is right invertible. If part (i) of theorem 2.1 is satisfied then
there exist matrices P and Y satisfying (a)-(f) of part (ii) of theorem 2.1. 0

This completes the proof (i) => (ii). In the next section we will proof the reverse implication. Moreover
in case the desired F exists we will derive an explicit formula for one choice for F which satisfies all
requirements.
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5 The transformation into a disturbance decoupling problem
with measurement feedback

In this section we will assume that there exist matrices P and Y satisfying part (ii) of theorem 2.1 for
the system (2.1). We will transform our original system 'E into another system 'Ep,y, We will show
that a compensator is internally stabilizing and makes the H oo norm less than 1 for the system 'E if
and only if the same compensator is internally stabilizing and makes the Hoo norm less than 1 for our
transformed system 'Ep,y, After that we will show that 'Ep,y has a very special property (see [12]):

There exists an internally stablizing compensator which makes the dosed loop transfer
matrix equal to zero, i.e. W does not have any effect on the output of the system z.
This property of 'Ep,y has a special name: "the Disturbance Decoupling Problem with
Measurement feedback and internal Stability (DDPMS) is solvable".

We first define 'Ep,y, First transform 'E into 'E p. Then we apply the dual transformation on 'E p to
obtain 'Ep,y:

{
'xp,y(k + 1) = Ap,yxp,y(k) + B p,yttp,y(k) + Ep,ywp,y(k),

'Ep,y: Yp,y(k) = C"pxp,y(k) + + D ,2,p,yWp,y(k), (5,1)

zp,y(k) C2,p,yxp,y(k) + D2I ,p,yttp,y(k) + D22 ,P,yWp,y(k),

where

fI .-
Ap,y .-
C2,p,y .-
Bp,y .-
Ep,v .-

D I2 ,P,V .-

D21 ,I',V .-

D22,P,V .-

ApYC;p + EpD~2,P - (ApYC~p + EpD~2,P) W-1
(C"pYC;p + D,2,pD:2,p)

AI' + fIS- 1C2,p

S-1/2C
2,1'

• 1
B + HS- D21 ,p

(A YCT + E DT ) W-1/2 + fIs- ' (c YCT + D DT ) W-1/2
P t.p P 12,P :l,P t,P 22.P 12,P

W 1 / 2

c-I/2D
.:~ . 21,P

S-1/2 (c YCT + D DT ) W- I / 2
:l.p I,P ~n,P l',P

When we first apply lemma 4.4 on the transformation from 'E to 'E p and then the dual of lemma 4.4
on the transformation from 'Ep to 'Ep,y we find:

Lemma 5.1 : Let P satisfy theorem 2.1 part (ii) (a)-(c). Moreover let an arbitrary linear time­
invariant finite-dimensional compensator 'EF be given, described by (2.2). Consider the following two
systems, where the system on the left is the interconnection of (2.1) and (2.2) and the system on the
right is the interconnection of (5.1) and (2.2):

p,yp,y W
.....-

Ep,Y
I--

y

EF

z

tt

z W...- I--
E

Y

E F
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Then the following statements are equivalent:

(i) The system on the left is internally stable and its transfer matrix from w to z has H00 norm less
than 1.

(ii) The system on the right is internally stable and its transfer matrix from Wp,y to Zp,y has
H oo norm less than 1. 0

It remains to be shown that for Ep,y the Almost Disturbance Decoupling Problem with internal
Stability and Measurement feedback is solvable:

Lemma 5.2 : Let EF be given by:

where

p(k + 1)

up,y(k)

=

=
Kp,yp(k)

Mp,yp(k)

+
+

Lp'yYp,y(k),

Np,yYp,y(k),
(5.2)

_D- 1 D D-1
21,P,Y ~2.PJY 12,P,Y

- (D;'~p,yC"p,y + Np,yC"p)

B N + E D- 1
P,Y P,Y p.Y l::i:,P,Y

.- A + B M - E D- 1 CP,Y P,Y P,Y P,Y 12,P,Y 1,P

The interconnection ofEF and Ep,y is internally stable and the closed loop transfer matrix from Wp,y
to Zp,y is zero. 0

Proof: We can write out the formulas for a state space representation of the interconnection of
Ep,y and EF' We then apply the following basis transformation:

After this transformation one immediately sees that the closed loop transfer matrix from Wp,y to Zp,y
is zero. Moreover the system matrix (2.3) after this transformation is given by:

Since Ac/,p,y and Acl,p are asymptotically stable matrices, this implies that indeed EF is internally
d~iliriq. •

This controller is the same as the controller described in the statement of theorem 2.1. We know EF
is internally stabilizing and the resulting closed loop system has H 00 norm less than 1 for the system
Ep,y. Hence, by applying lemma 5.1, we find that EF satisfies part (i) of theorem 2,1. This completes
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the proof of (ii) ~ (i) of theorem 2.1. We have already shown the reverse implication and hence the
proof of theorem 2.1 is completed.

6 Conclusions

In this paper we have solved the discrete time Hoo problem with measurement feedback. It is shown
that the techniques for the continuous time case can be applied to the discrete time case. Unfortu­
nately the formulas are much more complex but it is still possible to give an explicit formula for one
controller satisfying all requirements. It would however be interesting to generalize this work and find
a characterization of all controllers satisfying the requirements. Another interesting open problem is
to derive recursive formulas to calculate the solutions to these algebraic Riccati equations. It would
also be interesting to find two dual Riccati equations and a coupling conditions as in [4]. Nevertheless
the results presented in this paper show that it is very well possible to solve discrete time H 00 problems
directly, instead of transforming them to continuous time. The assumption of left-invertibility is not
very restrictive. It implies that there are several inputs which have the same effect on on the output
and this non-uniqueness can be factored out. ( see for a continuous time treatment [11]) The assump­
tion of right invertibility can be removed by dualizing this reasoning. However at this moment it is
unclear how to remove the assumptions concerninig zeros on the unit-circle. Finally an interesting
extension would be the finite horizon discrete time case. (see for a continuous time treatment [18])
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