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Abstract 

The unidirectional failure properties of some recently developed semi­
conductor large scale integrated non-volatile memories and magnetic 
recording systems have provided the basis for a new direction of study 
in coding theory. 

Modeling these memories and systems as ideal binary asymmetrie chan­
nels, the research reported in this dissertation focuses on the characteri­
zation and bounds as well as constructions of error correcting block codes 
used for these channels. 

Starting from the notion of asymmetrie distance - a metric suitable for 
ideal binary asymmetrie channels, upper and lower bounds on the maxi­
mum cardinality of a block code of length n which corrects up tot asym­
metrie errors are presented. Most of them extend the results whieh were 
known before toa larger area with respect to the length n and the error cor­
recting capability t, and some of them are improvements of those publisbed 
in the existing literature. 

Consiclering the same area of length n and error correcting capability t 
for codes capable of correcting asymmetrie errors, the improved upper and 
lower bounds on maximum cardinalities of block codes capable of correcting 
up to t unidirectional errors are also established. The observation of the 
differences between asymmetrie error-correcting codes and unidirectional 
error-correcting codes gives constructions of the latter codes based on the 
constructionsof the former ones by consiclering some comparable codewords 
if it is necessary. 

The uniqueness of binary block codes of length less than 9 and minimum 
asymmetrie distance 2 is thoroughly investigated. It is shown that up 
to permutation, the codes of maximum cardinalities for even lengtbs are 
unique, and the numbers of the non-isomorphic codes for odd lengtbs are 
simultaneously given. 

Using the asymmetrie distance metric, the notion of the minimum dis­
tanee from a eertaio codeword to all other codewordsis introduced. Upper 
bounds on such distance for maximum size codes are provided. For the 
trivia} case and for codes which are unique up to permutation, all such 
distances are equal to the minimum distance of the code. This also holds 
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for all maximum size codes of length n and minimum distance 2 when n is 
notcongruent to 1 or 3 roodulo 6. For the remaining cases of length n, the 
same condusion is suggested and it is left as a conjecture. 

With the properties of perfect codes for the binary symmetrie channel in 
mind, natural definitions of perfect, weakly perfect and uniformly weakly 
perfect binary block codes for correcting asymmetrie errors are introduced 
and their properties are studied. 

The analysis of the information rate of the weakly perfect codes which 
are nontrivial shows that the only binary block codes of length n and mini­
mum distance greater than 2, which correspond to a partition of the whole 
vector space of dimension n, are the repetition code for the ideal binary 
asymmetrie channel. Further study of such codes leads tothefact that any 
weakly perfect code can always be enlarged to a bigger code. 

Special attention is paid to the uniformly weakly perfect codes for cor­
recting asymmetrie errors. Some properties with respect to the weight dis­
tribution of such codes are discussed. As the results, explicit constructions 
for the uniformly weakly perfect codes which are nontrivial of length less 
than 15 and of minimum asymmetrie distance 2 are presented. A family 
of uniformly weakly perfect codes is generated by exploiting the Hamming 
codes. 
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Chapter 1 

Introduetion 

Coding theory is still a young subject. 

J. H. van Lint {49} 

1.1 Channel models and errors 

A digital communication system can he regarcled as a block diagram which, 
in principle, consists of five parts: source, encoder, noisy channel, decoder 
and sink. The souree information is usually composed of binary or decimal 
digits or alphabetic information in some form. The encoder transforms 
these messages into signals acceptable to the channel. These signals enter 
the channel and are perturbed by noise. The output is received by the 
decoder, which makes a decision concerning which message was sent and 
then delivers this message to the sink. 

Error control coding has shown itself to he a powerful tool in obtaining 
efficient and reliable transmission of messages over a noisy channel (see 
e.g. [35] [42]). Throughout this dissertation we restriet ourselves to binary 
noisy channels. The binary symmetrie channel (BSC) is a practical and 
simple model for random errors that occur in a transmitted word with equal 
probability p of a 1-to-0 error and a 0-to-1 error, as shown in Figure 1.1. 
Also, the noise is random in the sense that it affects each bit independently 
in the transmitted word. 

The 1-to-0 error and the 0-to-1 error are termed as 1-error and 0-error 
respectively, adopted from Kim and Freiman [31]. If the errors in a word 
(or vector) are independent of each other and both I-errors and 0-errors 
are equally probable, then these errors are said to he symmetrie errors. 

A great deal of research has been devoted to finding efficient schemes by 
which digital information can he cocled for reliable transmission through 
a binary noisy channel after the appearance of coding theory, whose birth 
is marked by the fundamental work of Shannon [46] in 1948. Codes for 
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correcting symmetrie errors have extensively been stuclied for use on a 
BSC. We only mention the hook written by MacWilliams and Sloane [36], 
in which a list of more than 1400 references is included. 

In this dissertation, two other channel roodels will often be considered, 
namely the ideal binary asymmetrie ehannel (IBAC) and the ideal binary 
unidirectional ehannel (IBUC). The binary asymmetrie ehannel (BAC) is 
modeled in Figure 1.2, with a probability pof a I-error and a probability f 

of a 0-error, where f # p, 0 :::; f, p:::; 1. 

Transmitted 
symbol 

0 

1 

l-p 

l-p 

Received 
symbol 

0 

1 

Figure 1.1: The binary symmetrie channel (BSC) where 0 :=; p :=; 1/2. 

Transmitted 
symbol 

1-f 

Received 
symbol 

Figure 1.2: The binary asymmetrie channel (BAC) where f # p, 0 :::; f, p :::; 
1. 

For the special case when p is much greater than f, it is possible to 
assume f to be zero. Then we arrive at the model of IBAC, which is often 
called Z-channel too (see Figure 1.3). It is totally error-free for O's and 
noisy for 1 's. The model of IBUC behaves either like the Z-channel or like 
the inverted Z-channel, which is error-free for l's and noisy only for O's. 
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Transmitted 
symbol 

0 

I 

I 

I-p 

Received 
symbol 

0 

I 

Figure 1.3: The ideal binary asymmetrie channel (IBAC or Z-channel) 
where 0 $ p $ 1. 

From the foregoing, in an IBAC either 0-errors or I-errors can occur in 
the received words but not both. These errors are referred to as asymmetrie 
errors. If both 0-errors and I-errors can occur in the received words, but 
in any particular received word, all errors are of one type, then these errors 
are characterized as unidirectional errors. 

In the last two decades, a lot of attention has been paid to the study of 
codes which are capable of correcting asymmetrie or unidirectional errors. 
Such codes apply to, for instance, some data storage systems or optical 
communication [2] [4] [8] - [11] [38] - [4I] [44]. For this, the reader is 
also referred to the references listed in Chapter 7 of [42] and the bibli­
ography of [34]. As an example, we quote a statement from [9] below. 
After analyzing the failures in the cells of semiconductor large scale inte­
grated {LSI) non-volatile memories and metal-nitride-oxide semiconductor 
(MNOS) memories, Constantin et al. come to the following conclusion: 

"The LSI and MNOS memories thus exhibit a unidirectional 
failure property. Although the rest of the memory system · · · · · · 
is not dependent on power shutojfs and is subject to symmetrie 
failures, for the overall memory system, the probability of 1 ~ 0 
crossover failure is significantly greater than the 0 ~ 1 crossover 
failure." 

The asymmetrie or unidirectional failure properties of these memories have 
provided the basis for a new direction of study in coding theory. In the 
symmetrie error model (BSC), both 0-errors and I-errors may occur in a 
received word. In an IBAC, if there are multiple errors, their type is known. 
A more formal definition of error types with an example will he given at 
the end of this section. 
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Let V n denote the n-dimensional vector-space over GF(2) which is the 
field containing only two elements 0 and 1, i.e. 

We use the words vectoror wordto denote the n-tuples from Vn (nis called 
the hlock lengthor word length). The cardinality of a fini te set A is denoted 
hy !Al. For any X= (xt,X2 1 "' 1 Xn) E Vn and Y = (Yt,Y2 1 "' 1 Yn) E Vn, 
put 

N(x,y) = l{ijx; = 1/\ y; = 0,1 SiS n}l, 

the numher of coordinates of x and y with x; = 1 and y; = 0 for 1 SiS n. 
If N(x, y) = 0, i.e., for all i, x; = 1 implies y; = 1, we say that the vector x 
is covered hy the vector y. This can he written as x S y or y ~x. If x i:. y 
and y f:. x, the vector x and the vector y are said to he incomparable. If 
x S y or y S x, then we say that they are comparable. 

Exarnple 1.1 Let n = 8 and 

x (10101011), 
y = (00101011), 
z = (10100000). 

Then N(x,y) = 1 and N(y,x) = 0, which shows that x and y are compa­
rahle and y S x. Similarly, z S x. Also, N(y,z) = 3, N(z,y) = 1. So y 
and z are incomparahle. 

Definition 1.1 Assume that a vector x E V n is transmitted and a vector 
y E V n is received. 

1. We say that x has sufferedt symmetrie or random errors if 

N(x, y) + N(y,x) = t. 

2. We say that x has sufferedt asymmetrie errors if 

(N(x,y) = t) 1\ (N(y, x)= 0). 

3. We say that x has suffered t unidirectional errors if 

(N(x,y) = t 1\ N(y,x) = 0) V (N(x,y) = 0 1\ N(y,x) = t). 
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Example 1.2 Let n = 12 and 

x = (111111000000) 
Yt = (110000100000) 
Y2 = (111100000000) 
Y3 (111111000001). 

a) When sending x over a channel which may cause errors of the sym­
metrie type, it is possible to receive Yt ( t = 5), Y2 ( t 2), Y3 ( t = 1). 

b) When sending x over a channel which may cause errors of the asym­
metrie type, it is possible to receive y2 (t = 2) but impossible to receive y 1 

or Y3· 
c) When sending x over a channel which may eau se errors of the unidirec­

tional type, it is possible to receive y 2 (t = 2) or y3 (t = 1) but impossible 
to receive y 1 . 

1.2 Binary block codes 

Codes are designed to detect and/or correct errors in the channels. A code 
is called a block code if the cocled information can he divided into blocks of 
length n (2::: 1). In the binary case, these blocks are the veetors of the vector 
space V n, defined inSection 1.1, over the fini te field with only two elements 
0 and 1, on which the addition and the multiplication are defined by a+ b 
(mod 2) and ab where a, b E {0, 1 }. Fora vector x= (xt, x2, · · ·, Xn) in V n, 
X i is called the ith coordinate of x. The Hamming weight of x ( also called 
the weight of x), denoted by w(x), is the number of nonzero coordinates of 
x. 

One of the most important parameters of a code is its distance. Ac­
cording to what we have mentioned previously, three different distances 
between two veetors of V n are introduced in this dissertation. 

Definition 1.2 Let a E Vn and b E Vn. Define 

and 

dh(a, b) = N(a, b) + N(b, a), 

da(a, b) max{N(a, b), N(b,a)}, 

d ( b) { 
dh(a, b), 

" a, = 2da (a, b), 
if a and b are comparable 
otherwise. 

dh(a, b) is the well known Hamming distance between a and b which 
indicates the number of different coordinates in the two vectors. The Ham­
ming distance is utilized for the study of BSC. It is replaced, in the present 
dissertation, by the asymmtric distance da (a, b) or by the unidirectional 
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distance du(a, b) which were introduced by Rao and Chawla [41], Ander­
son [1J as wellas Bose and Rao [4J respectively. An embryonic form of the 
asymmetrie distance and the statement of the error-correcting capability 
of codes with this distance function can he found in earlier literature, for 
instanee in [52]. 

It is clear that, for all a, b E V n: 

dh(a, b) S du(a, b) S 2da(a, b) 

and 
2da(a, b) dh(a, h)+ I w(a) w(b) I . (1.1) 

Both the Hamming distance and the asymmetrie di stance are two legitimate 
distance functions, or metrics, on V n· Hence, the name of the asymmetrie 
distance may he confusing since of course the metric is symmetrie. In fact, 
the word "asymmetrie" only refers to Z-channels. However, the unidirec­
tional distance is not a metric on V n· This is because it does not satisfy 
the triangle inequality, as can heseen by taking the veetors in Example 1.1: 

du(y,z) = 2 X 3 6 > du(y,x) + du(x,z) = 1 + 3 = 4. 

A binary symmetrie error-correcting block code of length n and minimum 
Hamming distance d, indicated by Ch(n, d), is a nonempty proper subset 
of the vector space V n in which any two distin ct veetors are at Hamming 
distance at least d apart and this distance is realized at least once. Similar 
definitions and notations apply toasymmetrie cases (and Ca(n,d)) or uni­
directional cases (and Cu(n,d)) insteadof symmetrie cases (and Ch(n,d)). 
The veetors in a block code are called codewords. The minimum distance 
(often simply called distance) of a code is defined as the minimum of the 
distances between all pairs of codewords. Hence fora C1(n,d) code C, we 
define 

d min{d,(a, b)la, b E C 1\ a =f b} 

where f can he taken as h, u and a. If C can correct up to t (t ~ 1) 
symmetrie errors, we sometimes say that C is a t-SyEC code. Similar 
notations can also he applied in asymmetrie cases or unidirectional cases. 
Hence we have the so-called t-AsEC or t-UEC codes. In accordance with 
our notation, we restate the following well known results which give the 
necessary and suflicient conditions for the error-correcting capability of a 
block code in terms of the above three distance functions ( see e.g. [36], [31] 
and [4]). 

Theorem 1.1 Let C be a code of length n and distance dl (! = h, a, u). 
Th en 

1) C is a t-SyEC code iJ and only if (iff) dh ~ 2t + 1. 
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2} C is a t-AsEC code iff da ~ t + 1. 

3} C is a t-UEC code iff du ~ 2t + 1. 

To avoid unnecessary complications in the discussions, we will make 
two conventions on the codes: the minimum asymmetrie distance is always 
assumed to he greater than or equ:-1 to 2 (a code is called trivia! if its car­
dinality is less than or equal to 2) and none of the coordinates is identically 
zero or identically one. It is easy to show that a Ca ( n, d) code, if n < 2d, 
contains at most two codewords; therefore, it is a trivia! code. 

Let A; denote .the number of codewords of weight i in a code C of 
length n, i.e., A;= l{c E C I w(c) = i}l for i= 0, 1, · · ·, n. The numbers 
Ao, A1, · · · , An are termed as the weight dis tribution of C. The weight of 
C, indicated by w( C), is defined as the sum of the weights of all codewords 
of C. The rate of C, defined by (log2 ICI)/n, is a measure for the efficiency 
of C. 

In genera!, codes should he designed not only with a high rate ('ef­
ficiency') but also with a large distance ('reliability', see Theorern 1.1). 
Regrettahly, these are conflicting goals. Very often what we are concerned 
with in this respect is the following function: 

A,(n, d) : the maximum number of codewordsof a C,(n, d) code 

where f stands for h, a or u. The bounds on Ah( n, d) have heen established 
extensively ( see e.g. [36] [5]). In this dissertation, we will discuss the lower 
and up per bounds on Aa ( n, d) and Au ( n, d). We often u se the same notation 
d for both Ca(n,d) codes and Cu(n,d) codes. Usually, this will notlead 
to confusion. Wh en the best ( smallest) known upper bound meets the 
best (largest) known lower bound, the exact value of Aa(n,d) or Au(n,d) 
has been determined. If a C1( n, d) code C contains A1( n, d) codewords 
(! = h, a, u), the code C is called optimalor we say that C is of maximum 
size ( or cardinality). 

Evidently, any t-SyEC code is also a t-UEC code, and any t-UEC code 
is also a t-AsEC code. This yields 

Ah(n, 2t + 1) ~ Au(n, 2t + 1) ~ Aa(n, t + 1) (1.2) 

for n > t ~ 1. Further, it was proved that Ah( n, 3) = Au(n, 3) for n ~ 1 
(see e.g. [57]), namely, a single symmetrie error must he unidirectional. 

A code in which all the codewords are of the same weight w is called a 
constant weight code of weight w. A( n, d, w ), which represents the max­
imum number of binary n-tuples of weight w with minimum Hamming 
distance ~ d, is a well known function for constant weight codes. The 
bounds on A(n, d, w) are well documented in [5]. A linear code of length n 
is a linear subspace of V n· A k-dimensionallinear code of length n with 
minimum Hamming distance dis called a [n, k, d] code. 
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Two codes are called equivalent if they differ only in the order of the 
coordinates. Thus, equivalent codes have the same parameters, namely 
the same length, the same number of codewords and the same minimum 
distance. 

Finally, some notations are introduced here for further use. To save 
space, veetors are sometimes expressed in hexadecimal representation 
(right justified), that is, we put 0=0000, 1=0001, · · ·, 9=1001, A=1010, 
· · ·, F=llll, and usually erase leading zeros. For example, 001010=0A, 
10011110=9E, etc .. Bars indicate complements of binary veetors or ma­
trices. The all-one vector and the all-zero vector respectively are abbrevi­
ated to 1 and 0. a 1 denotes the all-a vector of length 1 (a = 0, 1). The 
Greek letter T indicates the transpose of matrices and vectors. For a vector 
a = ( a 1 , • • ·, an) E V 0 , ei re( a) is used to represent the successive cyclic 
shifts of the vector a, namely a square matrix of size n by n with top row 
a. The support of a is the set of indices i with a; f= 0, and is denoted by 
supp( a). Sometimes veetors will he identified by their supports. 

1.3 Motivation of performed research, a 
brief survey of prior work 

The theory of codes for correcting asymmetrie or unidirectional errors has 
been developed less fully than that of codes for correcting symmetrie errors; 
either this is because of the difficulty raised in nonsymmetrie channels or 
because it is a new developing field in coding theory. But, on the other 
hand, many of the concepts developed for BSC can now he carried over, 
with slight modifications, to the new model IBAC. The asymmetrie dis­
tanee plays an essential role for codes employed in IBAC. lts relationship 
with Hamming distance is shown in (1.1). Hence for any a and b in V 0 , 

da(a, b) ~ l(dh(a, b) + 1)/2J. Here, lrJ denotes the largest integer not ex­
ceeding the real number r. We also use frl to denote the smallest integer 
not less than the real number r. According to Theorem 1.1, it is easy to 
see then, that for equivalent error-correcting capability, the Hamming dis­
tanee imposed on a code for BSC is more restrictive than the asymmetrie 
distance imposed on a code for IBAC. 

For instance, a binary code having asymmetrie distance 2, is capable of 
correcting any single 1-error. Since dh(a, b) ~ 3 implies da(a, b) ~ 2, any 
1-SyEC code is of course a 1-AsEC code. However, it would he inefficient 
to use single error-correcting codes designed for BSC as codes for IBAC. 
One should hope, for any given n, to come up with a 1-AsEC code of length 
n having more codewords, i.e., a higher information rate, than the single 
error-correcting Hamming code of length n. And indeed, Kim and Freiman 
[31] have succeeded in giving a constructive proof of this contention for 
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most length n codes. The superiority of the codes of [31] lies in the fact 
that they are of larger size (and hence can represent a greater number of 
different messages) than the op ti mal symmetrie codes of equivalent length 
which meet the sameminimum reliability requirement in IBAC. 

Even higher information rates were achieved by Varshamov [55] [53], and 
generalizations to multiple error-correcting codes for IBAC were also given 
by Varshamov [54] and MeElieee [37] in which they encounter problems 
that are presently unsolved in number theory. 

Constantin and Rao [9] introduced a class of codes suitable for asym­
metrie channels, which are referred to as group-theoretic codes. As their 
name shows, the development of such codes relies mainly on the theory of 
Abelian groups, and their structure is evidently inherited from the structure 
of the Abelian group that generated them. These codes are of minimum 
asymmetrie distance 2 and have been shown to be superior in their infor­
mation rates over the previously known 1-AsEC codes of Kim-Freiman and 
Varshamov. 

Earlyin the eighties, some good bounds on Aa(n,d) were derived by 
Delsarte and Piret [12] as wellas by Kl16ve [33], which are better than those 
given by Varshamov [51] and Goldbaum [24] previously. An interesting 
construction method forsome 1-AsEC codes was also developed by Delsarte 
and Piret in their paper using Steiner systems. Further, they constructed 
2-AsEC codes by using the Nordstrom-Robinson code which is applied for 
BSC. 

More recent papers on this subject and on unidirectional codes, which 
were available to me, are [58] - [60], [45] and [14]. In [58] - [60], Weber et 
al. constructed codes mainly by using a general 'expurgatingjpuncturing' 
construction method by means of some good well known symmetrie error­
correcting codes. Saitoh et al. [45] found some better codes, in the sense 
that they have higher information rates, due to a good computer search. 
Some improved results were recently announced in [14], in which three 
methods were applied by Etzion, namely the partitioning method which is 
a generalization of a method used to construct constant weight codes (see 
e.g. [5]), the method of combining codes from a few existing codes, and the 
method which is called shortening by weights. The codes found in [45] and 
[14] result in numerous new lower bounds of the size of t-AsEC codes and 
the si ze of t-UEC codes in the area of length n ~ 23 and error correcting 
capability t ~ 6. 

For later use, we reeall the concept of i-designs. A design (0,8) is a set n 
(of 'points') together with a collection 8 of subsets of n ( called 'blocks'). A 
t-(v,k,À) design is a design in which 101 = v, IBI = k for any block BE 8 
such that any set of t distinct points of n belongs to exactly À blocks. A 
Steiner system S(t,k,v) is a t-(v,k,1) design. A balanced incomplete block 
design is a 2-(v,k,À) design, which is also often denoted by D(v,b,r,k,À) 
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where b indicates the number of blocks in the design and r the number of 
blocks containing a given point. A symmetrie design (or square 2-design) 
is a 2-design with as many blocks as objects. For further background, see 
[25}, [13] or [36]. 

An ingenious construction method for asymmetrie error-correcting codes 
is shown in [50], in which Van Lint et al. presented a 3-AsEC code of length 
14 and size 30. The construction depends on well known block designs. lts 
description is worth giving here briefly. 

Let C he a 3-AsEC code of length 14. Without loss of generality, we 
may assume that the all-one vector 1 and the all-zero vector 0 are in C. 
Using Kll!lve's result [33] with some combinatorial arguments leads to the 
weight distribution of C satisfying: A4 :::; 3, A 4 + As+ A6 :::; 12 and A1 :::; 8. 

To construct the required code, let C contain eight codewords of weight 
7, i.e., A7 = 8. In so doing, Van Lint et al. had proved that these codewords 
of weight 7 forma 2-(8,4,3) design. Let A= circ(llOIOOO) he the incidence 
matrix of a projective plane PA of order 2. Then we can take the vector 
( 1, 0) of length 14 together with the rows of the matrix (A, J-A) ( J denotes 
the all-one matrix) as the incidence matrix of the 2-(8,4,3) design formed by 
the wordsof weight 7 in C. Let B = circ(OOOIOll) he the incidence matrix 
of another projective plane 'PB of order 2. Since the minimum asymmetrie 
distance of C is 4, and the planes PA and 'PB have no lines in common, 
we can take the rows of the matrix ( B, B) as the codewords of weight 6 
and the complementsofthem as the codewordsof weight 8 in C. Further 
analysis on the plan es PA and PB provides three words of weight 4 and 
three wordsof weight 10 to add to C. This gives a 3-AsEC code of length 
14 containing 30 codewords. 

Traditional coding theory is mainly focussed on codes for correcting 
and/or detecting errors of the symmetrie types. Nevertheless, some codes 
can now he made for multiple types of error corrections/detections. A 
code is called t.-SyEC t2-UEC t3-AsEC dt-SyED d2-UED d3-AsED (0 :::; 
t1 :::; t2 :::; ta, 0 :::; dt :::; d2 :::; d3 , ti :::; di) if it can correct up to t 1 

symmetrie errors, up to t2 unidirectional errors, and up to t3 asymmetrie 
errors, as well as detect from t1 + 1 to d1 symmetrie errors that are not 
of the unidirectional type, from t2 + 1 to d2 unidirectional errors that are 
not of the asymmetrie type, and from t3 + 1 to d3 asymmetrie errors. The 
conditions that are necessary and sufficient fora code to he t1-SyEC t2- UEC 
ta-AsEC d1-SyED d2-UED d3 -AsED have been generally derived by Weber 
[57]. But it seems to he difficult to study these kinds of codes in generaL 
Much research has been done for codes with two different types of error 
corrections and/or detections [42]. In the present dissertation, we shall 
restriet ourselves to codes for correcting errors of only one type, namely 
t-A sEC codes and t-UEC codes. 

The race to develop better and better codes, that started in 1948 as a re-
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sult of Shannon's theory, is still in progress and this dissertation represents 
a ticket to this race. 

1.4 Objectives and research outline 

We are basically concerned with bounds and constructions of codes for cor­
recting asymmetrie or unidirectional errors, and with studies of properties 
of codes for correcting asymmetrie errors. 

Bounds on the ·maximum cardinality of codes for correcting less than 
5 asymmetric/unidirectional errors have been stuclied by several authors, 
as mentioned in Section 1.3, and they have been tabulated for codes of 
length ::; 23. The first goal in this research is to give better bounds 
on the maximum cardinality of codes for correcting t or fewer asymmet­
ricfunidirectional errors with 5 ::; t S 8, and to extend the existing tables 
of bounds to codes of length ::; 27. 

The study for perfect codes and weakly perfect codes which are capable 
of correcting asymmetrie errors is the second goal. According to the defini­
tions of such codes, there are many questions one can conceivably address 
with respect to those codes. However, in this dissertation we are mainly 
concerned with the following two questions: 

1. Which notion of t-asymmetric-error-correcting perfect codes of length 
n corresponds toa partition of the binary n-dimensional vector space? 

2. Does a nontrivial asymmetric-error-correcting perfect ( weakly perfect 
or uniformly weakly perfect) code exist that reaches the highest in­
formation rate among all codes of the same length with the same 
error-correcting capability? 

We will present the answers to the above two questions. 

The investigations on uniqueness of optima! block codes for correcting 
single asymmetrie errors and on properties of uniformly weakly perfect 
codes are additional interesta in this research. 

This dissertation is organized as follows. 

In Chapter 2 some basic results are given in preparation for obtaining 
bounds on the maximum sizes of codes for correcting asymmetrie errors, 
which will be used in the following two chapters. It will be seen that most 
of these results can be applied to codes for correcting unidirectional errors. 

Chapter 3 is devoted to bounds on the maximum size of binary block t­
AsEC codes of length ::; 27 with 5 ::; t ::; 8. The improved upper bounds are 
based on analyses of finding better solutions in a set of linear inequalities 
on the weight distribution derived from Theorem 1 of [33] (generalizing the 
result of Delsarte and Piret (12]) and subject to Theorem 2 of [59]. Using 
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further combinatorial argurnents, stronger relations on the weight distribu­
tion of such codes have been found. Since it is di:fficult to explain these ar­
gurnents in general, they will he dernonstrated in each concrete case. Lower 
bounds follow virtually frorn the constructions of codes. Sorne constructions 
described in this dissertation depend on the well known 2-designs or good 
constant weight codes, and sorne are based on known codes with smaller 
lengths and lesser distances. Trial-and-error is also used to construct sorne 
special codes according to the restrictions on their weight distributions. 
All the resulting codes have either a nicer description or better parameters. 
Furtherrnore, sorne irnproved bounds on maximurn cardinalities of 4-AsEC 
codes of length ::; 23 are presented. Since the corresponding codes have 
not been found yet, their maximurn sizes were taken frorn the literature. 
One rniscellaneous result included in this chapter is the new upper bound 
on the maximurn size of 1-AsEC codes of length 10. 

Along the sarne lines, we develop bounds on the maximurn size of bi­
nary block t- UEC codes of length ::; 27 with 5 ::; t ::; 8 in Chapter 4. 
On the construction side, most of the unidirectional error-correcting codes 
were obtained by rnodifying the asymmetrie error-correcting codes, found 
in Chapter 3, with the sarne lengthand the sarne error correcting capability. 

Chapter 5 deals with uniqueness of optirnal1-AsEC codes of length less 
than 9. It is shown that up to perrnutation, the optirnal Ca(n, 2) codes for 
n = 2,4,6 and 8 are unique, and there exist exactly four non-isornorphic 
Ca(3, 2) codes containing 2 codewords, four non-isornorphic Ca(5, 2) codes 
with 6 codewords and twelve non-isornorphic Ca(7, 2) codes with 18 code­
words. 

A different direction taken in the dissertation points to codes with sorne 
'perfect' conditions, treated in Chapter 6. For the asymmetrie distance 
rnetric, the notion of the minimum di stance r( c) frorn a certain codeword 
c to all other codewords is introduced. We then present the bounds on 
r( c) for all codewords of an optirnal code. After introducing the defini­
tion of perfect codes, weakly perfect codes and uniforrnly weakly perfect 
codes, sorne properties of such codes are discussed. Consequently, the two 
questions stated above on such codes are answered. As a special interest, 
uniforrnly weakly perfect codes are considered at the end of this chapter. 

In Appendix A, fivetables are given. The bounds obtained in Chapter 
3 lead to Table A.3, and those revealed in Chapter 4 are surnrnarized in 
Table A.5. All the updated best bounds on the maximurn size of codes of 
length ::; 23 and error correcting capability ::; 4 respectively are listed in 
Tables A.1, A.2 and A.4 for the sake of cornpleteness. Finally, Appendix 
B shows how to reconstruct the codes rnentioned in Chapters 3 and 4. 
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Chapter 2 

General results 

2.1 Some combinatorial bounds 

Since the techniques used in this dissertation will improve on previous meth­
ods, it will be necessary to quote some of the existing results. 

Theorem 2.1 Let C be a Ca(n,d) code for n ~ d ~ 2. Then the weight 
distribution of C satisfies 

w 

L A 1(s, 2d,w- j)Aj ~ Au(n + s,2d,w) 
j=w-s 

where Au(n,d,w) and A1(n,d,w) denote any upper resp. lower bound on 
A(n,d,w), w = 0,1,···,n and s = O,···,w. 

Theorem 2.1 is due to Kl!1lve [33]. Since any t-UEC code is also a t-AsEC 
code, Theorem 2.1 holds for Cu(n, d) codes as well. Tables of bounds on 
A( n, d, w) can be found in [5] and [6]. Sometimes the up per bounds on 
Aa( n, d) obtained with Theorem 2.1 can be improved by using additional 
combinatorial arguments. We cite the following theorem. 

Theorem 2.2 Let C be a Ca(n, d) code. Let I and i be integers such that 
0 < 1 ~ i ~ n. Define 

Th en 

D l::~=i-1 Aj, 
E = l:j=i-1 j Ah 
q = LE/nJ, 
r = E- nq, 
S = "'k+i-1-1 A I k 1 2 l k L.,j=i-I i, Jor = , , · · · , , 
S = l:i=I SJ(SJ- 1). 

nq(q 1) + 2rq + S ~ D(D- 1)(i- d). 
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Theorem 2.2 is from Weber et al. [59]. Note that (2.1) always holds no 
matter whether i ~ dor not. Obviously, Theorem 2.2 also holds for Cu( n, d) 
codes. The non-existence of a code can he derived from the constraints 
on the weight distribution by using Theorem 2.2. The key to this is to 
contradiet (2.1) by choosing suitable integers i and 1 when a code is assumed 
with a certain weight distribution. However, in practice, it has been found 
that Theorem 2.2 is useful only when i and l are taken to he relatively 
smal!, since (2.1) holds when i and l are large. How we use Theorem 2.2 
tosharpen the upper bounds on the maximum size of codes will he shown 
in the following chapter. 

The next theorem provides a concatenation technique for constructing 
Ca(n, d) or Cu(n, d) codes using known codes of smallerlengthand distance. 

Theorem 2.3 For m ~ 1 and 1 ::; d; ::; n;1 i= 1, · · ·, m, 

where n = L:;~1 n; 1 d = L:;~1 d; and f =a, u. 

Proof: When m 1, the assertion is obviously true. Suppose that m = 
2. Let Ct he a c,(nbdt) code of size IJ= A,(nbd1), and C2 a C1(n2,d2) 
code of size f..t = AJ(n2,d2). Without lossof generality, we may assume 
that IJ ::; f..t· Put the elements of C; i = 1, 2 in order of non-decreasing 
weight. So Ct= {at,a2, .. ·,a11 } with w(ai)::; w(a2)::; ... ::; w(av), and 
C2 = {ht, b 2, • • ·, b~-'} with w(b1 ) ::; w(b2) ::; · · · ::; w(b~-'). Now the code 
C3 consisting of the IJ words (a;, b;) 1 ::; i ::; IJ, is a C J( n1 + n2 , d1 + d2 ) code 
of cardinali ty IJ. This proves that Af ( n 1 + n 2 , d1 + d2) ~ IJ. The theorem 
follows by induction. D 

Theorem 2.3 is usually applied by using the two following corollaries. 

Corollary 2.1 For any integer r ~ 1 and f =a, u 

Proof: Apply Theorem 2.3 repeatedly with C1 C2. D 

Corollary 2.2 For each 0 ::; s ::; n and 0 $ t $ d1 

min{A,(s, t), A,(n- s, d- t)} ::; AJ(n, d) 

where f stands for a or u. 

Proof: This is the case m = 2 in Theorem 2.3. D 

The next three theorems give the exact value of Aa( n, d) when dis large. 

Theorem 2.4 Let ln/2J < d $ n. Then Aa(n,d) = 2. 
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Proof: If on the contrary C is a Ca(n, d) code with ln/2J < d and 
jCj = 3, then, without lossof generality, the three words 1, 0 and 1a0b 
may he assumed to he the codewordsof C where a ~ d and b ~ d. This 
implies that n = a+ b ~ 2d > n, which is not possihle. 0 

Theorem 2.5 Let n be even. Then Aa(n, n/2) = 4. 

Proof: It even takes little effort to prove that such a code is unique and 
consistsof 0,1 and two complementary words of weight n/2. 0 

Theorem 2.6 Let n be odd. Then 

A,(n, [n/2J) = { ; 
ifn = 3; 
ifn = 5; 
ifn ~ 7. 

Proof: The condusion is ohviously true for the case of n = 3, since 
Aa(n,d) = Aa(3, 1) = IV si = 23 = 8. Also, it is easy to show that 
any optima} Ca(5, 2) code has size 6 (see Theorem 5.1 in Chapter 5), i.e., 
Aa(5, 2) = 6. Finally, when n ~ 7, we may write n = 2d+1 since nis an odd 
numher. From Theorem 2.5 and the fact that Aa(n, d) is non-decreasing in 
n, it follows that 4 = Aa(n -1, d) ~ Aa(n, d). On the other hand, it can he 
readily shown that 

d-1 n 

EAi ~ 1, E Ai ~ 1 and Ad + Ad+l ~ 2. 
i=O i=n-d+l 

Therefore, Aa(n,d) ~ 4, which yields that Aa(n,d) = 4. 0 

The well known Singleton bound is used for estimating the function 
Ah(n,d). Applying the same techniques {see e.g. [49]) to Ca(n,d) codes, 
we can ohtain the following similar result for the function Aa( n, d). 

Theorem 2. 7 For n ~ 2d1 Aa( n, d) ~ 2n-2d+2. 

Proof: It is easy to see that Aa(n, d) ~ 2Aa(n-1, d). Using the inequality 
n - 2d times and then using Theorem 2.5, one will arrive at Aa(n, d) ~ 
2n-2d Aa(2d, d) = 2n-2d+2 • 0 

Theorem 2.8 Let C be a Ca(n, d) code with weight distribution 
Ao, A1 , · · ·, An. Let s and i be inlegers such that 0 ~ s ~ ~ n. De­
fine 

i 

T= E AjA1(s,2d,i-j) (2.2) 
i=i-s 

Th en 

T<l d(n+s) J ifi 2 ~(i-d)(n+s). (2.3) 
- (d-i)(n+s)+i2 ' 
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Proof: Choose a subcode cl of c such that Ct = { c E c I i-s ~ w( c) ~ 
i}. For i-s~ j ~ i, let Ti be a constant weight code of length s, minimum 
Hamming distance 2d, constant weight i - j, containing A1( s, 2d, i - j) 
words. Put 

i 

X= U {(c,x)!cECtAw(c)=jAxETi}· 
i=i-s 

Then X is a code of length n + s, minimum Hamming distance 2d and 
constant weight i, containing T words. We list the code X as a T by n + s 
matrix and let P be the sum of the inner products between all ordered 
pairs of distin ct rows of X. Since any two different codewords in X are of 
Hamming distance at least 2d, and of the same weight i, their inner product 
is at most i-d. This leadstoP ~ T(T- l)(i- d). 

On the other hand, if we take Yi as the number of l's in the jth column 
for j = 1, 2, · · ·, n + s, then the sum 'Ej;!;; Yi is the total number of 1 's in 
X which equals iT. Hence, from the Cauchy-Schwartz inequality, it follows 

Therefore, 
·2T2 

T(T -l)(i- d) ~ P ~ _:__+ -iT. 
n s 

This is equivalent to (2.3). 0 

Corollary 2.3 Let C be a Ca(n, d) code with weight distribution 
Ao, A1 , • • • , An. Let s and i be integers such that 0 < s ~ i ~ n, and 
T be defined as in {2.2}. Then 

(n + s)q(q- 1) + 2rq ~ T(T- l)(i- d) 

where q liT/(n + s)J and r = iT- (n + s)q. 

Proof: It is known [59] that the minimum of "Ej;!;; zJ subject to 'Ej;!;t Zj = 
(n + s)q + r and the z;'s being nonnegative integers, is attained when 
Z1 Z2 = · · · Zr = q + 1 and Zr+l = Zr+2 = · · · = Zn+s = q. Hence, from 
the proof of Theorem 2.8, it follows that 

n+s n+s 

T(T l)(i- d) ~ 2:: YI- 2:: Yi 
j=l j=l 

~ (r(q+1)2 +(n+s-r)q2
) ((n+s)q+r) 

= (n + s)q(q- 1) + 2rq. 
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This completes the proof. 0 

For largervalues of n and d, (2.3) in Theorem 2.8 is possibly more useful 
tban Theorem 2.1 since it does not require any knowledge of A( n, d, w) and 
is easy to compute for large values of n if the condition shown in (2.3) is 
satisfied. As an example of applications of Theorem 2.8, we show 

Theorem 2.9 Aa(3d, d) ~ 13 iJ d ;j:. 0 (mod 3}; Aa(3d, d) ~ 14 iJ d = 0 
(mod 3). 

Proof: Let C be a Ca(3d, d) code with · weight distribution 
A0 , A1, · · · , A3d. Without loss of generality, we may assume that Ao = 
A3d = 1. First, suppose that d ;j:. 0 (mod 3). So r = l d/3 J < d/3. Consider 
Ad,···, A2d. From Theorem 2.1, it follows that 

Ad+ ... + Ad+r ~ A(3d + r, 2d, d + r) A(3d + r, 2d, 2d). {2.4) 

Since A(n,d,w) ~ 4 iffn ~ max{3d-2w,d+2w/3,w+d/2} (seee.g. [5]), 
(2.4) results in Ad+···+ Ad+r ~ 3. By symmetry, one also has A2d-r + 
· · · + A2d ~ 3. It now suffices to prove that g = Ad+r+t + · · · + A2d-r-1 ~ 5. 
This is guaranteed by Theorem 2.8: 

d(3d + d- 2r - 2) 
2d + r + 1){4d 2r- 2) + (2d- r- 1)2 = 

2d/(r + 1) < 6· 

Therefore, IC! ~ 1 + 3 + 5 + 3 + 1 = 13. This implies that Aa(3d, d) ~ 13 if 
d ;j:. 0 {mod 3). Similarly, when 3 I d, one has that Ad+···+ Ad-d/3_1 ~ 3 
and Ad+d/3 + · · · + A2d-d/3 ~ 6. Hence, Aa(3d, d) ~ 14 if 31 d. 0 

2.2 Some results related to code construc­
tions 

If the largest known lower bound on Aa(n, d) is less than the least known 
upper bound, then it is possible to find a larger code to increase the lower 
bound, or to lower the upper bound, or both. For all options, investigation 
with the constraints on the weight distribution should be helpful in view of 
the constructionsof codes. In this respect, the concept of t-designs provides 
tools for us. The following result is due to Van Lint et al. [50]. 

Theorem 2.10 Let M be a {0,1)-matrix of size v by n with row sums ~ r. 
Suppose the inner product of any two distinct rows of M is ~ À with 

À~-- --1 . r (vr ) 
v -1 n 

Then M is the incidence matrix of a 2-design D(v,n,r,k,À) with k = 
( vr )jn. 
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The proof of Theorem 2.10 is an interesting application of the Cauchy­
Schwartz inequality. It will beseen in Chapter 3 that Theorem 2.10 is also 
useful in improving the upper bounds obtained by Theorem 2.1. 

Note that fora Ct(n,d) (!=a, u) code, the inner product of any two 
distin ct codewords of weight i (i ~ d) is certainly less than or equal to i-d. 
Thus, as a consequence of Theorem 2.10, one corollary is given by 

Corollary 2.4 Let C be a Ct(n,d) code(!= a, u), and Ai the number of 
codewords of C of weight i. IJ 

. d i (iAi ) z- <-- -- 1 , 
-Ai-1 n 

then the codewords of C of weight i form the incidence matrix of a 2-design 
D(A.,n,i,k,i- d) with k = (iAi)/n. 

Proof: Replace v by Ai, r by i and À by i- d in Theorem 2.10. 0 

The following theorem will allow us sometimes to add some codewords 
to an alrea.dy constructed asymmetrie error-correcting code. 

Theorem 2.11 Let C be a Ca(n,d) code containing 0 and 1, and let 
b E Vn such that d ::::; w(b) ::5 w(a) for all nonzero codewords a E C. 
Then both b and its complement b can be added to C iff for any nonzero 
codeword a E C with a :::/ b, the inner product between a and b satisfies 
<a, b > ::::; w(a) d and 

b > { w(a)+w(b)+d-n, ifn~w(a)+w(b) 
< a, > - d otherwise. 

' 
Proof: Suppose that both b a.nd b can be a.dded to C. Let a be 

any nonzero codeword of C different from b. From (1.1) a.nd w(b) ::::; w(a), 
it follows that 

2d < 2da(a, b) = dh(a, b)+ I w(a)- w(b) I 
= dh(a,b)+w(a) w(b) 

w(a) + w(b)- 2 <a, b > +w(a) w(b) 

= 2w(a)- 2 <a, b >. 

So <a, b > ::::; w(a)- d. On the other hand, by replacing b by b in (1.1), 
we find 

2d ::5 2da(a, b) = dh(a, b)+ I w(a)- w(b) I 
= dh (a, b)+ I w( a) + w(b) - n I . 

Hence, if n ~ w(a) + w(b) one has 

2d < dh(a, b)- w(a)- w(b) + n 

w(a) + w(b)- 2 <a, b > -w(a)- w(b) + n 

w(a) + n- w(b) 2(w(a)- <a, b >) + w(a) + w(b)- n 

= 2 <a, b > +2n 2w(a)- 2w(b), 
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while otherwise 

2d < dh(a, b) + w(a) + w(b)- n 
= w(a) + w(b)- 2 <a, b > +w(a) + w(b)- n 

= w(a) + n w(b)- 2(w(a)- <a, b >) + w(a) + w(b)- n 

= 2 <a, b >. 

"{::=" Let a be a nonzero codeword of C and a =f. b such that < a, b >$ 
w(a)- d. Suppose that b E C and b r/. C. Assuming that 

b > { w(a) +w(b)+d-n, 
<a, >_ d 

' 

if n ~ w(a) + w(b) 
otherwise. 

one can reverse the arguments above and obtain d $ da. (a, b) (independent 
of n ~ w(a) + w(b) or not). Moreover, since 1 E C, n w(a) ~ d, also 

da.(b,O) = n- w(b) ~ n- w(a) ~ d. 

Therefore also b can be added to C. 
If both b r/. C and b r/. C, then the inequalities satisfied by the inner 

product between a and b guarantee that d $ da(a, b) and d $ da.(a, b). 
Furthermore, we have 

da.(b,O) = w(b) ~ d, 
da.(b,O) = n- w(b) ~ n- w(a) ~ d, 
da.(b,b) = max{w(b),n-w(b)} ~ w(b) ~ d. 

Tagether these inequalities imply that both band b can be added to C. 0 

A corollary to Theorem 2.11 is the following. 

Corollary 2.5 Let M be the v x n incidence matrix of a 2-design 
D(v, n, r, k, À). IJ n ~ 3r- 2À and r $ n/2, then all the rows of M and 
the complement of them together form a binary asymmetrie error-correcting 
code of length n and distance r - À. 

Proof" By definition each row of M has weight r and the inner product 
of each pair of distinct rows equals À. Since n ~ 3r - 2À, every pair of 
distinct rows a and bof M satisfies À = <a, b > ~ r + r + (r- À)- n. 
Let d = r- À, then 

w(a)- d =<a, b > ~ w(a) + w(b) + d- n. 

Also, r $ n/2 implies that n ~ w(a)+w(b). Therefore the assertion follows 
from Theorem 2.11 immediately. 0 

Now we are ready to establish the bounds for Ca(n, d) and C,.(n, d) codes 
with which the following two chapters will be concerned. 
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Chapter 3 

Bou11.ds. and constructions for 
codes capable of correcting 
asymmetrie errors 

3.1 Bounds and constructions for 5-AsEC 
codes 

This sectionis devoted to the hounds on Aa(n, 6) for length n :::; 27. From 
Theorems 2.4, 2.5 and 2.6, it is only necessary to consider Ca(n, 6) codes 
for n 2 14. All proofs in this section consist of two parts: an upper hound 
on the cardinality of such a code is derived and an actual construction is 
given. Because of the lengtbs of the proofs and their similarities, we shall 
only give the complete proofs of some of the theorems. For the other cases 
only some information is given. The interested reader can find the complete 
proofs in [17]. 

Throughout this chapter, it will he assumed that any Ca(n, d) code 
contains the all-one vector 1 and the all-zero vector 0. That assumption 
is valid without loss of generality, according to Kl!llve [33]. It follows that 
Ai = An-i = 0 for i 1, 2, · · · , d - 1. 

Theorem 3.1 Aa(14, 6) = 4. 

Proof: Let C he an optimal Ca(14,6) code. From Theorem 2.1 (s=2, 
w=8) it follows that A6 + A1 + A8 :::; 2. Hence 

14 

jCj Aa(14, 6) LA :::; 1 + 2 + 1 = 4. 
i=O 

On the other hand, one can even construct a Ca(14, 7) code: take 0, 1 and 
two complementary words of weight 7. D 

Theorem 3.2 Aa(15, 6) = 6. 
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Proof: Let C he an optimal Ca(15,6) code. From Theorem 2.1 (s=1, 
w=7,9), it follows that A6 + A1 ~ 2 and As+ Ag~ 2. So 

15 

!Cl = Aa(15, 6) = E A; ~ 1 + 2 + 2 + 1 = 6. 
i=O 

On the other hand, a Ca(15, 6) code of size 6 can he ohtained hy applying 
Corollary 2.1 with r = 3 toa Ca(5, 2) code of size 6. 0 

Theorem 3.3 Aa(16,6) = 7. 
Proof: Let C he an optimal Ca(16, 6) code. From Theorem 2.1 (s=2, 

w=8; s=1, w=10), it follows that A6 + A1 +As :::; 3 and Ag+ Ato ~ 2. 
Hence 

16 

ICI = Aa(16, 6) = E A; :::; 1 + 3 + 2 + 1 = 7. 
i=O 

On the other hand, a code with this cardinality can he found hy applying 
Corollary 2.1 with r = 2 to a Ca(S, 3) code of size 7 (which can he found 
in [12]). 0 

Theorem 3.4 Aa(17,6) = 8. 
Proof: Let C he an optimal Ca(17,6) code. From Theorem 2.1 (s=2, 

w=8,11 ), it follows that A6 + A1 + As ~ 3 and A9 + Ato +Au ~ 3, which 
leads to 

17 

ICI Aa(17,6) = L:A; ~ 1 +3+3+ 1 = 8. 
i=O 

A code of this size is given hy 00000, 1F800, 007EO, 1861E, 071DC, 13CF3, 
OCB6F and 1FFFF. o 

Theorem 3.5 Aa(18, 6) = 12. 
Proof: Let C he an optimal Ca(18, 6) code. From Theorem 2.1 (s=1, 

w=7,12; s=2, w=10), it follows that A6 + A1 ~ 3, As+ Ag+ A1o ~ 6 and 
Au + A12 ~ 3. So 

IS 

ICI = Aa(18, 6) = E A; :::; 1 + 3 + 6 + 3 + 1 = 14. 
i=O 

Next, we shalllower this upper hound to 12. 

(a) Suppose that !CI=14. Then A6 + A1 = 3 and As+ Ag+ Ato = 6. 
From Theorem 2.1 (s=1, w=10), it follows that Ag+ A10 ~ 4. This 
means that A8 must he greater than or equal to two. Ohviously, 
the pair (A6 ,A7 ) only bas four possihle values: (3,0),(0,3),(1,2) and 
(2,1). However, it is easy to see that A6 = 3 or A7 = 3 implies 
As = 0, and that A1 = 2 will lead to As ~ 1. Since the triple 
(A6, A1, As) cannot he (2,1,2) or (1,2,2), according to Theorem 2.2 
(i=8, l=2) and Theorem 2.1 (s=l, w=8), we get a contradiction with 
the assumptions. So A6 + A1 = 3 implies that As + Ag + A10 :::; 5. 
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(h) Similarly, for reasons of symmetry, the assumption A11 + A12 = 3 
implies that Aa + Ag + A10 :5 5. 

(c) Suppose that A6 + A1 = 3, Au+ A12 = 3 and Aa +Ag+ A10 = 5. 
Then, from Theorem 2.1 (s=1, w=10), it follows that Ag+ A10 :5 4. 
Hence A8 2: 1. But A8 must he less than 2, as shown in (a). So 
Aa = 1. Therefore, hy symmetry, A10 = 1 and thus Ag = 3. This is 
not possihle hy Theorem 2.2 (i=10, 1=2). 

It follows from (a) to ( c) that 

18 

ICI = Aa(18,6) = LAi :5 1 + 10 + 1 = 12. 
i=O 

The existence of a Ca(18, 6) code of size 12 follows from Corollary 2.1 
applied with r = 3 to an optimal Ca(6,2) code (of size 12). 0 

The next cases will involve deeper analysis of the weight structures 
of these codes. Only in the first case this more detailed analysis will he 
demonstrated. For the other cases we refer the reader to [17]. 

Theorem 3.6 Aa(19, 6) 16. 

Proof: Let C he an optima} Ca(19,6) code. From Theorem 2 (s=2, 
w=8,13; s=1, w=!O), it follows that A6 + A1 + A8 :5 5, Ag+ A10 :5 6 and 
Au + A12 + A13 :5 5. These inequalities yield 

1g 

ICI = Aa(19, 6) =LA; :5 1 + 5 + 6 + 5 + 1 = 18. 
i=O 

A further analysis on the weight distrihution of C shows that the upper 
hound on ICI is 16 rather than 18. 

(a) Let C' he a Ca(19, 6) code satisfying Ag + A10 6. We extend 
these six words with an overall parity check symhol. Without lossof 
generality, they may he listed as in Figure 3.1. 

0 

: Codewords of C' of weight 10 

6 
0 
1 

Codewords of c' of weight 9 
1 

Figure 3.1: The six extended codewordsin the proof of Theorem 3.6. 

From Theorem 2.10 (r=lO, v=6, n=20, À ::::;; 4), it follows that Fig­
ure 3.1 will form the incidence matrix of a 2-design D(6, 20, 10, 3, 4). 
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This implies that every column in Figure 3.1 will contain exactly 
three ones. Therefore, Ag = A10 = 3, which concludes that As 0. 
Indeed, if the opposite holds, let b represent a codeword of weight 8, 
then, without loss of generality, the word b may be assumed in such 
a way that its first eight coordinates are all ones and the remaining 
eleven positions are zeros, as listed in the last row of Figure 3.2. Be­
cause the distance 2:: 6, there are at most three ones in the first eight 
positions for the codewords of weight 9, and four ones in the first 
eight positions for the codewords of weight 10 respectively. So they 
may be arranged as in Figure 3.2. There Rt indicates the remaining 
11 coordinates of codewords of weight i for i=9,10. Counting the 
number of ones in the first eight coordinates of the six codewords of 
weight 9 and weight 10 rowwise and columnwise in Figure 3.2 leads 
to 24 = 8 x 3 ::; 3 x 3 + 3 x 4 = 21, which is a contradiction. 

Weight < 4 Rto 
Weight ::; 3 Rs 

11111111 0 ... 0 

Figure 3.2: Illustration figure when As f. 0 in the proof of Theorem 3.6. 

Proceeding in the same way, one has Au= 0. On the other hand, 
Theorem 2.1 (s=1, w=7,13) shows that A6+A1::; 3 and A12+A13::; 3. 
So 

}g 

IC' I= E A; 5 1 + 3 + 6 + 3 + 1 = 14. 
i=O 

This produces that the maximum size of any Ca(19, 6) code with 
Ag + A10 = 6 never exceeds 14. Thus we can conclude that 

19 

ICI = Aa(19, 6) = E Ai 5 1 + 5 + 5 + 5 + 1 = 17. 
i=O 

(b) Suppose that ICI = 17. This will, from (a), result in A6+A1+As = 5, 
A9+A10 = 5 and Au +A12+A13 = 5. Also, from Theorem 2.1 (s=O, 
w=6,7,8,9,10; s=1, w=7,8,9), it follows that A6 5 3, A1 ::; 3, As 5 3, 
Ag ::; 4, A10 ::; 4, A6 + A1 ::; 3, A1 + As ::; 5 and As + Ag ::; 5. Since 
A6 = 3 or A1 = 3 implies that As= 0, the triple (A6, A1, As) can only 
havefive possible values: (2,1,2), (2,0,3), (1,2,2), (1,1,3), (0,2,3), while 
the pair (A9 , A10 ) can only have three alternatives: (1,4), (3,2), (2,3). 
But, by Theorem 2.2 (i=10, 1=2), the triple (As, Ag, A10 ) cannot take 
any of these possible values; consequently, either A6 + A7 + A8 5 4 
or A9 + A10 ::; 4, which contradiets the assumption of ICI 17. 

24 



Finally, from (a) and (b ), it follows that 

lg 

jCj = Aa(19, 6) LA; ::::; 1 + 14 + 1 = 16. 
i=O 

From previous analyses, we are now inspired to find how the weight 
distribution of C can he if C contains 16 codewords. Suppose that ICI = 16, 
then it follows from the statements in (b) that Ag+A10 = 4, A6+A1+A8 = 5 
and A11 + A12 + A13 = 5 due to symmetry. So the pair (Ag, AIO) can only 
take the values (2, 2), (3, 1) or (1, 3). According to symmetry again, we 
only need to consider two pairs (2, 2) and (3, 1 ). From As + Ag ::::; 5 and 
Theorem 2.2 (i=9,10, 1=2), it follows that the triple (A7 , As, Ag) cannot he 
(1, 2, 3), (2, 2, 3) or (2, 2, 2), and the triple (As, A9 , A10) cannot he (3, 2, 2). 
Therefore, the weight distribution of C will he uniquely determined if 1 
and 0 are codewords, and it is given by 

{ A6, A1, As, Ag, AIO, A11, A12, A13 } 

{ 2, 1, 2, 2, 2, 2, 1, 2 }. 
(3.1) 

In Appendix B, a Ca(19, 6) code which contains 16 codewords and satisfies 
(3.1) is presented. It is denoted by C1g. 0 

Theorem 3. 7 22 ::::; Aa(20, 6) ::::; 23. 

Proof: The standard inequalities of Theorem 2.1 (s=2, w=8,11,14) yield 

20 

Aa(20, 6) = LA; ::::; 1 + 6 + 12 + 6 + 1 = 26. 
i::=O 

In [17] it is shown how a more careful analysis of the weight structure results 
in the up per bound Aa (20, 6) ::::; 23. 

A construction of a Ca(20, 6) code C20 with 22 codewords will now he 
given. The codewords of weight 9 and 10 depend on a projective plane of 
order 2. Let P be the 7 x 7 circulant with top row (1101000). Then P is 
the incidence matrix of a projective plane of order 2. So the inner product 
between any two distinct rows of P is equal to 1. Let J be a 7 by 7 matrix 
in which all entries are equal to 1. Evidently, the inner product between 
any two different rows of J- P equals 2. Put 

M = ( P* P J- P) 

where P* is the punctured version of P by deleting the first column of P. 
To the seven rows of M we add 1, 0 and the following thirteen 

54112, 082C7, A0818, 01F40, 79488, 3F983, DF624, 
E2F98, 031EF, ACA3F, 5DCF9, F3916, BE1D5. 

These words form the Ca(20, 6) code C2o of cardinality 22. 0 
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Theorem 3.8 32 ;5; Aa(21, 6) ;5; 34. 

Proof: The standard inequalities of Theorem 2.1 (s=2, w=8,15; s=1, 
w=10,12) yield 

21 

Aa(21, 6) = E Ai ;5; 1 + 6 + 11 + 11 + 6 + 1 = 36. 
i=O 

This upper bound can he further improved to Aa(21, 6) ;:.:; 34 (see [17]). 

In the following construction of a Ca(21, 6) code of size 32, we again 
start with 2-designs to construct most of the codewords and then add other 
words while keeping the distance at 6. Let C21 he a Ca(21, 6) code satisfying 
A10+ A11 = 12. Then, Theorem 2.10 shows that all the codewords of weight 
10 and weight 11 are nothing but a punctured version obtained by deleting 
one block from a 2-design D(12,22, 11,6,5). Let A= circ(10000110101) 
and B = circ(11010001101). Set 

Af= ( 11111~11111 00000~00000 ). 

Then Af is the incidence matrix of a 2-design D(12, 22, 11, 6, 5). Let Af1 
he the matrix obtained by deleting the first column of Af. The rows of Af1 

will he the six codewords of weight 10 and the six codewords of weight 11 
in C21 • Consider the five following words of weight 9: 

000100111000110101100 
001110100001011000011 

Af2 = 010001001100001101011 
101000100110000110101 
110100010011000011010 

It can easily he checked that the rows of the matrix Af2 , together with the 
rows of the matrix Af1 of weight 10 form a punctured version of the incidence 
matrix of a 2-design D(11, 22, 10, 5, 4) (by omittingone ofthe blocks). Each 
row of Af2 satisfies the inequalities in Theorem 2.11 when compared with 
the rows of Af1. So the rows of Af2, together with their complements, 
denoted by the matrix Af3, can he added to C21 as the codewords of weight 
9 and weight 12. 

Tothese 22 words of C21 (made from all the rows of Af1 for i = 1, 2, 3), 
the rows of the following matrix can he added 

( 

000000001101010010110 ) 
000010010010100100011 
111100000000010100000 
000001100000101011000 
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as the codewords of weight 6 and weight 7, and the rows of 

( 

000000111011111111111 ) 
011111100101010111110 

Afs = 101111010110101101111 
111101111101111010001 

can he added as the codewordsof weight 14 and weight 15. Also 1 and 0 
can he included. Obviously, C21 is now the desired Ca(21, 6) code of size 
32. 0 

Theorem 3.9 48 $ Aa(22,6) $60. 

Proof: Theorem 2.1 (s=O, w=ll; s=1, w=10; s=2, w=8) shows 

22 

Aa(22, 6) = L Ai $ 1 + 9 + 16 + 12 + 16 + 9 + 1 = 64. 
i=O 

A more careful analysis reduces this bound further to Aa(21,6) $ 60 (see 
[17]). For a construction of a Ca(22, 6) code of size 48, we start with the 
(n = 23, d = 12, w = 10) optimal, constant weight code mentioned in [5]. 
This code contains 16 codewordsin which six begin with 1 and ten with 0. 
Let Af contain these codewords punctured on the first coordinate. It is a 
Ca(22, 6) code with A9 = 6 and A10 = 10. To Af, add all the complements 
of words of Af (using Theorem 2.11). Also add 0 and 1 as well as the 
fourteen following words 

2FEBC7, OBFD7A, 15779F, 3C8EFB, 36F374, 
ODA4DA, 1696A9, 2A58F8, 316A8B, 090D07, 
321324, 028478, 14508A, OOA381. 

This gives a Ca(22, 6) code of size 48. It is denoted by C22 . 

Theorem 3.10 66 $ Aa(23,6) $ 110. 

Proof: Theorem 2.1 (s=2, w=1; s=8, w=10; s=O, w=11) shows 

23 

Aa(23,6) = LAi $ 1 + 10 + 24 + 23 + 23 + 24 + 10 + 1 = 116. 
i=O 

0 

This upper bound can he lowered further to Aa(23, 6) $ 110 (see [17]). 
Next, we shall present a Ca(23, 6) code containing 66 codewords. Let Af = 
circ(00101001100110101111000). Then, Af is the incidence matrix of a 
symmetrie 2-design D(23, 23, 11, 11, 5). Thus, the inner product of any 
two distinct rows of Af will equal 5. From Corollary 2.4, it follows that 
all the rows of Af and their complements will form a Ca(23, 6) code. Let 
C23 represent the code consisting of these 46 words. To C23, we add the 
following words 
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a1 = (00000000000000000000000), 
a2 = (00001100010010000100010), 
a3 = (00110001000100000010001), 
8.4 = (10100010000000011001100), 
as = (00000000000011110011011 ), 
as= (ooooooooo11101001100101), 
a7 = (00000111101000000111000), 
as = (00011010100100101000010), 
a9 = (01011101000001010000100), 
a10 = (11100001110010100000000), 

and their complements (using Theorem 2.11). It is easy to see that we have 
obtained now a Ca(23, 6) code with 66 codewords, denoted by C23 • 0 

Theorem 3.11 91 ~ Aa(24, 6) ~ 210. 

Proof: Theorem 2.1 (s=O, w=13; s=1, w=10,12,15; s=2, w=8,18) guar­
antees 

24 

Aa(24, 6) = L Ai ~ 2(1 + 13 + 39) + 70 + 34 = 210. 
i=O 

We are going to construct a Ca(24, 6) code of size 91 in which the codewords 
of weight 11 and weight 12 depend upon a symmetrie conference matrix 
of 26 by 26. In Table 7 of [7], four inequivalent symmetrie conference 
matrices of order 26 are listed. Take the first one and denote it by A. By 
its symmetry, only the upper triangular part of A bas to he presented. In 
octal form, this is 

77770000760176014606074414146300606367256126535052461 
3254436345616654423264351275077024726631463453615600 

Put B = A + I where A is the matrix made from the complements of the 
rows of A and I the identity matrix. Then, all rows of A and B together 
forma (n = 25, d 12, w = 12) constant weight code ( cf. [47]). Delete the 
first column of both A and B, and add the 39 other words listed in Appendix 
B, plus 1 and 0. All the words mentioned above form a Ca(24, 6) code, 
indicated by c24l of size 91. 0 

Theorem 3.12 124 ~ Aa(25, 6) ~ 380. 

Proof: From Theorem 2.1 (s=O, w=10; s=1, w=7,9,12), it follows that 

25 

Aa(25, 6) = LA; ~ 2(1 + 5 + 28 + 39 + 117) 380. 
i=O 
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On the other hand, a Ca(25, 6) code of size 124 will he constructed below. 
Honkala [28] constructed a (n = 26, d = 12, w = 13) constant weight code 
of size 58 in the following way. Let B be the circulant with top row 

{0 +1 -1 +1 +1 -1 -1 -1 -1 +1 +1 -1 +1). 

This is a Jacobsthal matrix of order 13. Let B1 and B2 he the 13 by 
26 matrices obtained from B by encoding its rows according to the rules 
0 --? 01, +1 --? 11, -1 --? 00 and rules 0 --? 01, +1 --? 00, -1 --? 11 
respectively. Also, let B3 he the 32 by 26 matrix made by encoding the 
codewords of the binary code ( n = 13, M = 32, d = 6) in [36] according to 
rulesO--? 01, 1--? 10. Put D = (B[,B2,B;yr. Deletingthefirst column of 
D will yield the words of weight 12 and weight 13 in a code. Adding the 
64 words listed in Appendix B plus 1 and 0 will result in a Ca(25, 6) code, 
called C25 , of size 124. 0 

Theorem 3.13 173 :5 Aa(26, 6) :5 721. 

Proof: It follows from Theorem 2.1 (s=O, w=6,7,8,13; s=1, w=8,10,12; 
s=2, w=8) and one additional argument (see [17]) that 

26 

Aa(26,6) = EA $ 2(1 + 17 + 75 + 209) + 117 = 721. 
i=O 

In Appendix B, a Ca(26, 6) code of size 173, denoted by C26 , is presented in 
which the 58 codewordsof weight 13 are the rows of the matrix D defined 
in the proof of Theorem 3.12. 0 

Theorem 3.14 249 :5 Aa(27, 6) :5 1350. 

Proof: It follows from Theorem 2.1 (s=1, w=7,9,11) that 

27 

Aa(27, 6) = E A; $ 2(1 + 8 + 46 + 109 + 430) = 1350. 
i=O 

On the other hand, by omitting the first coordinate from all the codewords 
of the (n = 28,d = 12,w = 14) constant weight code of cardinality 106 as 
described in (5], 53 words of weight 13 and 53 words of weight 14 are ob­
tained. Tothem (together with 1 and 0), the 141 other wordsin Appendix 
B can he added. This gives a Ca(27,6) code, denoted by C21, of size 249. 
0 

In this section, the upper bounds on Aa(n, 6) for length n $ 27 have 
been derived. And for each of these lengths, a code has been constructed, 
that leads to the lower hound of Aa(n, 6). All the results produced in this 
section are listed in the second column of Tahle A.3 in Appendix A. In the 
next section, we shall present similar results for Aa(n, 7), n :5 27. 
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3.2 Bounds and constructions for 6-AsEC 
codes 

From Theorems 2.5 and 2.6, it immediately follows that Aa(14, 7) = 4 and 
Aa(15, 7) = 4. The remaining cases will he shown in detail in the following 
theorema. 

Theorem 3.15 Aa(14, 7) = Aa(15, 7) = Aa(16, 7) = Aa(17, 7) = 4. 

Proof: From Theorem 3.1 it follows that Aa(14, 7) ~ 4. So it remains 
to prove that Aa(17, 7) 5 4. Let C he an optimal Ca(17, 7) code. From 
Theorem 2.1 (s=3, w=lO), it follows that Ar+ As+ A9 + A10 5 2. So 
I Cl Aa(l7, 7) 5 1 + 2 + 1 = 4. D 

Theorem 3.16 Aa(18, 7) = 6. 

Proof: Applying Theorem 2.1 (s=2, w=9; s=1,w=ll) to the present 
case leads to Aa(18, 7) 5 1 + 2 + 2 + 1 = 6. A Ca(18, 7) code, denoted hy 
X 18, of size 6 can he constructed hy means of Corollary 2.2 with s=5 and 
t=2, where C5 is an optimal Ca(5, 2) code and C13 is the optimal Ca(13, 5) 
code in [59]. D 

Theorem 3.17 Aa(19, 7) = 7. 

Proof: Exploiting Theorem 2.1 (s=1,w=8,10,12) with a minor imprave­
ment (see [17]) results in Aa(19, 7) 5 1 + 5 + 1 = 7. Since Aa(11,4) = 8 
and Aa(8, 3) = 7, the assertion follows from Corollary 2.2 hy taking s=8 
and t=3. D 

Theorem 3.18 Aa(20, 7) = 9. 

Proof: From Theorem 2.1 (s=3, w=10; s=2, w=13), it follows that 
Aa(20, 7) 5 1 + 4 + 3 + 1 = 9. A Ca(20, 7) code, indicated hy X20 , of size 9 
is given hy 00000, 038C3, 1C30C, E03FO, FFCOO, 325AF, 5BBD6, AD67D, 
FFFFF. D 

Theorem 3.19 Aa(21, 7) = 12. 

Proof: From Theorem 2.1 (s=2, w=9,14; s=1, w=ll), it follows that 
Aa(21, 7) 5 1 + 3 + 4 + 3 + 1 = 12. The construction of a Ca(21, 7) code 
of size 12 follows from Corollary 2.2 with s=6 and t=2 (since Aa(6, 2) = 
Aa(15, 5) = 12). A Ca(21, 7) code, denoted hy X2ll of cardinality 12 is 
made hy juxtaposing an optimal Ca(6, 2) code on the optimal Ca(15, 5) 
code in [59], and listed in Appendix B. D 

From now on we shall not indicate the values of the parameters s and 
w when using Theorem 2.1. The reader should have no problem finding 
them. 

Theorem 3.20 Aa(22, 7) = 14 and 19 5 Aa(23, 7) 5 20. 

30 



Proof' The standard inequalities of Theorem 2.1 yield Aa.(22, 7) ~ 2(1 + 
4) + 6 = 16 and Aa.(23, 7) ~ 2(1 + 3 + 7) = 22. Both can he further reduced 
(see [17}) to Aa.(22, 7) ~ 14 and Aa.(23, 7) ~ 20 respectively. In Appendix 
B, a Ca.(22, 7) code, denoted hy X22 , of size 14 can he found, and Saitoh 
et aL [45] found a Ca.(23, 7) code of size 19. This completes the proof. 0 

Theorem 3.21 27 ~ Aa.(24, 7) ~ 30 and 40 ~ Aa.(25, 7) ~ 46. 

Proof' From Theorem 2.1, it follows that Aa.(24, 7) ~ 2(1+6+7)+6 = 34 
and Aa(25, 7) ~ 2(1 + 6 + 10) + 14 = 48. Further analyses (see [17]) on 
weight structures lower these hounds to Aa.(24, 7) ~ 30 and Aa.(25, 7) ~ 46. 

In order to construct a code of length 24 and distance 7, we start with 
two 2-designs: D(8, 14, 7, 4, 3) and D(ll, 11, 5, 5, 2), hoth are taken from 
Tahle 1.1 in [25]. Erase the last three rows from the incidence matrix of 
the second design and then juxtapose it to the first design. This yields 
a (n = 25, d = 14, w 12) constant weight code of size 8. Deleting the 
first coordinate from these codewords results in four words of weight 12 
and four words of weight 11. To these eight words, nineteen other words 
(see Appendix B) can he added in such a way that they together form a 
Ca.(24, 7) code, denoted hy X 24 , of size 27. 

A Ca.(25, 7) code, denoted hy X 21s, containing 40 codewords is given in 
Appendix B too. The fourteen codewords of weight 12 and weight 13 in 
this code are ohtained in the following way: take the complementsof all the 
rows of the incidence matrix of the symmetrie 2-design D(27, 27, 13, 13, 6) 
from Tahle 1.1 of [25], denoted hy D, then delete the first coordinate of 
the words in D and those 13 words starting with 0. In addition, the six 
codewordsof weight 14 are chosen as the complementsof the six codewords 
of weight 11 (using Theorem 2.11). 0 

Theorem 3.22 58 ~ Aa.(26, 7) ~ 80 and 80 ~ Aa(27, 7) ~ 144. 

Proof: From Theorem 2.1, it follows that Aa.(26, 7) ~ 2(1 + 7 + 13 + 
13) + 14 = 82 and Aa(27, 7) ~ 2(1 + 7 + 21 + 43) = 144. The first hound 
can he further lowered (see [17]) to Aa(26, 7) ~ 80. 

A Ca.(26, 7) code, denoted hy X 26, can he constructed in the following 
way: the 14 codewordsof weight 13 and the 13 codewordsof weight 14 are 
ohtained from the rows of D as defined in the proof of Theorem 3.21 hy 
deleting the first column. The complements of codewords of weight 14 will 
give the codewords of weight 12 (using Theorem 2.11), and finally, hased 
on these 40 codewords, the 18 words listed in AppendixBare added. This 
will he the code x26 of size 58. 

Take all the rows of D ( defined in Theorem 3.21) and their complements 
(using Corollary 2.4). Based on these 54 words, the 26 other words pre­
sented in Appendix B can he added to form the set X 21. Clearly, X 21 is a 
Ca(27, 7) code containing 80 codewords. 0 
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All the results produced in this section are summarized in the third 
column of Table A.3 in Appendix A for an asymmetrie distance = 7. 

3.3 Bounds and constructions for 7-AsEC 
and 8-AsEC codes 

This section explains the lower and upper bounds on Aa(n,d) for d=8 and 
9, and for n :S 27. Since the constructions for Ca(n,d) codes are trivial 
if Corollary 2.1 or Corollary 2.2 is used, it is not necessary to present the 
codewords for every code, we only need to show its upper bound. From 
Theorems 2.4, 2.5 and 2.6, it follows directly that 

Aa(n,8) = 2, 
Aa(n, 9) = 2, 
Aa(16,8) = 4, 
Aa(18,9) = 4, 

for n = 8, · · · ,15, 
for n = 9,···,17, 
Aa(17, 8) = 4, 
Aa(19, 9) = 4. 

Furthermore, by using Theorem 2.1, with a little effort it can be proved 
that 

Aa(18, 8) Aa(19, 8) = 4, 
Aa(20, 9) = Aa(21, 9) = Aa(22, 9) = 4. 

Below we show the remaining cases. 

Theorem 3.23 Aa(20,8) = Aa(21,8) = 6. 

Proof: On one hand, from Theorem 2.1, it follows that Aa(21,8) < 
1 + 2 + 2 + 1 = 6. On the other hand, a Ca(20, 8) code containing six 
codewords can be constructed by applying Corollary 2.1 to an optima} 
Ca(10,4) code of size 6. D 

Theorem 3.24 Aa(22, 8) = 8, Aa(23, 8) = 9 and Aa(24, 8) = 12. 
Proof: From Theorem 2.1, it follows that Aa(22, 8) :S 1 + 3 + 3 + 1 = 8. 

The lower bound follows from Aa(ll, 4)=8 [59] and Corollary 2.1 with r = 2. 

Similarly, one can get ( see [17]) that Aa(23, 8) :S 9 ( additional argument 
with Theorem 2.1) and Aa(24, 8) :S 12. The lower bounds respectively 
follow from the Ca(23, 8) code by Honkala [29]: 

11111111 11111111 1111111 
00000000 11111111 1111111 
11111111 00000000 1111111 
00000000 00000000 0000000 
11000000 11100000 0111000 (3.2) 
00111000 00011000 0000111 
10100110 10010110 1100100 
01010101 01001101 1010010 
10101011 01101011 0001001 
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and from Aa(12, 4) = 12 (59] by applying Corollary 2.1 with r = 2. 0 

Theorem 3.25 13 ::::; Aa(25, 8) ::::; 14, 18 ::::; Aa(26, 8) < 19 and 23 < 
Aa(21,8) S 26. 

Proof: From Theorem 2.1, it follows that 

Aa(25, 8) S 1 + 5 + 4 + 5 + 1 = 16, 
Aa(26,8) S 2(1 + 4) + 5 + 7 = 22, 
Aa(21, 8) S 2(1 + 6 + 7) = 28. 

In [17] one can find how these upper bounds can be refined to Aa(25, 8) ::::; 
14, Aa(26, 8) S 19 and Aa(27, 8) S 26. In Appendix B, a Ca(25, 8) code 
containing 13 codewords is presented. It is denoted by }25 • Again, in 
Appendix B, a Ca(27, 8) code containing 23 codewords and denoted by }27 , 

is shown. The second lower bound immediately follows from Aa(13, 4) = 18 
[59] and Corollary 2.1 with r 2. 0 

Bounds on Aa( n, 9) for n S 27 can be obtained more readily. 

Theorem 3.26 Aa(23, 9) = 6, Aa(24, 9) = 7 and Aa(25, 9) = 8. 

Proof: Theorem 2.1 (see [17]) yields Aa(23, 9) S 6, Aa(24, 9) S 7 and 
Aa(25, 9) S 8. The lower bounds respectively follow from Aa(13, 5) = 
Aa(10, 4) = 6 [59] and Corollary 2.2 with s=10 and t=4, from Aa(8, 3) = 7 
[12) and Corollary 2.1 with r=3, and from Aa(14,5) = Aa(ll,4) = 8 [59] 
and Corollary 2.2 with s=ll and t=4. 0 

Theorem 3.27 Aa(26, 9) = 9 and Aa(21, 9) = 12. 

Proof: Theorem 2.1 with further analyses on weight distributions 
(see [17]) derives that Aa(26,9) S 9 and Aa(27,9) ::::; 12. On the other 
hand, it is known that Aa(20, 7) = 9 (Theorem 3.18) and Aa(6, 2) = 12. 
Hence, Aa(26, 9) = 9 according to Corollary 2.2. Also, since Aa(15, 5) = 
Aa(12, 4) = 12, it follows from Corollary 2.2 with s=12 and t=4 that 
Aa(21, 9) = 12. 0 

The results of the bounds on Aa ( n, d) in this section can be found in the 
last two columns of Table A.3 in Appendix A. In the next section, some 
improved bounds on Aa(n,5) for n::::; 23 are given. 

3.4 Some improvements on 4-AsEC codes 

The exact val u es of all the bounds on Aa ( n, 5) for length n $ 17 are already 
known [59). Here we only consider values of n with 18 S n S 23. However, 
we want to point out that some optimal Ca(n, 5) codescan be constructed 
by Theorem 2.3. For instance, an optimal Ca(13, 5) code can be constructed 
by concatenating an optimal Ca(10, 4) code with V 3; an optimal Ca(14, 5) 
code can be obtained by concatenating an optimal Ca(11,4) code with V3 
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again, and an optimal Ca(15, 5) code can he formed by concatenating an 
optimal Ca(9, 3) code with an optimal Ca(6, 2) code, and so on. 

To obtain better lower bounds on Aa(n, 5) for 18 ~ n ~ 23, the same 
techniques as used in the previous sections are applied. So one starts with 
a 2-design D(v, n+ 1,r, k, À) with d = r- À or with a good constant weight 
code of size A1(n + 1,2d,w) where aften w will he chosen as f(n + 1)/21, 
after which some puncturing or shortening techniques are applied, to get a 
set of legitimate words. Finally, one tries to add as many words as possible. 

Theorem 3.28 Aa(18, 5) ~ 40. 

Proof: Take the (n = 20, d = 10, w = 8) optimal constant weight code of 
size 17 from [5], and shorten this code with respect to the first coordinate, 
leading to twelve words of length 19, asymmetrie distance 5 and constant 
weight 8. Deleting the first coordinates of these twelve words yields eight 
words of weight 8 and four words of weight 7 which are at distance 5 apart 
mutually. Let Z1s consist of those twelve words, and let a1, a2 and b he 
chosen from Z18 so that w( a1) = w( a2) = 8 and w(b) = 7. Th en, it can 
he easily shown that < a1,a2 >= 3 and 2 ~< a1, b >~ 3 which satisfy 
the inequalities in Theorem 2.11. Hence, the complementsof all the words 
of Z1s, as well as the following sixteen can he added to Z18 while keeping 
da = 5: 

3FFFF, 
08F59, 
07300, 

1FF56, 
1630F, 
10059, 

2FFA9, 
263FO, 
200A6, 

323F F, 09C F F, 01F A6, 
3B056, 3DOA9, 39COO, 
00000. 

The enlarged set will again he denoted by Z1s. It is a Ca(18, 5) code con­
taining 40 codewords. D 

Theorem 3.29 Aa(20, 5) ~ 128. 

Proof: From Theorem 2.1 and aresult by Böinck (mentioned in [57]), it 
follows that As+A6+A1 ~ 15, As+Ag ~ 39, A10+An ~ 44, A12+A13 ~ 21 
and A14 + Ats ~ 7. So 

20 
Aa(20, 5) = LA; ~ 1 + 15 + 39 + 44 + 21 + 7 + 1 = 128. 

i=O 

By using combinatorial arguments, we obtained a Ca(20, 5) code of size 
68, that is easy to construct. Start with the incidence matrix M of the 
symmetrie 2-design D(19, 19, 9, 9, 4) in Table 1.1 of [25], that is the circulant 
with top row (0100111101010000110) (rows corresponding to blocks), then 
putting the vector 1 of length 20 as the top row tagether with the matrix 
(FM) farms a Hadamard matrix of order 20 if all its zeroes are changed 
into minus ones. Let Z20 contain all the rows of such a matrix apart from 
the first row, then Z20 is a constant weight code of length 20, asymmetrie 
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distance 5 and constant weight 10. Since the inner product of any two 
different words in Z2o is 5, the size of Z2o can he enlarged by adding the 
complements of all its words to itself according to Corollary 2.5. To the 38 
wordsof Z20 , the 15 following words are added 

00000, OC007, 20360, 9A048, A2481, OOOF E, 
OOFOB, 07151, OEAAO, 19524, 6380C, 74182, 
A9212, C4644, D0831. 

Again, ad ding their complements ( using Theorem 2.11) will keep the dis­
tanee unchanged. · One gets the Ca(20, 5) code Z2o of size 68. Recently, 
Etzion [14] found a Ca(20, 5) code containing 71 words. 0 

Theorem 3.30 104 ::; Aa(21, 5) ::; 228. 
Proof: It follows from a small impravement to Theorem 2.1 (see [17]) 

that Aa(21,5) ;5 2(1 + 19 + 21 + 73) = 228. A Ca(21,5) code of size 104 
can he constructed as follows. Consider the rows of the circulants with 
top rows: (100100100011110101000) and (101000111001101110000). Add 1 
and O, and the 60 words given in Appendix B to obtain the Ca(21,5) code 
z21 of size 104. 0 

Theorem 3.31 Aa(22, 5) ;::: 163 and Aa(23, 5) ;::: 243. 
Proof: Let Z22 consist of 1 and 0, the 98 words presented in Appendix 

B, the rows of the circulants with top rows (000001010110011101111) and 
(000011111010110001001) with a zero appended tothem and the rows of 
the circulant with top row (000101001111100100011), with a one appended 
to them. Then Z22 is a Ca(22, 5) code of cardinality 163. 

Take the (n = 24, d 10, w = 12) constant weight code of size 96 from 
[5] (Table XI). Deleting the first coordinate will yield forty-eight words of 
length 23 and weight 11, and forty-eight wordsof length 23 and weight 12. 
To these 96 words, 1, 0 and the 145 words listed in Appendix B can he 
added. This yields a Ca(23, 5) code, denoted by Z23 , of cardinality 243. o 

3.5 A new upper bound on Aa(lO, 2) 

As a miscellaneous result, an improved upper bound on the maximum size 
of 1-AsEC codes of length 10 will he given here. 

Let C he a 1-AsEC code of length 10 and size Aa(10, 2). Also let 0 and 
1 he the codewords of C. From Theorem 2.1, it follows that the weight 
distribution of the code C satisfies A2 :5 5, A3 + A4 :5 35, As $ 36, 
A6 + A7 $ 35 and A8 ::; 5. Combining of those inequalities yields 

JCJ = Aa(10, 2) ;5 2(1 + 5 + 35) + 36 = 118. 

Weber et al. [57] improved this upper bound Aa(lO, 2) $ 117 using a linear 
programming approach. A lower bound on Aa(10, 2) was taken as the size 

35 



of the Ca(10, 2) code constructed by Delsarte and Piret [12], which shows 
that Aa(10, 2) ~ 108. Below we claim 

Theorem 3.32 111 ~ Aa(10,2) ~ 115. 

The proof of Theorem 3.32 is very tedious and can he found in [17]. 
The lower bound comes from the construction of such a code due to Etzion 
[15]. This code has the weight distribution: A0 = 1, A2 = 5, A3 = 11, A4= 
22, As = 33, A6 = 22, Ar = 11, As = 5 and A10 = 1. For the improved 
upper bound it suffices to show that for a Ca(10, 2) code, 

1) A2 +A3 + A4 = 40 or A6 +Ar+ As= 40 implies that As~ 30; 

2) As= 36 forces Aa +A4~ 30 and A6 +Ar~ 30. 

The proof of these two statements is presented in [17]. 

36 



Chapter 4 

Bounds. and constructions for 
codes capable of correcting 
unidirectional errors 

In this chapter, we shall he concerned with bounds on the maximum si ze of 
t-UEC codes of length n for 5 $ t $ 8, namely, the bounds on A"( n, 2t + 1) 
for 5 $ t $ 8. It follows from (1.2) that each value A"(n, 2t + 1) is bounded 
above by the upper bound on Aa(n, t + 1), while, the latter has already 
been produced in the previous chapter; therefore, the emphasis here will 
he put on the constructionsof t-UEC codes. 

Ho wever, the constructions of such codes ( n $ 27, 11 $ 2t + 1 $ 17) do 
not require as much effort as in Chapter 3 for t-AsEC codes, even though 
the unidirectional distance seems to he a more complicated feature than 
the asymmetrie distance. It was found that most of the t-UEC codes that 
we constructed would he obtained simply by modifying some comparable 
pairs of codewords in the corresponding t-AsEC codes of the same length. 
Essentially, if Cis a Ca(n,t + 1) code in which any pair of codewordsis 
incomparable, then Cis certainly a Cu(n, 2t + 1) code by the definition. 

In addition, if a Cu ( n, 2t + 1) code C contains 0 or 1, then the weight 
distribution of C must satisfy A; 0, for i = 1, · · ·, 2t or An-i = 0, for 
i = 1, · · ·, 2t. Therefore, it seems that an optimal C"( n, d") code which is 
nontrivial cannot contain the all-one vector 1 or the all-zero vector 0. It is 
worthwhile noting that, fora t-UEC code of length n, the sum L:~=O A; $ 1, 
and also the sum L:!=o An-i $ 1, just like any t-AsEC code of length n. 
In Appendix B, the words which are specifically underlined indicate those 
which have to he erased when constructing codes for correcting unidirec­
tional errors. 
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4.1 Bounds and constructions for 5-UEC 
codes 

We shall start with n=13. 

Theorem 4.1 Au(13, 11) = Au(14, 11) = 4 

Proof: It follows from Au(13,11) ~ Au(14,11) ~ Aa(14,6) = 4 that we 
only have to construct a Cu(13, 11) code of size 4. The four words are given 
by 1800, 07EO, OC1F and 13FF. o 

Theorem 4.2 Au(15, 11) = 4, Au(16, 11) = 6 and Au(17, 11) = 8. 

Proof: It follows from Theorem 2.1 that Au(15, 11) ~ 1 + 2 + 2 + 1 = 6. 
With some extra effort [17] this upper bound can be lowered to Au(15, 11) ~ 
4. A construction of a code of size 4 follows from the previous theorem. 

Let C be an optimal Cu(16, 11) code. Then it follows from Theorem 2.1, 
that ICI ~ 1 + 3 + 2 + 1 = 7. In [17] it is shown how this bound can be 
improved to Au(16, 11) ~ 6. A Cu(16, 11) code of cardinality 6 is given by 
0001, FCOO, 03FO, E38E, 1C7E and F9FF. 

A Cu(17, 11) code of size 8 is given by 00007, 1F800, 007EO, 
1861E, 071DC, OEB33, 15CEB and 1BFDD. So the result follows from 
Au(17, 11) ~ Aa(17, 6) = 8. 0 

For the remaining cases, we shall only give the constructions of these 
codes, since the corresponding upper bounds will be simply those on 
Aa(n, d). All the Ck (k = 19, · · ·, 27) codes mentioned in the following 
theorem have been defined in Theorem 3.6 to Theorem 3.14 inSection 3.1 
respectively. 

Theorem 4.3 Au(18, 11) ~ 10, Au(19, 11) ~ 14, Au(20, 11) > 22, 
Au(21, 11) ~ 301 Au(22, 11) ~ 46 1 Au{23, 11) ~ 63 1 Au{24, 11) > 86, 
Au(25, 11) ~ 119, Au(26, 11) ~ 167 and Au(27, 11) ~ 239. 

Proof: Take the 2-AsEC code of length 9, denoted by C9 in [12], and 
delete 0, 1 and the two wordsof weight 6. Now add the two words 00405 
and 36FDB. This gives a Cu(18, 11) code of size 10. 

Deleting 1 and 0 from the code C19 gives a Cu(19, 11) code of size 14. 

Erase 1 and 0 from the code C20 , and add the words 83080 and 7FF2F, 
giving a Cu(20, 11) code of size 22. 

Erase 1 and 0 from the code C21 and change the third row of the matrix 
M 5 in the proof of Theorem 3.8 into the vector 17BC6F. This leads to a 
Cu(21, 11) code of size 30. 

Remave 1 and 0 and the five words 2FEBC7, 321324, 028478, 14508A 
and OOA381 from the code C22 , and add the following five words: 27BFED, 
005AA1, 068470, 22310A and OlOOCC. Then a Cu(22, 11) code of size 46 is 
obtained. 
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From the code 023, delete 1, 0 and the three words of weight 8 (i.e., 
as, a7 and aw) and add the following two words of weight 8: 636011 and 
681528. Then a 0,.(23, 11) code of size 63 is obtained. 

From the code 0 24 , delete 0 and 1, and the codewords 773FEB, B900F7, 
E35B7E, FAA5EE, 70753A and BOB9C9, then add the following three 
vectors: FF990A, 6F5FF5 and B1BOFF. One gets a 0,.(24, 11) code of 
size 86. 

From the code 0 25, deletetheeleven words 0, 1, OBB5FFO, 1EEFEB3, 
07FA3F7, 127F07E, 1B773AB, 1ECOFEF, 12C6240, 1521441 and OE28200, 
then add the foÜowing six words: 17F7AF9, OB737BF, 167C07F, 
1EE2BE7, 0122051 and 12840AO. One gets a 0,.(25, 11) code of size 119. 

Oelete 0 and 1 from the code 0 26 and also the following fifteen 
words: OF70BF7, 3BB700E, 20CFC7F, 36F0779, 3F726EF, 375FB9A, 
3BC9FAO, OFF7E2A, 13F8AFE, 287B5FE, 3F65A50, 1E091EO, 0040601, 
008229C and 1821050. Then add the following eleven words: 3FF­
BBC7, 2BB77FB, 36EF070, 130CFFE, 357FE9B, OF6FE6E, 38797FO, 
3FC5BAO, 3FB1AOA, 0080205 and 00614CO. A 0,.(26, 11) code of size 
167 is constructed. 

From the code 0 27 , erase the twenty-seven words: 0, 1, 6F9BBF7, 
7BF7E5E, 556FAFF, 780CFBF, 7EA75FO, 1AEBF77, 1FF59BE, 60B­
OEEC, 3A70AF9, 304F5EE, 30AEE1F, 40E47F7, 56FACBB, 62EFBCE, 
3306B9B, 35B54FB, 78FE40C, 7C3A3EB, 70EBF80, 020B8E1, 09E0502, 
41500C9, 0288215, 2C04188 and 0091940. Then add the following seventeen 
words: 1FF7B3F, 6EEFOEO, 52BEFF7, 703FAF9, 30EBC7E, 60BC­
FAE, 78C070F, 3AFEABA, 3B65BEO, 30A67F3, 5EB5CFC, 747B1EB, 
70EF080, 0148183, 5400200, 0424488 and 0809A40. This results in a 
0,.(27, 11) code of size 239. 0 

4.2 Bounds and constructions for 6-UEC 
codes 

It is easy to show that A,.(13, 13) = A,.(14, 13) = 2 and A,.(15, 13) = 4. 
Also from (1.2), it follows that A,.(16, 13) = A,.(17, 13) = 4. For the 
remaining cases, we again only give lower bounds by means of explicit code 
constructions. 

Theorem 4.4 A,.(18, 13) 6 and A,.(19, 13) = 7. 

Proof: The words OOOOF, 3F800, 007FO, 3C78E, 078F7 and 3BF79 give a 
0,.(18, 13) code of size 6, while the upper bound comes from Aa(18, 7) = 6. 
The words 00015, 7FOOO, OOFEO, 70E1E, 3C1E7, 4F799 and 3BF7F forma 
0,.(19, 13) code of size 7, while the upper bound comes from Aa(19, 7) = 7. 
0 
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All the X~c ( k = 20, · · · , 27) codes mentioned in the following theorem 
have been defined in Theorem 3.18 to Theorem 3.22 inSection 3.2. 

Theorem 4.5 A,.(20, 13) = 9, A,.(21, 13) 2:: 10, A,.(22, 13) 2:: 13, 
A,.(23, 13) 2:: 19, A,.(24, 13) 2:: 27, A,.(25, 13) 2:: 39, A,.(26, 13) 2:: 58 and 
A,.(27, 13) 2:: 80. 

Proof: From the optimal Ca(20, 7) code X2o, delete 0 and 1, and add 
the two words 40420 and FEDFB to obtain a C,.(20, 13) code of size 9. The 
upper bound follows from (1.2). 

Delete 0 and 1 from the code X2t, to obtain a C,.(21, 13) code of size 
10. 

Delete 0 and 1, as wellas the word 324418 from the code X22 , and add 
3FEEFE and 321418 to give a C,.(22, 13) code of size 13. 

Saitoh et al. [45] gives the following Ca(23, 7) code of size 19: 000000, 
00007F, 003F80, 1FCOOO, 21C387, 22DC38, 3C21D8, 472661, 187A66, 
053C9F, 4A85EE, 5B4B19, 14D7F1, 67F942, 2BAAF5, 76663E, 39DD2F, 
4E7FCD and 7FFFFF. In this code, erase 0, 1 and 003F80, and add 202300, 
501082 and 7DFAFA. One gets a C,.(23, 13) code of size 19. 

In the code X24 , delete O, 1 and the word 4DBBAF, then add B20040, 
59BDAF and 3FEFFE to obtain a C,.(24, 13) code of size 27. 

Remove from the code X25 the words O, 1, 0177DAF and 1AFC3CE 
and add 0001812, OB34DEF and OD7FFFB. A C,.(25, 13) code of size 39 is 
obtained. 

From the code X26 , delete 0, 1, OFAAFBF, 24BFFC3 and 0253044 
and add 14BFF9F, 3D9BBE1, 2053044, 0200228 and 3FE7FF6. So 
A.,(26, 13) 2:: 58. 

From the code X 21, delete 0, 1, OAC8013, 2DEFBAD and 7AD6BF6, 
and add 4AC8012, 5DEF3F4, 7 ADEF2E, 6D7DFBF and 2030042. So 
A.,(21, 13) 2:: 80. o 

4.3 Bounds and constructions for 7-UEC 
and 8-UEC codes 

It is easy to show that A,.( i, 15) = 2 for 13 ~i ~ 16, and A,.(17, 15) = 4. 
Hence, from Aa(19, 8) = 4, it follows that A,.(18, 15) = A,.(19, 15) = 4. 
Other trivial bounds are 

A.,( i, 17) = 2, for i = 13, · · ·, 18; 
A,.(j, 17) = 4, for j = 19, · · ·, 22. 

We shall now discuss the remaining cases. 

Theorem 4.6 A,.(20, 15) = 5. 
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Proof: Let C be an optima! Cu(20, 15) code. From Theorem 2.1, it 
follows that As :5 2 and A9 + A10 + Au + A12 :5 2. But, if As = 2, then 
A9 = Aw = A 11 = 0. On the other hand, A8 = 2 and A12 = 2 will result 
in I:T=o Ai = 0 and I:t~13 Ai = 0. So it follows that ICI :5 5. On the 
other hand, The words 00018, FFOOO, 80FFO, 3CFOF and F31F7 form a 
Cu(20, 17) code of size 5. 0 

Theorem 4.7 Au(21, 15) = 6. 

Proof: On one hand, the upper bound comes from Aa(21, 8) = 6, and 
on the other hand. the words 000003, 1FEOOO, 001FEO, 1E1E1E, 01E1FE 
and 1FDDE1 forma Cu(21, 15) code of size 6. 0 

Theorem 4.8 Au(22, 15) = 7. 

Proof: Let C be an optima! Cu(22, 15) code. From Theorem 2.1, it 
follows that As+ A9 + Aw :5 3 and Au+ A12 + At3 + At4 :5 3. If As+ A9 + 
A10 = 3, then the triple (A8,A9,A10) only has three alternatives: (2,0,1), 
(1,1,1) and (1,0,2). It can be readily shown that each of those three values 
will make the sum I:T=o Ai equal to zero. Hence ICI :5 7. On the other 
hand the words 000031, 3FCOOO, 003FCO, 38383E, 37B7BO, OF4E5F and 
3BFBEF forma Cu(22,15) code of size 7. 0 

Theorem 4.9 Au(23,15) = 9. 

Proof: The upper bound comes from Aa(23,8) = 9. On the other 
hand, in Theorem 3.24, changing 0 and 1 from the code shown in (3.2) 
respectively to the following two vectors: 061081106 and 1160120120 results 
in a Cu(23, 15) code of size 9. 0 

Theorem 4.10 Au(24, 15) 2. 10. 

Proof: Consider the following matrices: 

0 0 0 0 1 1 
0 0 1 1 0 0 
1 1 0 0 0 0 

A= 0 1 0 1 0 1 
1 0 1 0 0 1 
1 0 0 1 1 0 
0 1 1 0 1 0 

B,= 0 0 1 1 1 i), u 1 1 1 0 

0· 1 0 0 1 B2 1 0 0 1 
1 1 1 0 0 - 0 1 1 1 

B,= 0 1 1 1 0 :). B,= u 1 0 0 1 n 0 1 1 1 1 1 1 0 
1 0 0 1 0 1 1 1 
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Then, the rows in 

form a Cu(24, 15) code of size 10. 0 

Theorem 4.11 Au(25, 15) 2: 13, Au(26, 15) 2: 18 and Au(27, 15) ~ 23. 

Proof: Delete 0, 1 and 18DFDF8 from the code Y25 (see Theorem 3.25), 
and add the following three vectors: 0000214, 18DFDF4 and OF77FFB to 
show Au(25, 15) 2: 13. 

Weber et al. (cf. Table VI of [59]) presentedan optimal Ca(13,4) code. 
With the same notation used by Weber, put 

in which: a = 0800001 and h= 1EBFFFF. Then, C is a Cu(26, 15) code 
of size 18. 

Delete 0, 1 and 6041613 from the code }27 (see Theorem 3.25), and add 
the following three veetors to it: 2441612, 4800041 and 5F7BFFF. This 
shows that Au(27, 15) 2: 23. 0 

Theorem4.12 Au{23,17) = 6, Au(24,17) = 6, Au(25,17) = 81 

Au(26, 17) = 9 and Au(27, 17) 2: 10. 

Proof: The first fact follows from the bound Aa(23, 9) = 6 and the 
Cu(23, 17) code consisting of the words: 000007, 7FCOOO, 003FEO, 7C3E1E, 
07C3FB and 7BFDFD. 

Let C he an optimal Cu(24, 17) code. From Theorem 2.1, it follows that 
ICI ~ 7. This upper bound can he further lowered to ICI ~ 6 (see [17]). 
From Au(23, 17) = 6 it now follows that Au(24, 17) = 6. 

The third statement follows from the bound Aa(25, 9) = 8 and the 
Cu{25, 17) code consisting of the words: OOOOOOB, 1FFOOOO, OOOFF80, 
1COE07E, 03C1E79, 18FC78D, 07379E7 and 1BFBFFE. 

Let D1 consist of the rows (in the same order) of X 20 after deletion of 0 
and 1, and let D2 he the following matrix 

110000 
001100 
oooon 

D2 = 101010 
100101 
011001 
010110 
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Then all the rows of the matrix (D1 I D2), together with 0010003 and 
3DAFFFE will forma Cu(26, 17) code of size 9. It follows from Aa(26, 9) = 
9 that Au(26, 17) = 9. 

Ooncatenate C15 minus 0 and 1 with two appropriate subcodes of 
optimal Ca(6, 2) codes to get the Cu(27, 17) code containing 7000030, 
03E0300, 421E003, 3199AAA, 0075965, 696A659, 36A6596, 4F8DF33, 
54FBAAF and 3B573FA. o 

All the results presented in this chapter are combined into Table A.5 in 
Appendix A. 
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Chapter 5 

Uniqueness of optima! 1-AsEC 
codes of length less than 9 

In this Chapter, it is shown that up to permutation the optima! Ca(n, 2) 
codes for n = 2,4,6 and 8 are unique and there exactly exist four non­
isomorphic Ca(3, 2) codes containing two codewords, four non-isomorphic 
Ca(5, 2) codes with six codewords and twelve non-isomorphic Ca(7, 2) codes 
with eighteen codewords. 

5.1 Optima! 1-AsEC codes of length less 
than 8 

From Table A.1 in Appendix A, one can find that Aa(2, 2)=2, Aa(3, 2)=2, 
Aa(4, 2)=4, Aa(5, 2)=6 and Aa(6, 2) = 12. With a little effort, one will 
immediately arrive at the conclusions for the cases of n = 2, 3, 4, 5 and 6, 
which are exhibited in the following Theorems 5.1 and 5.2. 

Theorem 5.1 Let a,b E {0,1}. For 2 ~ n ~ 4, any optima/ Ca(n,2) 
code is equivalent to one of the following sets: {(00), (11)} {n = 2}, 
{(OOa), (11b)} (n = 3} and {(0000), (1100), (0011), (1111)} {n = 4}. And 
any op ti mal Ca( 5, 2) code is equivalent to one of the following Jour matrices: 

0 0 0 0 a 
1 1 0 0 0 

f:>. 0 0 1 1 0 
Ca(5, 2)[a, b] = 0 1 1 0 1 

1 0 0 1 1 
1 1 1 1 b 

So there are four optima! Ca(3, 2) codes and four optimal Ca(5, 2) codes 
which are not equivalent. All permutations which map every word in a 
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code a to a word of a form the automorphism group of a which is denoted 
by A ut( a). Denote the identity by I. Th en we found 

Aut(aa(5, 2)[0, 0]) = Aut(aa(5, 2)[0, 1]) {I, {12){34), {13)(24), (14)(23)}; 
A ut( aa(5, 2)[1, 0]) = A ut( aa(5, 2)[1, 1]) {I, (13)( 45), (14)(35), (15)(34)}. 

Since A4 (5, 2) = 6 and the minimum distance is 2, an optima! aa(6, 2) 
code must satisfy that half of its codewords is made from the rows of a 
matrix with the form aa(5,2)[0,0] with a zero appended to them, and the 
remairring half of the codewords from the rows of a matrix with the form 
aa(5, 2)[1, 1] with a one appended to them. Hence the weight distribution 
of the code satisfies Ao = A6 = 1, A2 = A4 = 3 and Aa = 4. Thus one can 
readily show the following theorem. 

Theorem 5.2 Up to permutation1 optima/ aa(6, 2) codes look like (the 
columns are codewords) 

000101100111 
000110010111 
001001011011 
001010101011 
010000111101 
010011001101 

(5.1) 

The elementsof the automorphism group acting on the rows of (5.1) are 
the following 24 permutations: 

I, 
(12)(56), 
(13)(24), 
(1423)(56), 
(153)(264), 
(163)(254), 

(34)(56), 
(12)(34), 
(1324)(56), 
(14)(23), 
(154)(263), 
(164)(253), 

(35)(46), 
(12)(3546), 
(135)(246), 
(146)(235), 
(15)(26), 
(16)(25), 

(36)(45), 
(12)(3645), 
(136)(245), 
(145)(236), 
(1526)(34), 
(1625)(34). 

By means of exhaustive search by computer it was found that there exist 
exactly twelve non-isomorphic binary 1-AsEC codes of length 7 containing 
eighteen codewords. They are optima! and are listed in (5.2), (5.3) and 
(5.4) respectively where a, b E {0, 1} (the codewords are the columns). 

a1111111100000000b 
111110000111100000 
111101000100011100 

ó. a 1(7, 2)[a, b] = 110010110110011000 
110001101011010010 
101010101001110100 
101001110101000110 
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a1111111100000000b 
111110000111100000 
111001100110011000 

t::.. 
C2(1, 2)[a, b] = 110101010101010100 

110010101011000110 
100110110100001110 
100101101010101100 

a1111111100000000b 
111110000111100000 
111001100110011000 

t::.. 
C3(7, 2)[a, b] = 110101010101010100 

110010101011000110 
100111001010101100 
100011110100001110 

(5.3) 

(5.4) 

From (5.2), (5.3) and (5.4), it follows that optima! Ca(1, 2) codes satisfy 
A2 = 3, A3 = A4 = 5 and As = 3. The automorphism groups acting on the 
rows of (5.2), (5.3) and (5.4) are shown below: 

Aut(C1(7, 2)[a, b]) ={I}, for all a,b E {0, 1}; 
Aut(C2(1, 2)[0, 0]) = Aut(C2(1, 2)[0, 1]) ={I, (14)(23)(57)}; 
A ut( C2(1, 2)[1, 0]) A ut( C2(1, 2)[1, l]) = {I, (27)(35)( 46)}; 
Aut(C3(1, 2)[0,0]) = Aut(C3(7, 2)[0, 1]) ={I, (12)(36)(47)}; 
Aut(C3(7, 2)[1, 0]) = Aut(C3(7, 2)[1, 1]) ={I, (27)(34)(56)}. 

5.2 Optimal 1-AsEC codes of length 8 

Using the properties of optimal Ca(7, 2) codes shown in the previous section, 
we can prove 

Theorem 5.3 Up to permutation, optima/ Ca(8, 2) codes are of the same 
form. 

Proof: Let C be an optima! Ca(8, 2) code. Then ICI = 36 by Table A.1 in 
Appendix A. Arrange C as a 36 by 8 matrix. Every column of C contains 
exactly 18 ones and 18 zeros because Aa(1, 2) is 18. Further analysis shows 
that half of the codewords of C is made from the rows of a matrix with the 
form CJ(7, 2)[0, 0] appended a zero to them, and the remaining words from 
the rows of a matrix with the form Ci(7, 2)[1, 1] appended a one to them 
where i,j E {1, 2, 3}. This results in 0, 1 E C, A2 = A6 = 4, A3 = As = 8 
and A4 = 10. Without lossof generality, we may assume that 

{1,2},{3,4},{5,6},{7,8} (5.5) 
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are the supports of the codewords of weight 2. Kalbfleisch et al. [30] proved 
that a maximal (8,3) system has eight triples containing every pair exactly 
once except the four pairs of (5.5) which do not occur. The eight triples 
are uniquely determined up to permutation when (5.5) is fixed. They are 
taken as the codewords of C of weight 3, and are listed below: 

31 = {1,3, 7}, 32 = {1,4,5}, 33 = {1,6,8}, 34 = {2,3,6}, 
3s = {2,4,8}, 36 = {2,5, 7}, 81 = {3,5,8}, 3s = {4,6, 7}. 

(5.6) 

Now we consider the ten codewords of weight 4 which forma 10 by 8 
submatrix of C, denoted by Q = (%)· Because of the special types of the 
words of weight 3 and weight 4 in (5.2) to (5.4), each column of Q involves 
exactly five ones and five zeros. Without lossof generality, divide Q into two 
submatrices: (FQI) and (07 Q2) where Q1 and Q2 are two 5 by 7 matrices, 
and Q1 comes from the codewords of weight 3 in an optimal Ca(7, 2) code 
and Q2 from the codewords of weight 4 in an optimal Ca(7, 2) code. Also 
from (5.2) to (5.4), it follows that in Q1 only one column has three ones and 
the others all have two ones exactly, and in Q2 only one column has two 
ones and the others three ones each. Since {1,3, 7},{1,4,5} and {1,6,8} 
are codewords, the first column of Q1 must have three ones, and so the first 
column of Q2 must have two ones. With the distance da ~ 2 in mind, we 
may, withoutlossof generality, take the first three columns of Q as follows: 

( 

1111100000 ) T 

1110011000 
1001010110 

(5.7) 

and we may also assume that q21 = q51 = 1 since {1, 3, 7} is a codeword. 
Let 4; (i= 1, 2, · · ·, 10) denote the rows of Q in the ordered of (5.7) from 
top to bottom. By using (5.6), one can show that q14 = 1, q15 1 or 
q18 = 1 for the first row of Q. First suppose that q14 = 1. In the following 
we shall abbreviate the statement "that the condition A holds implies that 
the result B holds" by "A:=::::} B". Using this notation we get 

However, q2s = 1 :=::::} q35 = q36 = 1, which gives rise to 

q44 = 1 :=::::} da( 4t, 44) < 2; 
q41 = 1 :=::::} da(3t,44) < 2; 

q45 q46 = 1 :=::::} da( 43, 44) < 2; 
q45 q48 = 1 :=::::} da(37, 44) < 2; 
q46 q48 = 1 :=::::} da(33, 44) < 2. 

This implies that q26 = 1 and q28 = 0, hence q35 q38 = 1. In this case, we 
find 
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Proceeding in the same way, we can evaluate the entries: qs4 = q51 = qs8 = 
1, q67 = q6s = 1 and q74 = q75 = q76 = 1. Moreover if we ignore the 
order of 4s and 4g, then the supports of the last three rows of Q must be 
{3,4,5, 7}, {3,4,6,8} and {5,6, 7,8}. All the supports of the rows of Q 
when q14 = 1 are listed in the first column of (5.8). 

q14 = 1 ql5 = 1 q18 = 1 
{1,2,3,4} {1, 2, 3, 5} {1,2,3,8} 
{1,2,5,8} {1,2,7,8} {1,2,4, 7} 
{1,2,6,7} {1,2,4,6} {1,2,5,6} 
{1,3,5,6} {1,3,4,8} {1,3,4,6} 
{1,4,7,8} {1,5,6,7} {1,5, 7,8} (5.8) 
{2,3, 7,8} {2,3,4,7} {2,3,4,5} 
{2,4,5,6} {2,5,6,8} {2,6,7,8} 
{3,4,5,7} {3,4,5,6} {3,4,7,8} 
{3,4,6,8} {3, 6, 7, 8} i {3, 5, 6, 7} 
{5,6,7,8} {4,5, 7,8} I {4,5,6,8} 

Other two different sets of quadruples when q15 = 1 or q18 = 1 are derived 
also and shown in the second and the third columns of (5.8) respectively. 
Let Di (i = 1, 2, 3) be the sets consisting of the words in (5.5), (5.6) and 
the ith column of (5.8). Then the permutation (37)(48)(56) acting on the 
coordinates of D2 changes D2 into D1 . On the other hand, D2 can be 
obtained by permuting the coordinates of D3 with (358)( 467). This means 
that Dt, D2 and D3 are equivalent. Therefore, without loss of generality, 
we may take the first column of (5.8) as the ten codewordsof C of weight 
4. 

Next we determine the codewords of weight 5. Since A6 = 4 and the 
length is 8, each column of the submatrix formed by the four codewordsof 
weight 6 has exactly three ones and one zero. lt turns out that each column 
of the submatrix formed by the eight codewords of weight 5, denoted by 
F = (Jij), involves exactly five ones and three zeros. Divide F into (F Ft) 
and (0"" F2 ) where Ft and F2 are 5 by 7 and 3 by 7 matrices resp. For 
the same reason as mentioned for Qi (i = 1, 2), one comes to the claim: 
in F1 only one column contains two ones and the others involve exactly 
three ones each; in F2 exactly one column is of weight 3 and the remaining 
columns are of weight 2. Furthermore, the first column of F1 cannot have 
three ones and the inner product of the first two columns of F1 must he 
equal to 1. So, without loss of generality, the first three columns of F may 
be read as below: 
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( 

11111000 ) -r 

11000111 
10110110 

Let 5; (i = 1, 2, .. ·, 8) he the rows of F from top to hottom. Evi­
dently, there are only two possihle choices for 51, namely {1, 2, 3, 5, 7} or 
{1, 2, 3, 6, 8}. It is trivia} to prove that the second choice is impossihle. 
Thus 51 = {1, 2, 3, 5, 7}. In this case, one has that !24 = !26 = hs = 1. 
Moreover if the order of 53 and 54 is ignored, they must he {1, 3, 4, 5, 8} and 
{1, 3, 6, 7, 8}. From the properties of F~, It follows that /s4 = /ss = fs6 = 
fs1 = 1. Consequently, 56 and 57 equal {2, 3, 4, 6, 7} and {2, 3, 5, 6, 8} resp. 
(if we ignore the order of them). It turns out to he /s4 = /ss = fs1 = !ss = 1 
hecause of the properties of F2 • This uniquely completes the construction 
of F. The rows of F are the following eight 5-tuples: 

{1, 2, 3, 5, 7}, {1, 2, 4, 6, 8}, {1, 3, 4, 5, 8}, 
{1,3,6, 7,8}, {1,4,5,6, 7}, {2,3,4,6, 7}, 
{2,3,5,6,8}, {2,4,5, 7,8}. 

(5.9) 

To complete the proof, we need to determine the four codewords of 
weight 6. This can he dorre hy investigating the complementsof (5.9): 

{4,6,8}, {3,5, 7}, {2,6, 7}, {2,4,5}, 
{2, 3, 8}, {1, 5, 8}, {1, 4, 7}, {1, 3, 6}. 

(5.10) 

Sirree (5.10) does not contain the four disjoint pairs in (5.5), the comple­
mentsof (5.5) can he uniquely taken as the required codewords of weight 
6. 0 

The optima! Ca(8, 2) code shown in the proof of Theorem 5.3 can he 
written in the following standard form (the columns are codewords): 

111111111111111111000000000000000000 
111111111100000000111111110000000000 
111110000011110000111100001111100000 
111101000010001110100011101111010000 
110010110011001100010011011100101100 
110001101001101001111010001010011100 
101010101000111010100101011100011010 
101001110010100011010101101010101010 

(5.11) 

The elementsof the automorphism group acting on the rows of (5.11) are 

(1324)(5768), (1423)(5867), (1526)(3847), (12)(34)(56)(78), 
(1625)(3748), (1728)(3546), (1827)(3645), I. 
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One can check that if the first row of ( 5.11) is deleted, then the first 18 
punctured words will form the optima! Ca(7, 2) code shown in (5.2) with 
a= b = 1, and the remaining 18 punctured words will be equivalent to the 
optima! Ca(7, 2) code of (5.2) with a = b = 0. The results in this chapter 
lead to Table 5.1. 

n 2 3 4 5 6 7 8 
Aa(n, 2) 2 2 4 6 12 18 36 

~ 1 4 1 4 1 12 1 

Figure 5.1: The numbers of non-isomorphic optimal Ca(n, 2) codes for n :$ 
8. 
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Chapter 6 

Weakly ·perfect codes for 
correctingasymmetrie errors 

6.1 Introduetion 

Perfect codes for correcting symmetrie errors have received a lot of atten­
tion since the celebrated Hamming codes were discovered for the binary 
symmetrie channel (BSC) in 1950, two years after Shannon (46] published 
the foundation of information theory that was the impetus to the research 
on error-correcting codes. An excellent exposition on the existence of non­
trivia! perfect codes was given by Van Lint [48] (including many references). 
For additional results on perfect codes, one is also referred to [49] and (36]. 
For later comparisons, we indicate two main properties of binary perfect 
codes for BSC below: 

• A binary perfect block code of length n and minimum Hamming 
distance 2t + 1 ( capable of correcting up to t symmetrie errors) cor­
responds to a partition of V n· This partition consists of a collection 
of spheres all with the same radius t centered around the codewords. 
That is to say, all such packing spheres are mutually disjoint and 
together cover the whole space. So a perfect code can correct all 
(symmetrie) errors of weight ~ t, but none of weight greater than t. 

• A binary perfect block code has the highest information rate ( or max­
imum size) among all codes of the same length and error-correcting 
capability. Therefore, in this sense it can he said that the whole 
vector space is packed optimally by a perfect code. 

The study of perfect codes used for BSC has been generalized in several di­
rections which are mentioned in the comments of Chapter 7 of (49]. Though 
in the last two decades, a lot of attention has been paid to the study of 
codes which are capable of correcting asymmetrie errors as mentioned in 
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Chapter 1, no literature, as far as we know, discusses perfect asymmetric­
error-correcting codes, and the definition of such codes has not even been 
given yet. Most of previous works on t-AsEC codes have had very little 
impact on the material presented in this chapter. 

For decoding of a code, one should realize that through a binary asym­
metrie channel, a possibly received word, say y, only comes from the code­
words covering it. The strategy of a maximum likelibood decoder is of 
course to decode the received word y to one of the codewords of lowest 
weight co vering y. Therefore in view of sphere packing, the set to he packed 
in asymmetrie cases is, in general, not the whole vector space anymore as 
in symmetrie cases. It will consist of all possibly received words that can 
he obtained from all codewords by introducing asymmetrie errors. In fact, 
in asymmetrie cases the set to he packed is the whole vector space if and 
only if the all-one vector is a codeword (when only I-errors are considered). 
Generally, this set will depend on the specific code. A partition of this set 
by using the packing spheres defined in (6.2) for a given code generates 
some condition of perfect packing and weakly perfect packing. 

The study of perfect codes and weakly perfect codes which are capable 
of correcting asymmetrie errors is the main goal of this chapter, which 
warrants additional investigation on AsEC codes at a fundamental level. 
We shall first he concerned with the same two properties, as stated above 
for perfect codes used for BSC, for Ca ( n, d) codes. In other words, we shall 
answer the two questions raised in Section 1.4. 

Below, we define perfect, weakly perfect and uniformly weakly perfect 
binary block codes for correctingasymmetrie errors. The following notions 
will he used throughout the present chapter. 

Definition 6.1 Let C be a Ca(n,da) code. For any codeword c E C, r(c) 
will be used to denote the asymmetrie distance to the nearest codeword to 
c, namely 

r(c) = min{da(x, c)lc #x 1\ x E C} = da(c, C\{c}) (6.1) 

Evidently, r(c) ~ da for any codeword c in Definition 6.1. The idea 
behind Definition 6.1 is that fora Ca(n,da) code C, there may exist a 
codeword c E C such that r(c) > da, which means that the word c can 
he protected against more errors than other codewords x with r(x) = da. 
Codes with this property do exist. For instance, in a 1-AsEC linear code 
of maximum dimeosion and length n (n # 2,4), .any nonzero codeword 
will have a weight greater than the minimum asymmetrie distance of the 
code [57]. Therefore at least r(O) is larger than the minimum asymmetrie 
distance of the code. 

The sphere with radius t and center c is defined by 
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Sa(c,t) ={x E Vn I da(c,x) $ t A c ~x}. (6.2) 

In other words, Sa( c, t) consists of all veetors that can be obtained from 
c by introducing up to t 1-errors. Therefore, the cardinality of the sphere 
Sa( c, t) equals 

~ ( w(c)) I Sa(c,t) I= L.. . . 
1=0 l 

Unlike in Hamming' space, this number relies not only on the radius t but 
also on the weight of the word c. 

Deflnition 6.2 Let C be a Ca(n, da) code. Also, let E denote the set of all 
possibly received words, i.e. E = {x E Vnl 3cec[c ~x]}. The code C is 
called a weakly perfect code, for short W P code, if 

E = U Sa(c,r(c) -1). (6.3) 
CEC 

In particular, iJ all r(c) are equal to da in (6.3}, then Cis called a uniformly 
weakly perfect code, for short, UWP code. IJ E = Vn in (6.3}, then Cis 
called a perfect code. 

Obviously, IC l$1 E l$1 Vn I= 2n, and E = Vn if and only if 1 E C. 
From Definition 6.2, it follows that any UW P Ca(n, da) code is also a W P 
Ca(n, da) code. The definition given for perfect Ca(n, da) codes is consistent 
with that given for the perfect codes used for BSC. Define: 

Of course 

Wa(n, da): the maximum number of codewords 
in a WP Ca(n,da) code; 

Ua(n, da): the maximum number of codewords 
in a UW P Ca(n, da) code. 

(6.4) 

To illustrate the existence of WP Ca(n,da) codes, we present some 
examples. 

Example 6.1 Let C be the repetition code of length n. Then E = V n, 
Sa(O, n -1) = {0} and Sa(1, n -1) =V n \ {0}. Hence the condition stated 
in (6.3) is satisfied, and C is a perfect code. 

Example 6.2 Let C consist of the three words: 00000, 11000 and 00111. 
Then, C is a nontrivial W P Ca(5, 2) code and r(00111) = 3, whereas 
r(O) = r(llOOO) = 2. 
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Example 6.3 Let C he the code obtained from the optimal Ca(6, 2) code 
in (5.1) by deleting the all-one vector 1. Then, it can he checked that Cis a 
nontrivial UW P code of size 11 by Definition 6.2. From Theorem 5.2, ( 6.4) 
and Theorem 6.8 (see Section 6.3), it follows that Ua(6, 2) Wa(6, 2) = 11. 
This code is unique up to permutation. 

Theorem 2.3 shows that concatenating two Ca(n,da) codes gives a 
Ca(2n, 2da) code. However, concatenating two weakly perfect codes does 
not necessarily result in a weakly perfect code. For instance, concatenating 
the code C in Example 6.3 withitself does not yield a W P Ca(12, 4) code. 

If Cis a WP Ca(n,da) code, then the code obtained by deleting one 
of the largest weight codewords of C will he a W P code of length n as 
well. The proof is easy. Let x he one of the largest weight codewords of C, 
and C' = C\{x}. Also, let r(c) = da(c,C\{c}) and r'(c) = da(c,C'\{c}) 
for any c E C'. Then r(c) :::::; r'(c) for any c E C'. Let E' denote the set 
consisting of all possibly received words corresponding to C', i.e. E' = {y E 

Vnl3cec•[c 2:: y]}. Now weneed to show that E' Ç Ucec•Sa(c,r'(c) -1). 
Let z E E'. Since C is a W P code and E' Ç E, one has 

ZE U Sa(c,r(c)-1)USa(x,r(x)-1). 
cec• 

Note that da(z,x) 2:: r(x). So z rf. Sa(x,r(x) 1). Hence 

zE U Sa(c,r(c) -1) Ç U Sa(c,r'(c) -1). 

Thus C' is a W P code of length n (but possibly with a larger minimum 
distance than da)· 

Example 6.4 Let C he the code defined in Example 6.3. The set 
{x I (x,1) E C} gives a UWP Ca(5,2) code of size 5 by Definition 6.2. 
From Theorem 5.1, (6.4) and Theorem 6.8 (see Section 6.3), it follows that 
Ua(5, 2) = Wa(5, 2) = 5. 

Example 6.5 For any integer number w (0:::::; w < n), thesetof all words 
of length n and weight at most w together with the all-one vector 1 is a 
perfect Ca(n, 1) code. 

The probability of error, or the word error rate, Perr, for a particular de­
coding rule is the probability that the decoder produces a wrong codeword. 
Assume that c1 , c2 , ···,CM are codewordsof a code C which are used with 
equal probability, then the probability of incorrect decoding of a received 
word is 

1 M 
Perr(C) = M LP; 

i=l 
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where Pi is the probability of making an incorrect decision given that Ci is 
transmitted for i= 1, 2, · · ·, M. 

Fora Ca(n, da) code C, our decoding rules arebasedon two assumptions. 
First of all, it is assumed that all codewords are transmitted equally likely 
during communication. Furthermore, the decoding strategy is that if x is 
received, then x is decoded into a codeword c where c 2 x and w( c) = 
min{w(y)ly E CA y ;::: x}. This decoding rule results in maximum­
likelihood-decoding. 

Section 6.2 will present some basic results derived from the above defi­
nitions which will he needed to prove the main conclusions, which will he 
presented in Section 6.3. It is shown that any perfect code defined in Defi­
nition 6.2 has a trivia} form. To he more precise, it must he the repetition 
code. This answers the first question listed in Section 1.4. It follows that 
any asymmetrie error-correcting code for which all the Goldbaum inequal­
ities [24] are sharp must have a trivia! form too. Further analysis shows 
that any weakly perfect code which is nontri via! can always he enlarged to 
a bigger code of the same length and distance, which answers the second 
question in Sectionl.4. A generallook on UWP Ca(n,da) codes is given in 
Section 6.4. In Section 6.5, we discuss UW P codes of length s; 15 capable 
of correcting single errors. Some explicit constructions of codes are given. 

6.2 Some results related to Ca(n, da) codes 

In this section we shall derive several results regarding Ca(n, da) codes that 
are interesting in their own right but are also necessary for deriving the 
results in the next section. 

Lemma 6.1 Let C be a Ca(n, da) code. Then the following properties hold: 

1. ifC is nontrivial, then r(c) s; n- da for any codeword c E C. 

2. for any two different codewords c1 and c2 1 

Proof: The proof of the first assertion is straightforward and omitted. 
In order to prove the second assertion, take r = max{r(c1), r( c2)}. Since 
da( c1, c2) ;::: r, withoutlossof generality, we may assume that N( Ct, c2) ;::: r. 
If there exists a vector x such that x E Sa( Ct, r( ct)- 1) n Sa( c2, r( c2)- 1), 
then from (6.2) one has that x s; Ct, x s; c2 and N( Ct, x) s; r( Ct) -1. This 
implies that 

which is a contradiction. 0 
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Theorem 1.1 sho~s that Ca(n, da) codescan correct up toda-l asymmet­
rie errors. However, possihly there exists a codeword c such that r(c) > da. 
It follows that the minimum distance criterion of judging capahilities of 
correcting errors of codes can he generalized. This motivates us to intro­
duce the average error-correcting capability of a code. The average error­
correcting capability of a Ca(n, da) code C is defined: 

1 
r(C) = -ICI E(r(c) 1). 

cec 
(6.6) 

For the average error-correcting capahility of the code C, one remark needs 
to he given here, namely if cis a codeword of C of weight less than da, then 
the error-correcting capahility of c may he referred as any numher which 
is greater than w( c ). Hence in the sense of error-correcting capahility, r( c) 
does not give an appropriate measure, nor does r(C). However, this will 
not give much additional scope in the error-correcting capahility of the code 
C, so we still adopt the definition in ( 6.6) as the average error-correcting 
capahility of C. Another thing which should he noticed is that sometimes 
a codeword c may correct more than r( c) 1 errors. The following Th eo­
rem 6.1 shows that if a Ca(n,da) code does not contain the all-one vector 1, 
then changing a maximal weight codeword into 1 may increase the average 
error-correcting capahility of such code. 

Theorem 6.1 Let C be a Ca(n,da) code withaverage error-correcting ca­
pability r(C), and x be a maximum weight codeword of C. Ij x =1- 1, 
then the code C' = ( C\ {x}) U { 1} has average error-correcting capability 
r(C') ~ r(C). 

Proof: Without loss of generality, let C contain M codewords: 
{c~,· .. ,cM} with w(ci) ~ w(ci) for i$ j and i,j = 1,2, .. ·,M 
(x= CM)· Let c' = {cl,"',CM-1!1}. From (6.1), it is clear that 
da(c;,cM) ~ da(c;, 1) for all i$ M -1. This implies the assertion. 0 

Lemma 6.2 IJC is a Ca(n,da) code with the property: w(C) $ w(C') for 
any Ca(n, da) code c' with ICÏ = IC I, then r( c) = da for any c E c. 

Proof: Without loss of generality, we may assume that C consists of the 
M codewords: c1 , ···,CM with nondecreasing weight order, i.e., w( c;) $ 
w(cj) for 1 ~i< j ~ M. Since Cis of minimum weight, the codeword c1 

must he the all-zero vector 0. If r(ct) ~ da + 1, then any 1 -+ 0 change 
in c2 can he introduced such that the resulting code is still a Ca(n,da) 
code, which contradiets the assumption on the weight of C. Similarly, if 
r(c) ~ da + 1 for c =1- c1, then introducing any 1-+ 0 change in c will give 
the same contradiction. 0 

. Theorem 6.2 A Ca( n, da) code C can always be transformed into a nother 
Ca(n, da) code C' so that r(c) = da jor any codeword c of c'. 
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Proof: Withoutlossof generality, we may assume that 0 E C. The same 
argument used in the proof of Lemma 6.2 can be applied here. Note that 
the weight of C is finite. Therefore, the process of making 1 --+ 0 changes 
must terminate in a finite number of steps. D 

Theorem 6.2 admits the following beuristic interpretation. Given a 
Ca(n,da) code C. From Lemma 6.1, it follows that all the packing spheres 
een te red at the codeworcis of C are disjoint in the space V n. If there is r( c) 
which is greater than da, then the corresponding center c can be replaced by 
a word y so that Sa(y,da -1) is a proper subset of Sll(c,r(c) -1), keeping 
it disjoint from the other packing spheres. Thus, by this technique, all the 
packing spheres with larger radii (?: da) can be reduced tosmaller packing 
spheres that are still disjoint. 

Theorem 6.2 also shows that any Ca(n, da) code of maximum size can 
be assumed to satisfy that for any codeword, it has distance da to the set 
of all other codewords. An interesting question is whether this condition is 
necessary for any nontrivial Ca( n, da) code of maximum size. From Theo­
rem 6.2, it follows that the answer is positive for codes which are unique 
up to permutation. But, in general, it is not true. Two counterexamples 
are shown below. 

Example 6.6 The four words: 0000000, 1110000, 0001110 and 1111111 
form an optimal Ca(7, 3) code. However, the minimum distance from the 
codeword 1 to the other three codewords is 4 which is greater than the 
minimum distance of the code. 

For Example 6.6, one has that Aa(6, 3) = Aa(7, 3) = 4 (see Table A.1 in 
Appendix A). In the following, we shall give another example which shows 
that Ca(n,da) codes of size Aa(n,da) exist so that at least one codeword is 
of minimum distance greater than da to all other codewords, even though 
the relation Aa(n -1,da) < Aa(n,da) holds. 

Example 6. 7 The Ca(17, 6) code consisting of the following eight words: 

00000000000000000 
11111100000000000 
00000011111100000 
11000011000011110 
00111000111011100 
10011110010110011 
01100101101101011 
11111111111111111 

is optimal. From Table A.3 in Appendix A, it follows that Aa(16, 6) = 
7 < Aa(17,6) = 8. However, the minimum asymmetrie distance from the 
codeword 1 to the other codeworcis is 7. 
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Lemma 6.3 Let C be a Ca(n, da) code. lfw(c) < r(c) fora certain c E C, 
then c is of minimum weight in C, i.e, w( c) < min{ w(x)lx E C 1\ x# c}. 

Proof: Suppose that there is a codeword x in C such that w(x) ~ w(c). 
Then da(x,c) ~ w(c) < r(c), which contradiets the definition of r(c). 0 

Lemma 6.4 .For an optima/ Ca(n, da) code C, r(c) ~ 2da - 1 for any 
codeword c E C. 

Proof: Suppose that there exists a codeword c such that r(c) ~ 2da. 
Let y he any word with distance da from c. Since C is of maximum size, 
y cannot he added to C as a codeword without affecting the minimum 
distance da. Hence, y has distance ~ da- 1 to a codeword in C, say x. 
From the triangle inequality, we get the following contradiction: 

2da ~ da(x, c) ~ da(x, y) + da(Y, c) ~ da- 1 + da = 2da - 1. 

0 

From Examples 6.6 and 6.7, it follows that for an optimal Ca(n,da) 
code, the bound 2da- 1 shown in Lemma 6.4 certainly is not tight but also 
cannot he replaced by da. The following theorem strengthens this bound. 

Theorem 6.3 Let C be an optima/ Ca(n, da) code. lfn ~ 2da, then r(c) = 
da for any codeword c of C. IJ n > 2da and c E C, then 

{ 

2da- w(c), 
r(c) < 3da/2, 

2da- n + w(c), 

for O~w(c)<da; 
for da ~ w(c) ~ n- da; 
for n - da < w( c) ~ n. 

Proof: When n < 2da, C is the repetition code. So the assertion holds. 
If n = 2da' the following four words: oda oda' 1 da oda' oda 1 da and 1 da 1 da form 
an optimal Ca(2da, da) code, which is unique up to permutation. Hence, 
r( c) = da for any c E C. Let n > 2da and c E C. Without loss of generality, 
we may assume that c = 1 won-w where w is the weight of the codeword c. 
Since C is optimal, it must contain a unique codeword which has weight 
less than da. Suppose that c is such codeword. Because n - w ~ da and 
r(c) < 2da (using Lemma 6.4), we can put 

From the triangle inequality, the asymmetrie distance from a to any code­
word other than c must he at least da. Moreover, the weight of the word 
a must he less than da, otherwise a Ca(n, da) code with larger size can 
he obtained by replacing c with a and 0 (if c = 0, then one can simply 
add a into C), which contradiets the assumption on the size of C. There­
fore w(a) = w + r(c) - da < da. This means that r(c) < 2da - w(c). 
Similarly, one can prove that for the unique highest weight codeword c 
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(n- do.< w(c) ~ n), r(c) < 2da.- n + w(c). For any other codeword c, by 
using Lemma 6.3, w(c) 2:: r(c). Put 

a = 1 wr·(c)-daon-w-(r(c)-da) 

b = or(c)-da 1 w-(r(c)-da)on-w. 

Hence from the triangle inequality, it follows that for any c' E G and c' f:. c, 

da.(a,c') 2:: da.(c',c)- da.(c,a) 2:: r(c)- (r(c)- do.)= do.. 

Similarly, da.(b, c') 2:: do.. Thus, the asymmetrie distance between a and b 
must he less than da.. In deed, if this is not the case, replacing c by a and 
b in G will result in a Ga.( n, do.) code of larger size, which is not possible. 
Therefore da.(a, b) = 2(r(c)- do.)< do.. This leads to r(c) < 3da.f2. D 

Theorem 6.3 tells us that in an optimal Ga.(n, do.) code there are at most 
two codewords at asymmetrie distance greater than or equal to 3da./2 to 
all other codewords. Specifically, one has that r(O) < 2da. and r(l) < 2da. 
if 0 and 1 are these codewords. Furthermore, applying Theorem 6.3 to the 
case do. = 2 presents some interesting results. In fact, if G is an optimal 
Ga.( n, 2) code with 1 ~ w( c) ~ n - 1 for all c E G, then from Theorem 6.3, 
it follows that r( c) = 2 for all c E G. Though, in general all r( c) are 
not necessary equal to da. fora nontrivial Ga.(n, da.) code of maximum size, 
it is at least necessary for many optimal Ga.( n, da.) codes, as shown in the 
following theorem. 

Theorem 6.4 Let G be an optima/ Ga.(n, 2) code. IJ n :f:. 1 or 3 (mod 6}, 
then r(c) = 2 for all c EG. 

Proof: Without loss of generalit'y, the all-zero vector 0 may he assumed 
to he a codeword. By Theorem 6.3 and for reasons of symmetry, we only 
need to prove that r(O) = 2. Assume r(O) > 2. Then from Theorem 6.3 it 
follows that r(O) 3. This means that apart from the all-zero vector 0, all 
the other codewords of G have weight at least three. If the length n is not 
congruent to 1 or 3 modulo 6, then the set of codewords of G of weight 3 
cannot form a Steiner triple system [32]. Hence, there exists at least one 
word of weight 2 which has asymmetrie distance greater than or equal to 
2 to all codewords of weight 3 and trivially is at distance greater than or 
equal to 2 to all codewords of weight greater than 3 as well as to 0. So 
this word of weight 2 can he added to G without decreasing the minimum 
distance, which contradiets the assumption that the code G is optimal. D 

The question whether any optimal Ga(n, 2) code G must satisfy that 
r(c) = 2 for any c E G is still open. From the proof of Theorem 6.4, 
one only needs to prove that no optimal Ga.(n, 2) code exists that contains 
0, and in which the codewords of weight 3 form a Steiner triple system 
8(2, 3, n ). At the present, we could only check this for n 7 and one case 
for n = 9 (based on the known results). Therefore, we are left with 
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Conjecture: Any optima} Ca(n,2) code C satisfies r(c) = 2 for all c E C. 

We shall now investigate the significanee of taking the all-one vector 1 
as a codeword in a Ca(n, da) code (this will comeback when W P Ca(n, da) 
codes will be discussed in the next section). It is well known (Kl~ve's ob­
servation) that the all-one vector 1 and the all-zero vector 0 may always 
be assumed to be codewords in a Ca ( n, da) code. This is useful in code 
constructions as shown in Chapter 3. However, for a fixed length n and 
distance da, two or more Ca(n, da) codes may exist, all of maximum size 
butnotequivalent toeach other. In this case, their performance cannot be 
judged by simply comparing their average error-correcting capabilities and 
their information rates, since both parameters may be equal. For example, 
with the same notations as used in Theorem 5.1, we let Ct = Ca(5, 2)[0, l] 
and c2 = Ca(5, 2)[0, 0]. Then ICd IC21 = Aa(5, 2) = 6. So they have 
the same information rate. Also, for both codes the minimum distance 
from a certain codeword to all other codewords is 2 by Theorem 6.4. Hence 
they have the sameaverage error-correcting capability. To distinguish their 
performance we shall study their respective probabilities of erroneous de­
coding. 

When error probability is taken into account, one arrives at the following 
question: let C be an optimal Ca(n,da) code without the word 1 and let 
C' = ( C\ { f}) U { 1} w here f is one of the maximal weight codewords of C, 
does the inequality Perr ( C') ~ Perr ( C) hold ? This question was essentially 
solved by Weber [56] (unpublished), which shows that iff is a codeword of C 
ofweight w(f) = n-j (1 ~ j ~da-l), then Perr(C') ~ Perr(C). Therefore, 
for the above two codes C1 and C2 , we have that Perr (Ct) ~ Perr ( C2). In 
fact, one can show that Perr(Cl) < Perr(C2)· Thus, Ct can be said to be 
better than C2 in the sense that it has a lower error probability. Below, a 
slightly more general result than that obtained by Weber will be presented 
in Theorem 6.5 for which the proof is essentially due to Weber. 

For the decoding of a Ca(n, da) code C, it is known that a received word 
y only comes from the codewords covering it. In other words, the received 
set E depends on the specific code C, which is not the case for the BSC 
where any word in V n can be a possibly received word. The strategy of 
a maximum likelibood decoder is of course to decode the received word y 
to one of the codewords of lowest weight co vering y. This fact is stated 
in Lemma 6.5. We denote the probability of receiving y given that x is 
transmitted as P(ylx). 

Lemma 6.5 Let C be a Ca(n, da) code and let y be a received word. IJ 
x1, x2 E C with Xi ~ y (i = 1, 2} and w(x2) ~ w(xt), then P(ylx1) ~ 
P(ylx2). 
Theorem 6.5 Let C be a nontrivial Ca(n, da) code and let f be a codeword 
ofC ofmaximum weight. Then, Perr(C') ~ Perr(C) where C' = (C\{f})U 
{g} and g ~ f. 
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Proof: Ohviously, C1 is still an AsEC code of length n and minimum 
distance at least da. Without loss of generality, it is su:fficient to consider 
the case: f = oi1n-j and g = oi-I1n-i+l fora certain j ~ 1. Define: 

A={aEVn I f~a 1\ vceC\{f}[cl.a]}. 

If a E A, we denote a1 as the word ohtained hy changing the jth coordinate 
of a (which is 0 hecause f ~a) to 1, and further define the set consisting 
of all such words a' hy A1

• Without loss of generality, we may assume 
that only the words. of A are decoded into the codeword f ( clearly, if there 
is more than one codeword of the same maximum weight, then according 
to the decoding rule, some words other than the words of A might he 
decoded into f as well. But the assumption does not change the overall 
error prohahility). Let P{ correctix} denote the prohahility of making the 
correct decoding decision given that x is transmitted. According to (6.5) 
and Lemma 6.5, we only need to consider two prohahilities: P{ correctif} 
and P{correctlg}. Note that A nA'= 0. One ohtains 

P(correctjg) ~ LaeA P(alg) + La'EA' P(a1 jg) 

La'EA' pn-j+t-w(a')(1 - p)w(a') 

= (p + (1- p)) LaeAPn-j-w(a)(1- p)w(a) 

= LaeA P(alf) = P(correctjf). 

Thus, Perr(C') ;S; Perr(C) which completes the proof. 0 

Weher's original result is a partienlar case of Theorem 6.5 hy taking 
g = 1 and fa codeword of weight greater than n- da. From Theorem 6.5 
and Theorem 6.1 together with the ohservation hy Khwe, it follows that the 
all-one vector 1 should always he included in a Ca(n, da) code. However, 
in the next section it will he shown that the all-one vector 1 cannot he a 
codeword in any nontrivial W P code for correcting asymmetrie errors. 

6.3 On the rate of weakly perfect codes 

In this section, we will present the answers to the two questions stated in 
Section 1.4. We shall show that any perfect Ca(n, da) code must have a 
trivial form. This implies that for hinary asymmetrie channels only the 
repetition code gives rise to a partition of V n· Furthermore, it will he 
shown that any nontrivial W P Ca(n, da) code of maximum size cannot he 
optimal, i.e., Wa(n,da) < Aa(n,da) for nontrivial cases for any n and da. 
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Lemma 6.6 Let C be a W P Ca(n, da) code containing the all-one vector 
1. Then C must be the repetition code. 

Proof: Since 1 E C, the received set E corresponding to C equals the 
wholespace Vn. From (6.3) in Definition 6.2, it follows that 

Vn = U Sa(c,r(c) -1). (6.7) 
cec 

Let r = r(1). Obviously, r :::: da :::: 2 and the weight distribution of C 
satisfies An-1 = An-2 = · · · = An-r+1 = 0. Furthermore, one has 

An-r = ( n ) . n-r 
(6.8) 

Otherwise, there would exist at least one word of weight n - r which does 
not belong to the right-hand si de of (6. 7), which is not possible. If n- r :::: 1 
in (6.8), there must he two different codewords of weight n- r such that 
they are at asymmetrie distance 1 apart, which disagrees with da :::: 2. So 
n- r = 0, that is, n = r. This shows that the codeCis the repetition code 
which is trivial. 0 

Theorem 6.6 A Ca(n, da) code C is perfect if and only if C is the repeti­
tion code. 

Proof: Because any perfect Ca(n, da) code contains the all-one vector 1, 
the assertion directly follows from Lemma 6.6 and Example 6.1. 0 

Instead of applying the sphere packing concept to the whole space V n, 

Goldbaum [24] derives an upper bound on the maximum size of an asym­
metrie error-correcting code which is only based on the constraints on the 
veetors of length n ha ving a certain weight i. He shows that the weight 
distri bution A 0 , Ah ... , An of a Ca( n, da) code satisfies 

da-1 ( i + j ) ( n ) 
[; j A;+i ~ i (6.9) 

for i = 0, 1, ... , n. According to Lemma 6.6, we can conclude that 

Theorem 6. 7 The only Ca(n, da) code {n :::: da :::: 2) for which all the 
Goldbaum inequalities {6.9) are sharp is the the repetition code. 

Proof: By taking i= n and i = n- da respectively in (6.9), one will he 
in the same situation as described in the proof of Lemma 6.6. So the result 
is the same as there. 0 

Theorem 6.6 shows that no nontrivial Ca(n, da) code exists such that the 
union of all packing spheres centered at the codewords covers the whole 
space V n· However, in practice, we are only interested in those words 
which are in the received set E corresponding to C instead of the whole 
space V n· In general, the cardinality of E is greater than that of the union 
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Sof all packing spheres centered at the codewords. But for W P codes, hoth 
sets are equal, i.e., E = S, hy De:finition 6.2. Therefore, in this case any 
possihly received word can always he decoded toa unique codeword (mayhe 
incorrectly). Speci:fically, a UW P Ca( n, da) code can correct all errors of 
weight ~ da -1, and none of weight greater than or equal to da. Of course, 
we expect that the cardinality (or information rate) of a W P code is as 
large as possihle. Thus, one question arises, namely, whether a nontrivial 
WP Ca(n,da) code exists such that it contains Aa(n,da) codewords. In the 
following, we shall show that the answer to this question is negative. 

Theorem 6.8 lfn 2:: 2da, then Wa(n,da) < Aa(n,da)· 

Proof: Let C he a WP Ca(n,da) code with cardinality Wa(n,da) and 
with n 2:: 2da. Let Ao, · · ·, An he the weight distrihution of C. Note that 
L:~n-do+l A; ~ 1. If L:?=n-da+l A; = 0, then the all-one vector 1 can he 
always added to C such that this enlarged code is still a Ca(n,da) code. So 
the claim is ture in this case. If An = 1, then from Lemma 6.6 it follows 
that C is the repetition code. Because Aa( n, da) 2:: 4 when n 2:: 2da, the 
assertion holds for this trivial case too. Now, suppose that 

n-1 

2: A;= 1. (hence An = 0) 
i=n-da+1 

Then, there will he an index j (1 ~ j ~ da -1) such that An-i = 1. Let a 
represent the codeword of weight n- j, and without lossof generality, the 
word a may he assumed to he a= oi1n-i. If ICI = Wa(n,da) = Aa(n,da), 
then from Theorem 6.3 it follows that w(a) - r(a) ~ n- 2da + 1. Since 
n ~ 2da and w(a) = n- j, one has that n- j- r(a) ~ 1. De:fine the 
following three wordsof length n (note that 2 ~ da ~ r(a)): 

Xt Oi 1 n-j-r(a)-1 100 or(a)-2' 

Xz = Qi 1 n-j-r(a)-1 010 Qr(a)-2' 

X3 = Qi 1 n-j-r(a)-1 001 or(a)-2. 

Ohviously, the ahove three words are all of weight n- j- r(a). Therefore, 
none of them can he contained in the sphere Sa( a, r(a) - 1). Since C is 
weakly perfect, every word of weight n - j - r(a) covered hy a must he 
covered hy one of the codewordsof C of weight i where n j- r(a) ~i ~ 
n- r(a). Note that the minimum asymmetrie distance from the codeword 
a to the other codewords is r( a) and a is of the highest weight. With this in 
mind, one will arrive at the fact that the three words x 11 x 2 and X3 must he 
covered uniquely hy three different other codewords of C respectively, and 
these three codewords are necessarily of the following forms respectively: 

al = ht 1 n-j-r(a)-1 100 or(a)-2' 
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a2 = b2 1 n-j-r(a)-1 010 or(a)-2' 

a3 = b3 1 n-j-r(a)-1 001 or(a)-2. 

where ht, b2 and b3 are of length j. However, since da ( a1, a2) ;:: da and the 
length of b 1 and b2 is j ::::; da 1, one must have w(b1) = j = da. 1 and 
w(b2) = 0 (or vice versa). Then w(b3) must equal zero hy da(at, a3) ;:: da. 
This results in da. ( a2, ~) 1 which is a contradiction. Hence, ICI < 
Aa.( n, da.) if n ;:: 2da.. D 

Since a Ca.(n,da) code, if n < 2da., is trivial, Ua(n,da) Wa(n,da) = 
Aa(n, da.) = 2 when n < 2da. Hence, Theorem 6.8 states that the rate of 
a nontrivial Ca.(n, da) code of maximum size is always greater than that of 
WP Ca(n,da) codes. Two direct corollaries to Theorem 6.8 are 

Corollary 6.1 lfn;:: 2da, then any nontrivial WP Ca.(n,da.) code cannot 
contain a codeword of weight greater than n-da.. Therefore, a W P Ca.( n, da) 
code with n ;:: 2da can always be enlarged with the all-one vector 1 to a 
bigger Ca ( n, da) code. 

Proof: From Lemma 6.6, we only need to show the assertion in the corol­
lary is true for An 0 and n;:: 2da. Let C he a nontrivial WP Ca(n,da) 
code containing the codeword a shown in the proof of Theorem 6.8. From 
Lemma 6.3, it follows that w(a) ;:: r(a). If w(a) ;:: r(a) + 1, the same 
contradiction stated in the proof of Theorem 6.8 will he ohtained. On the 
other hand, one can readily verify that the relation w(a) = r(a) willlead 
to ICI ::::; 2 which is trivia!, which contradiets the assumption that C is 
nontrivial. D 

Corollary 6.2 Ua(n,da.) < Aa(n, da.) for n;:: 2da.. 

6.4 Properties of UW P Ca(n, da) codes 

From Theorem 6.6, we know that the vector 1 cannot he a codeword of a 
nontrivial UW P Ca(n, da.) code. How ahout the vector 0? Evidently, 0 is 
always a possihly received word. This means that 0 is always an element of 
E. One may think that the all-zero vector 0 should always he chosen as a 
codeword in a Ca(n, da.) code, since it cannot he distorted hy the channel. 
However, it will he shown that for a UW P Ca.(n, da) code, whether 0 is a 
codeword or not depends on the length n and the asymmetrie distance da.. 
We start with the following theorem. 

Theorem 6.9 Let C be a nontrivialUW P Ca.(n, da) code. Define r by 
n = r (mod da) {0 ~ r ::::; da - 1). Then Ar = 1, Ad., = (n- r)/da and 
A; = 0 for i =/= r and 0 ::::; i ::::; da - 1. 

Proof: For UW P Ca(n, da) codes, the sum Ef~ö1 Ai = 1 (since 0 E E) 
and Ad., must hegreater than zero (consider the weight one veetors in E). 

66 



Also, that Cis nontrivial means that 2 :5 da :5 n-da. Therefore, n = qda+r 
with q;::: 2 and 0:5 r :5 da -1, and Ai= 1 forsome jE {0,· · · ,da -1}. 
Let a denote this codeword of weight j. Then, without loss of generality, 
the vector a and the Ad., codewords of weight da may look like 

a = 1 .. ·1 o ... o 0·. ·0 o ... o 0· .. o 
CJ 0· .. 0 1 .. ·1 o ... o o ... o 0···0 

CAd., = o ... o o ... o o ... o 1 .. ·1 o ... o ....._.._. ....._......., ....._.._. ....._.._. 
j d., da ( q-Ad., )da +r- j 

If ( q - Ad..)da + r - j is not equal to 0, then any of other codewords of C 
cannot have ones in the last ( q - Ad..)da + r - j positions, otherwise there 
would exist a possihly received word of weight 1 which is not contained in 
the union Ucec Sa( c, da - 1 ). This violates the assumption that the code 
C is a UW P code. Therefore, we conclude that ( q - Ad.Jda + r - j = 0 
(note the conventions stated in the paragraph after Theorem 1.1). Since 
r- j < da, it follows that q- Ad.,= 0 and r = j, which gives Ar= 1 and 
Ad .. = q = (n- r)/da. Since the minimum distance is da, A; = 0 for i i= r 
and 0 :::; i :::; da - 1. 0 

Three corollaries to Theorem 6.9 are 

Corollary 6.3 Under the hypotheses of Theorem 6.9, n 0 (mod da) ij 
and only ifO E C, in which case Ad.,= nfda. 

Corollary 6.4 Let C be a nontrivialUW P Ca( n, da) code, and let n be a 
prime number. Then 0 f/. C. 

Corollary 6.5 Let C be a nontrivialUW P Ca(n, d,.) code with n = qda+r 
{0 :::; r :::; da- 1). IJ r = 0 and da(da + 1) > n, then Ad.,+I = 0. Also, ij 
r i= 0 and ~ > n, then Ad.,+I = 0 as well. 

Proof: Suppose that r = 0. From Corollary 6.3, it follows that Ad" = 
n/da. Hence, in the code C there are n/da codewords of weight da with 
disjoint supports G; (i= 1, ···,Ad.,) that partition thesetof n coordinates. 
Let c he a codeword of weight da + 1. Since the minimum distance is da, 
isupp( c) n G;l :5 1 for all i= 1, ···,Ad"· This yields that da + 1 :::; Ad., = 
nfda. It follows that da(da + 1) :::; n if Ad.,+l is not equal to zero, which 
is equivalent to the first assertion. Similarly, if r i= 0, it follows from 
Theorem 6.9 that da + 1 :::; q + 1 when Ad.,+I i= 0, which leads to the second 
claim. 0 

In Example 6.4, it is shown that a UW P code of smaller length can he 
ohtained from a UW P code with a larger length. The following presents a 
simple construction method the other way around. 

Theorem 6.10 For n ;::: da ;::: 1, Ua(n, da) :::; U,.(n + 1, da)· IJ n + 1 = 0 
(mod da), then Ua(n,d,.) + 1:::; U,.(n + l,d,.). 
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Proof: Assume that Cis a UWP Ca(n,da) code with Ua(n,da) code­
words. From Theorem 6.9, it follows that if Ar = 1 for 0 :::; r :::; da - 2, 
then a UW P Ca(n + 1, da) code C1 can be obtained by extending C in the 
following way 

cl = { (a, 1)} u { ( c, 0) I c =I a 1\ c E C} 

where a is the codeword of C of weight r. Moreover, when r da -1, then 

C2 = {0, (a, 1)} U {( c, 0) I c =Ja 1\ c E C} 

is a uw p Ca(n + 1, da) code. Clearly, I cl 1=1 c I and I c2 I= I c I +1, 
which leads to the conclusions of the theorem. 0 

To obtain bounds on the size of UW P codes, it turns out to be helpful 
to derive bounds on suitable combinations of the coe:fficients of the weight 
enumerator of such a code. 

Theorem 6.11 A nontrivial UWP Ca(n,da) code C with A,; =J 0 for n­

da ~ j ~ da + 1 satisfies (1J:::; E{;;;J_d
0 

Ai. 
Proof: Let c be a codeword of C such that w( c) = j and n - da ~ j ~ 

da + 1. Let E(c) ={eI e:::; c 1\ w(e) = j- da}· Thus, for any e E E(c), 
e r:f. Sa(c, da 1). Since C is a UW P Ca(n, da) code, for any e E E(c) 
exactly one codeword of C, say y, exists such that w(y) :::; j -1 and e :::; y. 
Set 

Y(c) = {y E C I w(y):::; j -1 1\ e:::; y 1\ e E E(c)}. (6.10) 

Then, (iJ= IE(c)l =I Y(c) 1:::; E1;;;J_d
0 

Ai. 0 

Example 6.8 Let C be a nontrivial UW P Ca(n, da) code satisfying 
Ada+l =J 0. Then it follows from Theorem 6.11 (taking j = da + 1), that 
(d;t):::; Ef:,1 Ai, which implies da + 1 :::; Ado + 1. So Ado ~ da. More­
over, if 0 E C, then Ado ~ da + 1. We conclude from Theorem 6.9 that 
n ~ da(da + 1), in accordance with Corollary 6.5. 

In fact, from (6.10) one can easily see that the number of the codewords 
of weight j- da in the set Y(c) is less than or equal to A(j, 2da,j- da) 
l i; J . This yields 

Corollary 6.6 Under the same assumptions as in Theorem 6.11, one has 
that (jJ-ltJ :::; E{;;;J_da+l Ai. In particular, ij da = 2, then G)-lfJ 
:::; Aj-1· · 

If Aj ~ 2 in Theorem 6.11 and if for the codewordsof weight j, the inner 
product between any pair of them is less than j - da, then Theorem 6.11 
can be generalized as follows. 
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Theorem 6.12 Ij under the assumptions of Theorem 6.11 there are k dis­
tinet codewords c1, • • ·, Ck such that w( c,) = j for all i = 1, · · · , k, and 

< c"Ct >$ j-da-1/ors =/: t, ands,t = 1, .. · ,k, then k(jJ $ l:{;;J_da A,. 

Proof: For 1 $i$ k, let E(c,) ={eI e $ c, A w(e) = j- da}· Since 
< C8 ,Ct >$ j-da-1 fors=/: t, thesets E(cs) and E(ct) are disjoint. Also, 
it is clear that E(c,) n Sa(c,,da -1) = 0 for all i= 1, · · ·, k. Suppose that 
there is a vector x such that x E E(cs) n Sa(Ct,da -1) where s =/: t. Then 

j- da = w(x) $< C8 ,Ct >$ j- da- 1 

yields a contradiction. Thus when s =/: t, one also has that E( C8 )nSa (Ct, da-
1) = 0. As in the proof of Theorem 6.11, define: 

Y(c;) ={x E C I w(x) $ J. -1 A e $x A e E E(c,)} 

for i= 1, .. ·,k. Now we want to prove that Y(cs) and Y(ct) are disjoint 
when s =/: t. Suppose the contrary holds, and let zE Y(c 8 ) n Y(ct) with 
s =/: t. Then there must exist a E E(cs) and b E E(ct) such that a $ z 
and b $ z. The condition < C8 , Ct >$ j- da - 1 results in < a, b >$< 
C8 ,Ct >$ j- da -1, which leads to 

j- 1 2: w(z) 2:: w(a) + w(b)- <a, b > 
2: 2(j - da) - (j - 2da - 1) = j + 1. 

This is again a contradiction. Therefore, Y(cs) n Y(ct) = 0 when s =/: t. 
Thus, the required result is obtained 

k k j-1 

= I: I Y(c,) 1=1 U Y(c,) 15 I: A,. 
i=l i=l i=)-da 

0 

Theorem 6.11 corresponds to the case k 1 in Theorem 6.12. The 
following corollary is the corresponding generalization of Corollary 6.6. 

Corollary 6. 7 Under the same hypotheses as in Theorem 6.12, let Si de­
note the support of C; (i= 1, ... 'k) and let m =I sl u ... u sk I· Then 

In particu/ar when da = 2, 

k ( ~) A(m,4,j- 2) $Ai-I· 
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Theorem 6.13 Let C be a nontrivial UWP Ca(n,da) code with 0 E C. 
Th en 

( 
. ) (j+d .. -1 ( k ) ) j A;~ k~., j Ak A(n- j,2da, i-j) 

for i= da + 1,· · ·, n da and j = 1, ···,i- da. 

Proof: Since 0 E C, Ef~;1 A; = 0. Also, from Corollary 6.3, it follows 
that Ad .. = n/da. Let c he a codeword of weight i for da + 1 ~i~ n- da, 
and let e ~ c he a possihly received word of weight j for 1 ~ j ~ i- da. 
From the assumption on C, it follows that the word e must he covered hy 
at least one of the codewords of weight k where j ~ k ~ j + da - 1. 

Given the codeword c, there are ( ~) choices for the word e. On the other 
hand, the numher of words of weight j covered by a codeword of weight 
k equals Ü) for k = j, · · · ,j + da- 1. In C, there are A1 codewords of 
weight l for l = i,j,j + 1, · · · ,j + da -1, and every such a j-tuple e from n 
coordinates can simultaneously occur in no more than A(n- j, 2da, i-j) 
codewordsof weight i. This gives us the desired estimate 

( . ) (j+d .. -1 ( k ) ) J Ai~ k~.. j Ak A(n- j,2da,i- j) 

for i = da + 1, · · · , n - da and j = 1, · · · , i - da. 0 

Example 6.9 Take i= da + 1 and j = 1 in Theorem 6.13. Then 

(da + 1)Ad.,+l < da X Ad .. X A(n -1,2da,da) 

nA(n -1, 2da,da) = n l ni.,l j, 
that is 

This is the well known expression for constant weight codes. 

Corollary 6.8 Let C be a nontrivial UWP Ca(n,2) code with 0 E C. 
Then 

(;)A;~ (Ai+ (j + 1)Ai+t)A(n- j,4,i- j) 

for i= 3, · · ·, n- 2 and j = 1, ···,i 2. 
Proof: Apply Theorem 6.13 with da = 2. 0 

A similar argument as stated in the proof of Theorem 6.13 can he applied 
to verify the following claim (the proof is omitted here). 
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Theorem 6.14 Let C be a nontrivial UWP Ca(n,da) code with n = qda+r 
(0 < r < da). Then 

( 
. ) ( ( ) j+d.,-1 ( k ) ) ; A;:$ J + k~., j Ak A(n-j,2da,i-j) 

for i = da +I, ... ' n da and j = I, ... ' i- da. 

6.5 Some · constructions of UW P Ca(n, 2) 
codes 

In this section attention will he given to the constructionsof UW P Ca(n, 2) 
codes. For later use, we need 

Theorem 6.15 Let C be a nontrivialUW P Ca(n, 2) code with weight dis­
tribution Ao,At,· .. ,An 1 and let j = max{i I A;# O,i = 2,···,n 2}. 
Th en A; ;:: I for 2 :$ i :$ j. 

Proof: Evidently, the set {i I A; # 0, i = 2, · · · , n - 2} is not empty 
and j ;:: 2. Moreover, in A2 , A3,···, Aj, any two consecutive numhers, 
A, and Ai+t (i = I,··· ,j -I), cannot he equal to zero simultaneously. 
In deed, suppose the contrary holds, then a possihly received word of weight 
i would exist. This word can he ohtained from a codeword of weight j hy 
introducing j- i (;:: 2) I-errors, and it does not helong to Ucec Sa(c, I). 
This contradiets the assumption that C is a UW P code. 

Next, we prove that among the numhers A2 , • • ·, Aj, none is zero. From 
Theorem 6.9, it follows that A2 ;:: 1. Soppose there is an index s with 
3 :$ s :$ j - I such that As = 0. Then hoth As-1 and As+l are not equal 
to zero due to the previous argument. Let c he a codeword of weight s + L 
All the possihly received words that can he ohtained from c hy introducing 
two I-errors make up the set E0 = {x E Vn I w(x) = s- 1 A x :$ c}, 
which has cardinality (:~D = (8~1 ). Since the minimum distance of Cis 
2, the words in E0 cannot all he codeworcis of weight s - I. So at least 
one vector of Eo will exist that is not in the set Ucec Sa(c, 1). This is not 
possihle. Hence, A; ;:: I for 2 :$ i :$ j. 0 

Theorem 6.16 Let C be a nontrivialUW P Ca(n, 2) code with even length. 
Then the number of codewords of weight 3 of C, i.e. A3, is less than or 
equal to (n2

- 2n)f6. 

Proof: From Theorem 2.1, it follows that A2 +A3 :$ A(n + 1, 2da, 3). 
However, it is known that A(n +I, 2da, 3) :$ n(n + I)/6 (see e.g. [5]). From 
Corollary 6.3 it follows that A2 = n/2, and therefore, Aa :$ n(n + I)/6 -
n/2 = (n2 2n)f6. 0 
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It is known that A(n + 1, 2da, 3) :S n(n + 1)/6 with equality if and only 
if a Steiner system S(2, 3, n + 1) exists (cf. [5]). When n + 1 = 1 (mod 6) 
or n + 1 = 3 (mod 6), Steiner triple systems S(2, 3, n + 1) do exist [43]. 
Therefore, if N is the b x ( n + 1) incidence matrix of a Steiner triple system 
S(2, 3, n + 1) where b represents the number of blocks in such a system, 
then deleting one of the columns of N leads to an UW P C2( n, 2) code if 
the all-zero vector 0 is added. For the case n = 4 (mod 6), we show 

Theorem 6.17 Let C be a nontrivial UWP Ca(n,2) code with n > 4 and 
n = 4 (mod 6}. Then A3 ::; (n2 - 2n- 8)/6. 

Proo/: From Corollary 6.3, it follows that 0 E C and A2 = n/2. Without 
lossof generality, let {1,2}, {3,4}, {5,6}, {7,8}, ... , {n -1,n} he the 
(supports of the) codewords of weight 2, and assume that n 6k + 4 
(k 2 1). In [30], it was shown that the size of a maximal (n,3) system is 
(n2 2n - 2)/6, and for such a system, up to permutation, 3k + 3 pairs 
{1,2}, {1,3}, {1,4}, {5,6}, {7,8}, · · ·, {n-1,n} do not occur in any triple, 
while every other pair appears exactly once. Hence, the triple looking like 
{3, 4, a} will occur once for a certain a E { 2, .. · , n}. Deleting this triple 
from such a maximal ( n, 3) system, one gets that A3 :S ( n 2 2n 2) /6- 1 = 
(n2 - 2n- 8)/6. 0 

Corollary 6.9 Let C be a nontrivialUW P Ca(n, 2) code. I/ n > 4, n = 4 
(mod 6}, and iJ C contains the (n2 

- 2n 8)/6 codewords of weight 3 
described in the proof of Theorem 6.17, then no codeword of C of weight i 
(i 2 4} can cover any of the Jour pairs {1, 3}, {1,4}, {3, a} and {4, a}. 

Theorem 6.18 Let C be a nontrivial UW P Ca ( n, 2) code with n = 0 or 2 
(mod 6}. I/ A3 = (n2

- 2n)/61 then A4 :S n(n2 - 5n + 6)/24. 

Proof: Hanani [27] showed that Steiner quadruple systems S(3, 4, n + 2) 
exist for n + 2 = 2 or 4 (mod 6). For such systems, the number of blocks 
(quadruples) equals b = n(n+ 1)(n+2)/24. Also, Theorem 2.1 shows that 
A2+A3+A4 :S A(n+2, 2da, 4). With the sameargument as in Theorem 6.16 
the assertion follows. 0 

Remark 6.1 Theorem 6.18 also provides a construction for UW P Ca( n, 2) 
codes. Using the same notation as in Theorem 6.18, let A be the b x ( n + 2) 
incidence matrix of a Steiner quadruple system S(3,4, n + 2). Then, every 
column of A will contain exactly r ones, where r equals n(n+1)j6. Without 
loss of generality, we may take the matrix A such that the first r rows of A 
all start with 1 and the remaining b r rows all begin with 0. If we delete 
the first column of A, then the first r rows will form the incidence matrix of 
a Steiner triple system S(2, 3, n + 1) and the inner product between any two 
distinct columns of A is equal to n/2. Therefore, we may further assume 
that A looks like Figure 6.1, in which A11 contains n/2 disjoint pairs and A01 

contains (n2 2n)/6 triples for which every pair from the set {1, · · ·, m-2} 
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occurs exactly once, except for those in A11 • The number of words in A00 

equals b-r- (n2 -2n)f6. So A00 yields n(n2 -5n+6)/24 wordsof weight 4. 
Clearly, the words in these three submatrices (A 11 , A01 and A00 ) together 
with 0 forma UWP Ca(n,2) code of size 1 + n(n2 - n + 10)/24. 

! 1 1 

: A 11 , rowweight=2 
1 1 
1 0 

: : A 10, rowweight=3 
1 0 
0 1 

: : Ao1, rowweight=3 
0 1 
0 0 

Aoo, rowweight=4 
0 0 

Figure 6.1: Illustration figure for Remark 6.1. 

A construction of a UW P Ca(8, 2) code of size 23. By using Theo­
rem 6.18, we get a nontrivial UW P code, denoted by C8 , of length 8 and 
si ze 23 that can correct a single error. The code consists of the words listed 
in (5.5), (5.6) and in the first column of (5.8). It is easy to compute that 

and 

( ~ ) - A3 = 48 ~ A4 ( ~ ) = 40. 

Therefore, there exist eight triples which do not occur in the code Ca. They 
are 

{1,3,8},{1,4,6},{1,5, 7},{2,3,5}, 
{2,4, 7},{2,6,8},{3,6, 7},{4,5,8}. 

(6.11) 

It can be shown that any of the words of weight 5 at distance 2 to all the 
codewords of C8 must cover one of the triples in (6.11 ). This shows that 
none of the wordsof weight 5 can be added to the code C8 , further, none of 
weight greater than 5 can be added to C8 either according to Theorem 6.15. 

A construction of a UW P Ca(1, 2) code of size 11. Of course, taking all 
the codewords starting with 1 in C8 mentioned previously, and then deleting 
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all the first coordinates, results in a UW P Ga(7, 2) code of size 9. It 
can he proved that no other word can he added then. Nevertheless, a 
UW P Ga(7, 2) code G7 of size 11 can he ohtained hy using the construction 
method indicated in the proof of Theorem 6.10. This code is 

G7= {(0, 1)} U {(c,O)Ic -=f 0 AcE G} 

where G is the UW P Ga(6, 2) code of maximum size given in Example 6.3. 

A construction of a UW P Ga(10, 2) code of size 30. Below, we will con­
struct a nontrivial UW P code of length 10 and size 30 for correcting single 
errors. Best [3] found that there are exactly 11 optima! non-isomorphic hi­
nary constant weight codes containing 35 wordsof length 11, weight 4 and 
minimum Hamming distance 4. These 11 non-isomorphic codes determine 
35 x 11 matrices. In [17], it was shown that only three sets consisting of 
five disjoint words of weight 2, twelve words of weight 3 and twenty-three 
words of weight 4 can he found hy deleting one column from those eleven 
matrices, and furthermore the three sets are all equivalent. In other words, 
if a Ga(10, 2) code satisfies A2 +A3+ A4 = 40, then these 40 codewords are 
determined uniquely. Without loss of generality, they look like 

weight=2: {1, 5}, {2, 7}, {3, 9}, {4, 8}, {6, 10}; 

weight=3: { 1, 4, 10}, {1, 6, 7}, { 1, 8, 9}, {2, 3, 6}, {2, 5, 9 }, {2, 8, 10}, 
{3,5,10},{3,7,8},{4,5, 7},{4,6,9},{5,6,8},{7,9,10}; 

weight=4: { 1,2,3, 7}, {1,2,4,9} ,{1 ,2,5,10}, {1,3,4,6}, {1,3,5,8}, 
{1,3,9,10}, {1,4, 7, 8}, {1, 5, 7, 9}, {1, 6, 8, 10},{2,3,4,5}, 
{2, 3, 8, 9}, {2,4,6,8},{2,4,7,10}, {2,5,6, 7}, {2, 6, 9, 10}, 
{3,4,7,9},{3,4,8,10}, {3, 5, 6, 9}, {3,6, 7, 10}, {4, 5,6, 10}, 
{4,5,8,9},{5, 7,8,10},{6, 7,8,9}. 

Since 

A2 + ( ~ ) A3 = 5 + 3 x 12 = 41 and ( 
1
2° ) = 45, 

only four pairs do not occur in the codewords of weight 2 and weight 3. 
They are {1,2}, {1,3}, {2,4} and {3,4}. According to Corollary 6.9, the 
ahove eleven quadruples which are underlined have to he erased. Therefore, 
the remaining words plus the all-zero vector form a UW P Ga(10, 2) code 
of size 30. We denote it hy G10• 

Now, we show that A6 = 0 for G10• Assume that A6 -=f 0. From Theo­
rem 6.15 and Corollary 6.6, it follows that As -=f 0 and As ~ (~) -A(6, 4, 4) = 

15-3 12. This results in A5 = 12 hecause 12G)=e~)= 120. It implies 
that every triple from the set {1, · · ·, 10} occurs exactly once in one of the 

74 



codewords of weight 5, which contradiets the construction of C10• Hence, 
A6 must he zero. Furthermore, one can also prove that A5 equals 0 for C10 

by checking all the possibilities. Therefore, from Theorem 6.15, it follows 
that any word of weight greater than 4 cannot he added to the code C10• 

From the binary Hamming codes, a class of nontrivial UW P Ca(n, 2) 
codescan he derived. This is described by the following theorema. 

Theorem 6.19 Let 1ir (r ~ 2) denote a binary Hamming code of length 
n = 2r 1, i.e., 1ir is a [2r- 1, 2r - 1 - r, 3] code. Let C be the union of 
the following three types of words 

1. The all~zero vector of length n- 1 = 2r- 2; 

2. All the words obtained by deleting the first coordinate from each of 
the codewords of?ir of weight 9; 

9. All the words obtained by taking all the codewords of weight 4 in 1ir 
which begin with 0, and then by omitting the first coordinate from 
each of them. 

Then C is a UW P Ca(n -1, 2) code of cardinality (n3 -4n2 + 15n+ 12)/24. 

Proof: For r = 2 the statement is trivial. So suppose that r ~ 3. Let 
W, (i = 0, 1, · · ·, n) he the coefficients of weight enumerator of 1ir· Since 
2r = 2 or 4 (mod 6), 2r -1 = 1 or 3 (mod 6). Thus, Steiner triple systems 
S(2,3,2r -1) will exist for all r ~ 3 [43]. On the other hand, the weight 
distribution of 1ir satis:fies the following recurrence [49]: W0 = 1, W1 = 0, 
and 

(6.12) 

Therefore, W3 and W4 are related to each other by the following equalities 

They express that every pair involving 1, · · · , n - 1 or n appears exactly 
once in the codewords of weight 3, while, every triple from the set { 1, · · · , n} 
occurs exactly once, either in a codeword of weight 3 or in a codeword of 
weight 4. Thus, all the codewords of weight 3 form a Steiner triple system 
8(2, 3, n) with W3 blocks, and all the codewords of weight 4 present a 2-
design containing W4 blocks. Let M 1 and M 2 represent the W3 x n and 
W4 x n incidence matrices of those two designs respectively. Then every 
column of M 1 contains exactly 3W3 /n = (n -1)/2 ones, and every column 
of M 4 exactly 4W4 /n (n 1)(n- 3)/6 ones. So the assertion follows the 
statements described in Remark 6.1, i.e., C is a UW P Ca(n - 1, 2) code 
with size 
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1 W (w. (n- 1){n 
+ a+ 4-

6 

This completes the proof. 

n3 
- 4n2 + 15n + 12 

24 

0 

Let the codeworcis in 'Hr of weight i form the Wi x n matrix Mi {3 :::; 
i :::; n - 3). Since the automorphism group of 'Hr is doubly-transitive, it 
follows that all the codeworcis of weight i in a binary Hamming code, form a 
2-design with Wi blocks. From the point of view of Theorem 6.19, the code 
C constructed in Example 6.3 in Section 6.1 is just a simple example of 
Theorem 6.19 using the binary [7 ,4,3] Hamming code. For the UW P code 
established in Theorem 6.19, we naturally want to know whether any other 
words can he added to it in order to enlarge its size. The next theorem will 
provide the answer to that question. Due to Example 6.3, the proof only 
needs to he given for the case r ~ 4. 

Theorem 6.20 Let the hypotheses of Theorem 6.19 apply. lf n = 15 (i.e. 
r = 4) 1 then no word of weight greater than 4 can be added to C. lf n ~ 31 
(viz. r ~ 5) 1 then the number of words of weight 5 that can be added to 
C 1 while keeping the enlarged code uniformly weakly perfect, is equal to 
(n- 1)(n 3)(n- 7)(n- 15)/120. 

Proof: Let Wi (i = 0, · · · , n) he defined as before. Since there are exactly 
(n- 1)/2 codeworcis of weight 3 which start with 1 and since they come 
from a Steiner triple system S{2, 3, n ), without loss of generality, those 
words may look as follows: 

{1,2,3},{1,4,5},···,{1,n- 1,n}. (6.13) 

On the other hand, by (6.12) the number of the codeworcis in 'Hr of weight 
4 starting with 1 equals r 4 = (n- 1){n - 3)/6, and the number of the 
codeworcis of weight 5 starting with 1 is r5 = 5W5 /n = (n- 1)(n- 3)(n-
7)/24. The construction of C implies that it contains W4 r4 = (n 
1)(n- 3)(n- 4)/24 words originating from the codeworcis of 'Hr of weight 
4 starting with 0 by deleting the first coordinates. Also, W5 r 5 = (n-
1)(n- 3)(n- 5)(n-7)/(5 x 24) gives the number of the codeworcis of weight 
5 beginning with 0 in 'Hr. These are the words that have to he checked 
to see if some of them can he added to C or not after erasing the first 
coordinate from each. 

Let c he a codeword of 'Hr of weiglit 4 beginning with 1. Since 'Hr is 
a linear code with minimum Hamming distance 3, (n- 7)/2 codeworcis 
of weight 5 starting with 0 can he obtained by adding c to each of the 
(n -1)/2 codeworcis of weight 3 in (6.13). In other words, every codeword 
of weight 4 starting with 1 corresponds to exactly ( n - 7) /2 codeworcis of 
weight 5 starting with 0. This leads to 
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W5 - r5 = (n- l)(n- 3)(n- 5)(n- 7)/(5 x 24) 
> r4(n- 7)/2 = (n- l)(n 3)(n- 7)/12. 

Subtracting the right-hand side from the left-hand side in the above in­
equality results in the difference 

D 
= (n- l)(n- 3)(n- 7)(n- 15) > 

0 120 - . (6.14) 

When n = 15 (r = 4), one gets D = 0, which shows that noother words 
of weight 5 can he added to C. Therefore, in this case, the size of code C 
cannot he enlarged anymore according to Theorem 6.15. However, when 
n ~ 31 (i.e. r ~ 5), D is a positive integer, and these D codewords of 
weight 5 satisfy the property that each triple occurring in them can he 
covered by exactly one of the codewords of weight 4 in C. That is to say, 
if we add those D words to C, then any possibly received word of weight 3 
obtained from them by introducing two I-errors will he covered exactly by 
one of the codewords of C of weight 4. This completes the proof. D 

Remark 6.2 The results stated in Theorem 6.20 can also he interpreted 
geometrically. Since all the nonzero points in a projective geometry PG(r-
1, 2) form the columns of the parity check matrix of the Hamming code 
1-lr, each line in PG(r - 1, 2) corresponds to precisely one codeword of 
1-lr of weight 3. Let n = { 1, 2, · · · , 2r - 1} he the non-zero point set 
of PG(r - 1, 2). Each point corresponds to a binary vector of length r. 
Without loss of generality, we may regard n as the parity check matrix 
of 1-lr in the same order. Let Q {pi,P2,Pa,p4,Ps} he a subset of 0 for 
which Pi =f. 1 (i = 1, · · ·, 5) and 2:;=1 Pi = 0. Apparently, Q corresponds 
to a codeword of 1-lr of weight 5 starting with 0. Suppose that there are 
two points Ps and Pt in Q such that Ps + Pt = 1. Then the remaining three 
points ( or a triple) of Q must he covered by a codeword of 1-lr of weight 4 
starting with 1. Hence, finding the number of codewords of weight 5 which 
can he added in the code C in Theorem 6.19 is equivalent to finding the 
number of five-point sets as Q such that any line through a pair of points 
of Q does not pass through the point 1. The solution to this problem can 
he found in the next theorem, the proof of which is given at the end of this 
section. 

Theorem 6.21 Let 'P be a PG(r - 1, 2) with nonzero point set 0 = 
{1, 2, · · ·, 2r - 1} (each point can be regarded as a binary vector of length 
r) and r ~ 4. Also let Q = {p1,p2,pa,p4,ps} Ç 0 with the properties: 

1. Pi=f.P;fori=f.j andi,j 1, .. ·,5; 

2. Pi =/- 1 for i = 1, · · ·, 5; 

77 



3. L:r=I Pi = 0 (when the jive points are represented by binary veetors of 
length r }; 

4. Any line through two distinct points from Q doesnotpass through the 
point 1. 

Then the number of jive-point sets dejined above as Q equals 

(2r- 16)(2r- 2)(2r 4)(2r- 8) 
(24 - 1)(24 2)(24 -4)(24 - 8) 

168
· 

This number is equal to the number D in (6.14}. 

(6.15) 

Finding words of weight 6 which can he added to C defined in Theo­
rem 6.19 becomes more difficult. Here we just give an upper bound on the 
number of such words. 

Theorem 6.22 Let the hypotheses of Theorem 6.19 apply. Also, let C 
contain D codewordsof weight 5 as dejined in (6.14). Then the number of 
words of weight 6, indicated by D', which can be added to C while keeping 
C uniformly weakly perfect, is bounded by 

D'::; l(n- 4)/2JD/15. 

?roof: From Theorems 6.15 and 6.19, it follows that D' must he zero 
when n = 15. For n ~ 31, we only need to consider the codewordsof 'Hr of 
weight 6 beginning with 0. Since the number of codewordsof 'Hr of weight 
6 starting with 1 equals r6 (6W6 )/n, the number of codewords of 'Hr of 
weight 6 starting with 0 is W6 -r6. Let F consist ofthose W6-r6 words, and 
let a he a word of F that can he added to C while keeping C uniformly 
weakly perfect. Then, any quadruple obtained from a by introducing 2 
I-errors cannot he a codeword of C of weight 4, since the code 'Hr has 
the minimum Hamming distance 3. Therefore, such quadruple must he 
covered by exactly one of the codewords of C of weight 5. The number of 
quadruples chosen from a word of Fis (:)= 15. In addition, each quadruple 
can simultaneously occur in no more than A(n-4, 4, 2) = l(n-4)/2 J words 
of F. This gives us the following estimate . 

( ~ ) D' ::; D x l(n- 4)/2J. 

Hence, the statement follows. 0 

Table 6.1 shows the sizes of the nontrivial UWP Ca(n,2) codes which 
are constructed in this chapter with length n in the region 1 ::; n ::; 15. 
The entries are marked as follows: 

a) Examples 6.3 and 6.4 shown inSection 6.1. 
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h) Code heing ahle to he constructed hy using Theorem 6.10. 

c) Code heing ahle to he constructed hy using Theorem 6.18; 

d) Code ohtained hy taking r 4 in Theorem 6.19. 

e) Code constructed in Section 6.5. 

f) Trivial. 

n Ua(n, 2) n Ua(n, 2) 
2 21 9 23!> 
3 21 10 30e 
4 31 11 30b 
5 sa 12 12c 
6 na 13 72b 
7 llb 14 113d 
8 23e 15 113b 

Tahle 6.1: Lower hounds on Ua(n, 2) for 1 $ n $ 15. 

The proof of Theorem 6.21. It will he presented in three steps corre­
sponding to the cases r = 4, r = 5 and r ~ 6. 

(a) If r = 4, then Pis a projective geometry PG(3, 2) with as point set 
the hinary expressionsof the elementsof 0 = {1, · · ·, 15}. Without loss of 
generality, we may regard 0 as the parity check matrix of 'H4 in the same 
order. Suppose that B is a five-point set which satisfies the conditions 1), 
2) and 3) of the set Q defined in Theorem 6.21. Clearly, B corresponds to 
a codeword of 'H4 of weight 5 starting with 0. It is ohvious that any three 
points of B cannot he on one line, otherwise the remaining two points of 
B would he the same, which is not possihle. Hence, the five points of B 
determine ten different lines in P. Each of these lines must pass through 
exactly one of the points of the set B = 0\B. However, no pair of these 
lines has a point of B in common since none of points in B is zero. That 
is to say, there must he two points of B which, when joined, form a line 
incident with the point 1. Thus, the numher of five-point sets defined as Q 
equals zero. So the assertion is true for the case r = 4. 

(h) If r = 5, then P is a projective geometry PG( 4, 2) with 31 nonzero 
points. So P has 31 different hyperplanes which are all PG(3, 2). Each 
hyperplane contains 15 nonzero points. Each nonzero point of P must he 
contained in exactly 15 hyperplanes. Specifically, the point 1 is contained in 
15 hyperplanes. As ohserved in case (a) previously, in those 15 hyperplanes 
containing the point 1, no such a five-point set Q as defined in the theorem 
exists. Therefore, we only need to consider the remaining (31 - 15) 
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16 hyperplanes which don't include the point 1. Since in a hyperplane 
PG(3, 2), there are 168 different five-point sets which satisfy the condition 
1) and 3) in the theorem (using (6.12)), the number of five-point sets as Q 
is equal to 16 x 168 which is in accordance with (6.15). 

(c) When r ~ 6, the number of PG(3, 2)'s contained in PG(r -1, 2) (see 
Appendix B of [36]) is 

(2r- 1)(2r- 2)(2r- 4)(2r- 8) 
x= (24- 1)(24 2)(24 - 4)(24 8). 

Let A be a hyperplane PG(r- 2, 2) which does not contain the point 1, 
and let 8 be a PG(3, 2) which contains the point 1. We want to show that 
the intersection of A and 8 is a projective plane of order 2, i.e., PG(2, 2). 
Si nee 

dim( A)+ dim(8) = dim(A + 8) +dim( A n 8) 

and since the wholespace PG(r- 1, 2) has dimension r, we find that 

4 = dim(8) ~dim( A n 8) =dim( A)+ dim(8)- dim(A + 8) 

= r - 1 + 4- dim( A+ 8) ~ r - 1 + 4 - r = 3. 

If dim(An8) = 4, then 8 Ç A. This contradiets the assumptions of A and 
8. Hence, dim(A n 8) = 3. Thus, A n 8 is a PG(2, 2). In PG(r- 1, 2), 
the number of PG(3, 2)'s containing the point 1 is equal to the number of 
PG(2, 2)'s in a hyperplane PG(r 2, 2) which does not contain the point 
1. The later number equals 

(2•-l - 1)(2•-l 2)(2r-l- 4) 
y = (23 - 1)(23 - 2)(23 - 4) 

Therefore, the number of five-point sets as defined in the theorem is 

168(X- Y) = 168 (2r - 16)(2•- 2)(2• 4)(2r - 8) 
(24- 1)(24 - 2)(24- 4)(24 - 8) 

which equals the number D in (6.14) after replacing 2r- 1 with n. 

80 



Bibliography 

[1] Anderson, D. A.: Design of self-checking digital networks using coding 
techniques, Univ. of Illinois, Urbana, CS1 Rep. R-527, Oct. 1971. 

[2] Anderson, D. A., Metze. G.: Design of totally self-checking check 
circuits for m-out-of-n codes, IEEE Trans. Comput., C-22, 263-269, 
March 1973. 

[3] Best, M. R.: A(ll, 4, 4) = 35 or some new optima/ constant weight 
codes, ZN 71/77 February, CWI report, Amsterdam. 

[4] Bose, B., Rao, T. R. N.: Theory of unidirectional error correct­
ing/detecting codes, IEEE Trans. Comput., C-31, 521-530, June 1982. 

[5] Brouwer, A.E., Shearer, J. B., Sloane, N. J. A., Smith, W. D.: A new 
table of constant weight codes, IEEE Trans. Inform. Theory, IT -36, 
1334-1380, November 1990. 

[6] Brouwer, A. E.: Private communication. 

[7] Bussemaker, F. C., Mathon, R. A., Seidel, J. J.: Tables of two-graphs, 
T.H.-Report 79-WSK-05, Eindhoven University of Technology, Octo­
ber 1979. 

[8] Cohen, 1., Green, R., Smith, K., Seely, J. 1.: Single-transistor cell 
makes roomfor more memory on an MOS chip, Electronics 44 (1971): 
69-75. 

[9] Constantin, S. D., Rao, T. R. N.: On the theory of binary asymmetrie 
error correcting codes, Information and Contr. 40, 20-36, 1979. 

[10] Cook, R. W., Sisson, W. H., Storey, T. F., Toy, W. N.: Design of self­
checking microprogram control, IEEE Trans. Comput., C-22, 255-262, 
March 1973. 

[ll] Cricchi, J. R., Blake, F. C., Fitzpatrick, M. D.: The brain souree pro­
teeled MNOS memory endurance, IEEE International Electron Ser­
vices Meeting, Washington, D.C. 1973, sects. 3-5. 

81 



[12] Delsarte, P., Piret, P.: Bounds and constructions for binary asymmet­
rie error-correcting codes, IEEE Trans. Inf. Theory, IT-27, 125-128, 
Jan. 1981; correction, 36(4), 954, July 1990. 

[13] Driessen, L. H. M. E.: t-DESIGNS, t :2: 3. Master thesis, Dept. of 
Math. and Compt. Sci., Eindhoven University of Technology, The 
Netherlands, April1978. 

[14] Etzion, T.: New lower bounds forasymmetrie and unidirectional codes, 
IEEE Trans. lnform. Theory, 37, 1696-1704, Nov.1991. 

[15] Etzion, T.: Private communication. 

[16] Fang, G., Van Tilborg, H.C. A.: Some new results on binary asymmet­
rie error-correcting codes, Proc. of IEEE Inter. Symposium on lnfor. 
Theory, Budapest, Hungary, p.143, June 1991. 

[17] -: New tables of AsEC and UEC codes, Report 91-WSK-02, Eind­
hoven University of Technology, The Netherlands, August 1991. 

[18] Bounds and Constructions of Asymmetrie or Unidirectional 
Error-Correcting Codes, Applicable Algebra in Engineering, Commu­
nication and Computing, 3(4), 269-300, Dec. 1992. 

[19] Fang, G., Van Tilborg, H. C. A., Sun, F. W.: Weakly perfect binary 
block codes for correcting asymmetrie errors, Proc. of Inter. Sympo­
sium on Communications, Tainan, Taiwan, 57-60, Dec. 1991. 

[20] -: On uniformly weak/y perfect codes for correcting asymmetrie er­
rors; Some bounds and constructions, to appear in The Collection of 
Papers Dedicated to the Memory of David Gevorkian, Armenia. 

[21] Fang, G., Van Tilborg, H. C. A., Sun, F. W., Honkala, I. S.: Some 
Features of Binary Block Codes for Correcting Asymmetrie Errors, to 
appear in Lecture Notes in Computer Science Series of Springer Verlag, 
Proceedings of AAECC 10, May 1993. 

[22] Fang, G., Honkala, I. S.: On Perfectness of Binary Block Codes for 
Correcting Asymmetrie Errors, Submitted to Ars Combinatoria. 

[23] Fort Jr, M. K., Hedlund, G. A.: Minimal coverings of pairs by trip/es, 
Pacific J. Math., 8, 709-719, 1958. 

[24] Goldbaum, I. Y.: Estimate for the number of signals in codes correcting 
nonsymmetrie errors, (in Russian), Automat. Telemekh., 32, 94-97, 
1971 (English translation: Automat. Rem. Control, 32, 1783-1785, 
1971). 

82 



[25] Hall Jr., M.: Combinatorial Theory, New York: John Wiley, 1986. 

[26] Hamming, R. W.: Error Detecting and Error Correcting Codes1 Bell 
System Technica} Journal, 29, 147-160, 1950. 

[27] Hanani, H.: On quadruple systems, Canad. J. Math., 12, 145-157, 
1960. 

[28] Honkala, I. S.: Some lower bounds for constant weight codes, Discrete 
Appl. Math., 18, 95-98, 1987. 

[29] -: Private communication. 

[30] Kalbleisch, J. G., Stanton, R. G.: Maximal and minimal coverings of 
(k 1)-tuples by k-tuples, Pacific J. Math., 26, 131-140, 1968. 

[31] Kim, W. H., Freiman, C. V.: Single error correcting codes for asym­
metrie channels, IRE Tran. lnformation Theory IT-5, 62-66, June 
1959. 

[32] Kirkman, T. P.: On a problem in combinations, Cambridge and Dublin 
Math. J., 2, 191-204, 1847. 

[33] Kl!llve, T.: Upper bounds on codes correctingasymmetrie errors, IEEE 
Trans. lnform. Theory, IT-27, 128-131, Jan. 1981 

[34] -: Error correcting codes for the asymmetrie channel, Rep. 18-09-
07-81, Dept. Mathematics, University of Bergen, Norway, July 1981. 

[35] Lin, S., Costello Jr., D. J.: Error control coding: fundamentals and 
applications, Englewood Cliffs, NJ: Prentice-Hall, 1983. 

[36] Macwilliams, F. J., Sloane, N. J. A.: The Theory of Error-Correcting 
Codes, Amsterdam: North-Holland, 1979. 

[37] McEliece, R. J.: A comment on 'A class of codesforasymmetrie chan­
nels and a problem from the additive theory of numbers ', IEEE Trans. 
lnfor. Theory, IT-19(1), p. 137, Jan. 1973. 

[38] McEliece, R. J., Rodemich, E. R.: The Constantin-Rao construction 
for binary asymmetrie error-correcting codes, lnformation and Contr. 
44, 187-196, 1980. 

[39] Parhami, B., Avizienis, A.: Detection of storage errors in mass mem­
ories using low-cost arithmetic error codes, IEEE Trans. Comput., C-
27(4), 302-308, April1978. 

[40] Pradhan, D. K.: A new class of error-correcting / detecting codes for 
fault-tolerant computer application, IEEE Trans. Comput., C-29, 471-
481, June 1980. 

83 



[41] Rao, T. R. N., Chawla, A. S.: Asymmetrie error codesforsome LSI 
semiconductor memories, In Proc. Annu. Southeastern Symp. on Syst. 
Theory, 170-171, Mar. 1975. 

[42] Rao, T. R. N., Fujiwara, E.: Error-control coding for computer sys­
tems. Prentice Hall Series in Computer Engineering, Prentice Hall, 
1989. 

[43] Reiss, M.: Uber eine Steinersche Combinatorische A ufgabe welche im 
45sten Bande dieses Journals, Seite 181, estellt worden ist, Crelle's 
Journal, 56, 326-344, 1859. 

[44] Sahni, R. W.: Reliability of inlegration circuits, Proc. of IEEE Inter. 
Computer Group Conf., 213-219, Washington, D.C., June 1970. 

[45] Saitoh, Y., Yamaguchi, K., Imai, H.: Some new binary codes correcting 
asymmetrie/ unidirectional errors, IEEE Trans. Inform. Theory, IT-
36, 645-647, May 1990. 

[46] Shannon, C. E.: A Mathematica/ Theory of Communication, Bell Sys­
tem Technica! Journal, 27, 379-423, 623-656, 1948. Reprinted in The 
Mathematica[ Theory of Communication, by C. E. Shannon and W. 
Weaver, University of Illinois Press, Urbana, 1949. 

[47] Sloane, N. J. A., Seidel, J. J.: A new family of nonlinear codes obtained 
from conference matrices, Ann. NY Acad. Sci., 175 Artiele 1, 363-365, 
1970. 

[48] Van Lint, J. H.: A Survey of Perfect Codes, Rocky Mountain J. Math., 
5, 199-224, 1975. 

[49] -: Introduetion to Coding Theory. Graduate Texts in Mathematics, 
86, New York: Springer-verlag, 1982. 

[50] Van Lint, J. H., Weber, J, H.: Some combinatorial codes for the binary 
asymmetrie channel, preprint. 

[51] Varshamov. R. R.: Estimate of the number of signals in codes with 
correction of nonsymmetrie errors, (in Russian), Automat. Telemekh., 
25, 1628-1629, 1964 (English translation: Automat. Rem. Control, 25, 
1468-1469, 1964). 

[52] -: Some features of linear codes that correct asymmetrie errors (in 
Russian), Doklady Akad. Nauk. SSSR, 157(3), 546-548, July 1964 
(English translation: Soviet Physics-Doklady, 9, 538-540, Jan. 1965). 

[53] -: On the theory of asymmetrie codes (in Russian), Doklady Akad. 
Nauk. SSSR, 164(4), 757-760, Oct. 1965 (English translation: Soviet 
Physics-Doklady 10, 901-903, April1966). 

84 



[54] -: A class of codes for asymmetrie channels and a problem from 
the additive theory of numbers, IEEE Tran. Infor. Theory, IT-19(1), 
92-95, Jan. 1973. 

[55] Varshamov, R. R., Tenengol'ts, G. M.: Correction code for single 
asymmetrie errors, Avtomatika Telemekhanika, 26(2), 288-292, Feb. 
1965. 

[56] Weber, J. H.: Private communication. 

[57] -: Bounds an,d constructions for binary block codes correcting asym­
metrie or unidirectional errors, the Ph. D. dissertation, Dept. of Elec­
trical Engineering of Delft University of Technology, The Netherlands, 
1989. 

[58] Weber, J. H., de Vroedt, C., Boekee, D. E.: New upper bounds on 
the size of codes correcting asymmetrie errors, IEEE Trans. Inform. 
Theory, IT-33, 434-437, May 1987. 

[59] -: Bounds and constructions for binary codes of length less than 
24 and asymmetrie distance less than 6, IEEE Trans. Inform. Theory, 
IT-34, 1321-1331, September 1988. 

[60] -: Bounds and constructions for codes correcting unidirectional er­
rors, IEEE Trans. Inform. Theory, IT-35, 797-810, July 1989. 

85 



Appendix A 

Tables of bounds on Aa(n, d) 
and Au(n,d) 

Fivetables are presented in this appendix. Tables A.l, A.2 and A.4 give the 
previously known lower and upper bounds on maximum sizes of asymmet­
ric/unidirectional error-correcting codes for length :$ 23 and error correct­
ing capability :$ 4. They are summarized here for the sake of completeness. 
Tables A.3 and A.5 extend Tables A.1, A.2 and A.4 to code lengtbs up to 27 
and error correcting capabilities up to 8, making use of the results obtained 
in Chapters 3 and 4. All the lower bounds are constructive. All bounds, 
except the upper bounds in Table A.3, have been indexed by letters, ex­
plained below. All the bounds which can he derived from Theorems 2.4, 
2.5 or 2.6 are presented without index. All the upper bounds in Table A.3 
follow from the results shown in Chapter 3. They are new and unmarked. 
Since Ah(n,3) = A..(n,3) for n ~ 1, the bounds on A,.(n,3) havenotbeen 
included here, but they can he found in [36] and [5]. 

Lower bounds: 

a: Codes mentioned or obtained by Weber et al. [59] and [60]. 

b: Codes obtained by Saitoh et al. [45]. 

c: Codes obtained by Etzion [14]. 

e: Codes obtained by Delsarte and Piret [12]. 

f: Codes obtained inSection 3.1. 

g: Codes obtained in Section 3.2. 

h: Codes obtained in Section 3.3. 

1: Codes obtained in Section 3.4. 

J: Codes obtained in Chapter 4. 

v: Codes obtained by Honkala [29]. 
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z: Codes obtained by Etzion [15]. 

Upper bounds: 

k: Ah(n,2t + 1) $ Au(n,2t + 1) $ A,.(n,t + 1) for 1 $ t $ n. (see (1.2) 
inSection 1.2). For example, from Table II of [5], we can find 4096 $ 
Ah(23, 7). Sa 4096 $ Aa(23,4) (t=3). Also, from Table A.3 of this 
dissertation, we can find Aa(18,6) = 12, this leads to Au(18, 11) $ 12 
(t=5). 

1: Section 3.5. 

m: Van Lint et al. [50]. 

p: Weber et al. [58], [59] ar [60], by asymmetric/unidirectional integer 
linear programming and combinatorial arguments. 

q: Delsarte and Piret [12], by integer linear programming. 

r: from Section 3.4. 

s: from Chapter 4. 

n d 2 d=3 
4 4 2 
5 a6q 2 
6 a12q 4 
7 e18q 4 
8 e369 e79 

9 e62P e129 

10 zul - 1151 e189 
11 c180- 2109 e3o- 32q 
12 c336- 4109 a54- 639 

13 c652 -7869 e98 1149 
14 c1228 - 15009 e186 2189 

15 c2240 - 28289 a266- 3989 

16 c 4280 - 5430P c386- 739P 
17 c8280 - 10374P c738- 12799 

18 c15762 - 19898P c1347 2380P 
19 c29236 - 38008P c2404 4242P 
20 c56144- 73174P c3650 -8069P 
21 c107212 - 140798P c5834- 14374P 
22 c198336 -271953P c8616- 26679P 
23 c353512 -523586P cl6450 - 50200P 

Table A.1: Bounds on Aa(n, d) for 4 $ n $ 23 and d = 2, 3. 
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n d=4 d=5 

5 2 2 
6 2 2 
7 2 2 
8 4 2 
9 4 2 
10 "6q 4 
11 agq 4 
12 e12q "4q 
13 "18q "6q 
14 "30- 32m "8q 
15 "44- 50P "12q 

16 c72- 90P "16P 
17 c130- 168P "26P 
18 c238- 32QP '40 44P 
19 c453- 616P c54 - 74P 
20 "860 -ll44P en- 128r 
21 "1628 - 2134P '104- 228r 
22 "3072 - 4116P ;163- 423P 
23 .1:4096- 7346P i243- 754P 

Table A.2: Bounds on Aa(n, d) for 4::::; n ::::; 23 and d = 4, 5. 
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• 

n d=6 d=1 d=8 d=9 
8 2 2 2 1 
9 2 2 2 2 
10 2 2 2 2 
11 2 2 2 2 
12 4 2 2 2 
13 4 2 2 2 
14 b,J 4 4 2 2 
15 b,/6 4 2 2 
16 b,f7 b,94 4 2 
17 b./8 b,94 h4 2 
18 b,j12 b,96 h4 4 
19 '16 0,97 h4 h4 
20 '22-23 b,99 h6 h4 
21 '32-34 0'912 h6 h4 
22 '48-60 0'914 hg h4 

23 '66-110 019-20 "9 h6 

24 '91-210 9 27-30 h12 h1 
25 '124-380 9 40-46 h13-14 h8 
26 '173-721 9 58-80 h18-19 h9 

27 '249-1350 9 80-144 h23-26 h12 

Table A.3: Bounds on Aa(n,d) for 8 .:s; n _:s; 27 and 6 $ d .:s; 9. 
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n d=5 d=1 d=9 
4 2 1 1 
5 2 2 1 
6 2 2 2 
7 a4p 2 2 
8 a6p a4p 2 
9 a10P a4p 2 
10 a16 -18k a4p 2 
11 a26- 3211: a1p a4p 
12 a52 -61P a10P a4k 
13 a92- 11411: c16- 18k a6k 
14 a184 218 ... b24- 32 ... a3k 
15 a256- 340P b42 50 ... alO 12 ... 
16 0384- 680P b62- 90 ... c14- 16k 
17 c736- 1277P 0 114- 168 ... 0 24-2611: 
18 c1344- 2374P 0 201- 32011: 037-4411: 
19 c2080 - 4096P a376- 61611: c51- 7411: 
20 c3423 - 6942P a737- 1142P c69- 13311: 
21 c4672 - 1377 4P a1474- 213411: ClQ2 229 ... 
22 c8544-24106P a2588- 4114P 0 154- 42311: 
23 11:16384- 48212P ... 4096- 7346 ... c229- 74511: 

Table A.4: Bounds on Au(n, d) for 4::; n ::; 23 and d = 5, 7, 9. 
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n d= 11 d = 13 d = 15 d= 17 
8 2 2 1 1 
9 2 2 2 1 
10 2 2 2 2 
11 2 2 2 2 
12 2 2 2 2 
13 i4k 2 2 2 
14 b,j4k 2 2 2 
15 b,j4s 4 2 2 
16 i6s bJ4k 2 2 
17 igk b,j4k i4k 2 
18 b,jlO- 12k i6k j4k 2 
19 j14- 16k i7k i4k i4k 

20 i22 23k igk i5a j4k 

21 i30 -34k i10- 12k i6k j4k 

22 J46- 60k i13- 14k J78 i4k 

23 i63 llOk j19- 20k igk i6k 

24 i86- 210k i27- 30k ilQ- 12k J68 

25 ill9- 380k j39- 46k i13- 14k igk 

26 i167-721k i5s- sok i18- 19k igk 

27 i239- 1350k iso -144k i23- 26k i10 12k 

Table A.5: Bounds on A,.(n, d) for 8 ::; n::; 27 and d = 11, 13, 15, 17. 

92 



Appendix B 

Some codes mentioned 
Chapters 3 and 4 

• In 

B.l Codes mentioned in Section 3.1 

0 19 consists of the following codewords: 

00000, 7EOOO, 01F80, 4107C, 30C63, OC31B, 2AAD4, 165AC, 79D18, 75287, 
6E762, lBOFB, 64CFD, 5FBCC, 33F37, 7FFFF. 

The 39 other codewords for 0 24 : 

773FEB, B9DDF7, 5DEB5F, AEF3BB, C7F4DD, DBFF21, DC1EBF, E35B7E, 
FAA5EE, 7D753A, 7FA2B5, BDB9C9, BF6E46, C5AFF2, 28FEFC, 33CF9B, 
OF976F, 1679F7, 06F460, 1187 A4, 124B58, 2COOFC, 4429A3, 481653, 4BA814, 
71502A, 80CCOF, 8D5A80, B8A142, F60205, 1A9089, 230CC2, 25C111, 812269, 
821136,D06490,08C222,343800,40054C. 

The 64 other codewords for 025: 

OBB5FFD, 1EEFEB3, 07FA3F7, 127FD7E, 1F9F6CE, 19F9E57, 1B773AB, 
1D2EFF8, lECOFEF, 1FDD9B4, 08FB9F9, OF3CA9F, OFD6C73, OFEBFOA, 
11EE4EF, 1587B3F, 16F57D2, 1733DCD, 1ABE735, 024EFBB, 02F7 A4F, 
053977B, 056F9D6, 05F4FA5, 0992FDE, OB8D3E7, OE5B6D5, OFA74BC, 
13BBAB2, 17DE368, 1B61B7C, 1C79CAE, 1E8DD59, 0019F26, 006AC78, 
00763Al, 00865D6, 008DAC9, 032721A, 03A08A7, OAEC10C, OC75842, 
OD09195, OE90278, 171AA80, 1C42613, 015314C, 02D1491, 04BAOOB, 05046AC, 
05EOB10, 06481E2, OB06D01, 181C065, 18219A8, 0603834, 0988432, 1030296, 
12C6240, 1521441, 001C918, 004122B, 0840CC4, OE28200. 

0 26 oomprises 0, 1 and all the rows of D given in the proof of Theorem 3.12, 
as well as the 113 following: 

OF7DBF7, 3BB7DDE, 2DCFC7F, 36FD779, 3F726EF, OFFADD9, 15BF1EF, 
375FB9A, 3ABFA37 3BC9FAD, 3CE6FF2, OFF7E2A, 13F8AFE, 1E8377F, 
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21F5FC7, 262CFBF, 279F6F4, 287B5FE, 391EF6B, 3BCE1D7, 3F65A5D, 
ODABABD, OEDCB4F, 1457FEC, 1736CD7, 17CEF31, 19FF358, 1B5D43F, 
1B639EB, 27F213F, 36DB4CB, 3DBBD06, 3DEC4EC, 3E1D9F1, OODF9B7, 
037E6E9, 0535B7B, 06E72DE, 0779F94, 078ADEE, OB9BE53, OEB55AD, 
182DEF6, 18F2E8F, 1DC5D9A, 1E3A3BA, 2B147DE, 2BE6B64, 2DD93E2, 
2E6F703, 2ECOEF9, 316AD5D, 32B7C78, 32B8767, 33AD88F, 35436B7, 
0005FBA, 007B2A3, OOBCA74, 01639CC, 018!}567, 038E2CA, 05B281B, 
05E4685, 0628759, 0693CA4, OA4EC45, OE7f>016, 19564BO, 1AC190B, 
1C28C2E, 1C9614C, 22F05C2, 274C922, 2Bl!J891, 2E07229, 30AA1B8, 
3249634, OOD50D9, 040E197, 0450B2D, 09248E3, 093D508, 094065E, OAA2326, 
OCCBA10, 1331245, 1382D50, 1E091EO, 2423472, 3088E83, 354A049, 3864311, 
OOE6C28, OC126C1, 1053506, 1368092, 150581C, 1694023, 20180EE, 2191330, 
2F88404, 0244174, 04A8942, 11005A9, 1A18A08, 2030C15, 2207882, 004D601, 
008229C, OD42022, 1821050, 2414108. 

The 141 other codewords for C21: 

6F9BBF7, 7BF7E5E, 37F9FCB, 556FAFF, 78DCFBF, 7EA75FD, 1AEBF77, 
1FF59BE, 37DF6B5, 5F5AFDC, 6B7E17F, 6DBDEEC, 6E77F93, 3A7DAF9, 
3D4F5EE, 3DAEE1F, 4DE47F7, 56FACBB, 5BB378F, 5FDF847, 62EFBCE, 
670DF7B, 69D3DF9, 17F676C, 1E9DFA3, 2C97B7E, 333BDBC, 33D6B9B, 
35B54FB, 366CDD7, 47F92DD, 4E6F63E, 593DF56, 5B8F3F8, 61FEE63, 
6BAD8B7, 78FE4DC, 7C3A3EB, 7D51E2F, 7DEBF80, 7EC2AF5, 7FD8572, 
01AABFF, 02557FF, 057FDOF, 06FF9FO, OBB7E39, ODDCEDA, 174BEE9, 
19F95E5, 1C72FB6, 1CE72CF, 1F1EOBF, 1F81D5F, 279B7C6, 2AEB59B, 
2B4EF74, 2EF886F, 35ED336, 3F73351, 4B79BAA, 4E3EEC5, 51C7CF6, 
58DBB1D, 5D6C979, 67D4DA5, 6D0779D, 6F22CFA, 723785F, 728E72F, 
72E1F78, OOOA5BF, 0015ACF, 0027F70, OOFB309, 01D8DEO, 02F4075, 
0338B16, 036EOCA, 03C3626 05B10BA, OC52C5A, OD64391, ODAA845, 
14CC346, 1611D91, 183F406, 1AA86DO, 1BOC839, 1CC78AO, 2AC090F, 
2E92330, 352060F, 3B45540, 4260EA9, 4E09076, 57142EO, 5991215, 64864D4, 
650BB80, 716A430, 72B3840, 78181CA, 018D453, 068EE08, OD4948C, 1478823, 
1B221A4, 1C01369, 204CAB4, 211315C, 2136C81, 22A5382, 405552A, 44E1914, 
50AC08D, 5242253, 6E28501, 7880E22, 003866C, 020B8E1, 0616107, 1180B98, 
1A71018, 24C0439, 2760A40, 28200D7, 28DE040, 0013692, 09E0502, OD10834, 
1045C05, 128406A, 142A150, 41500C9, 4826221, 600A80E, 0288215, 2C04188, 
6301420,0091940. 

B.2 Codes mentioned 
and 3.3 

. 
In 

x22 is made from the following fourteen codewords: 

94 

Sections 3.2 



3FFFFF, ODDFA7, 3E33DD, 15AD7C, 22EAF3, 1B44CF, 04771B, 3FF800, 
3C07EO, 038F06, 0078EC, 324418, OD2043, 000000. 

The 19 other codewords for X24 : 

000000, OC800F, 4015BO, 017C45, 82CAA2, 992318, 2E1274, 70AOE9, 004FFF, 
1EF03B, CF1CE8, 75965E, BAAEB4, EBC167, F56999, 4DBBAF, 97D7F1, 
EA 7E5B, FFFFFF. 

The 26 other codewords for X25 : 

1FFFFFF, 1B9BF3E, 17DDCD3, 0177DAF, 06AB7F9, 1AFC3CE, 1D4EB75, 
187BOF3, 14BOF76, 13076DE, OFB6A91, OF6D722, OEDBC4C, 0784FOC, 
OB4F089, OCF8921, 104956E, 10928DD, 11243B3, 0027C25, 009B382, 0274258, 
1F00843,05084B8, 1844184,0000000. 

The 18 other codewords for X26: 

3FFFFFF, OFAAFBF, OE553FF, 237FE3C, 24BFFC3, 13E9DD5, 15EE26F, 
19D6DBA, 0065A1E, 009D4C3, 011AB70, 01C01AD, OE0241B, 1C25160, 
3268680, 0253044, 05A8802, 0000000. 

The 26 other codewords for X21: 

0000000, 5005221, 012A684, OAC8013, OC04D48, 00138BA, 0167143, 1244B94, 
1518865, 16A140E, 24D2650, 2989328, 2A344A1, OC1E7FF, 2AE9D77, 
3B7FECO, 3FB531E, 4FC7CBA, 51E4FCF, 56BBBA3, 7FD80ED, 1773E7F, 
2DEFBAD, 63BF5DB, 7AD6BF6, 7FFFFFF. 

12s consists of the following thirteen codewords: 

0000000, 03E0141, 10158A8, 043A272, 0703COF, OOF8F8C, 18C407F, 1FFFOOO, 
1FOOFFO, 1C333CF, 1FE8E2F, 18DFDF8, 1FFFFFF. 

Y21 comprises the following 23 codewords: 

7FFFFFF, 3FEDD2E, 6A96EFE, 55FOB7D, 716FE93, 1EDB6A5, 2F355D9, 
18DF95A, 072EBE6, 386466F, 4D88C9F, 7313137, 7FFCOOO, 7C03FCO, 
03E3E38, OOB95E3, 045639D, 170584B, 2918A74, 18E2886, OAOE528, 6041613, 
0000000. 

B.3 Codes mentioned in Section 3.4 

The 60 other codewords for Z21 : 

001834, 110209, 02A051, 085340, OC20A8, 120186, 00056D, OOOADA, OOB684, 
013903, 01C1BO, 064223, OAC80C, OD8442, 161418, 007D6B, OOFAD6, 04B5B5, 
OB03EB, OD607D, OFAD60, 15ACOF, 1607D6, 1AD607, 1F5ACO, 01D7EC, 
02CD9F, 033E75, 052BBE, 06F23B, OB74DA, OC9B4F, 12BFA2, 13EB49, 
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17C876, 191F99, 1A63B5, 1E84ED, 05E7D3, 0759F9, 09F8AF, OCBEF8, 
OE676E, 1392DF, 145EB7, 18AD77, 1DF31C, 1F3587, 07BD5E, OAFFC5, 
OBCE7B, 17EEAC, 197BF2, 1E68DF, 1ED5BA, 0377BF, 1DF4F5, 1F3F69, 
1F8BB7, 14FB7F. 

The 98 other codewords for Z22 : 

004630, 028109, 181082, 002D06, 0504C1, 209064, 344808, 0422AC, 095A04, 
OC8930, 12F400, 130078, 224093, 382141, OB61AO, 141A13, 144564, 18861C, 
251129, 25E014, 2988C2, 2E1450, 330702, 006CD8, OOB34A, 0114B6, 01AE21, 
020BC5, 02C82E, 007715, 04FOA3, 06C259, 090373, 1285B1, 133289, 18498B, 
1D9045, 20989D, 21444F, 2E2807, 325861, 096AEB, OD9B36, OEA6A7, 13533B, 
14D4CF, 1A99D5, 1B366C, 24B575, 26CD9A, 2A6753, 2BA92D, 2D5D49, 
3525AB, 01F7E6, 03BD5B, 06CB6F, 075DB5, ODB2DD, OE17FA, OF6E1E, 
103EBF, 1AF9AA, 1DC1F3, 1E7 A71, 33978D, 34BBC3, 355AEC, 36E6D4, 
386DE5, 3974DA, 3E9C2E, OBE7B9, 136BD7, 1B9EE3, 1CF717, 1D396F, 
1FCDCC, 227F7C, 25D67B, 27A1FE, 288FDF, 2FF893, 37EF22, OCFCFE, 
2DEB75, 2F37C7, 32F5F3, 373BB9, 39D3BE, 3AFACD, 3B4C7F, 179F7E, 
1E6FEB, 35EE9F, 3FF52D, FF2F7, 2BFFDA. 

The 145 other codewords for Z23 : 

3FFC3F, 4FEFDD, 1BD7FB, 677B7B, 73EEF6, 79BF4F, 7C65FF, 7EDBB5, 
1EAAFF, 24FFE7, 3A7FDC, 4D9FBE, 5FFD61, 67B4FD, 6BE3AF, 7F5657, 
1E5DAF, 357CFA, 3B2F73, 3DB39B, 3FC57C, 3FEE85, 4BFB56, 4D7AED, 
53AD9F, 55C3F7, 57376E, 62DE3F, 6E9DD3, 7B9BE8, 0177BF, 07EC77, 
OB9ECF, OEF1DD, OF4BFA, 17DF19, 18FF6A, 1DB6F4, 27B9AE, 2E3EB9, 
32A7ED, 356B4F, 36DAD6, 39C8BF, 595DD5, 5AF693, 5B6E3C, 5CB937, 
61BAF3, 64BF5C, 67E7C2, 6Bll7F, 6DF40F, 7771B1, 7A3CE6, 7C867B, 
09AB7D, 16AFB2, 1B65CB, 2C6D97, 2D5F64, 3A971E, 426ADF, 42D5F6, 
4FA5A5, 57586B, 5CD2AE, 61CD5B, 6AFB21, 7356D8, 750EB5, 7D2D2A, 
047365, 072C4D, OE6CBO, 11D43A, 1AA6C2, 26C29A, 291D43, 29A435, 
308E6C, 30E589, 353486, 429AA6, 543A91, 59611C, 6589BO, 6A4750, 00365B, 
OOAD96, 01538E, 0168E3, 02DOD5, 02EB48, 031939, OBOA56, OCCCOB, OD9690, 
OE02AD, OE9162, 1C49C4, 24453C, 374A01, 3898Al, 3A2113, 518607, 5330C8, 
568C50, 5C6222, 61D260, 6401CB, 663421, 682878, OOC333, 0307C1, 03CC24, 
04A4E8, 083F20, 104E98, 15F100, 1700B2, 198059, 1A140E, 245852, 4D1805, 
501354, 60620D, 69A082, 728128, 02B803, 203198, 21062A, 2A4061, 2C8304, 
312844, 4004B5, 406542, 465280, 04088E, OB2410, 141441, 58C800, 007024, 
0082DO, 410109. 
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Notation 

V n- n-dimentiona.l vector space over GF(2). 

lAl the cardina.lity of a finite set A. 
N(x,y) =I{ i I Xi 1 A Yi = 0, 0 ~i~ n }j. 
dh(x,y)- the Hamming distance of x and y. 
da(x,y)- the asymmetrie distance of x and y. 

du (a, b) the unidirectional distance of x and y. 
w(x)- the weight of x. 

w( C) - the weight of the code C. 
Co.(n, d)- AsEC codes of length n and asymmetrie distance d. 
Cu( n, d) - UEC codes of length n and unidirectiona.l distance d. 

Ch(n, d) SyEC codes of length n and Hamming distance d. 
A J( n, d) the maximum number of codeworcis of a C 1 ( n, d) code 

(!=a, u, h). 
A( n, d, w) - the maximum number of binary veetors of length n, 

Hamming distance at least d apart and constant weight w. 
circ(x) n x n circulant with top row x. 

supp(x) the support of x. 

lr J the largest integer not exceeding the real number r. 

r r l the smallest integer not less than the real number r. 
[n, k, d] linear SyEC code of length n, dimention k and Hamming 

distance d. 
a I b-a divides b exactly ( a, b integers). 

< x,y >= L:~1 XiYi- the inner product of x and y. 
Aut(C)- the automorphism group of C. 
r( c) - the minimum asymmetrie distance from the codeword c to 

all other codewords. 
Sa( c, t)- the sphere with radius t and center c for AsEC codes. 

Wa( n, d) - the maximum number of codeworcis in a W P Co.( n, d) code. 

Ua(n, d)- the maximum number of codeworcis in a UW P Ca(n, d) code. 

r( C) - the average error-correcting capability of a Ca ( n, d) code C. 
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STATEMENTS 

attached to the dissertation 

Binary Block Codes for Correcting Asymmetrie or 

Unidirectional Errors 

Gang FANG 

March IJ, 1993, Eindhoven University of Technology 

1. In 1942, K. Menger first introduced the concept of probabilistic metric 
spaces ( for short, P M spaces) in his paper (Statistica/ metrics, Proc. 
Nat. Acad. Sci. USA, 28, pp. 535-537, 1942). The so called probabilistic 
metric of two points (say pand q) in a nonempty set means that the 
distance of pand q does not correspond toa real number (as usual) but 
toa distribution function, denoted by Fpq(x). Fora given x, Fpq(x) 
gives the probability that the distance between p and q is less than 
x. There is no doubt that the probabilistic metric is more reasonable, 
in terros of the standpoint of practicallife of human beings, than the 
normal metric. In our routine life, an expression providîng a certain 
uncertainty often does give an accurate concept. 

- Fang, G.: Topological structures of P M spaces, Tech. Report, 
85-113, Xi'an Jiaotong University, 1985 

2. Let (St, ft, r) and ( s2, f2' T) he two p M spaces where T is continuous. 
Then the so called M-product space (St x S2, T'1MT'2, r) is also a P M 
space which satis:fies that St x s2 is separable (complete, compact) if 
and only if bothSt and S2 are separable (complete, compact). 

Fang, G., Zhang, W. X.: Properties of M -product spaces of 
P M spaces, Journalof Xi'an Jiaotong University, 20(4}, 87-90, 
Aug. 1986 

3. A codeCis called s-WP code ifthe equality (6.3) in the dissertation 
holds when r( c) is replaced by sL( c) for all c E C, where the number 
sL(c) for any c E Cis de:fined in 

~- Fang, G., Honkala, I. S.: On Perfectness of Binary Block 
Codes for CorrectingAsymmetrie Errors, Proc. of IEEE Inter. 
Symp. on IT, San Antonio, Texas, USA, January 1993 

Distinctively, the weakly perfect codes defined in the dissertation are 
termed as r-W P codes. It can he shown that the class of r-W P codes 
is a subset of the class of s-W P codes. 
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4. Theorem 6.6, Theorem 6.8 and Corollary 6.1 in the dissertation are 
also true to s-WP codes. 

5. Let Z ( n, s, t) be the maximum number of codewords in a t-A sEC/ s­
AsED (s :2:: t) code of length n. Then 

Z(n,s,t) :2:: max{ 2:A(n,2t + 2,w) I 0 '5: i '5: s} 
w:=i 

where the sum is taken over all integers w congruent to i modulo 
( s + 1 ). Particularly, the equality holds when t = 0 and i = l n/2 J. 

6. Given j :2:: 1, m :2:: j + 1, n :2:: 2m + 1 and q = lJ/2J. Then 

(
n-j):2::2tiTn- -t 

m k=Ot=o m- t 

7. Let F be a t-antichain in {0, 1}n. For i= 0, 1, ···tand f E F, define 

E.:(f) {x E {0, 1}n llxl = lfl + t 2i 1\ d,.(x, f) '5: t }. 

Then for each i with 0 '5: i '5: t, Ei(F) = UrEF Eï(f) is an antichain, 
and · 

L IE.:(f)l(lfl + t- 2i)!(n -lfl- t + 2i)! '5: n!. 
feF 

- Zhang, Z., Xia, X. G.: LYM Inequalities for t-antichains, 
Submitted to Discrete Mathernaties 

8. In history, Western rnathematics entered into China two times. The 
first entry started at the end of the 16th century and ended at the 
beginning of the 18th century by the feudalistic dosed door policy of 
Chinese government at that time. This closed door was broken down 
by Western guns and cannons in the Opium Wars in 1840 ( cf. Chinese 
Mathematics: A Concise History, by Li Yan and Du Shiran, translated by 
J. N. Crossley and A. W. -C. Lun, Ciarendon press, Oxford, 1987). Be­
sides abacus calculation, which has been preserved and is still widely 
used today in everyday life in China, all the rest of the ancient math­
ernaties of China blended into the stream of the development of world 
mathematics. Nowadays the development of science and technology 
is extremely rapid, and it is clear that there must he no future for any 
country under a closed door policy. 

9. The Netherlands is an internationally-oriented country because of her 
typical circumstances. China had, has and will have a lot of connee­
tions with the Netherlands in economy. However earlyin this century, 
also there was a Dutchman who played an important role on the po­
litica! stage of Chinese history. 
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