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THE BEST VARIETY OR AN ALMOST BEST ONE?

A COMPARISON OF SUBSET SELECTION PROCEDURES

Summary: Given are k varieties. The best variety is defined as the variety with the
largest average yield per plot of common unit size. An almost best or an e:-best variety is
a variety with an average yield on a distance not larger than e:(~ 0) from the best variety.
Subset selection is considered for selection of the best variety, but also for selection of an
e:-best variety. A comparison between these two selection goals is made by investigating
the relative efficiency of subset selection of an e:-best variety. An application is the field
of variety testing is presented.



1. INTRODUCTION

Given are k (integer k ~ 2) varieties VI, V2 , ••• , Vk, and k independent random variables
XI, X2, ... , Xk corresponding with these varieties based on a common number of n independent
observations. The random variable Xi (i = 1,2, ... , k) may be the average yield per plot of
common unit size. We assume that the random variable Xi has a continuous distribution
function F(X-J.Li) and density function f(X-J.Li) with unknown expectation J.Li (i = 1,2, ... ,k).

The problem considered is to select a non-empty subset of the collection of k varieties,
as small as possible, such that the probability to include the best variety into the subset is
at least equal to p., with k-1 < p. < 1. The best variety is defined as the variety with
the largest value of the location parameter J.L. We suppose that the best variety is unique,
otherwise we assume that tagging has been used.

For this problem of selecting the best variety the subset selection procedure of Gupta can
be used (d. Gupta (1965)). The formulation of the sketched problem as a selection problem
enables the experimenter to answer his question regarding the best variety in an adequate
way. In this paper we shall present in section 2 Gupta's statistical subset selection procedure.
In section 3 selection of an almost or an e-best variety is considered. The efficiency of selecting
an e-best variety is investigated in section 4. Section 5 presents an application in the field of
variety testing. Some concluding remarks are given in section 6.

2. SUBSET SELECTION OF THE BEST VARIETY

In this section we shall indicate the subset selection procedure of Gupta. The subset
selection approach of Gupta provides a subset of varieties from the total collection of k
varieties in such a way that the probability of a correct selection is at least p., with k-1 <
p. < 1. A correct selection is defined as a selection for which the best variety is an element
of the selected subset. The confidence level p. is predetermined by the experimenter. The
size S of the subset is a random variable and must be as small as possible. The statistical
subset selection rule is defined as follows:

Variety V; is an element of the subset if and only if

Xi > max Xj - d ,
- l~j~k

where the selection constant d (d > 0) has to be determined such that the probability of
selecting the best variety in the subset is at least equal to p.. The selection constant d
can be found in Gibbons, Olkin and Sobel (1977) for standard Normal distributions for the
Xi (i = 1,2, ..., k). Extensive tables of d for standard Normal distributions can be found in
Butler and Butler (1987). For common unknown (12 of the Normal distributions one has to
use the pooled estimator of (12, namely

k n k

8
2 = {ken - 1)}-1 L 2)Xij - Xi)2 =k-1 I>~ ,

i=lj=l i=l

where Xij (j =1,2, ... , n) are the n independent observations on Xi and Xi is the corresponding
sample mean. The selection constant d has to be replaced by a different selection constant
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d2 which can be derived from tables in Gibbons, Olkin and Sobel (1977).
Subset selection is a flexible form of selection, in the sense that the number of replications

has not to be determined in advance. Also after the experiment has been executed, the
selection can be carried out. Of course, the number of replications of the experiment has
influence on the (expected) size of the subset. A relatively large subset indicates, apart from
random fluctuations, that the number of replications is small or that the expected yields of
the varieties are close together.

3. SUBSET SELECTION OF AN c-BEST VARIETY

The requirement to select precisely the best variety may be a strong qualification for
selection in the case that the best variety is in the neighbourhood of other varieties. The
result will be that in general large subsets will be obtained. A possibility to overcome this
difficulty is to increase the number of replications. But if this possibility is not realistic in
practice, then there exists an alternative way out. This alternative is to transform the goal
'to select the best variety' into a different goal, namely to select 'an almost best variety'.

Let us assume that the best variety and the second best are near each other. Formulated
more precisely this means that the average yields are close together, sayan a distance less
than e, with e ~ O. If e is relatively small, then it is in practice usually not of interest
whether one selects the best variety or the next best. Not every difference in average yield
is practically important. In other words there will be practical situations for which a more
or less imprecise selection is adequate. Selection of either the best variety or an almost best
variety will both be allowed. In this context an almost best variety is a variety with expected
yield on a distance less than e from the best one. This last variety will be called an e-best
variety. A variety Vi is an e-best variety if /-Li > max /-Lj - e. If is clear that the best variety

- l<j<k
is also an e-best variety. Thus for each e ~ 0 there-always exists at least one e-best variety.
If e = 0, then there exists one and only one e-best variety, namely the best variety, assuming
there are no ties. A correct selection in this context is the selection of a subset which contains
at least one e-best variety. The selection rule considered is:

Select variety Vi (i = 1, 2, ... , k) in the subset if and only if

where the selection constant c ~ 0 has to be determined such that P(CS) ~ P*, with
k-1 < P* < l.

For Normal distributed variables Xi (i = 1,2, ..., k) with common scale parameter (T one
can prove that for the selection constant c the following holds:

c = (d - e)(T ,

where d en e are measured in units of (T. Details can be found in Van der Laan (1992).
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4. SELECTION OF AN £-BEST VARIETY IN COMPARISON
WITH SELECTION OF THE BEST

In this section a comparison is made between selection of the best variety and selection
of an £-best variety. This comparison will be based on the P* value for selecting an £-best
variety and the probability of selecting the best variety, both for the statistical selection rule
Xi> max X 3·-dO'+£0'. Without loss of generality we can assume that 0' = 1. The efficiency

- 1< '<k_3_
of the procedure to select an £-best variety, relative to selecting the best variety, is defined as
the relative gain Gr : the gain in minimal probability of correct selection of an £-best variety
relative to that of the best variety. The computations are based on interpolations so the
values of Gr are of limited accuracy. In table 1 some results are presented.

Table 1

The relative gain Gr in percentages for selecting an £-best variety in comparison with select~

ing the best variety, for P* = 0.90 and some values of £ and k.

0.2
0.5

k=5
4.3%

11.2%

k =10
4.4%

11.9%

k = 25
4.7%

12.4%

k = 100
4.8%

12.9%

It is to be expected that for larger values of £ the gain is much larger. For instance, for £ = 1
and k = 10 one find Gr = 37%.

5. AN APPLICATION IN THE FIELD OF VARIETY TESTING

In a 1991 Sugar Beet trial twenty five varieties were investigated in a complete randomized
block design with b = 4 blocks. The results, the average root yield of sugar (arys), are given in
next table. The original situation of this application is changed in view of the confidentiality
ofthe results ofthe experiment. No practical conclusion can be deduced from the experiment
and the data.

variety nr. 1 2 3 4 5 6 7
arys 645.8 583.1 652.1 633.3 614.5 645.8 608.2

variety nr. 9 10 11 12 13 14 15
arys 620.7 652.1 664.6 645.8 670.9 627.0 608.2

variety nr. 16 17 18 19 20 21 22
arys 683.4 620.7 620.7 670.9 645.8 633.3 595.6

variety nr. 23 24 25
arys 620.7 645.8 633.3
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The standard error obtained from the analysis of variance is equal to 28.5975. The standard
deviation has been taken as 28.5975/V4 = 14.299. In the next illustration we shall use this
value as if it is the known value of the standard deviation.
Using subset selecting with confidence level P* = 0.90, we find that a variety has to be taken
in the subset if and only if the average is larger than or equal to

683.4 - 3.391133 * 14.299 = 634.91 .

The subset consists of the following varieties, indicated by their variety number:

{1,3,4, 7,10,11,12,13,16,19,20,24}.

For € = 1 a variety is taken in the subset if and only if its average is larger than or equal to

683.4 - (3.391133 - 1) *14.299 = 649.21 .

The corresponding subset is

{3,10,11,13,16,19} .

The number of selected varieties is fifty percent of the number of varieties in the first subset.

6. SOME CONCLUDING REMARKS

In this paper we have discussed some aspects of subset selection which are of interest
from a practical point of view. A conclusion may be that instead of trying to select the best
variety, it may be worthwile to consider as selection goal: selection of an almost best variety.
To consider this selection goal it is possible to get on the average smaller subsets. This means
in practice in most cases an important profit.

Acknowledgement: I wish to express my gratitude to Dr. Marta Morales (VanderHave
Research, Rilland) for providing me the practical application in which the concept of subset
selection is of importance.
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