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PREFACE 

The main objective of this thesis is to develop reliable numerical methods to predict 
the deformation of an incompressible Newtonian viscous fluid region driven by surface 
tension. In particular this mathematical model describes the physical processes that 
appear when a compact of glassy particles is heated to such a high temperature that the 
glass becomes a viscous creeping fluid. As a result, the particles are joining together so 
that the cohesion of the compact is increasing with time. This phenomenon is usually 
called viscous sintering and e.g. appears in the production of high-quality glasses by 
means of what is known as the sol-gel technique: ideally, one wants to produce a dense 
and homogeneous glass, free from voids and impurities at this way. From the methods 
developed in this thesis, theoretical insights can be obtained about the densification 
kinetics of such a sintering compact. A numerical simulation program is presented to 
calculate the deformation of a representative unit cell of the compact. 

At this place, I would like to express my gratitude to a couple of people who have 
contributed directly or indirectly to the work presented in this thesis. First, I would like 
to thank Prof.dr. R.M.M. Mattheij for the pleasant cooperation, the fruitful discussions, 
the improvement of my English writing and the support I received in all the things I have 
being done the last four years. Prof.dr.ir. H.K. Kuiken render thanks for encouraging 
me in both attending conferences and writing to other researchers who were working in 
similar research fields. Moreover, I want to honour him for the vision that the viscous 
sintering problem as presented in this thesis was an ideally suited subject for a PhD­
thesis. Prof.dr. G. de With of both Philips Research Laboratory and the University 
of Technology Eindhoven is thanked for the stimulating discussions, the suggestions 
about interesting aspects to study and checking the chemical and physical contents of 
this thesis. I would like to thank him also for providing me with some experimental 
data. Prof.dr.ir. J. de Graaf owes my gratitude for providing me insights in solving 
a moving Stokes flow by using a conformal mapping technique and for checking the 
contents in this thesis of this particular subject. Dr.ir. S.J.L. van Eijndhoven render 
thanks for his valuable comments concerning the contents of chapter 1 and section 4.1. 
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Dr.ir. J.K.M. Jansen owes thanks for always having the time for me to arrange things 
in all kinds of fields when I made an appeal to him. Furthermore, I would like to 
express my gratitude to all the members of the STW-utilization committee concerning 
this research for their valuable comments and discussions the last four years. Besides 
the people who are mentioned above, I should mention in particular Dr.ir. H. Schippers 
of the National Aerospace Laboratory NLR and Ir. M. Engels, Drs. P. de Jong both of 
Royal Sphinx. I would also like to thank the students whose master thesis contributed 
directly or indirectly to this work, i.e. Jeroen van de Spek and Nico Helmes. 

The foreign contacts with people who showed interest in my work is greatly appre­
ciated. Within this context I should mention Prof. D.B. Ingham of the University of 
Leeds (U.K.) for the possibility to visit him and to discuss my work. Dr: R.W. Hopper 
of the Lawrence Livermore National Laboratory (U.S.A.) renders thanks for giving me 
the opportunity to visit him. The discussion we had about the method he uses and 
the suggestion on other interesting aspect to consider, appeared to be very useful and 
worthwhile. His arrangement of my stay and his hospitality are very much appreciated. 

Finally, all colleagues of the group Toegepaste Analyse render thanks for the pleasant 
work atmosphere during this four years. Morover, I would like to thank my family and 
friends for their interests and encouragements during these years. 
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1 
INTRODUCTION 

The process of viscous sintering occurs in a number of industrial applications. The main 
motivation to write this thesis is the need to obtain a better theoretical understanding of 
this phenomenon. The mathematical model of this physical process is investigated both 
analytically and numerically though the numerical simulation is the main subject of this 
thesis. 

In this introductory chapter we start with a brief outline describing the sintering 
process and physical principles that are involved. We restrict ourselves to sintering that 
occurs by a viscous volume flow, which is particularly applicable for glasses. Moreover, 
we describe the production and application of high-quality glasses by means of sol-gel 
processing which has lead to a renewed interest in the study of viscous sintering. The 
goal of these investigations will be discussed and an overview of the studies on this 
subject is given thereafter. Finally, we outline the structure of this thesis and discuss 
other possible applications of the methods developed. 

1.1 VISCOUS SINTERING AND ITS APPLICATIONS 

Sintering, in general, is the process in which a granular compact of metals, ionic crystals 
or glasses, consisting of many particles, is heated to such a high temperature that 
sufficient mobility is present to release the excess free energy of the surface of the 
compact, thereby joining the particles together. As a result, the cohesion of the compact 
increases with time. The sintering process may be divided into three types, viz. without 
a liquid phase (solid-state sintering), with a limited ( < 10%) liquid phase (liquid-phase 
sintering) or as a liquid phase only (e.g. viscous sintering). Moreover, one can apply 
pressure (hot-pressing), carry out chemical reactions (reactive sintering) or both together 
during sintering. 

An example of a sintering phenomenon occurring in nature is the formation of 
rock strata from sandy sediments under the influence of high pressures exerted by later 
deposits. One of the oldest applications of sintering by humans is the production of 
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Figure 1.1 The transport mechanisms that can be involved in the case of solid-state 
sintering. The mechanisms (I )-(3) causes only a particle growth, while (4)-(5) leads also 
to shrinkage (of the compact). Only in the latter case material is removed from the contact 
area so that the centres of the spheres approach each other. 

earthenware from clay, which dates back to before 5000 B.C. Nowadays, besides the 
more traditional products (e.g. bricks, tiles, sanitary ware, porcelain), ceramic materials 
have a wide range of technical application in industry and their significance is still 
increasing because of the useful physical properties of these materials. We mention 
their height of melting point, their stiffness and compression strength, their hardness 
and corrosion resistance. Their weak mechanical properties, such as brittleness, but 
also the difficulties arising in the ceramic production process are still important topics 
of material research. This research contains also the sintering stage of the process. 
However, progress in this respect is being made only slowly. Therefore there is a 
need for theoretical models and numerical simulations to improve the homogeneity of 
the microstructure of the ceramic material, the prediction of the shrinkagf rate and the 
reduction of the firing stage of the process. For a general overview on ceramic processing 
we refer to Reed [88]; comprehensive reviews about sintering phenomena can be found 
in Exner [23] and Somiya and Moriyoshi [97]. 

In order to illustrate the complexity of the physical principles involved, we give a 
rough description of solid-state sintering. In this type of sintering, one usually distin­
guishes between five main transport mechanisms which can occur simultaneously, cf. 
figure t. 1. Three mechanisms cause particle growth only and do not lead to shrink­
age and reduction of porosity; they are ( 1) transport of material through the gaseous 
phase by evaporation from areas with large radii of curvature and condensation on those 
with small radii, flow of material (2) by surface diffusion and (3) by volume diffusion 
of vacancies in the atomic structure starting from the surface. Two mechanism cause 
densification of the compact, i.e. ( 4) grain boundary diffusion and (5) volume diffusion 
starting at the grain boundary. 

In viscous sintering the material transport is caused by a volume flow driven by 
surface tension. In this type of sintering there are no grain boundaries between two 
coalescing particles since we consider fluids. When in the sequel the term viscous 
sintering is used, we refer to a viscous sintering process where the volume How is 
taken to be Newtonian and incompressible. Sintering processes of this type occur in 
the sintering of amorphous materials such as glasses; at sintering temperature glasses 
appear to behave like incompressible Newtonian fluids rea<;onably well (cf. De With and 
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Corbijn [113]) . . 
A recent technological application in which viscous sintering occurs, is the produc­

tion of high-quality glasses (monoliths) which cannot be manufactured in a traditional 
way. For example, glasses with a component preferentially evaporating at high tem­
peratures, have to be produced at temperatures lower than the temperatures at which 
glasses are produced normally, and so sintering must be applied in their manufacturing. 
One of the characteristics of sintering is that it occurs at a relatively low temperature; 
the particles are already coalescing at one-half to two-third of the melting temperature. 
In this way, also glasses with an extremely high melting temperature can be produced 
by applying the sintering technique at a substantially reduced temperature. In the tra­
ditional manufacturing of glass contamination of the glass melt occurs by corrosion of 
the melting crucible. Since this happens more easily at higher temperatures, sintering 
can be applied in the production of glasses free of such crucible contaminants which are 
particularly important for the manufacturing of some high technology materials. 

One method to make a monolith is the viscous sintering of a glassy compact that is 
produced in a controlled manner by the so-called sol-gel technique. In sol-gel processing, 
colloidal particles in a suspension, a sol, is heated or mixed with a liquid (acid or basic) . 
This causes the particles to aggregate or polymerize and form a giant aggregate or 
molecule that extends completely throughout the sol; the substance is said to be a gel. 
The fundamental importance of this technique is the ability to tailor the microstructure 
on molecular length scales. For example, a wide range of gel structures can be obtained 
by varying the pH of the liquid. Sol-gel techniques and their applications are extensively 
discussed in the books of Brinker and Scherer [ 12], Klein [56] and Paul [76]. 

There are two kinds of sol-gel techniques: dispersion of colloidal particles from 
ionic species in an aqueous medium (water) and the more commonly applied technique 
of the hydrolysis and polymerization of alkoxides in an organic solvent (normally an 
alcohol). Here we briefly discuss the latter technique to show the typical chemical 
reactions involved to produce such a sol-gel. More specifically, we consider the forming 
of a silica gel by hydrolysis and polymerization of the alkoxide tetra-ethoxy-silane, 
(OC2H5 ) 4Si, in an alcohol solution (cf. Klein [56] p.84). The adding of water under acid 
or basic conditions catalyzes the hydrolysis of the alkoxide into hydroxyl groups. This 
can be represented by the following reaction 

The by-product C2H50H can readily be removed by volatilization. Subsequent con­
densation reactions of the hydroxyl groups produces net-works composed of inorganic 
oxide linkages (polymerization) plus the by-products water and alcohol. This gelling is 
described by the following two reactions 

(OC2Hs)JSiOH + (OC2Hs)4Si -----+ (OC2HshSiOSi(OC2H5)J + C2HsOH 

Z(OC2HshSiOH -----+ (OC2H5)JSiOSi(OC2Hsh + H20. 

As polymerization proceeds, the viscosity of the sol slowly rises until the so-called gel 
point is reached. Then the gel is composed of continuous solid and liquid phases, the 
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Figure 1.2 A schematic overview of sol-gel processing for ceramics which includes 
powder forming, monoliths, lihres and thin lilm coatings (after Brinkcr ill]). ' 

solid phase prevents the liquid from escaping and the liquid phase prevents the solids 
from collapsing (Brinker [ 1 I]). 

A schematic overview of sol-gel processing is given in figure 1.2 which includes 
powder forming, monoliths, fibres and thin film coatings (obtained from Brinker [11]). 
Here we will briefly dwell on the production of the latter two applications, i.e. fibres and 
thin films. Monolithic applications were discussed already. 

There are two main methods of making fibres by sol-gel processing. The first method 
consists of pulling fibres from the solution during an appropriate viscosity period (cf. 
Klein [56] p.142). In the second method, a monolith is formed, dried and sintered and 
then the fibre is drawn; it is possible to dry the gel in a conventional way by removing 
the remaining liquid phase (alcohols and water) at ambient or moderate temperature 
( < 100°C) and during this drying stage considerable shrinking of the gel network 
occurs. But because of the relatively large structure of the gel compared to the pore 
sizes ( 1-50 nm), the drying has to be performed extremely slow to avoid cracking of the 
gel. For example, the drying of even small monolithic pieces can last a period from a 
few days to even months. Finally, one obtains what is called a xerogel. 
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Figure 1.3 A partially densilied aerogel into glass, which is obtained by moving the 
aerogel through a hot zone. 

5 

A much faster method without shrinking the gel is hypercritical drying. This is 
achieved by heating up the gel above the critical temperature in an autoolave with 
excess solvent. This excessive liquid evaporates and produces a high pressure on the 
gel preventing premature drying of the gel. When the system has exceeded these critical 
conditions, the pressure is released by keeping the temperature above the critical point. 
Then an extremely light material is obtained from which most of its volume is taken up 
by air: this is normally called an aeroJ:el. A popular description of such an aerogel has 
been given by Fricke [26]. When the aerogel is heated to a sufficiently high temperature, 
the viscosity of the glass becomes low enough for surface tension acting on the interior 
surface of the gel to cause the gel to collapse into a hopefully dense and homogeneous 
glass from which the fibres can be drawn. This technique has been used in the production 
of glass fibres for the telecommunications industry. In figure 1.3 an example of a partially 
densified aerogel is plotted which is obtained by moving the aerogel through a hot zone 
(from Mulder et al. [71 ]). 

Sol-gel processing can be applied also to make thin fi I m coatings. Techniques that are 
used for producing such a thin film out of a sol-gel solution include: spraying processes, 
dipping processes in which the surface to be coated is withdrawn from the solution and 
spinning processes spreading the liquid from the centre of a rotating substrate. Since the 
obtained layers are only a few hundreds nanometers thick, the solvent evaporates readily 
and one obtains a xerogel film which is sintered thereafter. Applications for these sol-gel 
coatings can be found in optics (especially anti-reflective coatings for silicon solar cells, 
glasses and plastics), in electronic and sensor devices, in corrosion resistance and in 
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strengthening (see also figure 1.2). 
As we observed already, the sintering process is the final step of the gel-to-glass 

transition, when the dry gel is converted into a densified glass. We may distinguish 
two stages. The first stage of this heat treatment process is performed at moderate 
temperatures but higher than the one used for drying (up to ea. 500°C); the second stage is 
performed at temperatures higher than 700°C. During the first stage, the residual alkoxy 
and hydroxy groups are removed by the condensation reactions previously mentioned, 
which amounts in only negligible densification of the gel compact. In the second stage, 
depending on the heating rate, the pores will gradually disappear which yields shrinkage 
of the gel. Even higher temperatures are needed to make larger pores collapse. However, 
the closing of the pores may trap residual volatiles such as water, organic residues and 
carbon. Trapped impurities can lead to bloating, swelling and foaming as heating 
progresses. Finally, assuming these problems can be avoided, the sintering process has 
to be completed before significant crystallization of the glass starts to occur. The rate 
of sintering and of crystallization increases and the viscosity of glass decreases as the 
temperature rises. This is an extra difficulty that one has to take into account. More 
about the gel to glass transition can be found in the reviews of both James [5 I] and 
Orgaz [75]. 

Most studies on viscous sintering aim at better insights in the densification kinetics 
of such a gel (compact). In particular, one is interested in the shrinkage rate as a function 
of the important variables involved such as viscosity and particle size, thus reflecting 
how time, temperature and microstructure influence the development of the densification 
process. One wants to know what kind of structural configuration leads to a higher free 
energy of the gel and hence to a higher densification rate. Moreover, one is interested to 
find controlling factors that influence besides the processing time and temperature, the 
bubbles and properties of the finally obtained densified glass. 

Clearly, a deterministic description of the viscous flow of a structure as complicated 
as a dryed gel (xerogel or aerogel) is out of the question, even when restricting to a 
simple Newtonian constitutive model. The structure is simply too stochastic for such 
an attempt to be successful. Hence, the first attempts describing sintering phenomena 
dealt with the behaviour of simple systems only, like the coalescing of two spheres, or 
the sintering of a sphere onto a flat surface, hoping to recover the phenomenological 
behaviour for macroscopic systems by this. An overview of such studies will be given 
in the next section. 

In later attempts one tried to determine a representative unit cell within such a gel 
and to simulate the sinteri·ng of that particular cell. This unit cell is representative in the 
sense that it reflects the sintering of the gel as a whole. Such a unit cell may consist of a 
number of particles, depending on the structure of the compact, this cell is also referred 
to as a meso-cell (De With [ 112]). 

The ultimate goal of the present research, reported in this thesis, is the development 
of numerical algorithms that are able to simulate the sintering of such a meso-cell. Point 
of departure is the simulation of simple unit problems. However, the applicability of the 
software developed is not restricted to such viscous sintering problems only. It turns out 
that these algorithms can be applied to all kind of problems which involve a curvature 
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driven Stokes flow. 

1.2 STATE OF THE ART 

This section consists of two parts: firstly, we give a review of the general approaches 
that have been applied to formulate the kinetics of viscous sintering both analytically and 
numerically. Secondly, wereview the numerical methods applied to solve the creeping 
flow problems involved. 

1.2.1 Analytical Approaches to Viscous Sintering 

Most mathematical models of viscous sintering to date are based on an empirical rule 
first introduced by Frenkel [25] back in 1945. This rule states that the work done 
by surface tension in decreasing the total surface area is equal to the total energy 
produced by dissipation of the flow. So in applying this energy balance one has to 
know beforehand both the shape deformation and the description of the governing flow 
field during sintering. Generally, this shape and flow field evolution are unknown and 
approximate descriptions are used which only allow to predict rough estimates of the 
sintering kinetics. Frenkel's method for analyzing viscous sintering has been used for 
example by Mackenzie and Shuttleworth [70] and Scherer [92]-[93] subsequently. 

Frenkel applied this energy balance to describe the early stage of the coalescence of 
two equal spherical particles. Therefore, he assumed a uniform uniaxial flow of fluid 
towards the surface of contact between the spheres, usually called the neck. Moreover, 
he assumed a shape transformation by letting the centres of the spheres approaching to 
one another, forming a sharp neck at the contact. In order to preserve the volume of the 
spheres, Frenkel also made the assumption that the spherical radii grow as coalescence 
proceeds. It appears that these assumptions are reasonably valid during the early stage of 
the coalescence. The equation that follows from his model shows that the neck develops 
proportionally to the square root of the sintering time. Other models to describe the 
shape deformation of such coalescing spheres have been developed by Nishitani et al. 
[74], Kingery and Berg [55] and Exner and Petzow [22). The latter two are referred to 
as tangent circle models and can be used to estimate the neck curvature and to describe 
the rate of approach of the centres of both spheres (shrinkage) during the initial stage. 

Experimentally the derived shrinkage rate depends linearly on the sintering time, cf. 
Kuczynski [61] and Kingery and Berg [55]. Their experiments show that this shrinkage 
rate applies for even later stages also. However, Exner and Petzow [22] pointed out that 
the shrinkage rate is also influenced considerably by asymmetric neck growth, particle 
rearrangement and the formation of new contacts that occur during sintering. This makes 
the applicability of the linear shrinkage behaviour as a quantitative description of the 
shrinking of irregularly packed particles dubious. 

The model of Mackenzie and Shuttleworth [70] (MS-model) is generally accepted 
for the late-stage viscous sintering. In this model, the densification results from the 
shrinkage of uniform spherical pores distributed throughout the compact. Hence the 
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a. b. c. 

Figure 1.4 Microstructural model of a gel developed by Schcrer 192) consisting or 
liquid cylinders in a cubic array: (a) is the unit cell of the microstructure, (b) and (c) are 
a low and a high density gel structure respectively. 

MS-model is also referred to as the closed pores model. Different from the previous 
mentioned descriptions, the flow field of an individual spherical pore can be calculated 
analytically because of the simple geometrical deformation. After applying Frenkel 's 
empirical rule, the MS-model leads to an equation for the sintering time necessary to 
reach a particu·lar density of the compact. 

Scherer [92] developed the so-called open pores model that assumes the gel to be 
a regular three dimensional array of interconnected liquid cylinders and considered its 
shrinkage. This model was used by Scherer to analyze the early and intermediate stage 
of .the sintering of gels. For the unit cell that represents this structure, Scherer took a 
cubic array that consists of intersecting cylinders on all the edges from which the total 
surface was calculated (see also figure 1.4 ). After applying Frenkel 's energy balance, he 
obtained an analytical relationship between the relative density and the time. However, 
the model breaks down when the pore is trapped in each cell, in the late sintering stage. 
Scherer's main result is a figure showing the density of the gel as a function of time 
which is very close to the predicted densification rate of the MS-model. In [93]. Scherer 
extended his model to bimodal pore-sizes distributions. In [94], Scherer and Garino 
present analyses for the sintering kinetics of porous glass layer on a rigid substrate (i.e. 
thin film). A review of experimental studies to verify the above presented densification 
models for the case of gels is given by Orgaz [75). 

Starting from the surface curvature driven Stokes's flow equations, without any 
assumption on the shape deformation and flow field, Hopper [41]-[44) solved two unit 
viscous sintering problems analytically, viz. the coalescence of two equal cylinders 
(Hopper [41 ],[42)) and the coalescence of a cylinder on a half-space (Hopper [44)). He 
applied a conformal mapping technique to solve the Stokes equations in which the time 
evolution of the shape was described in terms of an equation of motion involving the 
mapping function (see also chapter 3). In Hopper [42], the method is demonstrated for 
a number of regions which are bounded by a simple smooth closed curve. Moreover, 
Hopper was able to solve some problems for semi-infinite regions also. However, the 
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examples in the referred papers show that his method depends on guessing a mapping 
function which, initially, has a built-in behaviour that describes the time evolution of the 
shape. The difficulty of finding such a mapping is illustrated in Hopper [43]: the only 
doubly connected domain he could solve this way was a circular disk with circular hole 
centred at the origin. This problem can also be solved easily with the use of cylindrical 
coordinates. 

Some mathematical and physical details of Hopper's solution method, in particular 
the kinematical aspects, are discussed by De Graaf [29]. Richardson [89] was able to 
solve the unit problem of the coalescence of two unequal cylinders by applying Hopper's 
method. Antanovskii [2] solved the problem of a two-dimensional deformable bubble 
in a viscous flow by applying a similar con formal mapping technique. He suggested that 
his solution might be applied to investigate the densification of pores. Scherer [95] used 
the geometric evolution function that describes the coalescence of two equal cylinders 
as an approximation for the evolution of two sintering spheres. He tried to estimate the 
coalescing rate of those spheres by applying Frenkel's energy balance. Therefore, the 
flow field has to be calculated or guessed in which he did not yet succeed. 

An experimental verification of Hopper's solution for two equal coalescing cylinders 
has been performed by Korwin et al. [57]-[58]. They considered the sintering of two 
fibres of initial diameter 0.25 mm and obtained a reasonably good agreement between 
the measured values and the analytically values (i.e. the deviation was ranging from 10 
to 15%). Recently, De With and Corbijn [113] studied experimentally the sintering of 
a cylinder on a half space by considering the relaxation of glass fibres, with diameters 
of approximately 50, 130 and 190 Jtm, on a plate of similar glass. They observed an 
excellent agreement between the shapes obtained experimentally and the theoretical 
predictions of Hopper [44]. Moreover, the maximum relative difference for the neck 
diameter between the experimental and theoretical values was 5%. In this paper, a 
method is also outlined for the determination of the surface tension of glass at relatively 
low temperatures (600° C) by using the fiber-on-plate experimental results together with 
Hopper's analytical solution. 

1.2.2 Numerical Solutions of Viscous Sintering 

Application of computational methods by which the viscous sintering process is sim­
ulated, is relatively recent. Generally, these numerical simulations are carried out by 
successively solving the Stokes problem for the present level geometry, and employing 
a time step (usually Forward Euler) to predict the next level geometry. 

The first attempt to simulate a unit problem of viscous sintering numerically was 
performed by Cosgrove et al. [18]. They considered the sintering of an infinite line of 
cylinders by employing a partly analytical and numerical technique based on Fourier 
series. In order to solve the equations involved, it was necessary to assume that the 
surface was locally planar. Hence, their solution was restricted to the late sintering 
stage. Hrma and Carter HS] used a similar method to simulate the late stage of the 
coalescence of two equal spheres and the relaxation of some other axisymmetric shapes 
with smooth curves (nearly spherical). They described this boundary curve as a series 
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of Legendre polynomials. ·From this an expression for the boundary velocity in terms 
of a similar series was obtained. For their solution, it was required that the boundary 
consists of planar parts too. 

The first genuine numerical simulation of a unit problem of viscous sintering was 
carried out by Ross et al. [90]-[91]. Like Cosgrove et al .• they considered the sintering 
of an infinite line of equal cylinders and performed their simulation by employing a 
Finite Element Method (FEM) to solve the Stokes problem. Unfortunately, they kept 
the center to center distance between those cylinders fixed (no shrinkage) which makes 
their study of less interest to our case. Jagota and Dawson [48]-[50] were the first 
who could simulate some realistic unit viscous sintering problems. They applied the 
FEM to two axisymmetric problems, i.e. the coalescence of two equal spheres and of an 
infinite line of equal spheres. In Jagota and Dawson [49], the calculated behaviour of 
the two coalescing spheres is used to simulate the densification of a powder compact. In 
that paper, the particle packing is modelled as a framework of links between any pair of 
touching spheres and the growth of those links is described by considering the behaviour 
of each pair of coalescing spheres separately. 

The difficulty in applying a FEM lies in the motion of the mesh since the error of 
the approximate solution depends on both the regularity of the triangulation and the 
angles of such a single triangle. These angle may not become too small. Especially in 
the neighbourhood of the neck region, a distortion of the triangulation occurs as time 
proceeds, Those difficulties regarding a moving mesh occur a1so in a recent study of 
Helmes [37] who applied the FEM for the sintering of arbitrary two-dimensional fluid 
domains. Jagota and Dawson [50] solved this problem by dividing the FEM mesh in a 
number of subregions and after each time step, they regenerated only the triangulation 
of the neck, region, The whole mesh was regenerated after a few hundred of time steps. 

Kuiken [62]-[63] simulated viscous sintering problems for domains with moderately 
curved shapes; he used an integral representation in terms of the stream and vorticity 
function. A Boundary Element Method (BEM) was employed to solve the resulting 
equations, i.e. a collocation method. In summary, this method consist of discretizing 
the boundary into a sequence of nodal points and both the curve and unknowns are ap­
proximated by element-wise truncated polynomial expansions (basis functions). Kuiken 
was inspired by the work of Ingham and Kelmanson [47] who applied this approach 
to solve a number of potential and biharmonic problems in which a free boundary was 
involved. Since the only interest is the motion of the total fluid domain, the sintering 
problem is suited ideally to be solved by the BEM. Another advantage of the BEM is 
that the dimensionality of the problem is reduced by one, i.e. the two-dimensional mesh 
is replaced by a discretized boundary curve which makes the redistribution of colloca­
tion points easier in some way. However, Kuiken's approach shows serious numerical 
problems when simulating a geometry that shows a more extreme curvature. Those 
problems are due to inaccuracies in computing the derivative of the curvature, required 
in the chosen integral formulation (driving force). Therefore, the method can only be 
applied to simulate rather smoothly shaped domains. 

Another integral .formulation of the Stokes problem is based on boundary distri­
butions of hydrodynamical single- and double-layer potentials where the velocity and 
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surface tension are the primary variables. This representation will be referred to as the 
SDLP-formulation here. In essence, this integral formulation was obtained by Lorentz 
[69] back in 1896. In the next subsection we point at a number of numerical studies 
to simulate the deformation of the interfaces between two different fluids and the cor­
responding motion at each fluid medium based on this formulation. Examples of the 
phenomena considered are the flow of a suspension of bubbles, drops, biological cells, 
etc. 

On Kuiken's suggestion, Van de Spek [98] studied the applicability of this integral 
formulation to the sintering problem. As already mentioned, the sintering problem 
requires the determination of the boundary velocity field only. Hence the SDLP­
formulation appears to be the best choice in determining this unknown velocity field, 
since it has the nice property that those unknowns are obtained without any overhead of 
useless information. This formulation will be solved numerically by applying a BEM. 

1.2.3 Integral Method and Numerical Solution for Stokes Flows with 
Moving Boundaries 

This subsection reviews the application of the SDLP-formulation based on hydrody­
namical single- and double-layer potentials to Stokes flows with moving boundaries. 
The movement of the boundary is described by a kinematic constraint that relates the 
change of the boundary curve to the velocity at the curve, i.e. a quasi-static approach 
is employed. The SDLP-formulation appears to be a Fredholm integral equation of 
the second kind. It can be deduced by applying a fundamental singular solution of the 
Stokes differential equations for the free-space into the so-called Green's integral iden­
tity. More precisely, that fundamental solution is used that represents the velocity field in 
the free-space induced by a force in a fixed point. This solution is also referred to as the 
flow due to a Stokes/et. A proof of the existence of solution is given in Ladyzhenskaya 
[64]. Fundamental solutions for geometries other than the free-space, like a rigid plane 
wa11, can be found in Pozrikidis {82]. 

In the middle of the seventies, Youngren and Acrivos [115] were the first to apply 
this representation for the simulation of viscous fluids. They presented calculations for 
exterior flow past three dimensional rigid particles of arbitrary shape using a single layer 
potential formulation. Shortly thereafter, Rallison and Acrivos [86] extended the method 
to study axisymmetric flow past deformable drops and Lee and Leal [67] considered the 
motion of rigid spheres near deformable interfaces. At the moment, most work is done on 
axisymmetric and two-dimensional flow problems which ranges from the study of rising 
(deformable) drops towards an interface (see, for instance, Geller et al. [28], Chi and 
Lea! [16] and Pozrikidis [79],[83],[84]), to problems as the deformation of a blood cell 
(Pozrikidis [80]), the deformation of a liquid film along a wall (Pozrikidis [78], Pozrikidis 
and Thoroddsen [81]) and the gas-liquid drainage in a capillary cavity (Lasseux [65]). 
Moreover, a generalization of the SDLP-formulation, i.e. the complete double layer 
integral representation developed by Power and Miranda [77], is used to solve the 
problem of multiple particle interactions (microhydrodynamical problems) that occur in 
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filtration, floatation, aggregation and deposition processes (Kim and Karrila [54]). To be 
able to handle a large number of particles, they developed efficient parallel computing 
algorithms which enabled them to consider of over a thousand particles (Karrila et al. 
[53]). Studies of three dimensional arbitrarily shaped surface deformations are still in 
their early stages and only modest distortions have been computed. 

In early numerical approaches to solve this integral formulation for viscous flow 
problems, BEM techniques were used in which the velocity and tension are taken 
constant over each boundary element, i.e. the so-called constant boundary element 
method. Later approaches use a higher order local piecewise polynomial interpolation 
or global interpolations involving all nodal points by applying spline functions (Cabral 
et al. [14]-[15]). Thereafter, the discretized integral equation is enforced on all the 
collocation points to produce a square full rank system of linear algebraic equations for 
the unknown variables (i.e. usually the velocity field). The resulting completely filled 
square matrix equation may be solved by a direct method like Gaussian elimination with 
partial pivoting. However, when dealing with a large system of equations, Kim and 
Karrila [54] and Pozrikidis [82] claimed that it may be more efficient to use an iterative 
solution method from a computational point of view. For the initial guess of such an 
iterative method generally the solution of the previous time step is taken. Monographs 
that outline the numerical implementation of the BEM are, among others, Jawson and 
Symm [52], Brebbia et al. [8]-[9] and Becker [7]. 

Having calculated the boundary velocity field at a fixed time by the BEM, a time 
step has to be performed to obtain the boundary deformation at the next time level. The 
difficulties· that have to be taken care of during the evolution of such a fluid domain are 
the following: (1) the boundary condition involves the computation ofthe curvature 
in order to describe surface tension effects which requires an accurate evaluation at 
the boundary. Furthermore, the boundary may undergo large distortions during the 
deformation; this causes (2) that the collocation points become unevenly distributed. 
This will lead to numerical inaccuracies in computing the boundary conditions as well 
as the unknowns to be calculated. Moreover, (3) non-analytic cusp-like curves may 
evolve and (4) the connectivity of the domain can change by breaking up or touching of 
boundaries. 

As mentioned before, the boundary movement is modelled by a kinematical con­
straint. Generally, three kinds of constraints are distinguished, i.e. the so-called Eulerian, 
Lagrangian or the mixed Eulerian-Lagrangian point of view. 

In the Eulerian viewpoint, the collocation points on the boundary move in the 
direction normal to the boundary and so the normal component of the boundary velocity 
field is used. An advantage of this approach is that the nodal points tend to remain 
evenly distributed for a smooth boundary. However, in the neighbourhood of cusp-like 
regions the collocation points need to be redistributed since otherwise these nodes come 
to close to each other leading to numerical instabilities. A disadvantage of this approach 
is the difficulty of the implementation of higher order time integration schemes for the 
governing kinematic constraint. Therefore, only a simple Forward Euler method is 
employed to obtain the next time level geometry. 
· In the Lagrangian viewpoint, the nodes are considered to be material points and 
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moved according to the actual boundary velocity, i.e. the characteristic curves are fol­
lowed. Actually, one obtains a system of nonlinear ordinary differential equations 
(ODEs) which can be solved easily by employing a multistep integrator. However, in 
literature, generally the Forward Euler scheme is applied to solve these ODEs. Yet, 
some higher order explicit time integrators were implemented by Longuet-Higgins and 
Cokelet [68], Haack et al. [32], for example. Both applied an Adams-Bashforth-Moulton 
method. A Runge Kutta scheme was applied by Ramsden and Holloway [87]. When 
the system of ODEs appears to be stiff such explicit methods will not be very efficient, 
however. The disadvantage of the Lagrangian description is the tendency to sweep 
nodal points tangent to the boundary even if only small deformations occur. Hence, the 
collocation points have to be redistributed frequently. 

In the mixed Eulerian-Lagrangian viewpoint the path line of a fluid particle is fol­
lowed by using a higher order Taylor expansion in terms of the material time derivative. 
This explicit time stepping method has not been applied yet in the case of Stokes flows. 
However, it has been used successfully in the simulation of water waves when the ve­
locity field can be modelled by Laplace's equation, e.g. see for instance, Grilli et al. 
[31] and Cooker et al. [ 17]. In order to obtain the coefficients of the Taylor expansion 
in the latter problem, one ha" to solve a successive number of Laplace problems for 
the velocity potential and its time derivatives (depending on the number of terms that is 
applied). 

In this thesis the SDLP-formulation is solved by applying linear or quadratic bound­
ary elements. As kinematic constraint is used the Lagrangian viewpoint, since this 
enables the applicability of higher order time integration schemes. In order to accom­
plish that the nodal points are kept evenly distributed, an efficient node redistribution 
scheme is developed. 

More about recent numerical techniques for the solution of Stokes flows can be 
found in a general review ofWeinbaum et al. [110]. Tanzosh et al. [100] reviewed the 
numerical solution of free creeping Stokes flows in which the integral formulations of 
single- and/or double-layer potentials are applied. The recent books of both Kim and 
Karrila [54] and Pozrikidis [82] extensively outline the theoretical derivation and the 
practical application of such formulations. A review on the present state-of-the-art of 
numerical solution methods that can be used for viscous flows with moving boundaries 
are to be found in Floryan and Rasmussen [24]. 

1.3 THE CONTENTS OF THIS THESIS 

This thesis is a further elaboration of earlier work of the author et al. [ 102]-[ 107] with 
respect to viscous sintering phenomena. We outline briefly the contents of each chapter 
of this thesis. 

In chapter 2 we describe the derivation of the mathematical formulation that is applied 
to model viscous sintering. Basically, this physical process can be modelled by the fun­
scale Navier-Stokesequations which describe the motion of a fluid in general. Assuming 
the fluid to be Newtonian and incompressible, making the Navier-Stokes equations 
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dimensionless and assessing the parameters of the involved physical quantities, we 
arrive at the Stokes (creeping) flow equations. From thermodynamical considerations, 
it follows that on the fluid boundary the tension in the outer normal direction has to 
be proportional to the mean surface curvature. With this boundary condition, the flow 
equations can be solved for a fixed fluid domain up to an arbitrary rigid-body motion of 
the domain in principle. Since the time-dependency does not appear in the governing 
Stokes equations explicitly, we have to define a kinematic constraint that describes the 
movement of the fluid region. For this kinematic equation of motion we apply the 
Lagrangian description of the boundary velocity field. Furthermore, we show that an 
arbitrary sintering domain is evolving to a spherical shape as time proceeds, since a 
sphere minimizes the surface of a shape that occupies a particular amount of matter. 
As we already discussed in the previous section, the viscous sintering problem is suited 
ideally to be solved numerically by the BEM. Therefore, the creeping flow equations are 
transformed into an equivalent system of integral equations, i.e. the SDLP-formulation. 
First we consider the derivation of this formulation for a simply connected domain. 
It appears that the rigid-body motion functions span the null space of the involved 
integral operator: the double layer potential. In order to make the formulation uniquely 
determined, this double layer potential is "deflated" with respect to the rigid-body 
motions. Secondly, we outline the extension of the SDLP-formulation to a multiply 
connected domain. Note that in all simulations mentioned in section 1.2, the sintering 
problem was considered for simply connected domains only. It turns out that besides the 
deflation of the rigid-body motions, we have to apply an deflation of the outer normal 
which appears to be a eigenfunction of the adjoint of the double-layer potential. The 
latter deflation has to be performed in order to obtain a formulation that is capable to 
describe the shrinkage and expansion of the holes inside the fluid domain correctly. 

The objective of chapter 3 is to deduce simple expressions approximating the exact 
analytic solution of some unit problems in viscous sintering. These exact solutions 
are obtained by applying Hopper's solution method [41 ]-[44] for the two-dimensional 
Stokes problem driven by surface tension on the free boundary. The analytic solutions 
corresponding to the coalescence of two cylinders with arbitrary initial radii and a 
cylinder on a half space are briefly described;. they appear to be fairly complicated. 
However, these solutions are very useful for finding simple approximate expressions 
relating sintering-time, neck curvature and shrinkage rate to the coalescence rate, both 
in the case of the two equal coalescing cylinders and in the case of a cylinder coalescing 
on a half-space. These problems may be considered as special limit situations of the 
coalescence of two unequal sintering cylinders. A comparison is made between the 
obtained approximations here and the approximations that can be found in literature and 
which were derived by modelling the coalescence in a very simple way. This comparison 
shows that especially the neck curvature and the time dependence of the neck growth 
differ from earlier descriptions. 

In chapter 4 we consider in more detail the numerical solution of the SDLP­
formulation by the application of the BEM. This results into a full rank system of linear 
algebraic equations for the unknown boundary velocity field at a fixed time. Moreover, 
we pay special attention to problems that can occur from numerically approximating the 
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curvature, especially when at a certain point of the boundary a cusp arises. The curvature 
at this cusp point may become very large; as a consequence the approximation error 
may be large due to numerical cancellation since collocation points become very close 
to each other in such a region. In order to handle this problem, we propose an algorithm 
for a fairly optimal grid (re)distribution based on equidistributing the curvature of the 
boundary. The algorithm treats cusp regions in such a way that the curvature of this 
particular region is preserved after redistribution and thus (numerical) osci11ations in the 
computed velocity field are avoided. Another objective of the algorithm is a nearly op­
tima1 number and position of the discretization points, which is important for a minimal 
of the computational cost per time step. 

Chapter 5 deals with the numerical solution of the motion of the fluid domain in time. 
Substituting the Lagrangian representation for the velocity of the collocation points into 
the system of algebraic equations derived by the BEM, we obtain a system of non-linear 
Ordinary Differential Equations (ODEs). In this chapter we consider the numerical 
integration of this system of ODEs. It turns out that for most of the geometrical shapes 
under consideration, the system of ODEs is stiff. Because of this, the time step will 
be carried out by a more sophisticated time integrator: a variable step, variable order 
Backward Differences Formulae (BDF) scheme. Thus, opposite to all earlier mentioned 
studies, we will use an implicit multistep method. The numerical implementation of 
this integration method will be outlined. In particular we will high light some important 
features like the approximation of the Jacobian matrix and the continuation of integration 
after a mesh redistribution. 

The subject of chapter 6 is the question of the conditioning of the sintering problem 
with respect to the evolution of sharply curved domains based on a simple but typical 
example, viz. the evolution of the coalescence of two equal cylinders. This example 
demonstrates the main features of the cusp evolution of the sintering phenomenon very 
well. Moreover, the exact analytical solution is available. By using this analytical solu­
tion we are able to give a fairly quantitative sensitivity analysis; i.e. we can investigate 
the influence of a perturbation of the initial cylindrical radius, the measure of contact 
and the neck curvature on the shape and curvature of the region where those cylinders 
are touching. From this analysis we will draw conclusions about the conditioning of 
the coalescence as an evolutionary problem and as a boundary value problem at each 
time step as well. As a result, we can explain that both the exact and the numerical1y 
obtained neck curvature differ quite a bit in the early stage of the coalescence while this 
difference does not show any noticeable effect on the numerically obtained coalescence 
rate between both cylinders. 

In chapter 7 the numerical results obtained by simulating a number of two-dimensional 
sintering geometries is presented in order to demonstrate both the typical evolution 
properties and the developed numerical code. In particular a few analytic densification 
models are compared with the results obtained by the simulation of two-dimensional 
shapes, which give some quantitative insights in the applicability of those models. Also 
the sintering of cylindrical packings is considered. It is shown that the unit problem 
of two equal coalescing cylinders can be used to describe the sintering behaviour of a 
regular and equally sized particle packing. In the case of an irregular packing, effects 
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are shown that occur due to these irregularities. 
Finally, in chapter 8, we extend the numerical solution method to axisymmetric 

domains, i.e. domains formed by rotating a two-dimensional plane about a given axis. 
Because of this axial symmetry, a three-dimensional sintering problem can be reduced to 
a two-dimensional one since the motion is unknown in the axial and radial direction only. 
Hence the developed node redistribution algorithm and the time integration method also 
apply to these problems. In this chapter we briefly outline the derivation of the governing 
integral formulation used to simulate axial symmetric domains without inside holes in 
the fluid. Moreover, we discuss some numerical aspects of the solution of this integral 
equation by the BEM-BDF method as described earlier. Finally, these algorithms are 
applied to simulate some typical axial symmetric sintering geometries. 

1.4 OUTLOOK ON FURTHER DEVELOPMENTS 
AND APPLICATIONS 

The sintering simulations shown in the chapters 7 and 8, demonstrate the present ca­
pabilities and limitations of the designed numerical code. As a limitation we mention 
that we cannot yet handle the touching of boundaries which occur in some of the two­
dimensional and axisymmetric example shape evolutions. Hence, it is clear that a further 
improvement of the simulation capabilities may be achieved by the design of a detect 
and handle algorithm for the case of such touching boundaries. 

This problem is not quite straightforward, since it requires a measure that indicates 
when two boundaries are coalescing. Of course, this measure has to depend on the 
discretization error too. After the coalescence, the surface curvature of the coalescing 
region has to be prescribed. The most sensible value for this curvature may be taken to 
be the neck curvature obtained from the unit problem of the sintering of two cylinders 
or spheres. The initial radii of these cylinders (spheres) should then be chosen such 
that they mimic the both parts of the coalescing surface locally quite well. And of 
course, experimental verification has to be carried out, to justify this choice. Starting 
in two-dimensions, such experiments could concern the sintering of a packing of well­
controlled glass fibres. Thereafter, the results of these experiments can be compared 
with the numerical simulation of that particular packing. A question that should be 
answered is the occurrence of other forces (like van der Waals forces) during such a 
stage. 

Dealing with a more complicated geometry, like a meso-cell, brings along the prob­
lem of the rapid increase of the number of unknowns. The scale-up of the code requires 
extra effort with respect to the data structures and indeed the computation as such. It 
seems that the use of a super computer may be needed eventually. Because of this, re­
search has to be devoted to parallelizing the computations. Other research activities may 
be concentrated on both the development of a faster solver for the system of equations 
and a cheaper approximation of the Jacobian matrix required for the time integration 
scheme when the fluid domain contains a large number of holes. 
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A further extension is the introduction of solid particles in the viscous flow. One of 
the problems in simulating such a flow will be to model the contact between a liquid 
and a solid interface. However, naturally, there will be an overlap with the simulation 
of two touching glass boundaries. Then can be investigated the behaviour of lumps in a 
sintering gel. Another application of this extension is in the study of two~phase sintering, 
i.e. processes in which both a liquid phase (glass) and a solid phase exist. Two phase 
sintering phenomena occur during the vitrification of sanitary ware and ceramic tiles, 
for example. Yet in order to understand and~ if necessary -to improve this process both 
for the glass and the ceramic body, it is important to study the sintering on a microscale, 
i.e. the actual process of coalescence of a small number of particles. For instance, one 
is interested in determining the melting activity as a function of the magnitude of the 
particles, which typically measure about 50 p.m (with a broad distribution). Here one 
needs numerical simulations of what we called a meso-cell. Insight in the sintering of 
such meso-cells even gives clues to macroscopic properties, like porosity structures, 
which determine the quality of the product. Typically for ceramic floor tiles one tries to 
bring this porosity down to 2% and for sanitary ware to less than 1 %. The temperature 
of the product during the processing stage is varying to take care of various processes 
that occur in such a multicomponent material. A temperature cycle may last from about 
2 hours till about 10 hours depending on the material and the desired properties of the 
end product. Sometimes the vitrification may be done in two shifts. 

Another possible application of the numerical code designed in this thesis is the 
surface deformation of viscous material, partly free and partly confined by a mould. 
Thus, the numerical simulation of the rheology of filling valleys in the mould under 
the influence of a small pressure so that surface tension effects are not negligible. 
This problem arises in the pressing of glasses where a specified surface morphology 
is required, for example the inner side of the screen of a cathode ray tube. The main 
question is whether full transfer of mould morphology to the glass is obtained, given 
a certain set of experimental parameters as time, temperature of glass and mould, and 
pressure. The temperature-time profile during contact of the mould is important since 
the viscosity is highly temperature dependent. However, a first approach to tackle this 
problem might be to model the fluid as a temperature independent flow. Then this 
simplified flow is governed by the Stokes equations basically. Moreover, this problem 
is ideally suited to be solved by a BEM type algorithm as presented in this thesis. 

After the mould is withdrawn from the glass, the pressed morphology is smoothing 
out, since the viscosity of the glass is still low enough for the occurrence of a fluid flow 
driven by surface curvature. This effect causes that the finally obtained morphology of 
the glass to differ considerably from the profile of the mould. A first attempt to model 
this problem was recently performed by De With and Corbijn [114]. They developed 
a model to describe the morphological relaxation of two-dimensional glass profiles for 
arbitrary temperature-time schedules. In their approach, the surface profile is modelled 
by a Fourier expansion and for each separate term the decay is calculated in time. From 
experimental verification, they obtained an excellent agreement with the theoretical 
predicted shapes. In order to handle this problem numerically, and again assuming that 
the fluid is independent from the temperature, the present code may be extended easily to 
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simulate the evolution of a two-dimensional or axisymmetric locally given morphology 
on an infinite half-space of glass. This extension can also be used to investigate the 
smoothing of cracks on a glass surface. 



2 
PROBLEM DESCRIPTION 

AND MATHEMATICAL 
FORMULATION 

Viscous sintering problems can basically be modelled by the full-scale Navier-Stokes 
equation which describes the motion of a fluid in general. We will assume the fluid 
to be Newtonian and incompressible. After non-dimensionalising these equations and 
assessing the parameters of the involved physical quantities, we arrive at the Stokes 
(creeping) flow equations. From thermodynamical considerations, it is shown that on 
the fluid boundary the tension in the outer normal direction has to be proportional to the 
mean surface curvature. Applying these (Neumann) boundary conditions, the flow is 
determined for a fixed domain up to an arbitrary rigid-body motion of the domain. 

Since the time-dependency does not appear in the governing equations explicitly, 
we have to define a kinematic constraint that describes the movement of the region of 
fluid. For this kinematic equation of motion we apply the Lagrangian description of 
the boundary velocity field. Furthermore, we show that an arbitrary sintering domain is 
evolving to a spherical shape as time proceeds, since a sphere minimizes the surface of 
a shape that occupies a particular amount of matter. 

From the outline above, it is clear that we are interested only in the evolution of a 
particular, initially prescribed, fluid domain. Hence we require the boundary flow field 
of the evolving shape only. Such a problem is ideally suited to be solved numerically 
by the Boundary Element Method, since this method obtains the boundary velocity field 
exclusively. To do this, we have to reformulate the problem as an integral equation 
over the boundary: we transform the creeping flow equations with (Neumann) boundary 
conditions into an equivalent set of integral equations. 

We start with the derivation of this integral equation for a simply connected domain. 
It appears that the obtained formulation is a Fredholm integml equation of the second 
kind, which is expressed in terms of the so-called SDLP-formulation. We summarize 
some general theorems concerning these type of Fredholm integral equations. These 
properties are applied to make the integral equation uniquely determined by "deflating" 
the double layer potential with respect to the rigid-body motions since these motion 
functions represent the null space of the integral opemtor. 

Finally, we outline the extension of this integral formulation to a multiply connected 
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domain. It appears that besides the deflation of the rigid-body motions, we have to apply 
an extra deflation with respect to the outer boundary normal which appears to be an 
eigenfunction of the ad joint of the double-layer potentiaL The latter deflation has to be 
performed in order to have a formulation that is capable to describe the shrinkage and 
expansion of the holes inside the fluid domain correctly. 

2.1 THE MATHEMATICAL MODEL 

We consider an incompressible Newtonian fluid that is characterized by the dynamic 
viscosity 'fJ, the surface tension 1' and the magnitude of the body say through its cross­
section, e.g. length e. The velocity of the fluid is denoted by v and the pressure by p. 
A simply connected region of fluid is defined by a closed curve I' and the interior area 
is denoted by n. In the case of a multiply connected domain, the region is hounded 
externally by ro, internally by r J. .•. ,I'M: the COmplete boundary will be denoted by I'. 
The orientation of the boundary is taken so that on progressing on L the fluid region H 
lies at the left hand side. 

The motion of the fluid is governed by the following two equations (see, among 
others, Aris [4], Batchelor [6] and Happel & Brenner [35]). First we require conservation 
of mass, i.e. the continuity equation applies which reduces to 

divv 0, (2.1) 

since the fluid is assumed to be incompressible; a vector field v satisfying equation 
(2.1) is also called to be solenoidal. Secondly, the Navier-Stokes equation (equation of 
motion) holds for the flow, i.e. 

a 
p c); + (V grad )V) -gradp + 11 D. v + pg, (2.2) 

where p is the density of the fluid and g is a body force (here we consider only a 
gravitational force). The latter equation expresses the conservation of momentum. Since 
we assume the fluid to be Newtonian , this yields the following constitutive equation for 
the stress tensor T, with 

T;.i = (2.3) 

where O;j is the Kronecker delta and the rate of deformation tensor£, which is equal to 

£ij = - -. -' + ~ . I (()v. i)v·) 
2 i),tl (};r; 

(2.4) 

Following Kuiken [62], we can define a characteristic velocity v~, a characteristic 
pressure Pc and a characteristic time le based on the parameters 1, r1 and ( by 

l ' -c - (2.5) 
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Using these characteristic parameters and taking f as the characteristic length, we obtain 
for the Navier-Stokes equation the following dimensionless form 

(
fJv' ) Re Re - + (v' grad' )v' = -grad' p' + t::.'v' + - g 
8t' Fr ' 

(2.6) 

where v', p' and g are the dimensionless velocity, pressure and body force respectively. 
The differential operators grad' and!:::.' denote these operators in the dimensionless space 
variables. Here Re is the Reynolds number defined by 

Re = pfvc = p£1 
11 172 , 

and Fr is the Froude number which is equal to 

Fr 
g£ 

where g is the acceleration of gravity. 
For a typical sintering system of a glassy aerogel the magnitude of the characteristic 

parameters are the following: the particles are of a few micro meter in size or smaller, 
the density of the gel is p ~ 102 kg m-3 (Fricke [26]), the viscosity 17 ~ 108 N s m-2 

(Reed [88] p.462) and the surface tension 1 ~ w-1 N m- 1 (Paul [76] p.I 25). From 
these numbers it follows that the characteristic velocity vc is of order 1 o-9 m s- 1 which 
gives a Reynolds number of order w-21 and a Froude number of order w- 13 • Hence 
both the convective and gravitational forces can be ignored in comparison to the viscous 
forces so that equation (2.6) reduces to the so-called Stokes creeping flow equations. In 
combination with the dimension less form of the continuity equation (2.1) this yields 

b.v' grad' p' = 0 

div' v' 0, 
(2.7) 

which has to be solved together with the dimensionless form of the constitutive relation 
(2.3). In the sequel we will skip the' and call v, p the velocity and pressure respectively. 

As we already mentioned in chapter 1, the driving force of sintering is the excess free 
energy of the surface of the compact. Physically, a molecule in the interior of the fluid 
is completely surrounded by other molecules so that these molecules have an (equally) 
average attraction in all directions. On the other hand, a molecule at the surface will 
be subjected to a net inwards attraction. Therefore, the fluid surface will always tend 
to contract to a shape with the smallest possible surface area. The work required to 
decrease the area is called the free surface energy. The energy change can be stated by 
the following thermodynamical relation 

(dG) "f=-
dA p,T.N; 

(2.8) 

where G is the Gibbs free energy (cf. Waldram [108]) and A is the surface area. This 
equation expresses that the pressure (p), the temperature (T) and the number of species 
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(N;) in the system remain constant during the change in surface area (Reed [88]). Here 
we assume a homogeneous surface tension. If a volume element dV is removed from 
or added to a surface with principal curvatures ~~"I and ,.2, the energy change involved is 
equal to 

(2.9) 

where we used equation (2.8). The term (dG/dV) formally corresponds to a stress. The 
right-hand side of equation (2.9) shows the pressure difference across a curved surface 
which is positive (negative) if the surface is convex (concave) as seen from the inside of 
the fluid. From equation (2.9) the boundary condition in the normal direction for a free 
fluid surface (Batchelor [6] p.l50) can be found as 

(2.10) 

where a repeated index in an expression denotes a summation over all possible values 
of that index (Einstein summation convention). Moreover n denotes the outward unit 
normal vector. The calculation of the principal curvatures ~>~; of a surface in the three­
dimensional plane can be found, for example, in Aris [4] (§9.38). Here we will denote 
the summed principal curvatures by""'' i.e. 

~~"m = Ht + ~~"2· 

Note that the tangential component of the surface tension vector must be equal to zero 
since there is no fluid outsider that can cause a shearing force, i.e. 

T;i ni r; 

where T is the unit tangential vector of the boundary. 
In the two-dimensional case which we will consider mainly, the dimension less form 

of equation (2.1 0) reduces to the boundary condition 

T;in:i = -ll"n;. = b; (2.11) 

Here"' denotes the curvature of the boundary curve, which is taken positive for a convex 
boundary curve as is considered from the interior of the fluid, and the vector b will 
be referred to as the body force further on. When the boundary curve is written in 
parametric form, say x = x( $), we obtain for the curvature the following expression 
(Haantjes [33]), 

ll( s) 

where' denotes the derivative with respect to s. 
In the case of a multiply connected region, we assume that the normal component of 

the stress vector is also proportional to the local curvature of the inner hole boundaries. 
Thus we exclude that the holes can move as a consequence of buoyancy or that there is an 
extra stress component due to a gas inside those holes. This is a reasonable simplification. 
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since we observed that the force due to gravity can be neglected. Furthermore, we assume 
that gas inside the interior holes vanish by diffusion into the glass which will not be 
included into the mathematical model. 

The uniqueness of the fixed domain solution of the above outlined Stokes problem 
can be formulated by the following statement. 

Theorem 2.1 The solution of the Stokes problem (2. 7), subjected to the boundary tension 
(2.10) is uniquely determined up to an arbitrary rigid-body motion of the domain. 

Proof. In order to prove this uniqueness of the Stokes problem up to a rigid-body 
motion, we use that the solution v of equation (2.7) satisfies the conservation law that 
the rate of work done by the surface tension on the boundary is equal to the rate of 
dissipation of mechanical energy by viscous forces within the geometry. Successively 
using equation (2.10}, the constitutive relation for the stress, the divergence theorem of 
Gauss, equations (2.7) and the symmetry of the tensor£ yields the following integral 
relation 

(2.12) 

Now, let us assume that v1 and v2 are both solutions of the problem defined by equations 
(2.7) and (2.11 ). Because the Stokes equations are linear, the function v = v1 + v2 is 
a solution of equation (2.7) together with zero tension acting on the boundary curve. 
Using the energy dissipation balance (2.12), it follows that 

= 0. 

which implies that v has to be a rigid-body motion and the proof is completed. 0 

If we were to solve the above outlined Stokes problem for a fixed domain, we would 
find, in general, a non-zero flow field on the boundary curve, which would mean an inflow 
through one part of the boundary and an outflow elsewhere. This is unphysical since 
we have a material boundary; hence the fluid domain is moving. The time-dependency 
does not appear explicitly in the Stokes equations (2.7). Because of this we define a 
kinematic constraint that describes the movement of the fluid domain. This treatment is 
also called a quasi-static approach, which requires that the inertia force is much smaller 
than the viscous force, i.e. from equation (2.2) 

iJv 
()/ «: ... 11f::::.V, 



24 CHAPTER 2. PROBLEM DESCRIPTION AND MATHEMATICAL FORMULATION 

or applying a dimension analysis 

V 

where v is the kinematic viscosity which relates to the dynamical viscosity 11 as v = 11 I p. 
The time f2 / v denotes the time scale of vorticity diffusion over a length f since the 
equality of the above differential (diffusion) equation models the vorticity of an incom­
pressible Newtonian fluid (Aris [4] p.l15). In the case of the sintering of a glassy gel we 
observe that £2 I 11 is of order 1 o- 18s and the characteristic time tc is of order I 03s; hence 
the usage of the quasi static approach is clearly justified. Physically, this assumption 
means that the fluid immediately adjust to changes of the material boundary owing to 
rapid vorticity diffusion (Tanzosh et al. [I 00]). 

As we already mentioned in subsection 1.2.3, one of the two kinematic constraints 
following below is used to describe the motion of the boundary of the viscous fluid 
domain in general. These are derived from both an Eulerian and a Lagrangian point of 
view respectively. We remark that in fluid mechanics a particle description is referred 
to as the Lagrangian representation, while a field description is known as the Eulerian 
representation (for example the Stokes equations (2.7)). Note that the mixed Eulerian­
Lagrangian formulation will not be considered here. 

The first constraint is derived from the Eulerian viewpoint and is used in for example 
Lee et al. [66]-[67], Geller et al. [28] and Chi et al. [ 16]. It is assumed that the material 
boundary can be represented by a the functional relation f(x, t) 0. Differentiating 
this function with respect to the time t yields, 

af - = -jgrad fl v·n·. 
(Jt . ' ' 

(2.13) 

The advantage of using the above hyperbolic equation is that marker points, which are 
introduced by the discretization (cf. chapter 4), tend to remain evenly distributed during 
the evolution. As we remarkedin subsection I .2.3, numerically it is not straight-forward 
to solve the above equation. Often a simple Forward Euler method is applied which 
requires very small time steps in order to evolve boundaries with a very sharp curvature 
(cusps). Therefore, this particular kinematic constraint is generally applied to simulate 
"smooth" shaped fluid motions. 

Since the fluid regions that we consider have sharply curved boundaries, we apply the 
kinematic constraint which is equal to the Lagrangian representation of the movement 
of a material fluid particle, i.e. 

dx 
d t = v(x) (x E r). (2.14) 

The above equation expresses the trajectories of the material particles. Note that this 
equation also describes the characteristic curves of the hyperbolic equation (2.13) which 
is a particular strategy that can be employed to solve such a hyperbolic equation. 
The disadvantage of the Lagrangian representation is that nodal points do not remain 
uniformly distributed during the shape evolution. Hence a number of redistributions of 
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the collocation points has to be carried out, cf. section 4.4. From (2.14), a system of(non­
linear) ordinary differential equations can be obtained which describe the trajectories 
of the nodal points. In chapter 5 we discuss the solution of this system of non-linear 
equations. 

Finally, we consider the asymptotic behaviour of the quasi-static Stokes flow for 
proceeding time. As is shown before, the driving force for sintering arises from the 
excess free surface energy. Hence a viscous blob will transform itselfs through time into 
a sphere, since that shape minimizes the outer surface that occupies a certain amount of 
matter. This can also be demonstrated from the energy dissipation balance (2. 1 2), 

t v;b; dr = - 1 "~ v;n; dr (2.15) 

In the case that n is spherical, the integral on the left hand side will vanish, which follows 
from the integral description of the continuity equation and the fact that K. is constant. 
Hence £ ii = 0, and when we do not allow any rigid-body motions, this implies that 
v = 0. Note that the zero-equality of equation (2.15) is also satisfied when ": = 0, i.e. r 
is a minimal surface. 

Prokert [85] (§6.3) shows some limiting properties for t -+ oo for the solution of 
the quasi-static problem. These properties are derived under the presumption that the 
solution does exit for any time t ~ 0 for a certain starting geometry. Here, we will 
briefly summarize one of these properties which we apply in chapter 5. 

Property 2.1 An arbitrarily sintering geometry is deforming to a steady state as time 
increases. 

Proof We will only sketch the proof; for the precise mathematical derivation, we refer 
to the original text. Let f 1 = r( t) and denote the surface of the viscous blob by A(t), 
i.e. 

Differentiating the above relation with respect to t together by applying equation (2.14), 
Prokert shows that 

Substituting the left hand side into equation (2.15), we derive that the surface of the 
viscous blob A(t) ha<i to be monotonously decreasing. Since the fluid is incompressible, 
this means that A(t) has to be bounded from below. Hence 

(t-+ oo), 

and from the uniqueness of V, We obtain that V = 0 which implies that fl has tO be a 
sphere as is shown previously. D 
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2.2 INTEGRAL FORMULATION FOR A SIMPLY 
CONNECTED DOMAIN 

From the previous section it is clear that we are interested only in the evolution of a 
particular initially prescribed fluid domain. Hence we require the boundary flow field of 
the evolving shape only. Therefore we reformulate the problem as an integral equation 
over the boundary: we transform the two-dimensional creeping flow equations with 
boundary conditions into an equivalent set of integral equations. In this section we will 
deduce the formulation for a simply connected domain. 

Consider 0 to be a simply connected domain surrounded by a closed curve r in the 
plane JR.2 in the following sense: let r be a Lyapunov surface, i.e. the normal vector is 
continuously varying. Many authors attribute the following analysis and the resulting 
integral formulation to Ladyzhenskaya [64] ( 1963), but actually it was Lorentz [69] 
who derived this formulation in essence, back in 1896. Here we will closely follow the 
derivation of the integral equation a'i can be found in Ladyzhenskaya [64]. 

We introduce the vector field uk(x,y) and the scalar function qk(x,y) that satisfies 
the following Stokes problem 

gradqk(x,y) = b(x- y)ek 

divuk 0. 
(2.16) 

Here k = 1,2, ek = (8H-,t52k) is the k1h unit vector of an arbitrary chosen Cartesian 
coordinate system, y is an arbitrary point in the plane JR2 and ti(x- y) :s the Dirac delta 
function. Physically, these equations may be interpreted as the velocity at x induced by 
a two-dimensional unit point force in the ek-direction concentrated at the point y. This 
solution is also referred to as a flow due a Stokeslet. The problem (2.16) can be solved 
uniquely using the requirements 

uJ(x,y)=O(log!x-yl) and q1'(x,y)=o(l), (lxl --+ oo), 

and applying a Fourier transformation (cf. Van de Spek [98]). We obtain 

I [ I 
4Jr Djk log lx - Yl + 

:rk Yk 

ttJ(x, y) 
(2.17) 

- 27r!X- yl2. 

This solution is also called the fundamental singular solution of the Stokes problem. 
The functions (2.17) are also the solutions to the adjoint system, 

.611 uk(x,y) + gradyqk(x,y) = 8(x y)ek 

div11uk 0. 
(2.18) 

By ( )11 we mean that the differentiation is carried out with respect toy. Furthermore, 
we require the so-called Greens formulae corresponding to the Stokes problem. 
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Theorem 2.2 (Green's Formulae) Letu, v be two arbitrary solenoidal vector fields and 
let the scalar functions p, q be sufficiently smooth. Then, the following integral identity 
holds for those functions, 

ap) ( aq) ] - u; - !:::.u; + - v; dO = 
ax; ax; 

= £ [T;j{p, v)u;ni - T;;( -q, u)v;ni] df. 

(2.19) 

Proof This theorem can be verified by noting that according to equation (2.3) the stress 
tensor T(q, u) for this Newtonian fluid is equal to 

£ (au, aui) 
-qu;j + -a + -a · 

Xj X; 
(2.20) 

When we integrate the identity 

a [ ] 1 (au, auk) (av, avk) ( -Tik(q,u)v; =- -+- -+- + !:::.u; axk 2 aa~k ax, axk aa~; 
aq) 

- V; 
ax; 

over n and use the divergence theorem of Gauss, we obtain 

1£ (au; auk) (av; avk) do -;; -+- -+- H 
~ ll aa~k ax; axk ax; f (t:::.u; - aq) v;dO 

ln ax; 
(2.21) 

+ £T;k(q,u)v;nkdf. 

By interchanging u; and v; in equation (2.21) and introducing the arbitrary smooth 
function p together with q, we obtain from equation (2.21) the Green's formulae corre­
sponding to the Stokes problem, i.e. equation (2.19). 0 

We replace u and q in the Green's formulae with the fundamental singular solutions 
uk(x, y), q"(x, y) of (2.17) and consider those as a function of y, to be the solution of 
the adjoint system (2.18). Furthermore, we require that v, p satisfy the Stokes problem 
outlined in the previous section. Hence we obtain the following Fredholm integral 
equation of the second kind (cf. Kress [59]), 

(2.22) 

for any X E n. Substitution of the fundamental solution (2.17) into equation (2.20) 
yields 

(a~;- y;)(xj- Yj)(:ck- Yk) 
?rjX- yj4 

Note that T;j(p, v)ni is given by the boundary condition (2.11 ), i.e. T(p, v)n b. 
When we let x in equation (2.22) approach the boundary and use the assumption that 

this boundary is "smooth", the following integral formulation can be deduced 

C;jVj(X) +£%(X, y)v.i(Y) df 11 £ tli,i(X, y)bj(y) df 11 • (2.23) 
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Here c;j,% and U;J are equal to respectively: 

{ 

b;j X E 0 
1 r;rj 

Cjj = 2/jij X E r %(X, y) = 1T R4 rknk, 

0 X E 0', (2.24) 

I [ r;rj ] 
tt;j(x. y) = 

4
7T - li;i log R + R2 , 

wherer; = x;-y;, R ..)ri + ri = jx-yl and 0' is the complementary regionofOUf. 
Note that if x E 0' equation (2.23) is an Fredholm integral equation of the first kind 
(cf. Kress [59]). When x E f the Cauchy principal value of the integrals is taken. The 
integral at the right-hand side is the so-called single-layer hydrodynamic potential and 
the other integral is called the double-layer hydrodynamic potential. Therefore, (2.23) is 
usually referred to as the integral equation of single- and double-layer potentials. Here, 
this formulation will be denoted as the SDLP-fonnulation. 

The ''jump" in the coefficient c;i can be explained as follows. Considering x E 0' 
and using Green's formulae, it is easy to see that c;.i is equal to zero. When x is a 
boundary point, we surround this point by a piece of a small circle curve of radius r:: 
situatedin 0', say Be. By re is denoted the intersection curve of r with this piece of 
circle. Consider the formulation (2.23) for this extended domain and take the limit for 
£ -+ 0. We rearrange the single-layer potential as follows, 

j u;ib1 df11 = j u;1b1 dr 11 + ju;J(bj(y)-bj(x))dfy +bi(x) j u;1 (lrv. 
r-r.+B, r-r, B, B, 

The first integral on the right hand side becomes an integral on the whole boundary r 
when r:: -+ 0. The other two integrals tend to zero as e: -+ 0, since it is assumed that 
b is continues along I', the term u;i will be of order 1 + o;1 log e: and the line integral 
produces a e. The double layer potential can be written similar, i.e. 

J %Vj dfy = J %t'j dfy + J %(Vj(y)- Vj(X)) dfy + Vj(X) J q;j dfy. 
r-r,+B, r-r, B, B, 

Here% is of order 1/e and the line integral gives a e:. Using this and that vis continuous 
along r, it follows that the second integral tend to zero when e: -+ 0. However, the third 
integral will not vanish as E -+ 0. From the assumption that the boundary is smooth, B, 
will tend to a hemicycle when s is sufficiently small. Using this in the third integral and 
carrying out the integration on this half circle curve yields, 

Vj(X) k, %(x,y) dl\ = ~bjjVj(X). 

The first integral can be written as the integral on the whole f, when defined in the sense 
of the Cauchy principal value. Note that c;i 48ii is equal to the mean value of Cij on 
either side of r. The above procedure can also be followed to compute the coefficients 
c;i for non-smooth boundaries, cf. Hartmann [36]. 
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In the previous section, it is shown that the Stokes problem does have a unique 
solution up to an arbitrary rigid-body motion. The SDLP-formulation (2.23) is also 
showing this behaviour. Because of this, we have to prescribe or remove these degrees 
of freedom from the formulation in order to obtain a fully determined problem. To 
perform this, we will have a closer look at both hydrodynamical potentials. We denote 
the single layer potential operator with a continuous varying density cjJ(y) as 

(94> ); (2.25) 

The double layer potential with density 1/J(y) is defined similarly, i.e. 

(2.26) 

The kernel of the single layer potential (2.25) is weakly singular so that 9 is a compact 
operator (cf. Kress [59] p.23). It can be shown that the kernel of the double layer 
potential (2.26) is continuous and bounded, thus the operator % is compact too. This 
implies that the Fredholm-Riesz-Schauder theory for compact operators applies on to 
both potentials. The essence of this theory is that the Fredholm equation of the second 
kind shares several properties with ordinary square matrices. Hence the functional 
operators might be viewed as the usual matrix operations used in linear algebra. The 
SDLP-formulation (2.23) can be represented in terms of these potentials as follows 

9b. (2.27) 

where :J is the identity operator and ..\ = c11 = c22· From now on, we assume that x is a 
point of the boundary r, i.e . ..\ = ~, hence we have to solve a Fredholm integral equation 
of the second kind. -

The functional inner product is defined in the usual way, i.e. 

(2.28) 

and the adjoint A" of an operator A is defined through 

(cjJ,A'f/J) = (A"cjJ,'f/J). (2.29) 

Here the adjoint operators of (2.25) and (2.26) can be found by transposing the indices 
j and k and swapping the arguments x and y of the coefficients (2.24). In particular, it 
follows that 

(9*c/J); = (9c/J);, and (2.30) 

Hence 9 is a self-adjoint (symmetric) linear operator. From the Fredholm-Riesz­
Schauder theory for compact linear operators, we mention the following two theorems 
which will be applied further on. 
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Theorem 2.3 (First Fredholm Theorem) Let A be a compact operator, then the null 
spaces of the operators :J .A and :J A* have the same finite dimension. 

The proof of this theorem can be found in Kress [59] p.42. 

Theorem 2.4 (Second Fredholm Theorem) Let A be a compact operator. the nonho­
mogeneous equation 

<P-A</> = f 

has a solution if and only if the condition 

(f. t/J) = 0 

is satisfied for all the solutions t/J of the homogeneous adjoin! equation 

t/J A* t/J 0. 

Again the proof of this theorem is outlined in Kress [59] p.43 and is also called the 
Fredholm alternative. Note that the above theorem also holds when A and A* are 
interchanged. 

Let the three linearly independent rigid-body motions be denoted by <pk, where 

and (2.31) 

For the solution to the homogeneous equation (2.27) the following theorem holds. 

Theorem 2.5 The functions <pk(x) span the null space o.fthe operator ( !:J + 9-C). 

Proof In theorem 2.1 we observed that the functions <pk were solutions of the Stokes 
equations with zero tensions on the boundary, i.e. the body force b=O. Substituting this 
equality into equation (2.27), it is clear that those functions satisfy the homogeneous 
part of the equation. In order to prove that these functions are a basis for the null 
space, it is sufficient to show the validity for the ad joint { !:J + 9-C*), since the First 
Fredholm theorem 2.3 states that the null spaces of both the operators have the same 
finite dimension. Therefore, we suppose that 4> satisfies 

<P + 9-C')<P = o. (2.32) 

Define the single-layer potential (solenoidal) velocity field v by 

v(x) 9</>, 

and the single-layer potential that is associated with the pressure ii of this flow as 

fi(x) = 

where x E n. Using these definitions, we obtain for this combined pressure and velocity 
field the following expression for the stress tensor 

T ij(fi, v) 
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Taking the limit from inside the fluid towards a point x of the boundary curve, we obtain 
for the tension in the normal direction 

0, (2.33) 

where this limit can be found in a similar way as the coefficients c;j are deduced 
previously, together by applying the identity 

The zero equality in equation (2.33) follows from the assumption (2.32). Hence this 
zero boundary tension implies that v has to be a rigid-body motion (cf. theorem 2.1 ). 
From this it follows that cf> has to be a rigid-body motion too. Intuitively, the latter is 
clear since a rigid-body force will not change the actual flow field of the fluid domain. 0 

Now, we can also prove that any solution of equation (2.27) satisfies the incompressibi1ity 
condition, i.e. 

Theorem 2.6 Let v be a solution of equation (2.27), then this .function satisfies 

{v,n} 0. 

Proof. In order to prove this theorem, we will use the following identities that apply 
on the potentials in relation to the outer normal, i.e. 

{ 

n; X inside r 
!n; xon r 
0 X outside r. 

(2.34) 

Hence the outer normal n is an eigenfunction of the adjoint operator 1{*. Furthermore, 
for the single layer potential can be found, 

(9n). = f u;ini dT • lr · · k divui dfl 0, (2.35) 

which is derived from the application of the divergence theorem of Gauss and from 
noting that ui is the solution of (2.17) which satisfies the incompressibility condition. 
Let x E r, taking the inner product of equation (2.27) with respect to the outer normal, 
we obtain 

{ n, ( 4:1 + ~)v) ( (4:1 + ~*)n, v) = (n, v) 

( n, 9b} = ( 9*n, b ) = 0, 

where we used the self-adjointness of 9 and the above mentioned identities. For x E n 
the proof is straight-forward. 0 

There are mainly two approaches to make (2.27) uniquely solvable. The first method 
is related to the approach employed by Hsiao, Kopp and Wendland [46]. In Van de Vorst 
et al. [ 1 05], three additional variables are added to the integral equation that prescribe the 
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rigid-body movements. In order to achieve a full rank system, three integral constraints 
are included. The translation freedom is prescribed by considering the flow stationary 
at a reference point inside the fluid. This point is normally taken equal to the centre 
of mass. With regard to this point the boundary flow field is computed. Substitution 
of the reference point as the x-argument into the integral equation yields two integral 
constraints which have to be satisfied. The third integral constraint is derived by taking 
the inner product of the velocity field and the tangential vector along the boundary curve 
equal to zero. 

The other method is to "remove" the eigenvalue of the double-layer integral operator 
~that causes this null space, i.e. - ~, and construct a "deflated" operator. The advantage 
of deflation is that the number of unknowns does not change and that we do not have 
to seek extra integral constraints: it is a purely mathematical approach. For example, 
this approach can be achieved by Wielandt's deflation (Wilkinson [111] p.596) which 
is extensively discussed in two recently published books by Kim and Karrila [54] and 
Pozrikidis [82] respectively. This method "replaces" the deflated eigenvalue by zero 
without affecting the other eigenvalues which is an important property in the case that 
when an iterative solution method is applied, cf. Kim and Karrila [54]. Furthermore, 
this technique can be used to make the integral equation uniquely solvable (range 
completion). 

Before presenting the deflated equation, we require the rigid-body motions r.pk to be 
an orthonormal set with respect to the inner product (2.28). This can easily be accom­
plished by the Gram-Schmidt process (cf. Kreyszig [60} p.l57). Then the following 
three orthonormal functions, say r;,k, are derived, 

!.: = 1,2, (2.36) 

where 

L 

Here I is the moment of inertia about the centre of torque x1 of the fluid domain. Using 
the functions (2.36), we define three projection operators :Pk by 

mk ·k( •k) .r = r.p ·,r.p . 

Note that these rank-one operators are self-adjoint. We introduce as deflated form for 
~ the operator 

~ + :P := ~+:PI+ :P2 + :P3. 

Replacing the operator ~ in equation (2.27) by the above operator yields the following 
deflated formulation 

(2.37) 

Now, there exists a unique solution v of the above equation since the operator ( ~:J +~+:P) 
is bijective (cf. Kress [59] p.43). Moreover, this solution also satisfii.'\S the original 
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equation (2.27). The latter statement requires that :Pv = 0, which is fulfilled since 

( v, r,Ok) = ( v, (!:J + !J{*),O") + ( v, r,Ok) 

= ( (!3 + !J{)v, ,o"} + ( v, r,Oi }( ,Oi, r,O") 

( ( 4:1 + !}{ + :P)v, ,o") 
= ( 9b, ,o" ) = 0, 
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where the equality follows from the solvability condition of the original equation, i.e. 
Fredholm's second theorem 2.4. In terms of ordinary integrals, equation (2.37) can be 
expressed by, 

(2.38) 

The above integral formulation will be solved in the case of a simply connected domain. 

2.3 EQUATIONS FOR A MULTIPLY CONNECTED 
DOMAIN 

The next step will be the extension to an integral formulation for a multiply connected 
domain. Let this domain be bounded externally by r 0 and internally by r ~. ... ,r M. By 
f we denote the complete boundary. Note that we have chosen the orientation of the 
boundary so that on progressing on r the fluid region lies on the left hand side. This 
means that the outer boundary r 0 is considered in counter-clockwise direction and all 
the inner boundaries r m are passed through in clockwise direction. Hence, the normal 
vector is always pointing to the outward of the fluid. 

If we formally apply equation (2.27) on to this multiply connected domain, we find 

M 

(4!1 + !J{o)v0
- 2:!J{iv.i 

.i=l 
M 

!}{0v0 - 2: !J{.iv.i + 4::Jv"' 
.i=l 

M 

2: 9jb.i X E fo 
.i=O 

M 

= 2: 9ib.i X E fm, 
j=O 

(2.39) 

where the subscript j of both potentials !J{.i, 9i denotes that the integration is subjected to 
the boundary ri which is passed through in a counter-clockwise direction (this explains 
the occurrence of the minus sign for the operator !J{.i for the interior boundaries). The 
factor 4 in the second equation is due to the contribution of the outer boundary. Here 
vm, bm are the velocity, tension function respectively of the boundary fm. Again, the 
rigid-body motion functions (2.36) are a basis for the null space of the homogeneous 
part of equation (2.39) which easily can be shown by inspection. Using those functions, 
the above double-layer potential can be deflated in a similar way as was done for the 
simply connected domain. 
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Let rpmk (x) be the k-th rigid-body motion of the hole enclosed by r m when X E f m• 
otherwise this function is taken equal to zero. The projection operator :Pm is defined by 

3 
:Pm = L rpmk{., rpmk }m, 

k=l 

where the inner product is considered with respect to r m. Using these projection 
operators, the following deflated fonnulation of (2.39) is obtained, 

M M 

(4:1 + !Ko + :Po )v0 
- L !Kjv.i 2:9jtti X E fo 

j=l J=O 
(2.40) 

M M 

1fov0 L !K.7v.i + (43 + :P,)vm 2:9b.7 .I X Er, . 
j=l j=O 

The integral formulation that is derived so far cannot describe the shrinkage or the 
expansion of the inside holes ofthe fluid domain. Physically, this means that the porosity 
changes during sintering. This can be illustrated by the following example shape, viz. a 
circular fluid disk with a circular hole centred at the origin. This problem can be solved 
analytically, cf. Van de Vorst [ 1 07], and one obtains that the interior hole of the an nu Ius 
shrinks and vanishes when time proceeds. However, when we put this particular shape 
into the above integral formulation, the null solution is derived since the right hand side 
is equal to zero. This zero equality follows from the fact that the curvature is constant 
and hence can be taken to the outside of the operator 9. together by using equatioo 
(2.35). 

The shrinking or expanding can be modelled as if there were point sinks or sources 
respectively situated inside the interior of such a hole. For an introduction to the 
usage of such singularity points to model such a flow behaviour, we refer to any book 
about fluid dynamics, see for example Batchelor [6] p.88. The reason that equation 
(2.40) cannot describe this behaviour is due to the fact that the outer normal is an 
eigenfunction of !K*. As was stated in Pozrikidis [82] p.ll 0, the double-layer potential 
is capable of representing a flow that contains sinks, but sometimes the adjoint double­
layer potential's outer nonnal eigenvalue has to be removed. The method of deflating 
the boundary normal as described by both Kim and Karrila [54] and Pozrikidis [82] 
cannot be applied here straightforwardly, since they consider resistance and movement 
problems of solid and liquid particles in the fluid only. Therefore, we will perform a 
further deflation of equation (2.40) by applying an integral constraint which is presented 
below. 

In a similar way as the integral formulation (2.23) is obtained from the fundamental 
solution of a point force in an infinite two-dimensional fluid, an integral equation can be 
obtained that represents a point source at a particular place. Again, we consider a simply 
connected domain bounded externally by r. The fundamental solution that represents a 
source, say ii and ij, satisfy the following equation, 

6it - gradq = 0 

divi.i -b(x-y). 
(2.41) 
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Physically, equation (2.41) may be interpreted as the velocity at x induced by a point 
sink with unit force concentrated in the point y, (the point y is called a source point when 
the above Dirac delta function has a positive sign). This fundamental solution can be 
deduced after applying a cylindrical coordinate transformation, i.e. we obtain 

27rJX- yJ2 ' 
ft;(x,y) Yi ij(x,y) = 0. (2.42) 

The functions u and q in the Green's formulae (2. 1 9) are replaced by the above funda­
mental solution u( x, y ), ij( x, y) which is also a solution of the adjoint of problem (2.4 1 ), 
when considered as function of y. Substitution of this fundamental solution into the 
adjoint stress tensor (2.20) yields 

T (O u) __ 2(:r,- y,)(xJ- y.~) + b,1 

'' , Y - 11'"jx-yJ4 7rJx-yJ2 

Requiring that v, p satisfy the Stokes problem and consider x to be in the inside of the 
fluid, we derive the following equation 

where 

f ij;(x,y)v;(y)dfy lr · £ ft;(x,y)b;(y)dfy, 

ij; ~ (2r-;7· . .in.i _ b;j11j) tt; = r·; 
7r R4 R2 ' 211" R2 . 

(2.43) 

Note that when a source point is modelled, we obtain the same integral equation since 
the point source solution will differ only in sign with equation (2.42). From the above 
outline, it is easy to observe that this sign does not have any effect on the resulting integral 
equation. Hence this equation is suited to model both the shrinking and expansion of 
inner holes. 

Now, we choose an arbitrary point in all the holes: let xm be a point in the inside 
of the area surrounded by r, (m.= 1 , ... ,M). Consider the integral (2.43) for the multiply 
connected domain and replace the point x by the source point xm, i.e. we obtain M 
equations which, after summation, reduces to the following integral equation, 

M 

L l. ih(x"', y)ui"(y) df Y 
nt=O I m 

(2.44) 

where 
M M 

L (j;(X"' ,y), 11; = L t!,(x'\ y). 
m= I m= I 

The above integral is applied as a constraint on the solution of equation (2.40), i.e we 
seek a velocity field v that both satisfies equations (2.40) and (2.44). We denote the 
latter equation in a similar operator notation as we employed for the potentials, i.e. 

M M 

L h.,.v"' = "\;" g bm. L-t m. • (2.45) 
m.=J m.=O 
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where 
and 

and rk is considered in counter-clockwise direction. 
This equation can be applied in order to deflate equation (2.40) with respect to the 

outer normal in the following way, 

M 

(!!1 + j{o + :Po + n°ho)v0
- L (j{i + n°hj )vi 

j=l 

M 

= L (9i + n°gi)ti, x E l'o 
i=O 

(2.46) 
M 

(j{o + nmho)v0
- L (j{.i +nmhi)v1 + (!3 + :P,.)v"' 

.i=l 
M 

= L (9i + n"'gj)b1, X E Ln· 
.i=O 

The solution of the above equation satisfies the original equations (2.40) and (2.45), 
which requires that the following relation has to be fulfilled, 

M 

w Oobo hovo + L(9mbm + hmv"') 0. (2.47) 
m=l 

This can be shown by taking the inner product of equation (2.46) with respect to the 
outer normal, i.e. (nm, ·)m· In order to perform this we note that 

which is deduced from the self-adjointness of 9 together with equation (2.35). Further­
more, it can be found that 

(,;.,mk n"') - 0 
..,.- ' m. - ~ (k 1,2,3), (m= O, ... ,M) . (2.49) 

First, we take the inner product of (2.46) with respect to the outer normal of r 0 . Using 
equations (2.34), (2.48) and (2.49), it follows that 

wLo 
M 

i(n°, v0)o + (n°, :K0 v0)o- L:(n°, :Ki v1)o 
i=l 

M 

~(no, vo)o + (:K(; no, vo)o- L(:K(; no, vi)i 
i=l 

M 

(no,vo)o- L(ni,vi)J, 
i=l 

(2.50) 
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where Lo is the curve length of the outer boundary r o. Next, the inner product is taken 
of equation (2.39) with respect to the outer normal of r m (m=l, ... ,M), we obtain 

M 

to4,. = (nm, ~0 V0)m - 2: (nm, ~j vi)m + ~(nm, Vm )m 
j=l 

M 

(~~ nm, vO)o- 2:(~~ nm, vi)j + ~(nm, vm)m 
j=l 

= -~(nm,vm)m + !(nm,vm)m = 0, 

(2.51) 

where Lm is defined analogicaJly. The latter equality shows that w has to be equal 
to zero; hence the solution of the deflated equation (2.46) satisfies both the equations 
(2.40) and (2.44). Note that because of w = 0, the inner product (2.50) reduces to the 
incompressibility requirement for the flow field. 

Equation (2.47) can be expressed in terms of ordinary integrals as, 

M 

2:( f ttij(x,y)bjdfy+nf'(x) f uib_;dr), xEfm. 
k=o lrk lrk 

(2.52) 
This integral equation is applied to simulate a Stokes flow with vanishing holes in the 
inside. 
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3 
TWO-DIMENSIONAL 

ANALYTICAL SOLUTION 
METHODFORSTOKESFLOW 

In this chapter we review an analytical solution method for the two-dimensional Stokes 
problem driven by surface tension on the free boundary. The method was originally 
developed by Hopper [41 ]-[44] and it basically consists of applying a conformal mapping 
technique to solve the Stokes equations in which the time evolution of the shape is 
described in terms of an equation of motion involving the mapping function. This 
kinematic equation of motion appears to be an intermediate between the Eulerian and 
Lagrangian approach which will be called the "pseudo Lagrangian description". 

The analytic solutions for the coalescence of two cylinders with arbitrary initial 
radii and a cylinder on a half space are summarized. It appears that these solutions 
are fairly complicated. Because of this, we will only apply those solutions in order to 
find simple approximate expressions for obtaining sintering-time and neck curvature as 
a function of the coalescence rate, in the case of the coalescence of two equal cylinders 
and a coalescing cylinder on a half-space each. These problems are limiting coalescence 
problems when this is considered from the point of view of the sintering of two unequal 
cylinders. The latter coalescence problem will not be considered in detail, because of 
the rather complicated expressions for the solution, as it will turn out. Moreover, we will 
describe the neck curvature and shrinkage rate in terms of the coalescence rate. 

Finally, a comparison is made between the obtained expressions and approximations 
that have been used in literature so far and which were derived by modelling the coales­
cence in a very simple way. The comparison shows that especially the neck curvature 
and the time dependence of the neck growth differ from the solutions derived in the past. 

3.1 ANALYTICAL SOLUTION 

We start with a brief outline of Hopper's method to solve the time evolution of a creeping 
viscous incompressible flow in a two-dimensional region, bounded by a smooth closed 
curve and driven solely by surface tension. A detailed description of this solution 
technique can be found in appendix A. 
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The method basically consists of finding a conformal mapping function that maps 
the domain onto the unit circle in the complex plane. Afterwards, an evolution equation 
is applied to this mapping function for obtaining the deformation of the domain as time 
proceeds. In order to use this conformal mapping technique, the Stokes equations (2.7) 
and boundary conditions (2.11) are written in the complex plane (cf. Muskhelishvili 
[72], chapter 5). This implies that the tension and velocity can be expressed in terms of 
two functions t.p(z) and x(z) which are analytic in the (complex) region of fluid. Here z 
denotes the complex variable which will also be written as z = x + iy. In the remainder 
of this chapter x and y wi11 be used instead of x" x2 respectively. 

Let 
z = S1((,t) 1(1 ~ 1, 

be a conformal mapping of the fluid domain onto the complex unit disk. Rigid-body 
motions, that may also determine the choice of n, are ignored. Moreover, the outer 
boundary of the fluid is described in the complex (-plane by 

Because of the incompressibility condition, we require the area of the domain, say A, to 
remain constant during the evolution. Expressing this area in terms of S1 by an integral 
on the unit circle yields 

11. --
2

. S1(o-,t)fl1(o-,t)do-. 
Z lul=l 

area = A ( 3. 1) 

Here the prime 1 denotes the derivative with respect to the dependent complex variable 
and the bar denotes the complex conjugate. Hence the mapping S1 has to be chosen so 
that this requirement is satisfied. 

The kinematic equation for motion of S1 should ensure that the unit disk in the 
(-plane remains unchanged as time proceeds. It appears that the kinematic constraint 
obtained this way is an intermediate between the Eulerian and Lagrangian representation 
in fluid dynamics; it is therefore called the pseudo Lagrangian description (cf. appendix 
A). Substituting this kinematic relation into the complex equation that expresses the 
equality of the boundary tension to the curvature in normal direction yields an evolution 
equation that explicitly describes the values of \'(o-, t) y(f!(o-, t), t) on the boundary 
by 

d:(o-n(o-,t)f!
1
(o-,t)T(o-,l)) + :t(n(o-,t)S11(o-,t)) = 2.\'(o-,l). (3.2) 

Hopper [42], was the first to derive this result in 1990. Here the function T is analytic 
on the unit disk and is uniquely defined by 

I 
ReT(o-, t) = 2111/(o-, t)i and ImT(O, t) 0, 

A specific representation forT in terms of a Taylor series is stated in appendix A. Other 
representations forT in terms on an integral can be found in the papers of Hopper [42] 
and Richardson [89]. 
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In Hopper's evolution equation (3.2), the unknowns are the functions x and the 
derivative of n with respect tot (i.e. ~1). These unknowns can be determined uniquely 
by requiring x((, t) to be a function analytic and single-valued on''' ~ 1 when time 
proceeds, by analytic continuation of equation (3.2) which is performed by replacing O" 
with(. Then the boundary values x(O", t) determine fl(O", t). Hopper [42] shows that 
when certain conjectural parametric descriptions are chosen for the mapping function 
n, these equations will be fulfilled. In particular, Hopper also shows that polynomial 
mapping functions of type 

N 

0((, t) = L an(t)(n, 
n=l 

where an may be both real or complex functions, satisfy Hopper's equation (3.2) when 
x is determined so that all the singularities inside the unit disk are cancelled; i.e. all 
the poles have to lie in !(I > 1. This leads to a system of N complex ODEs for the 
coefficients a,. Another ansatz are the rational polynomial maps of the form 

0((, t) ( t b,.(t) 
n=l 1 an(t)(' 

where !an ( t) I < 1. In the appendix A we show that this set of mapping functions yields 
2N complex coupled ODEs. More details about the derivation of solutions for a number 
of geometries can be found in Hopper [42], Richardson [89] and Antanovskii [2]-[3]. 
Here we will summarize some solutions only. 

The first example that we consider is the coalescence of two equal cylinders. The 
analytical solution for the evolution of this coalescence is given in Hopper [ 41 ]-[ 42], 
§4.4. In the latter paper, the equations derived are valid for the coalescence of two 
cylinders with initial radius 4 J2. Here, we follow Hopper's method to obtain the 
evolution equations for two cylinders with initial radius I, in the beginning. 

For the coalescence of two equal cylinders consider the mapping function 

X+ iy 0( (' t) (3.3) 

where 1(1 ~ I, A= A(t), 0 ~A< 1 and B=B(t). When A--+ I, equation (3.3) gives the 
shape of the touching cylinders with centres ( 1, 0) and ( -1, 0) each. The function B is 
chosen in such a way that the total area A of the interior of the mapping is constant in 
time, i.e. the incompressibility condition is satisfied. Using (3.3) in equation (3.1) yields 

(3.4) 

Combining relations (3.3), (3.4) and considering (to be on the unit circle, the following 
shape evolution relation is derived for this problem 

z 
. ( 1 - ,\4)J2u 

x + ~Y =(I- A2u2)~· (3.5) 
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The time-dependence requires the determination of ,\(t) only. Hopper [42] shows that 
the following differential integral equation for>.( t) applies 

d,\ 

dt 

Here K(k) is the complete elliptic integral of the first kind defined by 

K(k) 
f d{) 

1 v1- k2 sin2 {)' 
0 

(3.6) 

(3.7) 

Integrating equation (3.6) and replacing the parameter >. by 11 /\2 (0 s t/ < t }, we 
obtain fort (as a function of 11) 

I 

t(t/) = 1r 1 dl.: . (3.8} 
k v'J+"k2K( 1.:) 

V 

The equations (3.5) and (3.8) describe the evolution of the two identical coalescing 
cylinders with initial radius 1. 

Next, we consider the coalescence of two cylinders with arbitrarily initial radii, say 
R1 and R2 with R1 s R2• Richardson [89] derived the analytical solution for this 
coalescence problem. He applied the mapping function 

::: . . ( Cn 06' ) 
O(~,t) = ~ ~+I +/J( . (3.9) 

where a, t1, C and D are functions of l and 0 s n, ti < 1 and C, D > 0. It can be 
shown that when o ,8 and C D the solution for the two equal coalescing cylinders 
is obtained since then the mapping function (3.9) is identical to equation (3.3). Here we 
will summarize the results that Richardson derived by employing the above mapping 
function into Hopper's equation. It appears that the parameters o and /J have to satisfy 
the following coupled system of ODEs, 

da 
dt 

dji 

dt 

= 

Here both 11, h are integrals defined by 

rr 

It lt(O, ,8) 1 dt9 = 
0 Jb, + 112 cos{) + bJ cos 2t9 

1r 

h h(a,/1) 1 cos t1 dt? 
= 

0 v'lll+ 112 cos t9 + bJ cos 2t9 ' 

(3.10) 
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where 

b1 (a1a + f3? + a 2{32(4(a1 - 1)2 + (a 1{3 + a)2), 
bz 4af3(aJ l)(ala(l+f32)+f3(1+a2)), 
b3 = 2af3(ata+f3)(atf3+a), 

a3(Rt- RD +as 
Za2R~ 

(32 

C = a1D, D 
a~( RI- m,)- 2aza4m_ + a3as 

2a4(a~- a2a4) 

43 

af3 

(1 + af3)2' 

Because of the rather complicated expressions, we will not try to find simple approxi­
mations for the coalescence rate in the remainder of this chapter. Therefore, we consider 
the coalescence of a cylinder on a half-space which can be seen as a special (limiting) 
case of the coalescence of two cylinders with arbitrary radii. Especially, we will show 
that the initial stage coalescence rate of the latter problem is similar to the two equal 
cylinder problem. Hence we expect that the initial stage coalescence rate of the two 
unequal cylinders will behave similarly too. 

Also Hopper [44] was able to solve the coalescence of a cylinder on a half-space 
analytically; however by a different mapping as considered so far, instead of the unit 
disk Hopper used a mapping onto the positive imaginary half-space. More precisely, he 
applied the following mapping function 

( 
Eh ) z = n( c, t) = - ( + -:--:-E 

~ + 1 
Im(;:::: 0. (3. 11) 

It appears that E = ( 1 h2
) I 4h, where the parameter h specifies the degree of the 

coalescence. In particular h is equal to the height of the cylindrical blob. The mapping 
function is defined so that it represents the coalescence of a cylinder with diameter equal 
to 1 on a half-space which is taken equal to the area below the :z:-axis. The origin of the 
coordinate system is the point where the cylinder and half-space are touching initially. 
Hence the parameter h has to be decreasing from 1 to 0 if the time t proceeds. Hopper 
shows that the function h( t) is the solution of the following ordinary differential equation 

dh 
dt 

4h2VI=Ii2 2h ) 
1r( 1 + h2)V1 + 3h2 K(Jl + 3h2 . 

(3.12) 

After integration and substituting cos t9 for the dummy variable of the integrand, it is 
found that 

t(a) ~ jc' ( 1 + cos2 t9)v't + 3 cos2 19 dt9 
7r 

0 
cos2 t9 K ( 2 cos 19 I J 1 + 3 cos2 19) ' 

(3.13) 

where h = cos a and 0 ::::; a ::::; 1r /2. Equations (3. 11) and (3. 13) describe the complete 
evolution of this coalescence problem. 



44 CHAPTER 3. ANALYTICAL SOLUTION METHOD FOR STOKES FLOW 

It is clear that the differential equations obtained above which describe the time 
dependence of the parametric variables, have to be solved numerically in order to obtain 
the evolution of the accompanying mapping functions. In the next section, we wi11 apply 
these analytical solutions to obtain simple relations for the coalescence rate. Note, that 
analytical solutions for a number of other initial shapes can be found in the previously 
mentioned papers too. 

3.2 THE COALESCENCE OF TWO EQUAL 
CYLINDERS 

This section is built up in two parts. Firstly, we deduce some general properties con­
cerning the coalescence of equal cylinders. In particular, we give expressions for the 
contact curvature and shrinkage as functions of the neck radius. Secondly, we will 
present asymptotic expansions for the time as function of the coalescence rate and the 
ranges for which those approximations are valid. 

Substituting (J' eiiJ into the analytical solution (3.5) yields the following parametric 
equations for the shape evolution of the two equal cylinders 

:t(0,11) 

y(O,v) 

(I - 211 cos 20 + 112) 

(1- v2)(1 + fi)JlsinO 

(1- 21/COS20 + I/2)Jf+V'2' 

(3.14) 

Note that the degree of coalescence is specified by the parameter 11, which decreases 
from 1 to 0 if time increases (t is going to infinity as 11 ~ 0), and the boundary curve is 
specified by the parameter 0 which is varying from 0 to 211'. At I 0, both the cylinders 
are making contact at the origin. 

During the evolution, the line of contact is along they-axis, i.e. (} is equal to 11' /2 or 
37!' /2. We denote by 1· the neck radius between both cylinders. From equation (3. 14), 
we obtain for this neck radius as function of 11, 

1r' (1 1/)v'l 
1'(11) = y( -. 11) = Jf+V2 

2 I + 11-
(3.15) 

From this equation we observe that when 11 ~ 0, i.e. t ~ oo, then r· ---+ Jl; which is 
the radius of the cylinder that the shape evolution approaches as the time proceeds. By 
elimination for the parameter 11 as function of r·, we obtain from equation (3.15) 

2- n/4- 1·2 
/1 = /1(1') (3.16) 

For the curvature of the contact point between both cylinders, say K,, we can derive 
from the parametric equations (3.14) 
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= 
( 1 - 61/ + v2)v'l+"V2 

(1 v)3J2 
(3.17) 

Remark that as v --+ 0, Le. t --+ oo, then Kn ---+ l/J2, as assumed. The derived neck 
curvature (3.17) can be written as a function of the neck radius r; from equations (3.16) 
and (3.17), we obtain 

K,(r·) = 4 3 
+ -. 

r 
(3.18) 

The shrinkage of the two cylinders can also be described as a function of the neck 
radius. Let therefore s denote the relative shrinkage of both cylinders, i.e. s is the 
displacement of the point on the boundary curve that intersects the straight line through 
both the centres of the cylinders. From equation (3.14) we obtain 

8 2 :r(0,J;), 

and by eliminating 11 using equation (3.16), we yield for this relative shrinkage rate, 

s = 2- J4-r2 • (3.19) 

By taking a Taylor expansion for equation (3.19) in r = 0 up to the first order, we find 
the following approximate shrinkage rate for the early stage, i.e. 

(3.20) 

Next, we will derive an approximate solution for the coalescence time as function 
of the neck radius. Therefore, we differentiate equation (3.8) with respect to v and use 
equation (3.16). Hence we obtain the following ordinary differential equation which 
gives the relation between the time and the neck radius, 

dr 

dl 

After integration, the following analytical solution fort( r) is found 

21r j [(4 e- J.~J4- 1.:2 )Ke-;:~)r' dk. 
0 

(3.21) 

(3.22) 

First, we develop an approximation for the analytical solution t(r) above which is 
valid as long as r is small, i.e. the initial stage of the coalescence. Afterwards, we will 
deduce an expression which is valid for the later stage neck radius. These approximate 
relations are obtained by using the following asymptotic expansions for the complete 
elliptic integral K(k ), i.e. equations (8.113.1) and (8.113.3) of Gradshteyn and Ryzhik 
[30], 

K(k) + 0( (1-//)log(l k2
)) (1.:---+ I) (3.23) 

K(k) i[l + ~1.~2 + O(J..4)j (k < 1). (3.24) 
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Substituting equation (3.23) into the differential equation (3.21) and applying a Taylor 
expansion in r = 0 of the right-hand side up to the second order yields 

dl 

dw 
"' ---

logw 

327T(2 + logw) 
...2 w, 

lo~ w 

where w = r /8. Hence after integration of the above relation between 0 and r /8, we get 

Here li(w) is the logarithmic integral which is defined by 

w dJ,., 
li((4,') = J 

log 
{) 

8w2) 
logw · 

(3.25) 

In Nielsen [73] the following a">ymptotic expansion of the logarithmic integral for small 
values of w can be found, 

E-)~ (j- 1)! 
w .iS~ 8i(Iogw)i' 

(8 > 0). (3.26) 

Substituting (3.26) into equation (3.25) and eliminating w yields 

l ':::'_ . 1 + -lT1' [ 1' 

31og2- logr 4 
(3.27) 

which is the approximate solution of l(1·) when r is small. However, it appears that the 
much simpler expression 

(3.28) 

is also close to the initial stage coalescence rate. 
In figure 3.1 we have plotted the absolute difference in coalescence time ( 8t) between 

the exact analytical solution and both the approximations (3.27) (solid line) and (3.28) 
(dashed line). The exact solution is obtained by numerical integration of the ODE (3.21 ). 
It can be observed from the figure that equation (3.28) is the most accurate approximate 
coalescence time in the initial stage range 0 S r S 0.65. Moreover, we have plotted the 
absolute difference between both approximate solutions (dotted line) which shows to be 
less than 0.03. Hence we use the relation (3.28) as the approximation for the initial-stage 
coalescence because of the much simpler form. Note that the validity of the considered 
range of r will be demonstrated later. 

The approximate solution oft ( r) for the later stage neck radius is found by substitut­
ing equation (3.24) into the differential equation (3.21) and applying a Taylor expansion 
in J2 (the radius of the final cylinder) of the right-hand side up to the second order, i.e. 

dt 

dr· 

1 

2 
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Figure 3.1 The absolute difference in coalescence time (lit) between the exact initial­
stage neck solution and both the obtained approximations as the neck radius r increases. 
The figure shows that the I alter simple approximation (3.28) is the most accurate. 
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Integration between 1· and v'2 gives the following approximate solution for the late-stage 
neck radius, 

1 
- v'21og(v'2- r) + 2(-J2- r) 

1 ;;:; 2 1;;:; 3 
-(v2- r) + -(v2- r) 
2/2 3 

(3.29) 

where rJ v'2 - 1·. 

Now, we will deduce a range for the neck radius r in which both the approximate 
coalescence time solutions (3.28) and (3.29) are valid. In figure 3.2 we have plotted (solid 
line) the analytical neck radius behaviour as a function ofthe coalescence time, which is 
described implicitly by equation (3.22). This curve is obtained by numerical integration 
of the ODE (3.2 1 ). In the figure we have also plotted (dotted line) the approximate initial 
stage solution, i.e. equation (3.28). As can be observed, this approximation is valid when 
0 ::; r ::; 0.65. The dashed line of figure 3.2 represents the later-stage approximation 
as is given by (3.29) which shows the validity as 0.65 ::; r < ../i, i.e. the remaining 
part of the neck radius range. In section 3.4 we will apply these approximations for a 
comparison to the in literature usually applied coalescence relations. 

The deduced initial and later stage expansions for the coalescence time as function 
of the contact radius can be used to obtain a relation between the coalescence time and 
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Figure 3.2 The matching of both the approximate initial radius and the later stage neck 
radius r compared with the exact analytical solution. 

the shrinkage s. Therefore, we note that equation (3.19) can be rewritten by 

r = .js(4-s). 

Substituting this equation in the expressions (3.28) and (3.29) yields the coalescence 
time as function of s. Moreover, the in this way obtained initial stage solution can be 
simplified by using that 

when s is small. 

3.3 THE COALESCENCE OF A CYLINDER ON A 
HALF SPACE 

In this section we will derive properties from the analytical solution for the coalescing 
cylinder on a half-space. In particular we will derive approximate expressions for 
the coalescence time t as a function of the height h of the cylinder and as a function 
of the contact line between cylinder and half-space each. For the curvature of the 
coalescence point is an approximation obtained which is valid during the early stage of 
the deformation process. 

The mapping function (3. t t) that represents this shape evolution problem, reads in 
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parametric form 

x(O,h) 

(3.30) 

y(O, h) = 

where the boundary curve is specified by the parameter 0 (0 ER) and the function h(t) 
is given by the ODE (3.12). 

Similar to the previous subsection, we will denote the contact line between the 
cylinder and the half-space by the contact radius r. Following Hopper [44], this contact 
radius is defined as the distance between the ;tJ-axis and the point of the shape with 
vertical tangent (minimum width). This definition is only applicable for the initial stage 
of the coalescence; in the later stage it is not possible to define such a contact radius any 
more. 

From the parametric form (3.30), we can describe the shape evolution as a function 
of the y-coordinate and the parameter h, i.e. 

( . I ) 
( 1 + 4h1J h2)~ 

:r y, 1 = ± h r:;; 
4 vY 

(3.3 1) 

After differentiating this equation with respect toy and solving 

d:r 
= 0, 

dy 

we obtain for the height of the contact point, say 1/c• as function of h, 

Yc(h) =±<h-p.), (3.32) 

where 11 = v'3h2 - 2. Substituting the above expression into equation (3.31) yields for 
the contact radius 

I ) 
(I - h11) /"Jh++i 

1'( I = 
4h~ 

(3.33) 

From two times differentiating equation (3.31) with respect toy and using relation (3.32), 
we derive for the curvature of the contact point, say tee, the following relation 

n:c( h) 
16p(hp. 1) 

(3.34) 
( 1- p.)~(3h + p.)f 

Note that the definition of the contact radius above is applicable only when h :;:: [273 ~ 
0.8165, or after numerical integration of (3.13) one obtains t :::; 0.5930. Hence we 
observe that during the initial stage of the coalescence, the parameter h is close to 1. 
Because of this, we introduce a new variable s = 1 - h, which can also be considered 
as the shrinkage of the cylinder on to the half-space. After substituting $ into equations 
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(3.33), (3.32) and (3.34) respectively, and employing an asymptotic expansion for 8 -+ 0 
of all. these equations up to the second order, we obtain 

r = J2; + O(svs) (3.35) 

Ye ~ + 0(82) (3.36) 

t;,c I ( /2 ) -- - + 0(1) . 
JSs 

(3.37) 

From equation (3.35) we derive for the initial stage shrinkage 8 of the cylinder as function 
of the contact radius 

,z 
s ~ 2' (3.38) 

In order to compare this shrinkage rate with the shrinkage of two coalescing cylinders 
found in the previous section, i.e. equation (3.20), we have to multiply expression (3.38) 
by a factor 4 since the initial diameter of those coalescing cylinders is two times larger 
than the cylinder that is considered here. 

Eliminating s in (3.36) and using (3.38), yields for the height of the neck point l/c 

,z 
Ye ~ 

4 
After a similar elimination of equation (3.37), we obtain for the curvature "c of the 
coalescence point 

4 

This latter result shows that the contact curvature is depending on r in a similar order 
(only the constant differs, i.e. has to be multiplied by a factor 4), when compared to the 
case of the coalescence of two equal cylinders (cf. equation (3.18)). 

Note that in the case of the coalescing cylinder on a half-space the contact point 
is nearly the point where the maximum value of the curvature is reached. Another 
definition of the contact point would be the point where the curvature has maximum 
magnitude. However, we were not successful in solving the equations involved for 
the height of the contact point analytically resulting from the latter definition. Another 
disadvantage is that from a practical point of view, it would be difficult to' measure such 
a contact radius. 

Next, we outline the derivation of the initial- and later-stage approximation for 
the coalescence time as function of the height h (or shrinkage .~) and an initial-stage 
approximation of the contact radius each. These approximate expressions will be 
deduced from the analytical solution and this analysis does show similarities with the 
derivation of the approximate relations for the neck for the two equal cylinders case. 

First, we obtain an approximation for the initial time stage. Therefore, we substitute 
the asymptotic expansion for the complete elliptic integral K, i.e. equation {3.23) and 
the parameters into the ODE {3. I 2), we obtain 

2 dt (2 2s + s 2h/4- 6s + 3$2 _ 1 [ 16(4- 6s + 3.~2 )] 
- ~ log ( ) . 

1rd8 (l-s)\/s(2-s) s2 8 
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If we expand the expression on the right hand side above in s = 0 up to the first order, 
we obtain 

1 dt 
81r dw :::::: - v'2logw' 

where w = s/32. After integration between 0 and w we find 

t :::::: -871" li( y'W). (3.39) 

Substituting the asymptotic expansion of the logarithmic integral for small values of 
w (equation (3.26) with 0 = i) into equation (3.39) and eliminating w, we obtain the 
following initial-stage approximation for t(s) 

) 271" ..;z;. [ 2 8 ] t( ~ "' I - + ------
L - 51og2 log.~ 51og2 -logs (5log2 -logs)2 · 

(3.40) 

An approximation for t( h), at later stages of the coalescence, was already given 
by Hopper [44] for a general h. Here, we substituted h = 0.155 which simplifies the 
expansion to 

I( h) :::::: 0.90591 + VI+ 3h2 - 7h 
2h 4v'l + 3h2 I6(t + 3f12)r 

( 3.41) 

In order to express the asymptotic behaviour as f ~ oo, we substitute into the ODE 
(3.12) the asymptotic expansion (3.24) of the complete elliptic integral, i.e. 

For the right hand side the following asymptotic behaviour is found as h ~ 0, 

dt 
- "' dh - 2h2 . 

After integration we obtain, 

(3.42) 

which is the asymptotic solution fort( h) when h ~ 0 and is also found in Hopper [44]. 
Hence this asymptotic behaviour shows that an isolated disturbance is decaying by a 
rate of t- 1• This behaviour is consistent with Kuiken's analysis of an arbitrary isolated 
disturbance, cf. Kuiken [62]. 

In figure 3.3 shows the matching of both the initial- and the later stage approximation 
compared with the exact solution for the change of the height h of the coalescing 
cylinder on a half-space for increasing time. Again, the exact solution is obtained by 
numerical integration of ODE (3.12). As can be observed from this figure, the initial 
stage approximation (3.40) matches the exact solution reasonably well as h > 0.5 and 
otherwise the later stage expression (3.41) is valid. The dashed-dotted line in this figure 
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Figure 3.3 The matching of the initial· and later approximate solutions and the asymp­
totic behaviour of the cylindrical height (h) compared with the exact analytical solution 
as time increases. 

is the asymptotic behaviour as is expressed by equation (3.42). From this curve plot we 
see that the latter asymptotic expansion is reasonably applicable when h < 0. 1. 

The approximate solution for the time as function of the contact radius can be 
obtained by substituting equation (3.38) into the approximate initial solution (3.40). It 
follows that 

t(r·) "' 7fT [t ____ I ___ + 2 ] 
- 3log - log r 3 log log 1· ( 3 log 2 - log r )2 · 

(3.43) 

In figure 3.4 is plotted the exact contact radius (solid line) and the approximate 
solution (3.43) (dotted line) as a function of time as t ::; 0.59. As can be observed 
from this figure, the matching of both solutions is reasonably well when 1· < 0.5. In 
this figure we have also plotted the exact solution of the comparable coalescing equal 
cylinders problem (dashed line), i.e. the initial radius of those cylinders is taken equal 
to ~- The plot shows that both exact solutions are matching reasonably well during the 
early stage of the coalescence. 

This behaviour can be explained by considering both approximate solutions for 
the coalescence time as a function of the neck radius, i.e. equations (3.28) and (3.29). 
In particular, we obtain that the leading term of the approximate expression (3.43) is 
similar to the initial stage relation derived for the coalescence of two equal cylinders, i.e. 
equation (3.28) where 7' is replaced by r /2. This similar behaviour of neck growth in the 
early stage is something that could be expected since we deduced that the neck curvature 
as function of the contact radius is for both the cases of comparable magnitude. 
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In this section we will summarize some (static) models that are applied in literature to 
predict the coalescence rate and neck curvature development. These relations are then 
compared with the asymptotic results that we have derived in the previous sections. 
Here we will denote the dimension-full quantities by roman symbols. 

A simplified theoretical (static) model attempting to describe the early stages of 
viscous sintering of two spherical particles was first formulated in 1945 by Frenkel [25]. 
He assumed that the energy dissipated in viscous flow is equal to the energy change 
resulting from the reduction in surface area. Moreover, he let the centres of the spheres 
approach one another and form a sharp neck at the contact. In order to preserve the 
volume of the spheres, Frenkel made the assumption that the spherical radii equally 
increased as coalescence proceeded. He limited the model to the early stage of sintering 
when the radii of the spheres could be approximated by the initial radii reasonably well. 

Frenkel's model leads to the following equation for the neck radius (r) as function 
of the sintering time (t) 

r2 = Cp 'lt' 
rr, 

(3.44) 

where the characteristic length e is equal to the initial radius of the coalescing spheres 
and Cp is a constant which depends on the system considered: Cp is equal to 3/2 in 
the case of sintering spheres (Frenkel [25]) and equal to 4 when the model is applied to 
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the coalescence of two equal cylinders (Ross [90]). The relation above (for spherical 
particles) is well known in literature and Frenkel's method for ana1yzing viscous sintering 
has subsequently been used, among others, by Shaler and Wulff [96], .Mackenzie and 
Shuttleworth [70] and Scherer [92]-[93]. 

This model of two coalescing spheres or cylinders is commonly applied in sintering 
literature to describe the initial stage of sintering. In order to describe the shape 
defonnation of the particles, two geometrically different models are often used, cf. 
Kingery and Berg [55). Both approaches assume that the initial radii of ,the particles do 
not change during the (initial stage) sintering. These approximations are referred to as 
the tangent circle models, cf. Exner [23]. 

In the first model, the assumption is made that the centres of both spheres do not move 
during the initial stage and that the sintering occurs by material, filling in between the 
spheres. The neck contour is represented by a circular arc which makes tangential contact 
with the spheres. The consequence of this approach is that there is no conservation of 
volume so that the model can be applied only in the very initial stage. From this model, 
one automatically obtains the radius (p) of the circular arc of the neck region, and hence 
the neck curvature ( ~~~ .. ) too, because n.., = I/ p. For this circular arc one finds as 
radius, 

p = 2(f r) (3.45) 

since r is small. 
The second model which is usually applied in the case of viscous sintering, assumes 

that the coalescence takes place by mutual penetration of particle pairs, i.e. the centres of 
the spheres are approaching. In order to preserve the volume, the superfluous material 
is used for filling the neck region. Again, the shape of the neck region is a circular arc 
which makes tangential contact with the spheres. In the ca<;e of two coalescing cylinders 
the conservation of volume (=surface in two dimensions) leads to the following equation 

, [e- s] p~) arcs in e + P - ( r + p )( f s) = 0, 

where s is equal to the depth of penetration of a cylinder into the other one. Given a neck 
radius r, the approach of the centres of the cylinders s can be derived numerically from 
the equation above together with equation (3.46). The equation of volume conservation 
in the case of sintering spheres can be found in the review of Exner [23]. For both cases 
the radius of the circular arc of the neck region reads 

p 
.-2- Us+ s2 r 

2(f- r) :::::: 4f" (3.46) 

Here the assumption is made that s/ f :::::: pj f. In order to prescribe the time-dependence 
of p for both models as well as depth of penetration s, the equations (3.45) or (3.46) are 
coupled with Frenkel's relation (3.44). 

Next, we will compare the approximations described above for the coalescence rate 
and the shape evolution with the expressions that are obtained in section 3.2. Therefore, 
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we consider the initial-stage approximation (3.28) and compare that expression to the 
dimensionless Frenkel relations, i.e. from (3.44) we find 

In figure 3.5 we have plotted these relations for the two coalescing cylinders (bullets 
and CF 4) and two spheres (a'lterisks and CF ::::: 3/2) each. Moreover, both the exact 
solution and the initial-stage expression (3.28) for these two coalescing cylinders are 
printed too (solid and dotted line respectively). The figure shows that the prediction of 
the neck radius evolution using the Frenkel model is going much faster as compared 
with the growth-rate derived from both the analytical and the approximate solution for 
the coalescing cylinders. From this observation we expect that the Frenkel model is 
not correct for the three-dimensional case either, since in section 8.3 it will be shown 
numerically that the initial-stage coalescence rate of two spheres is of the same order as 
in the cylindrical case. 

At the end of section 3.3 we showed that the coalescence of a cylinder on a half­
space behaves in a similar way a'l the two cylinder case. This is an important result 
because this neck growth behaviour will most likely apply in the case of the coalescence 
of the two unequal cylinders too; since both problems considered may be regarded as 
limiting cases for the coalescing of unequal cylinders. Hence we propose to use the 
initial-stage approximation (3.28) in both the two- and the three-dimensional cases to 
predict the coalescence rate between two cylinders or spheres and the coalescence of 
them on a half-space respectively. Moreover, this behaviour can probably be applied 
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to treat touching boundaries which may occur during a numerical simulation; although 
(not modelled) other physical processes may be important too then (like van der Waals 
forces). 

Next, we consider the tangent circle model that was developed to predict the shape 
deformation during the evolution. First, we consider the prediction of the neck curvature 
which reads, in dimensionless form (cf. equation (3.46)), 

4 
(3.47) 

p 

If we compare this approximate neck curvature to the exact neck curvature (3.18), we 
see that the latter curvature is a factor If r larger. This is also in agreement with the 
experimental observations as are performed by Exner and Petzow [22]. They observed 
in experiments of sintering glassy spheres that in reality the neck curvature is sharper 
than the one given by the tangent-circle approximation and that this effect is dependent 
on the chemical environment In which the sintering is performed. This is not surprising 
since the tangent-circle model does not have any relation with the real governing flow 
field equations. 

Second, we compare the relative shrinkage rate as predicted by the tangent-circle 
approximation with the exactly derived solution. In order to obtain the dimensionless 
relative shrinkage rate s as approximated by the tangent-circle model, it is assumed that 
s ~ p. Hence we find from equation (3.47) that 

7'2 
~(1') "'-' -' - 4' 

which is equal to the approximation (3.20) that is deduced from the exact analytica1 
shape deformation. 

Another application of the expressions deduced is that they can be used to predict 
the surface tension 1 of glass at a given temperature, since the analytical solutions are in 
good agreement with experimental results, cf. De With and Corbijn [ 113] and Korwin 
et al. [57]-[58]. Besides using the rather complicated exact analytical solutions directly, 
one can apply the approximations derived previously. Therefore, we have to transform 
these approximate solutions back to dimension-full quantities. 

First, we consider the coalescence of two glass fibres with equal diameters. Substi­
tuting the definition of the characteristic time ic (2.5) and the cylindrical radius length 
f in the equations (3.28)and (3.29) for two equal cylinders, we obtain for the surface 
tension 

{ 
1fto 

1 ~ e 1j 

6tv'2 

(0 :S r :S 0.65f), 

where 0 = 1og- 1[16f/r] and t1 = (RJ2- r)/f. However, a practical experiment for 
sintering two equal coalescing cylinders (e.g. glass fibres) is not easy to set up. It is 
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(relatively) simpler to perform the coalescence of a glass fibre on a glassy plate. Because 
of this, we also give the solutions of the coalescing cylinder on a half-space in physical 
quantities. 

Again the characteristic length l is taken equal to the radius of the cylinder. From 
equations (3.40), (3.41) and (3.42) we derive the following relation for the surface 
tension as a function of the sintering time and the height of the cylinder (h), i.e. 

where 

2: 17 < (1- < + 2e) /t(2l- h) 

lq (1.81182 + ..!. - ?Jt - 25jt3) 
t Jl 2 8 

2f2
77 

th 

h 

(l < h :::; 2f) 

(h:::; f) 

(h :::; 0.2f), 

{ = 2log [2~e h] and Jl = 
../4f2 + 3h2. 

For the surface tension as a function of the neck radius and time we obtain from equation 
(3.43) in dimension-full variables 

1r1lr ( ?) 1 :::::: -t-0 I - 0 + 20- (r:::; f). 

Note that by applying the latter equation, we might also use the initial-stage approxima­
tion for the two equal coalescing cylinders, since the leading term of the above equation 
is the same. 

As we mentioned in subsection 1.2.1, De With and Corbijn [113] considered the 
sintering of a fibre on a glassy plate. They used both the experimentally obtained 
height h of the cylindrical shape and Hopper's exact analytical solution to determine the 
surface tension 1 of glass at relatively low temperatures (600° C). They mention that 
both the accuracy of the viscosity data and the temperature sensitivity of the viscosity 
are important limiting factors for obtaining an accurate surface tension value 7 this way. 
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4 
NUMERICAL SOLUTION OF 

THE STOKES PROBLEM 

In this chapter we describe the numerical solution of the boundary value problem, e.g. 
the Stokes equations, at a fixed time. Since the velocity field of this boundary is required 
only, the problem is ideally suited to be solved by a Boundary Element Method (BEM). 
Therefore the boundary will be discretized into a sequence of elements and the velocity 
and surface tension are written in terms of their values at a sequence of nodal points. 
From the discretized form of the governing integral equation a full rank system of linear 
algebraic equations is obtained for the unknown velocity field. 

Next, we pay special attention to the problems that can occur by the numerical 
approximation of the curvature, especially when at a certain point of the boundary a cusp 
arises. In principle, the curvature at this point can become very large in magnitude; as a 
consequence the approximation error may be large due to numerical cancellation. 

Finally, we propose an algorithm for a fairly optimal grid (re )distribution based on 
equidistributing the curvature of the boundary. The aim of that algorithm is twofold. 
First, the number and position of the discretization points are nearly optimized, which 
is important in the view of minimalization of the computational costs per time step. 
Secondly, the algorithm treats cusp regions so that the curvature of this particular region 
is preserved after the redistribution to avoid (numerical) oscillations in the computed 
velocity field. 

4.1 SOLVING A FREDHOLM INTEGRAL 
EQUATION OF THE SECOND KIND 

We briefly consider numerical approximation methods, more in particular projection 
methods, to solve a Fredholm integral equation of the second kind. Consider the 
following equation 

.f, (4.1) 
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where A is an operator from a Banach space, say X, into the same Banach space. The 
operator A is defined by 

Atj!(x) = h I<(x,y)tj!(y) dy (x E J), 

where the kemelJ( ( x, y) is weakly singular and the interval of integration I is closed. 
Hence the operator A is compact. Without loss of generality, we may assume A to be 
equal to L 

The operator A will be approximated by a sequence of bounded finite rank operators 
(AN). We achieve this by projecting the solution ~'onto finite dimensional subspaces. 
Other approximation techniques for integral equations can be found in the books of 
Hackbusch [34] and Kress [59], for instance. We start by providing some general 
properties of such projection operators like their convergence and error estimation; next, 
we overview two special cases of projection methods that are of interest for us, i.e. the 
collocation method in which the projection will be prominent and Galerkin :v method 
where the subspaces come to the front. 

Let XN C X be a sequence of subspaces which, from a practical point of view, are 
I 

assumed to be finite dimensional. Moreover, let the finite rank operator 'YN : X - XN 
be a projection from X onto XN; i.e. the following properties are satisfied, 

'J>N = 'J>~ (4.2) 

(4.3) 

Next, we define the finite rank operator AN := 'Y NA'Y N. Replacing A by AN in equation 
(4.1) gives 

.f. (4.4) 

Then multiplying equation (4.4) by 'YN and using the properties (4.2)-(4.3) yields the 
following approximate equation in the finite dimensional subspace XN 

(4.5) 

where fN = 'YN.f. We will show that for AN sufficiently close to A equation (4.5) is 
uniquely solvable; an error estimate for V'N is contained in the following theorem, 

Theorem 4.1 ·Let A : X ---> X be a compact operator such that ( !J -A) is injective and 
let 'Y N be a projection from X onto a finite dimensional sub space X N. Suppose for the 
finite rank projection AN = 'YNA'YN there is the estimate 

(4.6) 

Then for all .f E X the projection equation ( 4.5) is uniquely solvable and if '1/, is the 
solution of equation ( 4.1) the following error estimation holds 

where M is a positive constant depending on A. 
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Proof. From the assumptions that both (:J -A) is injective and the estimate (4.6), we 
deduce 

(:J-AN)- 1 = [!1-(:J-A)- 1(AN A)r
1
(:J-A)- 1 

(f:[(:J At 1(AN-A)r)(:J-A)- 1
• 

k=O 

Using the relation above and estimate (4.6), it can be seen that 

hence (!J- AN )- 1 exists and is bounded. Moreover, using (4.6) and (4.8) the estimation 

(4.9) 

holds. Then, following a similar procedure as described above, we find 

00 k 
(:J-A)- 1 = (_L [(:J-AN)- 1(A-AN)] ')(:J-AN)- 1 := (:J+SN)(:J-AN)- 1

, (4.10) 
k=O 

and applying the estimates (4.8) and (4.9) yields 

Using successively the equations (4.1 ), (4.10) and (4.5), we deduce 

1/>- (:J- A)-1.f 1/)N 

= (:J- A)- 1[!PN.f + (:J- !PN)f] 1/'N 

(:J + SN )1/'N + (:J- A)-I (:J !PN )f- V'N 

= SN(:J- AN )-l:pN f + (:J- At1 (:J - !PN )f. 

If we take the norm of the equation above and use the estimates (4.8) and (4.11), we 
arrive at the estimate (4.7) with M= 81!(:J- A)- 111/3. 0 

Theorem 4.1 states that for a finite rank operator AN, sufficiently close to A, the operator 
(:J --AN) is invertible. The number ~ in the estimate (4.6) is sufficient to prove this 
theorem. In practice however, the term II(:J- A)- 1 IIIIAN- All will be much smaller 
since AN is close to A. The error estimate (4.7) denotes that the error llti~N - 1/•11 
corresponds to the error that is introduced by the projection, i.e. this error estimate is 
quasi-optimal. Hence the error analysis of the approximate equation ( 4.5) is reduced to 
the error estimation for A !PNA!PN and f- !PN.f. 

Now, we consider the collocation method; this projection method is usually referred 
to as the BEM. In this method, we choose a set of nodal points on I, say xi,N (i = 1, .. , N), 
where N is the total number of points and as Banach space X we take C (I), i.e. the space 



62 CHAPTER 4. NUMERICAL SOLUTION OF THE STOKES PROBLEM 

of continuous functions. Let XN be an interpolation subspace, then the interpolation of 
a function 'ljJ EX by 'l/JN E XN is accomplished by 

I, .. ,N. (4.12) 

This equation defines a projection :P N form X onto X N, i.e. 

N I: '1/)(Xi,N)</Ji,N, 
i=l 

where { </Ji,N} is an independent set in C(I) with <P'·N (xi,N) = bij· Hence the projection 
equation (4.5) applies which is equivalent to the system of equations 

i = J, .. ,N, 

where 
N 

2::: V'N(;<:i,N) 1 /\ (:ri.N' y )<f>'·N (!I) dy, 
I,J=I 

Substituting the definition of the projection (4.12) for .hv and AN4'N in the above 
equation, we arrive at the collocation equation 

i=l, .. ,iV. ( 4.13) 

Thus the collocation method considers the integral equation at the discretization nodes 
only; because of this the points :z.i,N are called collocation points. The next step is to 
substitute 

N 
"' , N '1/'N = £.....- n; <j>'·· 
i=l 

into equation ( 4.13) which produces a square full rank system of linear algebraic equa­
tions for the unknowns a;. Note that the interpolation space XN depends on the choice 
of <J>'·N and is related to the collocation points. As stated by the estimate (4.7), the error 
of the approximate solution is related to the interpolation method. Usually, truncated 
piecewise Lagrangian interpolation polynomials are taken for the basis functions <f>i.N. 
Then, according to Hackbusch [34], the discretization error will be of order hq+ 1 where q 
is the polynomial degree and h is the maximum distance between two successive nodes. 

In the case·of Galerkin's method we require a Hilbert space with an inner product 
(·, ·) (cf. equation (2.28)) and a sequence of finite dimensional subspaces XN in X with 
properties XN c XN+l and the closure of (U XN) is X. Among the variety of linear 
operators :PN that can be used to project X onto XN we employ orthogonal projections, 
i.e. the projections which are self-adjoint. Then it can be seen that :P N --> :J in a pointwise 
sense (see also Weidmann [109], pp. 81-85). Using these projections to define the finite 
rank operator AN = :PNAPN. it can be seen that IIA-ANII --> 0 (N--> oo) (Weidmann 
[109], p. 136). Hence there is always an N0 so that for N > No the property (4.6) in 
theorem 4.1 is satisfied. For the Hilbert space X we take L2(I). Now, we choose an 
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orthonormal basis for the subspace XN which is denoted again by tf>'·N. The finite rank 
projection 'J'N is defined by 

N 

'J'N!J' = "[Jt/J,t/>i,N)t/>i,N. 
i=l 

Using the definition above, the projection equation (4.5) is equivalent to 

l, .. ,N. 

Because of the self-adjointness of 'J' N and relation (4.3) it follows that 

and similarly holds 
(A;rv V'N' t/>i,N) (A '1/'N' t/>i,l'\ 

We thus arrive at the discrete Galerkin equation 

i = l, .. ,N. (4.14) 

Hence this method consists of finding the function V'N E XN that satisfies the equation 
above. The advantage of Galerkin 's method is that a symmetric kernel yields a symmetric 
matrix. However, the above equation also shows that Galerkin's method requires an 
additional integration for each matrix element as compared to the collocation method. 
Because of this double integration, a collocation method will be faster to compute 
and is therefore the most recommendable for practical use. It appears however that 
the error analysis of Galerkin's method gives more satisfactory results as compared 
to the collocation method which explains their usage in many theoretical outlines. In 
general, error estimates for collocation methods are based on the equivalence that can 
be established between certain Galerkin methods, cf. Arnold and Wendland [5]. 

Finally we consider the case that integral equation (4.1) is defined for a boundary 
curve r. When approximating this integral operator by a projection method, the error 
estimate (4.7) still holds. However, an extra error source occurs when replacing the 
boundary curve by a polygonal approximation (which one normally has to find as an 
exact analytical description of this curve is not available in general). 

4.2 IMPLEMENTING THE BEM FOR THE STOKES 
PROBLEM 

The implementation of the BEM is outlined that is applied to discretize the integral 
formulation for the Stokes problem as is presented in the sections 2.2 and 2.3. In 
particular we consider the discretization of those integral equations in the case of a 
multiply connected domain. Note that the implementation in the case of a simply 
connected domain is straight forward by ignoring the sink contribution part. Books that 
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describe the implementation of the BEM are e.g. Becker [7], Brebbia et al. [8]-[9] and 
Jawson and Symm [52]. 

Each separate curve r m of the boundary of the multiply connected domain is divided 
into elements which are defined by a set of nodal points, that are numbered counter­
clockwise. Let L,. be equal to the number of elements of this particular curve; a 
specific element will be referred to with a superscript 'j' like r~. The exact boundary is 
replaced by a polygon which consists of the union of all those elements. The number of 
nodes depends on the degree of polynomial approximation used. We apply the standard 
Lagrangian polynomial approximations of both degree one (linear) and two (quadratic). 
Let N be the total number of collocation points, denoted by xi, summed over all the 
boundary curves of the domain. The boundary velocity and tension will be written in 
terms of their values at the nodal points and the polynomial approximation that is used. 

The following polynomial functions vm and b"' apply for such a typical element r-t,., 

and (4.15) 

where iJJ is a 2 x 2q matrix of the Lagrangian finite element type polynomials </>;( s ), 
1 ~ s ~ 1, i.e. 

i!J( s) [ 
</J1 0 </J2 0 . . . </Jq 0 ] 
0 <Pi 0 <P2 . . . 0 </Jq . 

The number q- 1 is equal to the degree of the polynomial approximation. In the case 
that linear elements are applied those polynomials are equal to 

<P1(s) !(I-s) 

and for the quadratic elements holds 

( 4.16) 

( 4.17) 

Moreover, the vectors vm,J and b"'·i in equation (4.15) are of length 2q and consist of 
the velocity and tension vectors of the q successive nodes of the element r~,. Such an 
element curve written in parametric form, say y(s ), can also be expressed in terms of 
functions of the same interpolant, i.e. 

( 4.18) 

where y' denote the collocation points of the considered element. 
Substituting the polynomials ( 4.15) into the integral equation (2.52) subjected to 

the discretized boundary condition, the following equation is obtained fot an arbitrary 
collocation point xP E rm 
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Here the index r sums over the three types of rigid-body movements c.pmr of the node x~> 
and nm,p, vm,p are the outer normal and the unknown velocity in node 'p' situated at r m 

respectively. After substitution of the interpolant of the element boundary ( 4.18), the 
following five typical integrals are obtained that have to be computed for each element, 

I 

j 4>;qkl(xP,y)JJ(y)J ds, 
-I 

I 

j 4>iiik(Y)JJ(y)J ds, 
-I 

I 

I 

j 4>;Ukf(xP,y)JJ(y)Jds, 
-I 

I 

j 4>;uk(Y)IJ(y)i ds, 
-I 

j 4>i~P~"(y)JJ(y)J ds, 
-I 

where jJ(y)J is the Jacobian, i.e. 

and the prime' denotes the derivative with respect to s. 

(4.20) 

(4.21) 

(4.22) 

These integrals are numerically approximated by applying a Gaussian quadrature 
formula, cf. Stroud and Secrest [99]. Hence the integrals are approximated by a finite 
sum from which the terms consists of integrand evaluations at a number of integration 
points, multiplied by an associated weighting factor. Normally, a four-point Gauss 
quadrature formula is applied in the linear element solution and a six-point formula in 
the quadratic element case. Moreover, we observe that the integrals (4.21) and (4.22) 
are independent of x~>, so these have to be computed only once when xP is varied over 
all the collocation points. 

However, when x~> is also a nodal point of the element under consideration, the 
integrands of (4.20) will have a singularity in the integration domain so that some extra 
effort is needed in order to approximate these integrals correctly. In the case of the linear 
element implementation, the integrals (4.20) can be calculated analytically. Therefore, 
we consider the parametric representation of the element (4.18) with the Lagrangian 
polynomials ( 4.16), i.e. i is a summation over I -2, and substitute x" = yi (j 1, 2). 
Then, it can easily be seen that 

I 1 ~i(/H(y.i,y)JJ(y)J d8 = 0, (4.23) 
-I 

and 

I 1 4>;ukl(yi, y)JJ(y) I ds 
-I 

1 
r:t [( 8k1li12 + lik2li1J)akal + likrak 

81rv A (4.24) 

- !8k1A(logA l-2(li;Ji'i.il+li;28J2))}, 
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whereak = y~-Yk and A= ai+a~. Inthecaseofthequadraticelementimplementation, 
the integrals (4.20) can be rewritten, after some analytical manipulation, in a non­
singular integral and a part that contains a logarithmic singularity, cf. Van de Vorst 
et al. [103]. Thereafter, the non-singular integral can be approximated by applying a 
normal Gaussian quadrature formula and the singular integrals will be calculated using 
a Logarithmic Gaussian quadrature formula. 

Equation ( 4.19) written in matrix-vector notation reads 

(4.25) 

Here v and b are vectors of length 2N that represents the velocity and tension of all 
successive nodal boundary points, e.g. for example 

The vectors h and g are derived from the sink part, i.e. vectors of length 2N and the 
coefficients are of integral type (4.2 I), a"'k is gained from the rigid-body movement 
deflation part and consists of the integrals of type (4.22) along the boundary rm and 
vm is the vector of successive nodal velocities of the latter boundary curve. The 2 x 2N 
matrices HP, GP are obtained from the point force contribution part in ( 4.19), thus 
the matrix coefficients are of integral type ( 4.20). Moreover, the coefficients cf; are 
incorporated in the matrix H~' . 

The latter coefficients are equal to ~81 ; for nodes in which the boundary curve does 
not have a discontinuity what is the case when constant elements are applied. In general 
for higher order elements, the boundary curve will be discontinuous at the nodal points 
that connect two successive elements, e.g. corner nodes of an element. In that case, the 
coefficients cl; can be obtained analytically, cf. Hartmann [36]. However, it is common 
to avoid the computation of those coefficients by considering rigid-body motions, i.e. 
the above BEM matrices have to apply to any physical problem for which the solution 
does not depend on the geometry. Since a rigid-body motion does not result in any 
tension onto the shape, the coefficients Hfi (i= I ,2 and j 2p - 1. 21') can be obtained 
at the following way 

N 

L Hf2.i-1 
j=l 
J,,p 

and 11
~, 

i 2p 

N 

- '"""lfP,. 
L..., •-.1 (i 1,2). 

Varying the point xP in the discretized equation ( 4.25) over all the collocation points, 
the following square full rank system of2N linear algebraic equations with 2N unknowns 
is derived, 

1-l(z) v Q(z)b(z), ( 4.26) 

where z is the vector of length 2N that consists of all successive collocation points. 
The unknowns v are obtained after solving the above square full rank system by 

Gaussian elimination and partial pivoting (LU-decomposition). A direct solver is used 
since the matrix 1-l is not symmetric and does not have a sparse structure. Each nodal 
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point is in the BEM formulation connected to all the other nodes as can be observed 
from the above outline of the system derivation. 

After solving the system ( 4.26) we have to perform a time step. In section 2.1, 
equation (2.14), this boundary movement is modelled by considering the boundary 
curve as material points. Then the trajectories of those points can be followed by using 
the Lagrangian representation of the velocity. In particular for each colJocation point 
holds 

dx; . 
- = v'. 
dt 

Using these latter relation together with equation (4.26) yields the following 2N non­
linear system of Ordinary Differential Equations (ODEs), 

d:tl 

dt 

In chapter 5 we will consider the numerical integration of the above system. 

(4.27) 

4.3 PROBLEMS WITH THE APPROXIMATION OF 
THE CURVATURE 

Here we will discuss the numerical approximation of the body force b = -Kn. We 
analyze the numerical problems when collocation points are getting close to each other 
during the boundary movement. In particular we consider cusp regions since here the 
curvature becomes very large in magnitude. Moreover, in such a region the nodes have 
to lie close to each other because we expect large variations of the boundary velocity 
field there. 

A local method is used to approximate the surface tension vector bi at the boundary 
nodes. The accuracy of these approximations has to be of at least the same order as the 
BEM that is applied. In the case of linear elements, it is sufficient to use a second order 
accurate approximate curvature, i.e. similar to the computed velocity field. Therefore, 
both the curvature and outer normal are found by fitting a quadratic polynomial at the 
nodal point, say x2, its neighbours x1 and x3; e.g. using the polynomials (4.17) together 
with equation ( 4.18) we obtain 

(4.28) 

For the approximate outer normal at the nodal point x2 = x(O) yields 

n(O) = 

(4.29) 
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and for the curvature we obtain 

K(O) 
,.t x" x' ,,_,, I '''I '2 - •'2'''1 

( ( :t~~ i + ( x2)2 
) ~ s=O 

4((xT xl}(x~- 2x~ + x~) - (xi xD(xl 2xi + xj)) 
(4.30) 

((xy- xl)2 + (.T~- xii)~ 

Combing equations ( 4.29) and ( 4.30) gives the numerical approximation of b2
• 

The quadratic element solution is third order accurate so that a higher order approx­
imation of curvature and outer normal are required. We apply in this case a fourth order 
Lagrangian polynomial in order to avoid numerical oscillations as much as possible. 
Hence the surface tension in, say x3, is found by a fit through that point and its neigh­
bours x1, x2, x4 and x5 . From the first expressions on the right of ( 4.29) and ( 4.30), those 
approximations at the node x3 ( s = 0) are obtained by the noting that 

xi(O) Ha:J Rrr + 8:~:t xr) 

x:'(O) = ~( -;-r) + l6:rf 30:z:~ + 16:r1 ,.5) 
.t.l • 

( 4.31) 

This way we find the surface tension b; at all nodes; this expression will be used hence­
forth. The stress at any point of an arbitrary element is obtained from the polynomial fit 
(4.17) in combination with the BEM applied. 

As already mentioned, problems are arising when approximating the surface tension 
of a cusp region during the shape evolution. In the neighbourhood of such a point the 
nodes must lie close to each other since both the curvature and the unknown velocity 
have large variations in magnitude in relation to the relatively small curve length of 
that particular boundary part. During the deformation of such a cusp region those 
nodal points are even coming closer together, which causes errors in the numerical 
approximation of the tension vector, especially the curvature. Hence the computed 
surface tension can deviate considerably from the exact tension and soon oscillations 
will develop. These oscillations result from the following feedback cycle: small errors 
in the approximate collocation points produce local variations in the computed velocities 
of the nodes, causing uneven advancement of these points which yields larger errors in 
the approximation. This process can lead to instabilities and wrong curves and even a 
complete breakdown of the numerical simulation. 

To be more specific, we consider the coalescence of two equal cylinders where the 
collocation points are fixed during the evolution. The numerical time integration is 
performed by applying the BDF-method as is outlined in chapter 5. In figure 4.1 the 
development of the curvature of the neck point as time proceeds is shown. Here we 
have used linear elements. As can be observed from that plot, large oscillations develop 
after a small period of time which eventually become smaller. This is in contradiction 
to the analytical relation that we derived for this neck curvature, cf. equation (3.18): the 
curvature has to behave as a smooth decreasing function of the contact radius between 
both cylinders. In the figure is also plotted the shape evolution of those coalescing 
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Figure 4.1 The curvature of the cusp point of two equal coalescing cylinders when the 
same mesh is used throughout a (linear element) simulation. Large oscillations develop 
when the trajectories of the nodal points in the cusp region come close to each other and 
even the coalescence stops as is shown by the shape evolution plot of those cylinders on 
the right. 
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cylinders as is obtained from the simulation at a subsequent number of times. It is 
dramatically to see that the coalescence stops after a initial time period which is also 
contrary to the exact analytical solution. A similar behaviour was observed for the 
quadratic element case, where the integration even stops after a small period of time. 

The occurring of oscillations in the approximate neck curvature is' due to numericaJ 
cancellation. This can be seen as follows: each collocation point in both the coordinate 
directions has a discretization error. For the origin of this error we can distinguish 
between the following three types of error sources. A spatial error, i.e. the error that is 
made by the approximation of the boundary by a polygon, secondly the error due to the 
usage of a Gaussian quadrature formulae in order to approximate the element integraJs 
and finally the time discretization error that arises from the time integration method. 
Hence we can say that the computed boundary deviates order the discretization error 
from the exact curve. When approximating the surface tension at the nodal points where 
the mesh is fine, we loose some accuracy by the computation of both the curvature and 
outer normal because the points are necessarily very close to each other. Then both 
the numerator and denominator of the quotient of the approximate curvature will be of 
order the discretization error in magnitude. Hence the computed curvature can deviate 
considerably from the exact curvature. 

This can be illustrated by considering the above coalescing cylinders example. This 
particular simulation is performed by applying an absolute error tolerance equal to 1 o-4 

and a relative tolerance equal to w-3 for smooth parts and w-s for cusp regions. 
Therefore in this case we can assume that the time discretization error is the dominant 
error. The collocation points of the upper cusp region at t = 0.1 are printed in table 
4.1. As can be observed from this table, the nodes are very close to each other in the 
neighbourhood of the cusp point x21 • Furthermore, we have printed the approximated 
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14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
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x' l 

0.13443249 
0.07173674 
0.03869690 
0.02053946 
0.00943983 
0.00275969 

0.43765475 
0.34557171 0.9573568-01 
0.28130115 0.5119738-01 
0.23960658 0.29257 i E-0 I 
0.21520568 0. 17779!!8-0 I 
0.20355250 0.9247738-02 

0.1563548-00 0.9208308-01 0.6427068-0 I !.281 
0.1059658-00 0.6427068-01 0.4 169468-0 I 1.034 
0.6609558-0 I 0.4169468-01 0.2440098-01 -0.418 
0.36054113-01 0.2440098-0 I 0.1165328-01 -4.145 
0. 1520900-01 0.1165328-01 0.3555798-02 -8.749 

0.00019209 0.19999671 0.2759698-02 0.357697E-02 0.355579E-02 0.211846E-04 -54.540 
0.00000000 0.19997553 0.384188E-03 0.0000008-00 0.211846E-04 -0.2118468-04 -1148.215 

-0.00019209 0.19999671 0.2759698-02 -0.3576978-02 -0.21 I !i46E-04 -0.3555798-02 -54.540 
-0.00275969 0.20355250 0.9247738-02 -0.1520908-0 I -0.355579E-02 -0.1165328-01 
-0.00943983 0.21520568 0.1777988-0 I -0.360541 E-O I -0.116532E-01 -0.24400913-0 I 
-0.02053946 0.23960658 0.29257113-01 -0.660955E-OI -0.2440098-0 I -0.4169468-01 
-0.03869690 0.28130115 O.S 11973E-Q I -0. I05965E-OO -0.416946E-O I -0.6427068-0 l 
-0.07173674 0.34557171 0.957356E-01 -0.1563548-00 -0.642706E-O I -0.9208308-01 
-0.13443249 0.43765475 

'Thble 4.1 The collocation points of the upper cusp region for the two equal coalescing 
cylinders using a fixed mesh at timet 0.1. Cancellation in the computation of the cusp 
(i 21) curvature occurs when two successive point coordinates in the 2-direction are 
subtracted (by the computation of the numerator of equation ( 4.30)) and by the computation 
of x\- 1

- x;+1
• 

-8.749 
-4.145 
-0.418 
1.034 
!.281 

curvature~'<; by applying equation (4.30). In order to obtain this approximation, we have 
to compute the following terms (that are also printed), 

occurring in the numerator and 
o.i.-1 _ ,~i+ 1 
···.1 "'"J ' 

being part of the denominator. From this table we observe that due to numerical 
cancellation, the approximated cusp curvature is useless as 

11:21 -4(a:~0 - 2:t~ 1 + :1:~2 ) -4 · 4.23692 · J0-5 = _
1148 2 

(xt0 xFP (3.84188 · 10-4 ) 2 • ' 

i.e. both the numerator and the denowinator are smaller than the discretization error. 
By lowering the time integration tolerance, the problem of a worse approximated cusp 
curvature still remains because then one ofthe other error sources will become dominant. 
Note that it generally does not make any sense to minimize all the error sources since 
then the total computing time may become prohibitively large. 

The example above shows that the mesh has to be checked each time step in such a 
way that the collocation points do not get too close to each other in a cusp region. On 
the other hand, it seems satisfactory that those points lie close to each other because of 
the to be expected large variations of the velocity and surface tension in such a region. 
These two conflicting aspects have to be wrought together in an algorithm that takes 
care of the mesh verification and redistribution as will be the subject of the remaining 
part of this chapter. 
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4.4 MESH REDISTRIBUTION AND VERIFICATION 

We present an algorithm for a fairly optimal mesh generation based on equidistributing 
the curvature of the boundary. The aim of this algorithm is twofold. Firstly the number 
and place of the discretization points is optimized, which is important because the 
computational costs per time step are proportional to (2N)3. Secondly this algorithm 
treats regions with sharp corners (cusps) in a special way in order to avoid cancellation 
in the computation of the curvature of a cusp region as much as possible. 

In the case of a multiply connected domain the algorithm presented treats the outer 
and aH inner boundary curves separately, keeping most of the redistribution parameters 
that follow below constant for those curves. Therefore, it suffices to consider the 
redistribution algorithm for a simply connected domain only, as will be done in the 
remainder. The parameters that are curve dependent in the case of a multiply connected 
domain will be indicated explicitly. Moreover, we assume that the exact boundary, say 
r, of the fluid region can be described by a parametric equation with respect to the arc 
length s, i.e. 

x(s) Er, 0::; s::; Se and x(O):;:::: x(sc). (4.32) 

Only an equidistribution of the curvature is performed; an equidistribution of the 
boundary velocity field, as was outlined for example by Dritschel [20) to perform 
vorticity computations, will not be necessary here. In general, when the velocity and the 
curvature of the boundary are considered as a functions of the arc length, one observes 
that the velocity as function of the arc length is a much "smoother" function than the 
curvature. Furthermore it was seen that at places where the size of the velocity field is 
changing rapidly over a small part of the boundary, the curvature is also rapidly changing 
in size, i.e. the mesh is already finer there. When the velocity is large on a considerable 
part of the boundary, and the curvature is of moderate size everywhere, that part is 
moving as a whole but the shape as such is not deforming much, i.e. a finer mesh is not 
necessary. An example of such a quickly moving geometry is the n-shaped region as is 
demonstrated in section 5.1, figure 5.3. 

Firstly, we will derive properties for the step-length between two successive nodes, 
which have to be fulfilled for all mesh points that are generated. Let xi-! x( Si-1) and 
xi = x(s;) be two given successive nodal points and denote the distance between those 
points by h; := $; - s;_ 1; the step-length. The next node xi+ I has to lie at a distance 
h;+ 1 from x;, such that the following conditions (4.33), (4.34) and (4.36) are satisfied. 
Let hmin and hmax be two positive constants given bounds for the step-length 

Furthermore let the collocation points be quasi-uniformly distributed, i.e. 

h; 
~ S hi+l ::; nh;, 
(\' 

(4.33) 

(4.34) 

where o: is a given parameter, larger than I. Next, define the curvature density, say e,., 
of the boundary as 

(4.35) 
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where P is a prescribed number, given by the user, and which is approximately equal 
to the total number of nodes that the algorithm will find eventually. In the case of 
a multiply connected domain, the number P will be approximately equal to the total 
number of collocation points of all the separate curves together. The number of points 
that wil1 be invested in every individual curve is equal to a percentage of P obtained 
from the division of the total length of all boundary curves together by the length of 
the curve considered. That number is used to compute the curvature density of that 
particular curve. 

The curvature of the boundary between two successive nodes integrated over the arc 
has to be smaller than the curvature density, i.e. the following equidistribution condition 
has to hold (approximately), 

Sf+l 

j in:(s)i dB = s,.. (4.36) 
s; 

With h.,. we denote the step-length such that the equality from (4.36) holds, i.e. 
Si+l =Si+ he,• 

When the curvature is very large on a certain part of the boundary, i.e. in a cusp 
region, it may happen that the proposed he, is smaller than the lower bound hmin· 
However, we take as next step hmin• although condition (4.36) is not satisfied then. A 
justification for this will be given in chapter 6. There we show that it is not possible 
to approximate the correct cusp curvature and that we have to proceed judiciously in 
choosing the "cusp discretization": the cusp point and its neighbouring points have to 
be chosen such that the cusp curvature does not change dramatically. 

From equations (4.33), (4.34) and (4.36), we see that the distance between x' and 
the proposed next nodal point xi+l is equal to 

(4.37) 

However, this proposed hi+ 1 may be too large when it turns out that an appropriate 
step-length further on is not possible due to an increasing magnitude of the curvature; 
namely if at the next node, a step-length h;+2 is proposed that is larger than what is 
reasonably according to previous selected step-lengths, i.e. 

( 
hi+l ) 

hi+2 > max hmin• -- • 
(\' 

Thus, we have to build in a mechanism that investigates whether the choice of node xi+ I. 

i.e. step-length hi+t. will not require the step-length for succeeding nodes to become 
larger than permitted! This means that we have to scan the curvature behaviour for 
increasing arc length s. 

At first sight, it seems obvious to choose a control mechanism that uses the derivative 
of the curvature with respect to the arc length; however for a boundary with a rapidly 
changing though moderately valued curvature, the information of the derivative, derived 
numerically, is useless. See for example figure 4.2, taken from Hopper [42], in which 
the curvature with respect to the arc length of that particular shape is plotted. Hence, we 
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Figure 4.2 The curvature as function of the arc length s of the left figure. The 
derivative of this curvature with respect to the arc length is becoming large at some parts 
of the boundary, while the curvature is only moderately varying. 
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have developed the following simple algorithm for testing and correcting the step-length 

hi+ l · 
We say that the step-length h;+ 1 is a correct one, when for all subsequent smallest 

new step-lengths s1, j = 0, ... ,m, where 

and m is an integer such that 

J hi+l 
Sj .- S; + ~ --, . ~ oP 

p=O 

h;+l > I 
l-min and 

the curvature equidistribution holds, 

SJ +I 

j in:(s)i d8 :S s", j =O, ... ,m-1. 

·~j 

(4.38) 

( 4.39) 

When this h;+ 1 turns out not to satisfy the requirement (4.39), this step-length is made 
somewhat smaller, more precisely 

where f3 is a given number, smaller than I. Next this new hi+l is tested at the above 
described way again. This procedure can be continued until the step-length is equal to 
max(hm;n, h;jo:) . Note that both hmin and h;jn are acceptable values since these are 
generated at the previous step of the algorithm. The algorithm described above can be 
written in the following pseudo code 
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correct=false 

while ( ('~i+l:::; Min( ahm;0 , Max(hm;0 , h;/a))) V (correct)) do 

fail=false 

od 

S = S; + hi+l 

h = hi+l/a 

while ((h:::; hmin) V (fail) V (S 2: se)) do 

od 

fail=lntegral (n., s, s + l1)> [,. 
s=s+h 
j, = h.ja 

if(fail) then h;+1=Max( hm;0 , h;jrr, l/hi+l) 
else correct=true 

fi 

This algorithm may look very time consuming; however, by choosing the bounds 
hmax/ hmin ~ 100, say and the factor a is not too close to 1 this is not so dramatic. In our 
examples the CPU time for generating a complete mesh was a small percentage of the 
costs per time step only. 

Next, we discuss how a cusp region is discretized. To do this, we derive properties 
that have to be satisfied for the newly discretized boundary part. We denote x c := x(.-c) 
the cusp point and by x c- l and xc+ 1 the neighbouring nodes of the cusp point, where 

Se-! <Se< Sc+l· 

The first criterion that has to be satisfied is that the distance between the neighbouring 
nodes and the cusp point is the same, and that the step-length is bounded as in (4.33), 
i.e. 

( 4.40) 

Furthermore, we have to avoid cancellation in the computation of the approximate cusp 
curvature. This means that the distance between the cusp point neighbours has to be 
larger than a certain lower bound dm;0 , i.e. 

(4.41) 

where dmin is taken of the order hmin (we used dmin = 2hm;0 ). 

Another property is the equidistribution of the curvature, i.e. equation ( 4.36). In 
general, this condition is not fulfilled when the cusp curvature is large; however during 
the deformation of this particular region, the cusp curvature is getting smaller and it may 
be possible that this condition can be satisfied. 

From the above properties, we obtain a step-length, which is denoted by he. between 
the cusp and the proposed new neighbouring cusp points. The new appFoximate cusp 
curvature, which in the case of linear elements is computed by fitting a quadratic 
interpolation polynomial through the cusp node and its neighbours, is not the same as 
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the old cusp curvature. The size of this new cusp curvature is unpredictable. However, 
we want to avoid the influence of this new cusp curvature in the computation further on. 
This is performed by shifting the cusp point a bit such that the cusp curvature is equal to 
the old curvature; more details can be found in the next section. In the quadratic element 
case, we will also use this algorithm since it is sufficient that the cusp curvature is nearly 
the same as the old curvature. 

Using the ideas above, the collocation points are redistributed. If the boundary 
has cusp regions, the node redistribution takes place starting from the discretized cusp 
(where he is already known), to the middle of the boundary part between those cusps. 
After this, the nodes are somewhat shifted in the middle such that the mesh conditions 
(4.37) are satisfied. If the boundary does not have cusps, one node of the old mesh is 
kept fixed and the other nodes are generated relatively to this fixed node. When the 
boundary is symmetric, a mesh generation is performed on to the symmetric part only, 
i.e. the nodes of the complete boundary are also chosen symmetrically. 

So far, we did not mention anything about the mesh verification, i.e. when the 
decision is made to perform a node redistribution. In view of efficiency of the time 
integration method, as discussed in chapter 5, it is not wise to redistribute the nodes at 
each successful integration step since restarting the time integration can be very costly. 
Therefore, we have developed an algorithm that decides when a redistribution has to be 
performed. A redistribution is subjected to the following rules: firstly, the same mesh 
may not be used more or less integration steps than given by a certain upper bound (user 
supplied) and a lower bound. Secondly, the distance of each two successive collocation 
points has to lie between the bounds hmin and hrnax. Finally, in order to avoid cancellation 
by the computation of a cusp curvature, the distance between the two cusp neighbour 
points is required to be larger than the lower hound hrnin· 

Another point of concern that occurs in the case of the simulation of a multiply 
connected domain is the possibility of vanishing holes. The inner hole area may not 
become to small in order to avoid errors in the generation of this hole curve. Therefore, 
we checked the inside hole area at each successful integration step. If we detect that such 
an area is smaller than a prescribed value (that is approximately equal to the discretization 
error expected) this curve will totally be removed, i.e. we let the hole vanish completely. 

4.5 ALGORITHMIC CONSIDERATIONS OF THE 
MESH REDISTRIBUTION 

In this section we comment on the numerical implementation of the algorithm that 
is described in the previous section. Firstly, we introduce a discretized version of 
the arc length and show how a point x( $) is found. Secondly, we give the curvature 
equidistribution condition which is used in the numerical scheme. Finally, we discuss 
some properties of the cusp detection and discretization algorithm. 

In the numerical algorithm we are starting with an already discretized boundary, 
which wi 11 be referred to as the old nodes xi ( 1::; i :S: N). For practical application of the 
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: xr i 
dmax 

Figure 4.3 The first figure shows how the point x(s) is found. The second figure is 
showing the direction in which the cusp point is shifted, such that the cusp curvature has 
a prescribed value. 

ideas of the previous section, we have to define a discretized version of the arc length, 
says, i.e. how a point x( s) has to be found, and what is meant by the curvature~·(.::). 

In the numerical algorithm we use as a discretization of the arc length the straight-] ine 
distance between two successive old nodes, i.e. 

- - 11-i -i-lll S; =Si- I + X -X (2 Si S N + 1), (4.42) 

where Si = 0 and xN+I = x1. A nodal point at a certain arc length, says, is found by 
fitting a quadratic polynomial through three SUCCessive old nodes, say XJ-l, Xj and Xj+ I, 
where j is taken such that 

isj- si :::; min ( isj- 1 - si, isj+l - si). ( 4.43) 

Assuming that s < sj, the node x(-<) is at the intersection of this quadratic polynomial 
with the straight line in the direction normal to the straight line through the old points 
'j- I' and' j', and through the point on this straight line that has a distance 81 - s with 
the node xj (see figure 4.3). 

The approximate curvature K.; of the old nodes is found as described in section 4.3. 
The curvature at a certain value of the arc length, i.e. K.( .S), is derived in the same way as a 
boundary point was found; however, now through linear interpolation. In our algorithm 
we derive an approximation of h,, using the linear discrete form of (4.36), which is 
given by 

( 4.44) 

This equation is solved using a bisection method. 
In principle we have a set ofnodal points that discretize a particular boundary curve 

and no information about whether that boundary has cusp regions. If the latter is true, 
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we have to know the exact place of all the cusp points in order to derive a correct node 
redistribution. Therefore, the following algorithm is developed. 

First, we select a subset of nodes xc for which the angle of the straight lines through 
xc and both neighbour points is smaller than a prescribed value ( Bmax) together with 
the exceeding of a given curvature under bound ( Kmin) for that particular node. These 
requirements can be expressed by the following equations 

( 4.45) 

In our code we normally use Omax = 0.97!" and Kmin = 10. Furthermore, we also select 
nodes for which both the neighbouring points satisfy relation (4.45). Thus we are 
searching for the two typical shapes as are shown in figure 4.4. If this redistribution is 

Figure 4.4 Configurations of nodes that possihly can represent a cusp region. 

not the generation of the starting geometry, the old cusp points that exceed the curvature 
lower bound and which stayed unnoticed by the algorithm above are also added to the 
subset of "cusp points". Redundancy is avoided by the additional requirement that 
cusp points may not lie to close to each other, i.e. both the difference between the two 
point label numbers and the actual distance between those points has to be larger than 
a prescribed value. If this occurs and one of the points is by an earlier redistribution 
identified as a cusp, then that particular point will be kept in the subset. Otherwise, both 
points are replaced by the point with label number equal to the average of those removed 
points. 

The above outlined detection algorithm will generate a large subset in the case of an 
almost vanished hole curve. Because of this it is assumed that this curve does not have 
any cusps at all. In general, such a hole is a circular form and does not have any sharp 
corners. The detection of such a kind of shape is performed by computating the area 
that is enclosed by the curve; when this area is smaller in magnitude than a prescribed 
value all the cusp points are removed. 

From the requirements (4.40) and (4.41) we obtain new neighbouring points for 
every cusp point of the above defined subset. These points are computed using a straight 
line representation through the two successive old nodes which are lying between the 
proposed arc length (.5 = se ± h.). A linear interpolation is carried out instead of a 
quadratic interpolation; this is to avoid interpolation errors which occur when the cusp 
curvature is large and the old nodes are not distributed nicely in the cusp region. 
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We require also that the new approximate cusp curvature is equal to the old cusp 
curvature. To perform this, the cusp point is shifted a bit over the straight line through the 
old cusp point, in the direction normal to the straight line through the new neighbouring 
nodes; or, when the new nodes are lying further apart than the old neighbours, through 
these old nodes (see also figure 4.3). The cusp node may be shifted over a maximum a 
distance dmax. i.e. 

( 4.46) 

where dmax is also of the order hmin (we used dmax = 0.25hm;0 ). If it is not possible to 
find a new cusp point on this line, the cusp point is shifted over a distance dmax on this 
line, such that the new cusp curvature is as close as possible to the old curvature. Note 
that when starting a computation, the curvature of the cusp points of the initial boundary 
are unknown. These initial cusp curvatures may be user specified, or they are computed 
from the initial nodes. 

4.6 DISCUSSION OF MESH REDISTRIBUTION 
RESULTS 

We will demonstrate the usefulness of the node redistribution algorithm as is outlined 
above. This is performed by showing the simulation of some typical cusp regions. In 
particular, the solutions found for the coalescence of two cylinders both with equal and 
different radii are compared with the exact analytical solutions. The latter example will 
show the correctness of the assumption that the cusp point, i.e. the point where initially 
the largest curvature exists, can be taken the same mass-point during the simulation. 
Besides concave cusp regions, we show that convex regions with a sharp corner can be 
handled by the code too. 

The first example is the coalescence of two equal cylinders. We will compare the 
derived numerical results to the analytical solution of section 3.1 (cf. equations (3.5) 
and (3.8)). The initial radius is taken ~vi then the final shape of the coalescence is a 
cylinder with radius I. The initial contact radius r is set equal to 0.14. Substituting this 
in equation (3.18) describing the exact neck curvature yields a value of approximately 
-707. The starting collocation points of the shape are derived from the exact solution. 
Only nodes from the first quadrant are needed because of the double symmetry of the 
body. This symmetry is preserved during the calculation. For the node distribution 
algorithm we used as hounds for the step length, hmin = 0.005 and hmax = 0.15; the 
uniformly distribution factor o is taken equal to 1.5 and the number P equal to 25 for the 
first quadrant shape part. Furthermore, this simulation is performed by applying linear 
elements and the time integration tolerance parameters are taken similar to the ones used 
in section 4.3. The maximum number of integration steps that may employ the same 
mesh is taken equal to I 0. 

In figure 4 .5 we compare the upper cusp point curvature (also called neck curvature) 
obtained by the numerical simulation (solid line) to the analytical curvature of the neck 
(dashed line). Here, we have also plotted the transformation of the fluid region in time 
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Figure 4.5 The neck curvature obtained by numerical simulation (solid line), is com­
pared with the exact analytical curvature of the neck (dashed line) for the coalescence of 
two equal cylinders. 
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Figure 4.6 The contact radius ,. and the shrinkage s, both obtained by numerical 
simulations (solid lines), are compared with the analytical solutions (bullets) for the 
coalescence of two equal cylinders. 
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Figure 4.7 The well-matching of the contact radius 1· ohtained numerically (solid line) 
compared with the exact neck radius (hullcts) for the coalescence of a cylinder with initial 
radius 0.5 onto a cylinder with initial radius I. 

at t = 0.0(0.1 )2.0. When we compare this figure with figure 4.1 of section 4.3 where 
the mesh was taken fixed, we see that the numerical neck curvature does not show any 
oscillatory behaviour now. However, the numerical neck curvature differs quite a bit 
from the exact curvature in the early stage of the coalescence; but when time is increa~ing, 
both curvatures are getting very close to each other. This difference does not have any 
effect on the coalescing rate of the cylinders as is show in figure 4.6. Jn that figure we 
have plotted the contact radius r and the shrinkage s obtained both by the numerical 
and analytical solution. When we compare the numerical contact radius (solid line) 
to the analytical contact radius (bullets), we see an almost matching of both solutions, 
even in the initial stage when the numerical neck curvature differs. An explanation for 
this observation will be given in chapter 6. In section 5.4 is discussed more about the 
behaviour of the numerical solution for a similar coalescence (in particular in relation 
with the time integration method). 

Secondly, we consider the coalescence of two cylinders with unequal initial radii. 
As already mentioned, this simulation is performed in order to justify the assumption 
that during a cusp simulation the cusp point, i.e. the point with the largest curvature, 
will be the same material point during the evolution. Note that this cannot be verified 
analytically since that solution is based on an intermediate betwe~n the Eulerian and 
Lagrangian description (cf. appendix A). By using the previous example, this can also 
not be justified, because from symmetry considerations the cusp point has to lie on the 
symmetry axis during the evolution. 

We have taken the radius of the largest cylinder equal to I and the other is set equal 
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b. I= 0.0(0.01)0.2 

c. I = 0.0(0.02)0.4 

Figure 4.8 Three sintering rhomhoidal shapes illustrate the usefulness of the redistri­
bution algorithm for convex domains. The sharpest angle of the initial geometries is taken 
equal to 15,::10 and 60 degrees respectively. 
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to 0.5; the initial contact radius between both cylinders was equal to 0.12. The initial 
mesh is obtained by applying the analytical solution as is found by Richardson [89] (cf. 
section 3.1 equations (3.9) and (3.1 0)), where the parameters of this solution are set 
equal too = 0.888 and fi = 0.942 in order to obtain the initial geometry. In this case 
we apply quadratic elements and the node redistribution parameters are chosen similar 
as in the previous example, except for the lower bound hmin which is equal to 0 .001 and 
the equidistribution number which is doubled. Moreover, the time integration tolerances 
are all lowered by a factor of I 0. 

Figure 4.7 is showing the well-matching of the numerically obtained contact radius 
development (solid line) compared to the exact analytical solution. In the numerical 
case, it appears that the cusp point is also the neck point of these two coalescing cylinders 
(from which the contact radius is computed). The matching of both solutions is giving a 
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justification to keep the point with initially largest curvature as the representation of the 
cusp point during the evolution as is performed by the node redistribution algorithm. 

Till now, we demonstrated the redistribution algorithm to simulate concave cusp 
regions, i.e. when viewed from inside the fluid . The algorithm is well-suited to be 
applied for convex cusp regions too. In order to illustrate this we consider some 
rhombic fluid domains. In figure 4.8 the simulation results for three rhombic geometries 
is shown. The largest diagonal line inside those shapes is taken equal to 2 and the angle 
of the lines that define the sharpest corners is initially set equal to 15, 30 and 60 degrees 
respectively. The same program parameters are used as in the case of the two unequal 
coalescing cylinders example. During the initial stage, the plots show that the shapes 
deform inside the prescribed initial geometry of the sharpest corner parts. 



5 
TIME INTEGRATION 

The movement of the boundary is modelled by considering the boundary curve as mate­
rial points. The trajectories of those points can be followed by applying the Lagrangian 
representation for the velocity. In particular, when we consider the nodal points of the 
discretized version of the integral formulation, we obtain 2N non-linear ODEs. Here, 
we will formally denote these ODEs by 

dx 
- = '~C 1 (x) 9(x) b(x) . (5.1) 
dl 

In this chapter we consider the numerical integration of this system of ODEs. First, 

we will show that depending on the geometrical shape, the system can be stiff. Hence, 
we propose to use a BDF-scheme for solving those equations, for which the numerical 

implementation will be outlined. In particular we will high-light some important features 
like the approximation of the Jacohian matrix and the continuation of integration after a 
mesh redistribution. 

5.1 STIFFNESS 

There are various definitions of "stiffness" in the literature. Before defining the concept 
of stiffness that is used in this thesis, we first introduce some notation. Let >.; = >.;(x) 
be the eigenvalues of the Jacohian matrix J ( x) of the system (5.1 ), where 

a 
J(x) = rJx ( 1C 1(x)9(x)b(x) ), (5.2) 

which is taken at relevant nodal points x. Furthermore, let p denote the spectral radius 
of J, i.e. 

ON 
p = niax 1>.;1. 

•= I 
Then, we will call the system of ODEs (5.1) stiff on an interval [a,a+ T] if 

max t{.7(x(l))) T » I. (5.3) 
IE[a ."+T) 
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Figure 5.1 The spectral radius p development (solid line) compared to the absolute 
eigenvalue second in magnitude (dotted line) of the numerically obtained (exact) Jacohian 
of two equal coalescing cylinders is showing stiffness in the initial stage oft he coalescence. 
The jumps in the spectral radius are caused by node rcdistributions. 

An arbitrarily sintering geometry is deforming to a steady state as time increases. 
In particular for the two-dimensional case, the domain transforms itselfs into a circular 
disk with an area that remains constant during the deformation. In section 2.1 is shown 
that the rate of work done by the surface tension on the boundary is equal to the rate of 
dissipation of mechanical energy within the geometry, i.e. 

A circular curve minimizes this deformation energy (i .e. the curvature is constant) and 
using the continuity equation it follows that the left hand-side of the above equation is 
equal to zero. Consequently, v can reprt"sent rigid-body motions only. However, degrees 
of freedom are removed from the ODE (5.1) so that this velocity field has to be equal to 
zero. Note that for a circular boundary, the right hand-side of the integral equation, i.e. 
Qb, is also equal to zero, so that :T and thus all A; are equal to zero. 

According to definition (5.3), the system of ODEs (5.1) will be stiff on an interval if 
the spectral radius p is large and the interval length is substantially larger than l / p. It is 
impossible to derive an analytical expression for the Jacobian (5.2) or the spectral radius 
in this particular case. Because of this fact, the appearance of stiffness is demonstrated 
by a couple of simple but typical examples that represent the basic evolution problems 
in sintering. 

Firstly, we consider the evolution of the coalescence of two equal cylinders. These 
coalescing cylinders demonstrate the boundary deformation of the sintering phenomenon 
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very well. In the early stage of the coalescence, the boundary curvature is very large in 
the region where both cylinders arc touching (almost a cusp); in later stages the shape 
is becoming "smoother", i.e. the curvature is only moderately varying everywhere. 
Thus during this evolution, the shape is undergoing a deformation that can occur and is 
relevant to all other cases of viscous sintering simulations. 

The initial radius of both cylinders is taken ~ J2 and the contact line between those 
cylinders is set equal to 0.14. In figure 5.1 we have plotted the spectral radius (solid 
line) of the numerically obtained (exact) Jacobian computed after every successful 
integration time step, when the fluid is transforming itselfs into a circle as time evolves. 
The spectral radius is compared to the eigenvalue second in magnitude (dotted line). 
From the difference in size at the initial stage of the coalescence, we conclude that there 
are smoother modes (of the linearized problem) that ask for larger steps on an interval 
that is substantially larger than O(p- 1 ); hence the ODEs are stiff in that region. Here, 
the problem was solved using linear boundary elements (the jumps in the spectral radius 
are caused by the node redistribution algorithm). After performing such a redistribution, 
the trajectories of a different set of particles may be being followed_ As can be seen 
from the figure, the stiffness of the ODEs can change drastically. From this figure, we 
also observe that as time increases the stiffness is disappearing; because the boundary is 
almost becoming a circle. This can be concluded from the time step that is used during 
later stages; apparently both eigenvalues are not relevant for the evolution anymore. 

However, the ODEs for a smooth curved geometry can be stiff too. This occurs 
when larger parts of the shape are moving fast. To illustrate this behaviour we show a 
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Figure 5.3 The two largest eigenvalues of the Jacobian during the shrinkage of a 
circular annulus are almost identical as time evolves. The increase of both values as the 
inside hole is nearly vanished is due to the curvature increase of the hole. The vanishing of 
the hole can still he called .Hifjsincc both the boundaries cvolute at different time scales. 

n-shaped region in figure 5.2. The development of the two largest (absolute) eigenvalues 
of the Jacobian are also plotted. Again, we observe a large difference between these 
two values during the initial time stage when the shape is stretching itselfs. Later, the 
magnitude ofthese eigenvalues become very close (and to the rest as well). 

Another typical sintering phenomenon is the shrinkage and vanishing of holes inside 
the fluid region. In order to investigate whether stiffness is present in such a type of 
problem we consider the most simple example that covers all effects: the shrinkage of a 
circular annulus. For this example we have taken the initial outer radius equal to 1 and 
the inner radius equal to 0.5. In figure 5.3 is shown the spectral radius development (sol id 
line) compared to the second largest eigenvalue (dotted line) of the Jacobian computed 
after every time step for this particular simulation: both values remain almost identical 
as time evolves. The large increase of the values as the inside hole has nearly vanished is 
due to the curvature of the hole boundary since this is asymptotically tending to infinity. 
We observed that there were more such larger eigenvalues (depending on the number of 
nodes that discretized the hole) . As can be obtained from the exact analytical solution 
of this problem, cf. Van de Vorst [I 07], the hole is completely vanished at a finite time, 
viz. t = J3- I; there is not any activity of the fluid afterwards (see figure) . Near to the 
vanishing of such a hole again stiffness occurs as there are two time scales: the evolution 
of the inside hole curve and the outer boundary curve. 

As the examples above illustrate, the ODEs (5.1) that have to he integrated can have 
widely differing time constants. Therefore, we have used the variable step, variable order 
BDF-method, as is implemented in the solver LSODE, cf. Hindmarsh [38] - [39], for 
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obtaining the solution of the examples above. We also observed from those simulations, 
that nearly all the eigenvalues are real and negative; only a few eigenvalues have a small 
imaginary part (order w-3). Because of this, we do not expect to have any efficiency 
problems for the higher order BDF-methods, since those methods tend to take very 
small steps in order to provide stability when the Jacobian has eigenvalues with large 
imaginary parts but small negative real parts, cf. Brenan et al. [10] or Hindmarsh [40]. 

5.2 APPROXIMATION OF THE JACOBIAN 

Since the BDF-method is an implicit linear multistep method, the corrector equation 
has to be solved by some iteration method. In LSODE this is performed by applying a 
modified Newton iteration, cf. Hindmarsh [39]. This implies that the code requires the 
Jacobian (5.2) of the system of ODEs. 

As we remarked in the previous section, it is practically impossible to derive an 
analytical expression for the Jacobian. A numerical approximation of the exact Jacobian 
(5.2) would be extremely time consuming: one Jacobian evaluation requires the assem­
bling and solution of the system of equations 2N times. However, it is not necessary to 
have exact Jacobians anyway, since the BDF-solver is using a modified Newton method, 
i.e. the same Jacobian is used in subsequent (Newton) iterations and for several time 
integration steps. Therefore, we will use an approximate Jacobian. The derivation of 
this approximation is outlined for a simply connected domain in the remaining part of 
this section. 

Denote by :V j,k the vector of all boundary nodes whereby of the nodal point 'j' is 
perturbed with a small value, say e (e ~ I) in the J.~th_direction (k 1, 2), i.e. 

Furthermore, we assume that v.i.k is the solution of the system (5.1) for this perturbed 
boundary, thus 

'H.(:Vj.d v1,k = Q(xJ.d b(:Vj,k). 

By Taylor expansion in e of these quantities up to first order we find 

Here, both IJ'H.iJ• and f,Q:iJ: are sparse matrices which are containing the derivatives of 
the integrals (4.20) with respect to :rt. The non-zero elements of these matrices have 
row indices '2j- 1' and '2j' and column indices from '2j 1 - p' to '2j + p', where pis 
equal to 2 in the case of linear elements or when node 'j' is the mid-point of a quadratic 
element; pis equal to 4 when quadratic elements are applied and node 'j' is one of the 
corners of the element. The vector bb.;,1, has non-zero elements for the same indices as 
the columns of the above matrices in the case of a mid-point when quadratic elements are 
used. Moreover, we remark that the vector bv1,k approximates the (2j -J.,) 1

h column of 
the Jacobian :J. Thus, using the exact solution (5.1 ), and omitting the higher order terms 
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in (5.4), we obtain the following first order approximation for the (2j k )1h column of 
:r, 

The above approximation is not expensive to compute compared to the numerical 
exact Jacobian: when a new Jacobian evaluation is required, LSODE is asking for this 
Jacobian after a call which solves the system of equations ( 5.1) for this boundary. Thus 
the matrix g, the LU-decomposition of the matrix 1-£, and the vectors b and v are already 
available. And because of the sparsity of the derivative matrices 81-lj,k and 8Q j,k• and 
the vector libj,k. the computational costs to approximate the total Jacobian :T will be 
of the order of four times the costs of assembling the system of equations whereby 
we note that the system assembling is the most expensive part of the solution process. 
Furthermore, we have to perform a forward and backward substitution of 2N right-hand 
sides with respect to 1-t ( rv8W). Therefore, we still are not satisfied with the required 
computational effort to obtain this approximate Jacobian. 

We note that the computing costs of that Jacobian will be reduced considerably 
when the terms liQj.k b- b'Hj,k v may be omitted: besides 2N forward and backward 
substitutions of Q6bj,k. that right-hand side will require six matrix-vector operations 
only ("" 16N2). Furthermore, the computation will become very simple too. Therefore, 
we will analyze and quantify the contributions of the different terms in the vector 

(5.6) 

in order to reduce the computational effort. 
We recall that the element matrix coefficients of the matrices g and 1-t, say cmn and 

Ilmn respectively, typically consist of the following integrals, cf. ( 4.20), 

l 

c;mn = J ~p($)1tnm(X,y(s))!J(y(.~))! ds; 
-I 

l 
(5.7) 

H"'" = j ~p(s)qmn(x,y(s))!J(y(s))!ds, 
-I 

where y is the interpolantofthe element boundary, i.e. y(8) <PiYi and yi are the element 
nodes. The derivative of those integrals with respect to x1 can be distinguished as one of 
three different types. If row derivatives are considered then x{ is equal to a component 
of x; in the case of a column derivative, :rt is equal to a coordinate of a nodal point from 
the boundary interpolant y; or at the intersection of a row and column, x~ is equal to 
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both. The derivatives of the integrals (5.7) can be expressed in the following way, 

(5.8) 

Here the operator()(.) represents the derivative with respect to ;r,1, i.e. 

c5, kY~ c52kY~ 
c5,k)(<f>ir3-k + 4>iY~-k) 

Note that in the case of :~:1 = .?"k = yi, i.e. the intersection of a row and column, both 
derivatives have to be added. Therefore, we may consider both the column and the 
row derivatives separately in order to quantify the contribution of those integrals. The 
non-zero terms of the vector c5bj,k have indices from '2j 5' to '2j + 2', i.e. 

o(bP) for (p=j-l,j,j+l), (5.9) 

where 

o(n::,) 

and el3 = lxP+I - x1'-'l· 
Firstly, we estimate the size of the column integrals of the matrices involved in the 

vector (5.6), i.e. a:1 = y£. This is done by applying linear elements; those integrals 
are simpler to analyze, as compared to the case of quadratic elements. It is believed 
that the following estimates do roughly hold for these latter elements too, since those 
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Figure 5.4 Notation of defined lengths when the distance between point x and the 
considered linear clement is large. 

interpolation functions will cause in the integrals minor changes only. From equation 
(5.8) we deduce the following estimates, 

a(H""') 

IJI I - /(1 -log R)d ..... 
4Jr 

-I 
I I 

,., _!_ j ds 9IJI j d.~ 
21r R + 1r R2' 

-1 -1 
I I 

1 j S!J! / ds 2 qy~,UmTI d.o; + ~ . R 
-1 -1 

(5.10) 

Using the relations (3.3.16), (3.3.19) and (3.3.33) of Abramowitz and Stegun [I], we 
obtain as analytical solution for the integrals above 

I 

/(1 log R) d.~ 
-I 

4 
I· 

c j rh 
R2' 

I 

(5. J J) 
where l; lx- yi !. fJ2 IY2 - y'l = 2IJI and c = ( (l, +Id ci2)( er2- (/1 - lzi) 
respectively. If the distance between the point x and the element ( l;) is large compared to 
the element size (e12), then we can say that 11 ~ /2 ~ / 12, where by /12 we have denoted 
the distance between x and the mid-point of the element, cf. figure 5.4. The integrals 
(5.11) can then be approximated as follows, 

I 

J~ 
-I 

I 

J (1..~ /(2 
-I 

2 o(d2) + [4 , 
12 

I 

1(1 log R)ds = 2(1 -log/12) + oCi:)· 
I 
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Combining these approximations with the integrals of equation (5.1 0) we obtain the 
following estimates for the latter integrals, 

cmn (I- logl1z)e12 (er2) 
4?r + 

0 
lf2 ' 

o(Hmn) = 1 o(e12) -+ -
1rll2 lr2 , 

I 2 
(5.12) 

a(cmn) l J 11 5e!2 cl2) = - tPpUmn J ds + 4l + 0 [2 
e12 1r 12 12 -! 

= (l-logll2)112+5et2 + o(e!2). 
4?rlt2 112 

The above approximations are not valid when x is close to this particular element. 
This occurs when x is a neighbouring node of the same boundary curve, or if two 
boundaries are almost touching. When x is a point of the (linear) element, the integrals 
Hmn and cmn can be solved analytically, Le. recalling equations (4.23) and (4.24) 

nmn = 0 

Gmn 
- -

8 
l [(8mlbn2 + 6m2Dn!)aman + 

1re 12 

Dmn(a~, ef2(loge12 I 
2 

where am = (y~, y,1n) and x y1• Again we can take the derivative of the latter 
equation with respect toy£ and approximate the size of these derivatives, we find 

a(G"'") = O(t). 

Moreover, it can be seen that in this case 

From both the above approximations, we see that the integrals behave in a similar way as 
the integrals of equation (5.12). Because of this, it is assumed that the column integrals 
that are not covered by one of the above two cases, behave in a similar way too. 

The column contribution of the various terms of the right hand-side vector (5.6) can 
now be estimated separately after quantifying the vectors v, band 8b for this particular 
element. From the assumption that the boundary nodes are uniformly distributed, we 
obtain using the discretized expression for the nodal curvature ~-<, cf. equation (4.30), 
that the vector b for this element can be estimated through 

b; (5.13) 
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where e02 is the distance between the second element node and the other nodal neighbour 
point of the starting point of this element, analogically the distance e13 is defined (see 
also figure 5.4). From equation (5.9) and the above approximation, we find that 

'l· _ '"'(et2 e12) u!,- v 3 + 3 • 
eo2 ei3 

(5.14) 

Furthermore, we observed for a large number of simulations that the maximum values of 
the boundary velocity vis nearly almost of order 1 or smaller. Using the latter observation 
and the approximations (5.12)-(5.14), the column contribution of the various terms of 
the vector 9hbi,k + hQ j,kb 81-f..j,J.·V can be estimated as follows 

li'Hj.k V oc:J 
8Qi.k b go(~+ e; ) (5.15) 

('02 IJ 

g 8b.;,J., go(e12+ Ct2) 
c3 c3 

02 13 

Note that the term 81-f..j,kV is small compared to both other terms indeed. When the 
element is a piece of a "smooth" part of the boundary, both to2 and c1 3 are 0( c1 2) so 
that 89 i,kb and 9 8b.i,k are of the same order. However, when that piece of boundary is 
curved or situated in the neighbourhood of a cusp then t·02 <t: c 12 and/or c13 <t: e12 so 
that the term 9lib.i,k will be the leading term of this vector. 

In the case of a row derivative, i.e. xi :t~"' than the term 69 .i,kb- b'H..j,k v is equal to 
the discretized version of the derivative of the original integral formulation with respect 
to Xk. Consequently, li9j,kb b'H...i.kV is equal to a linear combination of av;jiJ;rk. 
Since the latter derivatives are occurring in the stress tensor too, we assume that these 
derivatives at the boundary can be quantified to be of the order of the local boundary 
curvature. Hereby, we used that the stress in the normal direction at the boundary is 
proportional to that curvature. From this assumption and equation (5.13), it follows that 
in the case of a row derivative 

0 (f!2 + ( ;2)' 
c- c 02 13 

(5.16) 

which is in size similar as we obtained for the case of a column derivative. 
From the analysis above and equation (5.5), it follows that we can approximate the 

(2j- ~~)th column tiv.i.k of the Jacobian :T by, 

(5.17) 

This approximation is valid even when the ODEs are not stiff since then a rough 
approximation of the Jacobian will be sufficient. In section 5.4 we will show that 
accurate results are obtained for two model examples of the previous section using this 
approximate Jacobian for both the linear and quadratic element solution. 



5.3. RESTART OF INTEGRATION AFTER A NODE REDISTRIBU"UON 

5.3 RESTART OF INTEGRATION AFTER A NODE 
REDISTRffiUTION 

93 

In section 4.4 we presented an algorithm for an optimal node redistribution based on 
equidistributing the curvature of the boundary. After a node redistribution, the (material) 
points of which the trajectories were being followed also change, i.e. the set of ODEs can 
completely change its character. This is also illustrated by figure 5.1, where the "jumps" 
in the spectral radius are due to this node redistribution. After such a redistribution 
the time integration is started without any information of the previous time step. The 
spectral radius development of both other examples does not show such a jumping 
behaviour after a node redistribution. This can be explained from the similarity of the 
particle trajectories in the neighbourhood of a particular node for such smooth shapes. 
Therefore in this case, it is not necessary to redistribute the nodal points frequently, thus 
a restart of the time integration with these new mesh will not yield much; however, the 
latter does make sense for shapes with an evolving cusp, since the position of nodes near 
the cusp region have to be controlled well in order to obtain a realistic value for the cusp 
curvature. 

When we like to restart the time integration, LSODE ha'l to be started without further 
information, i.e. the order of the method is equal to 1 and the initial step size is set by the 
program. However, we want the BDF-solver to continue with the order and step-size 
equal to the latest value before the node redistribution was carried out. We will show 
below that under certain conditions it is possible to perform such a restart. Before doing 
this, we first have to dwell on some aspects of the implementation of the BDF-method 
in LSODEwhich is also discussed in Gear [27] and Hindmarsh [38]-[39]. 

The code LSODE is based on the Nordsieck representation of the fixed step size 
BDF-methods. For the solution of the ODEs at timet ti+ 1 the original pth order BDF­
method needs the actual values of the boundary nodes at previous times t;, ... , ti-v+1 
and the velocity of the boundary at t; as well. When this p1h order BDF-method is 
expressed in the so-called Nordsieck representation, the boundary at t i; and the 
first till the p1h derivative (with respect to t) of this boundary are required. Thus, the 
Nordsieck vector, say zi, can be expressed as 

· ( da: hPdP;v )T 
z'= x(ti).h-d(t;), ... , 

1
-d (ti), 

. f p. fP 

where h is the step size that will be applied. The advantage of this representation is 
that when the step size h is changed, the Nordsieck vector for this new step size is easy 
to find. The Nordsieck vector is also used to predict the solution at the next time level 
ti+1 t; + h, i.e. 

dx hP dPx 
x(ti+!) = x(i;) + h -d (i;) + ... + ~-d (t;). 

t p. fP 
(5.18) 

This is then the starting vector for the Newton iteration for solving the corrector BDF. 
LSODE is using this particular initial guess of the next time level geometry to determine 
the velocity field at that level and to update the Jacobian eventually. 
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Furthermore, this predictor is used for estimating the local integration error; indeed 
LSODE applies the following automatic step size and order selection strategy (see also 
Hindmarsh [39]). At each step, an estimate of the local error for the present method 
of order p is obtained from the difference between the predictor (5.18) and the final 
corrected values of ov(t;+d· From this local error vector a step size h is deduced that 
satisfies the required tolerance. When this tolerance is not reached, the computed step 
size will be used to redo this particular step. After p + 1 steps with the same value for 
h, the order and/or step size will be updated: besides for the method of order p, error 
estimates are formed for methods of order p - 1 and p + 1 too. From these three error 
estimates new step sizes h are computed. Based solely on efficiency considerations, the 
new order method is chosen so that the new step size will be maximal in magnitude. 
For the simulation of sintering problems, we observed that with very small tolerances, 
LSODE will try to solve the ODEs with the largest possible order method; by lowering 
the tolerance to more practical applied values, it has the tendency to use a method of 
order two or three. 

In order to continue with LSODE after a node redistribution, with the same order 
and step size as before the redistribution, the Nordsieck vector for those new nodes is 
required, i.e. the first till the pth derivative (with respect tot) of these nodal points. We 
now outline the procedure for finding the higher order derivatives. 

In principle, we have the Nordsieck vector, e.g. the derivatives, for the old nodal 
points. The boundary is found by a Lagrangian polynomial interpolation through these 
points, i.e. in the notation of section 4.2, 

where-]~ s ~ 1 andj=l, .. ,q. Thenumberq-1 isequaltothedegreeofthepolynomial 
approximation. Since the interpolation polynomials ifJJ are independent of time, the l.:1h 

derivative with respect to I of the above equation is equal to 

In this way, we see that the problem of finding the new Nordsieck vector can be reduced 
to an interpolation problem using the old Nordsieck vector. 

We do not want the interpolation error which is introduced by this interpolation, to 
influence the new Nordsieck vector. By taking into consideration the multiple usage of 
the predictor (5.18) for the next level geometry as is mentioned before, we have to avoid 
that the accuracy of this initial guess is affected by the interpolation. So the degree of 
the Lagrangian polynomials has to be large enough to ensure that the resulting error be 
smaller than the smallest component of the Nordsieck vector. Because of this we applied 
a polynomial interpolation of degree five. 

Note that also the spatial discretization error induced by the BEM will affect the 
actually found velocity vat the new nodal points. In particular during the initial stage of 
a cusp evolution, one can observe that the velocity field as is obtained from interpolating 
the old Nordsieck vector can differ in all digits and for all points from the actual 
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velocity field of the new discretized boundary. This large difference is caused by the 
ill-conditioning of the boundary value problem for such kind of shapes, see also chapter 
6. Consequently, the initial guess that is obtained from the interpolated Nordsieck vector 
will have a large error too, irrespective of the quality of that interpolation. Note, that also 
interpolation problems might occur in the neighbourhood of such a cusp point since the 
redistribution algorithm is effectively smoothing this part of the boundary somewhat. 
Through this larger error in the predictor, the step size and order selection strategy of 
LSODE can easily be disturbed besides possible problems of the convergence of the 
Newton iteration. From this point of view, it does not seem quite meaningful to restart 
with the same order and step size. However, by improving the initial guess, it may be 
possible to continue the integration with a second order method. Since we observed 
that LSODE does have serious difficulties by restarting the integration when no further 
information is given (see also section 5.4), this can sometimes mean a considerable 
saving in computer time. 

As a satisfactory choice for the predictor we found by solving the problem for this 
new grid first and then replacing the first derivative in the new Nordsieck vector by 
the thus obtained exact hv. In this way we obtain a predictor that is much closer to 
the corrected value after the Newton iteration. This requires an extra assembling and 
solution of the system of equations; however, we also observed that this investment was 
decreasing the total computing time considerably (see section 5.4), since there was less 
overhead in restarting and the error control was not affected either. 

For a smooth geometry, the difference between the velocity field as obtained from 
the interpolated old Nordsieck vector and the exact velocity of the new boundary is not 
so dramatically large: this error is of the same order as the anticipated discretization 
error. In order to build in an extra safe guard, we replace the first derivative in the 
Nordsieck vector by the exact computed hv for the new boundary too. 

The algorithm used for determining the Nordsieck vector for the new nodes is the 
following. First, for every new nodal point obtained by the node redistribution algorithm, 
we seek two successive points from the old grid which are the neighbouring points of 
this new node, i.e. the new node is lying between those two old points. Then we obtain 
an approximation of the boundary in this particular region by interpolation at three old 
points at both sides of this new node. Next, we replace the new node, by a point that is 
lying on the approximated boundary region and that is closest to this node. This point 
is chosen as the new grid point and is incorporated in the Nordsieck vector. After this 
procedure is carried out for the complete grid, we solve the system of equations for 
this new mesh and we replace the first derivative in the Nordsieck vector by the (exact) 
calculated h v for the rea•;on mentioned above. In the next section we will demonstrate 
the usefulness of this method. 
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5.4 NUMERICAL EXPERIMENTS AND 
DISCUSSION 

Here, we will first demonstrate that the approximated Jacobian of section 5.2 is per­
forming well when used by the time integrator. Afterwards, we show the advantages 
of the algorithm to restart LSODE after a node redistribution, as described in the previ­
ous section. In the following simulations, all the program parameters that occur in the 
redistribution algorithm and the time integrator will be the same for each test problem. 

To iiJustrate that the approximation derived for :T is sufficient, we compare the 
numerical solutions of the example problems of section 5.1 when both the numerical 
exact Jacobian and the approximation (5.17) are used by LSODE. These solutions are 
compared to the exact analytical solution at some characteristic boundary points and at 
a fixed number of times, which will not necessarily be the time levels of the integrator. 
The solution at such an intermediate point in time is found by applying the interpolation 
facility of LSODE. Since we compare the numerical solutions to the exact analytical 
solution in relation to the Jacobian that is used, both the actual error size and source 
(spatial and/or time) are not important for the moment. Here, the only interest is the 
question whether this error is behaving in a similar way for both Jacobians: if so we can 
conclude that the approximated Jacobian is sufficient. Furthermore, we will compare 
other important properties as: the size and total number of time steps, the number of 
Jacobian evaluations and the order of the BDF-method respectively. We also show that 
this approximate Jacobian can be used successfully in the case of the quadratic element 
solution. 

We consider the two equal coalescing cylinders first. For the error control in the 
time integrator LSODE we used a global absolute error tolerance parameter equal to 
10-4

; the relative error parameter was taken component wise. This relative error was 
set equal to 1 o-3 for the "smooth" parts of the boundary and equal to I o-s for the nodes 
in the touching region of both cylinders. A node redistribution was carried out when the 
nodal points were coming too close to each other ( 1 o-3) and in general after each fifteen 
consecutive steps. The minimum and maximum distance between two successive nodes 
(used in the redistribution algorithm) was set equal to 5. J0- 3 and 0.15 respectively. 

We have compared the difference in both the coalescence rates (e.) and the shrink­
age (e.) between the analytical and numerical solutions. These particulartwo boundary 
points are chosen since the coalescing rate represents the point where the boundary is 
undergoing the largest deformation and on the other hand, the point that denotes the 
shrinkage rate represents a part of the boundary which is hardly deforming. In figure 5.5 
is plotted those mentioned absolute differences at a sequence of times t 0.0(0.05)2.0. 
The solid lines in the plots indicate that the exact Jacobian is used by the simulation; oth­
erwise (dotted lines) the approximation (5.17) is used. The difference in the coalescence 
rate is marked by circles and the shrinking error is denoted by "x"-marks. 

As can be observed from this figure, the error behaviour of the numerical solution 
that is obtained by employing the approximated Jacobian is matching quite well with 
the error behaviour in the case of exact Jacobians. We see that this is valid when the 
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Figure 5.5 For the case of the coalescing cylinders is shown the similar error behaviour 
between the exact analytical solution and the numerical solutions obtained by using the 
exact and the approximated Jacobian for both the linear element (a) implementation as 
well as when quadratic elements (b) are applied. The solid lines represent the error in the 
case that the exact Jacobian is used and the dotted lines are derived for the approximation. 
Furthermore, er is the absolute error in the coalescing rates (circle-marks) and e, is the 
difference in particle shrinkage (x-marks). 
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shape has parts with large varying curvature as well as when the boundary is smoother. 
In section 5.2 we found that for the latter case the approximate Jacobian may have 
a large error. However, we observe that this error does not influence the numerical 
solution. Furthermore, this similar error behaviour is valid for both the linear and 
quadratic element implementations. The reason that for the initial stage the error in 
the coalescence rate is much larger than during the rest of the simulation, is due to the 
difficulty of quadratic elements to follow sharp cusps; it has the tendency to smooth the 
cusp region much faster so that the coalescence is proceeding quicker too. However, this 
is not influencing the error at later time stages through the conditioning of the problem 
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Figure 5.6 The step size (h) development of the time integrator using the appmximate 
Jacobian (x-marks and dotted line) is showing in the case of the coalescing cylinders a 
similar behaviour as when the exact Jacobian is applied (circles and solid line). This 
behaviour is obtained for both the linear (a) and the quadratic element implementation 
(b). The tables arc showing the roughly similar behaviour in the total number of time 
steps (#steps) and Jacobian updates (#:.1). After a node redistribution, the time integration 
was started without further information. 

as can be seen from the figure. 
In figure 5.6 the step size development of LSODE is plotted for both Jacobians, 

showing a similar behaviour also. The order development of the BDF-method (not 
shown) was also behaving similarly. Here, LSODE is started after a redistribution 
without any further information from the previous time level. The decrease in step .size 
for the linear element solution with the approximate Jacobian at the later stage is due to 
a restart after a node redistribution (see also tableS.! in further, where a11 characteristics 
of this particular evolution is printed). The tables that are printed in this figure are 
showing a similar behaviour between the total number integration steps (#steps) as well 
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Figure 5.7 For the case of the circular annulus shrinkage is shown in a the identical 
error behaviour of the exact analytical solutions of both the inner(e,,) and outer (e,.) radius 
compared to the numerical solutions obtained by using both Jacobians and linear elements. 
Figure b shows that the difference between both the numerical solutions is of the order of 
the time integration tolerance ( w- 6). In the latter plot, the solid line represents the error 
in the outer radius and the dotted line is the difference between the inner radius solutions. 
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as the total Jacobian updates (#,:1). All the similarities mentioned above seem to indicate 
that the Jacobian approximation (5.17) is sufficient for all kinds of simply connected 
domains. 

Next, we show that this approximation is also valid in the case of multiply connected 
domains, by considering the shrinking circular annulus example. For the error control 
in LSODE we used a global absolute and relative tolerance equal to I0-6 . The node 
redistribution was carried out when nodes were coming too close to each other oo-3

) 

and in general after each 25 consecutive steps. The minimum and maximum distance 
between two successive nodes was taken the same as in the previous example. In figure 
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5.7 we plotted the absolute error development between the exact analytical solutions, 
found by applying both Jacobians when linear elements are applied at a sequence of 
time points t = 0.0(0.02)0.72. The reason that the error in both numerical solutions 
are identical is caused by the fact that we have taken the time tolerance much smaller 
than the spatial error tolerance: thus the actual error that this plot shows is due to the 
spatial discretization. In order to show that the approximated Jacobian is performing 
well too for this particular case, we have plotted the absolute difference between these 
numerical solutions. As can be seen this difference is of the order of the tolerance 
of the time integrator. Again, we observed that the step size and order development 
of LSODE using both Jacobians shows a similar behaviour too. However, the exact 
Jacobian solution needed a lower number of time steps (33) and Jacobian updates (11) 
than the other solution method (40 time steps and 15 Jacobian updates). These values 
do still not justify the use of the better and much expensiver approximation (5.5). We 
obtained similar results for the quadratic element implementation. From this, we can 
conclude that the approximate Jacobian is sufficient for multiply connected domains too. 

We consider the above two example problems to be illustrative for all kind of other 
sintering problems, cf. 5.1. Note that all the simulation examples which are carried out 
in this thesis are computed using the approximated Jacobian. From now on, when we 
refer to the Jacobian .:T, we actually mean the approximation (5.17). 

The savings in computational costs that can be achieved by applying the restarting 
algorithm of section 5.3 after a node redistribution in the case that a cusp is involved 
during the evolution will be shown by an example of two equal coalescing cylinders. 
In table 5.1 the subsequent time steps (t;) are printed for the case that after a node 
redistribution ( rd) the restart of the time integration has been carried out without further 
information, i.e. the starting order of the method is equal to 1 and the initial step size 
wiii be set by LSODE. Here, we used the linear element implementation. N is the 
total number of points and #'H- 1 Q is the total number of times that the assembling and 
solving of the system of equations is carried out up to and including the timet;. By 
area is denoted the total area of the fluid region (which has to be preserved during the 
evolution). The (relative) change of this total area, compared to the area ofthe original 
shape, is also printed. These numbers in the table show that the relative error in the area 
is caused by the node redistribution algorithm only. 

From table 5.1 we also observe that the order of the BDF-method is nearly equal 
to one during the cusp evolution, i.e. a backward Euler method is used. Furthermore, 
this table shows the computational costs of a restart caused by a node redistribution: 
2-7 times the assembling and solution of the system of equations and I-2 Jacobian 
updates. These large numbers are caused by wrong choices of the initialization when 
using LSODE as a "black box". Thus, LSODE has serious difficulties to restart the 
integration during this evolution period. Note that this table also shows the behaviour 
of the order and step size selection strategy of LSODE as we described in section 5.3. 

In table 5.2 is printed the integration steps for the same problem when the order and 
step size are set the same as before the node redistribution. Here the Nordsieck vector 
for the new nodes was found by interpolating the old Nordsieck vector using Lagrangian 
polynomials with degree five, as was outlined in section 5.3. Furthermore, the first 
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N t; h p II'H-l(; #:J area error(%) 

1 rd 92 0.0011 0.00114 1 6 2 3.1404 0.0006 
2 92 0.0023 0.00114 I 7 2 3.1404 0.0011 
3 92 0.0036 0.00136 2 8 2 3.1404 0.0015 
4 92 0.0050 0.00136 2 9 2 3.1404 0.0018 
5 92 0.0064 0.00136 2 10 2 3.1404 0.0021 
6 92 0.0089 0.00250 3 11 2 3.1404 0.0027 
7 92 0.0114 0.00250 3 12 2 3.1403 0.0033 
8 92 0.0139 0.00250 3 13 2 3.1403 0.0040 
9 92 0.0164 0.00250 3 14 2 3.1403 0.0046 
10 rd 100 0.0249 0.00858 21 3 3.1402 0.0188 
!I 100 0.0335 0.00858 24 3 3.1402 0.0169 
12 rd 96 0.0405 0.00697 30 5 3.1404 0.0058 
13 96 0.0475 0.00697 32 5 3.1404 0.0064 
14 rd lOO 0.0561 0.00858 39 6 3.1414 0.1050 
15 100 0.0646 0.00858 42 6 3.1414 0.1055 
16 rd 96 0.0740 0.00940 49 7 3.1407 0.0312 
17 96 0.0834 0.00940 52 7 3.1407 0.0315 
18 rd 96 0.0959 0.01241 56 8 3.1403 0.0120 
19 96 0.1083 0.01241 57 8 3.1403 0.0094 
20 rd 96 0.1210 0.01274 61 9 3.1397 0.0697 
21 96 0.1337 0.01274 62 9 3.1397 0.0669 
22 rd 96 0.1468 0.01309 66 10 3.1393 0.1041 
23 96 0.1599 0.01309 1 67 10 3.1394 0.1012 
24 rd 96 0.1733 0.01340 I 70 11 3.1390 0.1328 
25 96 0.1867 0.01340 I 73 11 3.1391 0.1301 
26 96 0.2103 0.02358 2 74 11 3.1390 0.1375 
27 rd 92 0.2239 0.01361 1 77 12 3.1386 0.1765 
28 92 0.2375 0.01361 1 79 12 3.1386 0,1754 
29 92 0.2646 0.02707 2 81 13 3.1385 0.1866 
30 rd 88 0.2792 0.01458 I 84 14 3.1392 0.1191 
31 88 0.2937 0.01458 I 85 14 3.1392 0.1174 
32 88 0.3188 0.02504 2 86 14 3.1391 0.1267 
33 88 0.3438 0.02504 2 87 14 3.1390 0.1360 
34 88 0.3689 0.02504 2 88 14 3.1389 0.1456 
35 88 0.4125 0.04361 3 90 15 3.1388 0.1611 
36 88 0.4561 0.04361 3 91 15 3.1386 0.1763 
37 rd 76 0.4730 0.01694 I 94 16 3.1390 0.1405 
38 76 0.4900 0.01694 I 95 16 3.1390 0.1396 
39 76 0.5336 0.04361 2 96 17 3.1388 0.1545 
40 76 0.5772 0.04361 2 98 17 3.1387 0.1701 
41 76 0.6208 0.04361 2 99 17 3,1385 0.1853 
42 76 0.6910 0.07018 3 101 18 3.1383 0.2054 
43 76 0.7611 0.07018 3 102 18 3.1382 0.2223 
44 76 0.8313 0.07018 3 103 18 3.1380 0.2383 
45 76 0.9015 0.07018 3 104 18 3.1378 0.2534 
46 76 0.9962 0.09465 3 106 19 3.1377 0.2710 
47 76 !.0908 0.09465 3 107 19 3.1375 0.2865 
48 76 1.1855 0.09465 3 108 19 3.1374 0.3000 
49 76 !.2801 0.09465 3 109 19 3.1373 0.3120 
50 76 1.4343 0.15420 3 Ill 20 3.1371 0.3250 
51 76 !.5885 0.15420 3 112 20 3.1370 0.3338 
52 rd 48 1.6510 0.06253 1 114 21 3.1369 0.3431 
53 48 !.7136 0.06253 1 115 21 3.1370 0.3381 
54 48 !.9207 0.20709 2 116 22 3.1368 0.3596 
55 48 2.1277 0.20709 2 118 22 3.1365 0.3841 

TableS.l The time steps for the coalescence of two equal circles when linear elements 
are used. Afler a node redistribution (rd), the time integration is started without further 
information. 
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N t; h p #'/1-ly #.;J area error(%) 

1 rd 92 0.0011 0.00114 6 2 3.1404 0.0006 
2 92 0.0023 0.00114 I 7 2 3.1404 0.0011 
3 92 0.0036 0.00136 2 8 2 3.1404 0.0015 
4 92 0.0050 0.00136 2 9 2 3.1404 0.0018 
5 92 0.0064 0.00136 2 10 2 3.1404 0.0021 
6 92 0.0089 0.00250 3 11 2 3.1404 0.0027 
7 92 0.0114 0.00250 3 12 2 3.1403 0.0033 
8 92 0.0139 0.00250 3 13 2 3.1403 0.0040 
9 92 0.0164 0.00250 3 14 2 3.1403 0.0046 
10 rd 100 0.0240 0.00765 2 17 3 3.1403 0.0083 
11 100 0.0317 0.00765 2 19 3 3.1403 0.0096 
12 rd 100 0.0393 0.00765 2 21 4 3.1407 0.0340 
l3 lOO 0.0470 0.00765 2 23 4 3.1407 0.0314 
14 rd lOO 0.0582 0.01126 2 25 5 3.1406 0.0214 
15 100 0.0695 0.01126 2 27 5 3.1406 0.0174 
16 rd 96 0.0808 0.01126 2 30 6 3.1405 0.0153 
17 96 0.0920 0.01126 2 31 6 3.1405 0.0114 
18 rd 96 0.1102 0.01821 2 35 7 3.1404 0.0069 
19 96 0.1284 0.01821 2 36 7 3.1404 0.0008 
20 rd 96 0.1467 0.01821 2 40 8 3.1402 O.OB5 
21 96 0.1649 0.01821 2 41 8 3.1402 0.0198 
22 rd 96 0.1909 0.02604 2 44 9 3.1400 0.0344 
23 96 0.2169 0.02604 2 45 9 3.1399 0.0438 
24 rd 88 0.2430 0.02604 2 48 10 3.1400 0.0364 
25 88 0.2690 0.02604 2 49 10 3.1399 0.0465 
26 88 0.3017 0.03270 2 50 10 3.1398 0.0602 
27 88 0.3344 0.03270 2 51 10 3.1396 0.0742 
28 88 0.3671 0.03270 2 52 10 3.1395 0.0889 
29 88 0.4063 0.03925 2 54 11 3.1393 0.1069 
30 88 0.4456 0.03925 2 55 11 3.1391 0.1241 
31 rd 72 0.4848 0.03925 2 57 12 3.1390 0.1354 
32 72 0.5241 0.03925 2 58 12 3.1389 0.1498 
33 12 0.6126 0.08848 2 60 B 3.1384 0.1947 
34 72 0.7010 0.08848 2 61 13 3.1380 0.2384 
35 72 0.7895 0.08848 2 62 13 3.1376 0.2791 
36 72 0.9041 0.11463 2 63 13 3.1370 0.3369 
37 72 1.0188 0.11463 2 64 B 3.1365 0.3890 
38 72 1.1334 0.11463 2 65 13 3.1360 0.4357 
39 72 1.2887 0 15532 3 66 14 3.1358 0.4593 
40 72 1.4440 0.15532 3 68 14 3.1358 0.4603 
41 72 1.5994 0.15532 3 69 14 3.1358 0.4607 
42 72 1.7547 0.15532 3 70 14 3.D57 0.4639 
43 72 1.9883 0.23360 3 72 15 3.1358 0.4622 
44 72 2.2219 0.23360 13 15 3.1358 0.4590 

Table5.2 The time steps for the coalescence of two equal circles when linear elements 
are used. After a node redistribution (rd), the time integration is restarted with the same 
order and step size as before the redistribution. 

derivative in the interpolated Nordsieck vector is replaced by its exact value. 
Now, we observe that the order of the BDF-method is equal to two (or more) during 

the evolution, and that the total number of integration steps is smaller (""' 20% ). Further, 
we see a considerable reduction ("' 40%) of the total number of the assemblies and 
system solves that have to be carried out and of the number of Jacobian updates as well. 
This gives a justification for the restarting method as we described in section 5.3. 



6 
SENSITIVITY ANALYSIS 

We consider more in detail the question of the conditioning of the sintering problem with 
respect to the evolution of sharply curved domains based on a simple but typical example, 
viz. the evolution of the coalescence oftwo equal cylinders. This example demonstrates 
the main features of the cusp evolution of the sintering phenomenon very well. Moreover, 
the exact analytical solution is available. By using this analytical solution we are able 
to give a fairly quantitative sensitivity analysis; i.e. we can investigate the influence of 
a perturbation of the initial radius R, the contact radius r and the neck curvature on the 
shape and curvature of the region where those cylinders are touching. From this analysis 
we will draw conclusions about the conditioning of the coalescence as an evolutionary 
problem and as boundary value problem at each time step as well. As a result, we can 
explain the observation in section 4.6 that both the exact and numerical neck curvature 
differ quite a bit in the early stage of the coalescence while this difference does not show 
any noticeable effect on the neck radius development. 

6.1 PERTURBATION ANALYSIS OF TWO 
COALESCING CYLINDERS 

In this section we will investigate the effect of a perturbation of the initial radius R, the 
contact radius 1· and the neck curvature on the shape and neck curvature evolution of 
two equally sized coalescing cylinders. As we already mentioned in section 5. t, this 
coalescence problem demonstrates the boundary deformation of a cusp-like region very 
well. 

In chapter 3 we presented the analytical solution for the coalescence of two equal 
cylinders with initial radius R 1. From the parametric equations (3. 14) we obtain for 
the coalescing equal cylinders with arbitrarily radius Rand centres ( R, 0) and (-R, 0) 
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each 

x(O,v) 

and for the timet (as function of v) 

(1- v2)(1- v)RVZcosO 

(1 2vcos20 + v2)~ 
(1- v2)(1 + v)RVZsinO 

(I- 2vcos20 + v2)~ 

trR I dk 
t(v) = VZ! k...;r::tk2K(k)' 

(6.1) 

(6.2) 

Moreover, from (3. 1 5) and (3.16) we obtain for the contact radius r as function of 11 

and vice versa 

The neck curvature is equal to 

(l-11)RVZ 

~· 

3 +-
r 

(6.3) 

( 6.4) 

(6.5) 

In the following subsections we will perform a perturbation analysis by applying this 
general solution. 

6.1.1 Perturbation of the initial radius 

Here we show that a small perturbation of the initial radius R of both cylinders, will 
not influence the evolution of the shape of the neck region significantly, while the 
neck curvature is changing dramatically. Therefore, we are interested in the change of 
the shape of two coalescing equal cylinders both with initial radius R each and with 
R R + e (c ~ I) each, considered for the same contact radius 1'. The differences of 
both shapes is illustrated schematically in figure 6.1. Note that both the shapes are taken 
at a different time t and l, say, respectively. Hence we have to consider the parametric 
equations (6.1) as function of R and t (i.e. v). A measure for the difference between 
both shapes is given by the derivative of x, y with respect toR. 

Substituting equation (6.3) into the parametric relations (6.1) yields 

r(l- v2)cos0 
1 + 112 211 cos 20 

y(0,11) 
r( 1 + 1" j2 sin 0 

1 + 112 - 2v cos 20 · 

(6.6) 

For the derivative of v with respect toR, we obtain after squaring, taking the derivative 
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Figure 6.1 The upper cross-section of the coalescing equal cylinders with both initial 
radii R (solid line) and R + f (dashed line) respectively, considered for the same neck 
radius r. 

from equation (6.3) and using the inverse relation (6.4) 

011 

oR 
2R( l - 11)2 

n/4!{2- r2 
(6.7) 

By taking the derivative of the parametric equations (6.6) with respect to Rand substi­
tuting equation (6.7) yields 

ox 
oR 
oy 
oR 

4R(1- v)2[(1 + 11
2)cos20- 2v]cos0 

J4R2 - r·2( I + v2 - 2v cos 20)2 

8R( 1 + 11 )( 1 - 11 ) 3 sin 0 cos2 0 
v' ry ry ry. 4R· - r 2( 1 + 11·- 211 cos 20)-

We can find upper bounds for those derivatives as follows. 

(6.8) 

Because of symmetry, we look at the first quadrant of the shape only, i.e. 0 E [0, 1r /2] 
and X' y :::: 0. After substituting e = cos 0 and f = r I (ViR) in (6.8) we derive 

[)y 

oR 

= 

= 

2,Ji(1- 1')2[2(1 + r;2)e- (I+ v)2)~ 
Jz- f 2 ( (1 + v)2 4ve)2 

4,Ji(l+v)(J 
(6.9) 

Note thatthe parameters e, 11 and rare varying between 0 and 1. Moreover, we are mainly 
interested in the change of the shape of the neck region, i.e. e is smaiJ. Substituting 
equation (6.6) and the relation 

) -V 

I+ 11 
= (6.10) 
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into equation (6.9), we obtain 

ox 2xy[2(1 + v2)e (1 + v)2
] 

oR Rr(2- r2)(J + v)2~ 
ay zJ2xye 
oR R2(2- r2)~. 

When e = 0, the expression j2(1 + v2)e- (1 + v)2
1 is maximal (I + v) 2

) as 
considered to be a function of e. From this and 0 $ r < 1, we deduce the following 
upper bounds 

I 
a:r I < 2:ry 
oR - Rr)I- {2 

and I 
ay I 2J2xy 
oR $ R2 . 

( 6.11) 

Remark that in the neck region the number y / 1· is bounded and both x and { are small. 
From this observation and the estimates (6. 1 1) we draw the conclusion that a perturbation 
of the initial radius R of the coalescing cylinders will not change much the neck region 
shape measured at a point where the contact radius r is the same for both, even when r 
is small. This behaviour is also demonstrated in figure 6.1. 

However, the neck curvature does change dramatically when the contact radius is 
small. This can be illustrated by computing the derivative of the curvature with respect 
toR in the neck. From the relation for the exact neck curvature (6.5), the derivative by 
constant radius r is given by 

f),..,. SR 
aR - -;J· 

This derivative becomes very large in magnitude when the contact radius 1· is small, 
hence the curvature may change a lot from a very small perturbation of the initial radius 
R of these two coalescing cylinders! 

A measure for the difference between t and l is given by the derivative of l with 
respect toR. Taking the derivative of equation (6.2) and substituting (6.3) and (6.7), we 
find 

at 
aR = 

t 

R 
( 6.12) 

Recalling the asymptotic expansions for the complete elliptic integral K(11), i.e. equations 
(3.23) and (3.24), 

K(v) 1 16 ( 2 log 1 - v2 + 0 ( 1 

~[1 + ~,/ + 0(11
4
)] 

(6.13) 

K(v) ( /1 < } ), 

we obtain that when the time t is not too large, say for values of v > 0.1 (e.g. 
r $ 0.9RJ2), the derivative (6.12) is small. Hence we conclude that when the ini­
tial radius R is perturbed, the time-scale of the neck evolution will not change much. 
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Figure 6.2 The upper cross-section of the coalescing equal cylinders with neck radius 
,. (solid line) and r + e: (dashed line), at a later time. 
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2R 

From the observations above, we draw the conclusion that the global shape of the 
neck region, by a given contact radius, is effectively independent of the initial radius 
R of both coalescing cylinders; although the curvature of the neck (local effect) can be 
rather different at an early stage of the coalescence. 

6.1.2 The Evolution of the Neck Region 

In the following analysis, we show that when the contact radius r is getting somewhat 
larger, the shape of the neck region is not perturbed significantly. However again, a 
small perturbation of the contact radius is changing the neck curvature dramatically! 
Moreover, we show that the neck evolution is a "smooth" function of time. 

For this we consider the shape of two coalescing equal cylinders both with initial 
radius R at time t when the contact radius is 7' and at time i. with contact radius is r + c: 
(<: ~ 1 ), which is also illustrated schematically in figure 6.2. Hence we have to consider 
the parametric equations (6.1) as function of 1· and t. The measure for the difference 
between both shapes is given by the derivative of :z:, y with respect tor. 

For the derivative of 11 with respect to 1·, we obtain after squaring, taking the derivative 
from equation (6.3) and using the relation (6.4) 

= 
2R2( 1 11)2 

r2 J 4 17,2 _ r2 · 
(6.14) 

By taking the derivative of the parametric equations (6.6) with respect to 7' and consid­
ering only the first quadrant, we obtain after substitution of~. rand equation (6.14) 

ox ( 1 - /12 )~ 2(1-11)2[(1 + v)Z 2(1 + 112 )eJ~ 
(I+ 11)2 

+ 
4r'e rJ2- f2( (I + 11)2 4r,e)2 

(I +11)1~ 4(1 + v)( 1- 11)
3ejt- e (6.15) 

oy 
or ( 1 + 11 ) 2 - 4TJe r../2- i'z( (1 + ,,)2- 4rJ~z)z· 

Again our interest is mainly the neck region, i.e. { is small. Substituting equations (6.6) 
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and (6.10) into equation (6.15) yields 

ox 
or 
oy 
or 

ye y2evtz[(I + v)2 - 2(1 + v2)eJ 
+ ' R,j2(1- e2)(2- r2) R(l- e2)(1 + v)2(2- r2)2 

y 2J2xy~ 
7' rR(2-f2)¥' 

Applying similar arguments as is done in subsection 6.1.1, we obtain the fo1lowing upper 
bounds 

~~~' < '!!_ (l 2J2:r~ + R . 
1' ' 

(6.16) 

In the neck region y is O(r) and both X and e are small, i.e. from equation (6.16) we 
conclude again that a small change of the contact radius r of the coalescing cylinders 
will not perturb the shape of the neck region, even when 1· is small. 

The relation (6.5) for the (exact) neck curvature also gives information about the 
effect of a change of the contact radius r on this curvature. From equation (6.5) it 
follows that the derivative of the neck curvature, with respect tor, is given by 

3 
= - -;-

r~ 

Hence a small change of the contact radius r has an 0 (r-4) effect on the neck curvature, 
i.e. when the contact radius is small the curvature is changed dramatically. 

Conversely, we also have, 

i.e. a change of the neck curvature gives only an 0( r 4 ) effect on the contact radius r. 
A measure for the time difference between the shapes at timet and i is given by the 

derivative oft with respect tor, i.e. taking the derivative of the integral relation (6.2) 
and using equations (6.3) and (6.14) yields 

ot 
(6.17) 

211K(11)v'2- r2. 

From the asymptotic expansions (6.13) it follows that the derivative (6.17) is small, 
when the time t is not too large. We conclude that the neck evolution is a smooth 
function of time. 

The above analysis shows that a small change of the contact radius is hardly perturb­
ing the global shape of the neck region. Only the curvature of the neck (a local effect) 
is changed dramatically when r is small. 
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In the two previous subsections, we have shown that a perturbation of the initial radius 
R or the contact radius r is hardly changing the global shape of the neck region, even in 
the early stage of the coalescence, i.e. when the contact radius is small. However, the 
neck curvature is changed dramatically in both cases when r is small. This has an effect 
on the shape of the neck region that is noticeable only locally, i.e. in the neighbourhood 
of the neck point. 

From this, we conclude that the problem of two coalescing cylinders is well­
conditioned from an evolutionary point of view. However, if we consider the problem 
that has to be solved for a fixed boundary at .each time step, i.e. the boundary value 
problem, especially in the early stage of the coalescence; it is ill-conditioned because of 
the dramatically changing neck curvature. 

In practice, this implies that we have to start with a shape that has a contact radius 
such that the neck curvature is not too large (we used approximately 103). Furthermore, 
we have shown that a change of the neck curvature does not result in a noticeable change 
of shape of the neck region. Therefore it is sufficient that the approximate neck curvature 
be of the order of the exact curvature, and that during the computation this approximate 
neck curvature is not changing significantly due to node redistribution. 

This analysis explains the effect that we observed by considering the numerical neck 
curvature development of two equal coalescing cylinders in section 4.6. There we saw 
that this curvature development differs considerably with the exact solution during the 
early stage without a noticeable effect on the contact radius development. 
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7 
THE SINTERING OF 

TWO-DIMENSIONAL SHAPES 

Results of numerical si mu I at ion for a number of two-dimensional sintering geometries 
are presented to demonstrate both some typical evolution properties and the usefulness 
of the numerical code developed. In particular a few analytical densification models are 
compared with the results obtained by the simulation of two-dimensional shapes, which 
give some quantitative insights in the applicability of those models. Also the sintering 
of cylindrical packings is considered. It is shown that the unit problem of two equal 
coalescing cylinders can be used to describe the sintering behaviour of a regular and 
equally sized particle packing. In the case of an irregular packing, effects are shown that 
occur due to these irregularities. 

7.1 SHRINKAGE MODELS COMPARED TO 
NUMERICAL SIMULATIONS 

One important issue in sintering research is the quantification of the rest-porosity of the 
gel after sintering. The scientific interest for this densification process is to understand 
the magnitude of the driving force for this process and to deduce how the driving force 
and thus the densification rate are affected by the gel microstructure. As we mentioned in 
section 1.1, the gel microstructure is depending on the gelation process and preparation 
conditions. In this section we briefly overview three analytical shrinkage relationships 
which have been applied in literature to predict the densification rate of a shrinking gel. 
We then compare these models to the numerical simulation results of two-dimensional 
shapes with holes inside. Although a number of these models are developed for a really 
three-dimensional sintering compact, the comparison with the numerical results give 
some quantitative insight in the reliability and limitations of those approximations. 

The first approach we discuss is the model of Mackenzie and Shuttle worth [70] for the 
late-stage viscous sintering of a compact (MS-model) . As mentioned in the introduction, 
this formulation is also referred to as the closed pores model. The densification results 
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from the shrinkage of spherical pores distributed throughout the compact. Moreover, 
it is assumed that a11 the pores have an identical radius. The velocity field of such a 
pore can easily be obtained and after applying Frenkel's energy balance one derives an 
analytica1 relationship between the relative density of the compact and the reduced time. 
The MS-model in full dimensional variables gives the following densification rate 

where 

PO 
1J 

Po. 
Ps 

p = with 0 < po $ p < 1. 
p. 

Here p is the bulk density of the gel, po is the initial bulk density (at t = to). Ps is the 
density of the solid phase (skeletal density) and n is the number of closed pores per unit 
of volume of solid phase. After integration of the right-hand side of the equation above, 
we obtain 

where 

ao 

2 ( 3) t ( 1 [(I+ a.o)
3
{1 + a3

)] V3 [ 2/3(a.o- a) 
3 :r;;: 2log (1 +a)3(1 +a5) + 3arctan 3+(2ao-1)(2a 

and 

1)])' 
(7.1) 

In the two-dimensional plane, we can deduce an analogous MS-model by assuming 
that the densification results from the shrinkage of uniform cylindrical pores distributed 
throughout the fluid. The derivation of this shrinkage equation is similar to the outline 
of Mackenzie and Shuttleworth [70] where the pores are modelled by spheres. The 
following densification rate is then obtained 

to) = 1 fP d.s 

...fii}i>u Js(l-8) 
1 

[ arcsin( l - po) 

(7.2) 

arcsin( l -M], 

where K 2 "tvn/17. Further on, we refer to equation (7.1) as the 3D MS-model and by 
2D MS-model is meant equation (7.2). 

The second approach we describe is the so-called open-pores model of Scherer [92) 
which is used to analyze the early and intermediate stage of the sintering process. As 
was stated in the introduction (cf. 1.2.1 ), in this description it is assumed that the gel 
can be modelled as a regular three-dimensional array of interconnected liquid cylinders, 
see also figure 1.4. For the unit cell that represents this structure, a cubic is taken 
which is characterized by the edge length and the cylinder radius (figure 1.4a). After 
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approximating the flow field of this unit cell and using Frenkel's energy balance the 
following equation can be deduced 

, 1(· 1 [(1-bo+b5)(t+W] [ 2VJ(bo - b) ] 
A3(t-to)=2~ 21og (1-b+b2)(1+bo)2 +J3arctan 3+(2bo-1)(2b-l) ), 

(7.3) 
where 

b _ (2(1 +cost<p))*. 
- I - 2 cos l <p ' 

3 

8J2p(7r3- 32p) 
<p = arc tan [ 3 6 A J + 21r, 

7r - 4p 

and b0 is found by substituting cp0 in the relation for h. The variable cp0 is similarly defined 
by using p0 instead of pin the equation above. Equation (7.3) applies for 0 ~ p ~ 0.942 
only, since it can be shown that at the density p = 0.942 the parallel cylinders of the unit 
cell touch. Next, each cell contains an isolated pore so that the MS-model applies. Note 
that the equation presented above is not equal to the analytical form as was deduced in 
Scherer [92]. After some analytical manipulation, his rather complicated equation(s) 
can be rewritten as (7.3). The equation in its present form shows much similarity with 
the relation obtained with the MS-model. 

The third approach we mention is an extension of Scherer's open-pores model to 
describe the densification rate of a gel on a rigid substrate. This model is developed 
in Scherer and Garino [94] and represents the gel by cylindrical tubes whose axes are 
normal to the substrate. Hence this model may probably more apply to two-dimensional 
sintering problems like the ones we consider here. In [94] the following analytical 
relationship between the density and the reduced time is given, 

2 ( ~ ~ [ vr=PQ- vT=P ]) J\_1(t-t0 ) = -!- 3(vi-po-vl-jJ)+2arctan 1 A A , 

jJJ Ji I + V ( I - Po) ( I - p) 
(7.4) 

where p may vary between 0 and I . 
The dimension less form of all analytical densification equations presented above can 

easily be found by skipping the factor-y /77 and taking Ps = I, hence p = p. In order to 
show the applicability of these actually three-dimensional models to two-dimensional 
problems, we consider the shape of figure figure 7. 1. The starting fluid geometry 
represents a viscous cylinder with 9 uniformly sized cylindrical pores inside. The initial 
radius of the circular disk is equal to 1.3 and the pores have radius 0.2 each. The centres 
of the pores closest to the outer boundary are equally distributed on the circle with radius 
0.8. The deformation of this geometry at subsequent periods of time is plotted in this 
figure too. 

The density p of the shape at a particular time is found by division of the surface 
occupied by fluid through the total area that the outer boundary surrounds. In figure 
7.2 the numerically obtained density change is shown by a solid line as time evolves. 
Furthermore, we have plotted the density increase as predicted by the analytical relations 
mentioned above, i.e. the equations (7.1 )-(7.4). In order to apply these equations, we 
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t = 0.0 

t = 0.3 t = 0.0(0.05)0.3 

Figure 7.1 The shrinkage of a circular disk with 9 uniformly sized cylindrical pores. 
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Figure 7.2 The numerical obtained density change of the geometry above compared 
with analytic densification rates from several models. 

have set p0 equal to the starting density at t0 = 0. The number n is equal to the total 
number of pores (9) divided by the surface occupied by fluid. Moreover, Scherer's 
equation (7.3) has to be coupled with the MS-model to make this relation applicable for 
all densities. Therefore, we have used both the 2D and 3D MS-models, i.e. equations 
(7.2) and (7.1) respectively. 

In figure 7.2 it is surprising to see the matching of Scherer's equation (7.3) in 
combination with the 2D MS-model, i.e. the dotted line. Since both models (7 .2) and 
(7.4) are based on cylindrical pores geometries and the starting geometry is likewise, we 
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t = 0.00 t = 0.05 t = 0.10 t = 0.15 

t = 0.20 t = 0.25 t = 0.30 t = 0.35 

t = 0.40 t = 0.45 t = 0.50 t = 0.60 

Figure 7.3 The shrinkage of a ci rcular hole which is localed close 10 I he oulcrboundary 
of a circular fluid disk. The hole remains in lhe fluid and vanishes afler a period of lime. 
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should have expected better likeness between the results of the equation derived from 
the 2D MS-model and the Scherer-Garino equation. Comparing the densification rate 
obtained by the latter two equations, we see that the 2D MS-model predicts the shrinkage 
better for this particular example. The 3D MS-model does not give a satisfactory 
result at all for this two-dimensional shape. Because of this, the equation (7 .I) will 
not be considered further. The Scherer-Garino equation does not give a satisfactory 
approximation either. However it will not be skipped since in the next section it is 
shown that this equation is applicable to predict the shrinkage of cylindrical packings. 
Moreover, the figure also shows a nearly linear shrinkage rate during a large period of 
time. 

An effect that has to be taken into account is the influence of the pore on the outer 
boundary. To show this, we consider the evolution of a circular hole, situated close 
to the outer boundary of a fluid disk as is plotted in figure 7.3 at t = 0. The starting 
circular fluid disk has radius 1 and is centred at the origin. For the circular hole we have 
taken an initial radius of 0.5 and situated the midpoint of the hole at :r 2 = 0.45 on the 
vertical axis. Hence, the smallest distance between a point on the hole curve and the 
outer boundary is 0.05. 

In figure 7.3 is shown the deformation of the fluid domain at subsequent times 
t = 0.0(0.05)0.50. It is an interesting question by itself whether the hole is going 
outside the interior of the fluid, i.e. whether the domain will become simply connected. 
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Figure 7.4 The shrinking of the hole from a circular disk that is centred at the origin 
compared to hoth the densification rate of figure 7.3 and the analytical relationships. 

As can be observed, the hole remains in the fluid domain and is completely filled up by 
fluid at time t = 0.6. A small disturbance in the neighbourhood of the part nearest the 
hole is the only effect on the outer boundary. 

The interesting phenomenon demonstrated by this fluid deformation is that the shrink­
age rate of the hole is going faster as compared to a similarly sized hole centred at the 
origin. The latter problem can be solved analytically, cf. Van de Vorst [107]. Note that 
these geometries contain both the same amount of fluid and an equally sized interior 
hole. Only the position of the centre of these holes differs. In figure 7.4 the densification 
rate of these two problems is compared. Moreover, the shrinkage rate as predicted by 
the analytical models are also plotted. Here we have used similar marks for all these 
lines as in figure 7.2. Again we observe that Scherer's relation in combination with 
the 2D MS-model gives the best approximation when the hole is centred in the origin. 
However, when the hole is situated close to the boundary, the shrinking proceeds much 
faster and all analytical models fail considerably. An explanation for this difference is 
that for a centred hole the total fluid has to move in the direction of the origin. In the 
other case, there is not much flow occurring in the bottom part of the shape; the hole is 
mainly filled up by fluid flowing from upper part of the domain. 

Another effect we have to investigate is the dependence of the densification rate on 
non-uniformly sized pores. Therefore, we consider the shrinkage of a fluid disk with 
initially 13 cylindrical pores as plotted in figure 7 .5. The radius of the fluid disk is taken 
equal to 1 and the radii of the holes is varying between 0.08 and 0 .23. Thus the largest 
hole is nearly 9 times the size of the smallest one. The figure shows that the initial larger 
sized holes are shrinking si[:n~ficantly faster as compared to the smaller ones as time 
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t = 0.00 t = 0.025 t = 0.05 t = 0.075 

t = 0.10 t = 0.125 t = 0.15 t = 0.175 
Figure 7.5 The deformation of a fluid region with nonuniform sized pores shows that 
the larger pores are shrinking significantly faster compared to the smaller ones. 
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Figure 7.6 The densitication rate of the ahovc figure compared to the shrinkage as 
predicted hy the analytical relationships. 
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evolves. This faster shrinking behaviour even continues when the size of these holes is 
becoming of the same order as the smaller holes. Hence, the larger holes are vanishing 
faster compared to the smaller ones, which is a remarkable phenomenon. Note that for 
this example we may presume that the outer boundary does not influence the shrinkage 
rate as in the previous example, since this curve is remaining nearly circular during the 
densification. 

In figure 7.6 we have plotted the densification rate of this geometry obtained from 
the numerical simulation, by a solid line and have compared it to predictions by the 
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t = 0.00 t = 0.03 t = 0.06 

t = 0.10 I = 0.20 

Figure 7.7 The deformation of an arbitrary fluid region with nonuniform sized pores 
shows both the faster shrinking of the larger pores and the touching of boundaries inside 
the holes. The arrows show the influence of the pores onto the outer boundary. 

various analytical models. The analytical solutions are obtained by taking the number 
of pores equal to the initial number of holes ( 13). This number is kept fixed as time 
evolves, although it is changing during the shrinkage since not all holes vanish at the 
same time. This approach may be justified by the argument that one does not know 
when pores are vanishing during sintering in reality. The only thing that one probably 
knows is the pore distribution of the starting gel. The figure shows that the models do 
not give a satisfactory result at all. Both the Scherer's and the 2D MS-model prediction 
of the total densification is almost 1.5 times larger than what the numerical simulation 
predicts. The other two models give in this case an even worser approximation. 

The failure of the analytical densification models for this particular example can be 
contributed to the phenomenon that larger pores are shrinking faster compared to smaller 
pores, since this effect is not incorporated in these models. Those models are solely 
based on uniformly sized and equally distributed pores. The extension of these relations 
to both non-uniform pore sizes and distributions is made by the assumption that the 
densification kinetics of such a compact is related to the averaf?e pore size distribution. 
The numerical simulation shows that this assumption does not seem to hold. Note that 
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ignoring the smaller pores, i.e. decreasing the number n in the analytic approximations, 
makes those solutions even worse since we have to divide through n in these equations. 
Hence the difference between the predicted densification rate and the numerical results 
will become larger. 

Another effect to be taken care of is the touching of the boundary inside a hole. 
The presented numerical code cannot yet deal with situations where boundaries touch 
during a simulation. However, we demonstrate this phenomenon by the fluid domain as 
is shown in figure 7.7. In this arbitrarily shaped region we put four larger holes and five 
smaller ones. Again the phenomenon occurs that the larger holes are shrinking faster 
compared to the smaller ones. Moreover, the large holes situated at the right and bellow 
do influence the outer boundary during their shrinkage which results in a groove at the 
right and a oblique angle of the outer boundary below, i.e. the arrow marks in the figure 
at I = 0.15. The final shape shows the touching of an inner hole boundary which results 
in a stop of the simulation. 

7.2 THE SINTERING OF CYLINDRICAL PACKINGS 

In the previous chapters we discussed the coalescence of two (un)equal cylinders (cf. 
section 4.6). Here, we start by showing that the equal cylindrical unit problem can be 
applied to describe the sintering behaviour of regular and equally sized particle packings. 
In particular the coalescence rate .can be used to obtain a better phenomenological insight 
into the shrinkage of the macroscopic system. Finally, we demonstrate phenomena that 
occur due to irregularities in the particle packings. 

In the following example geometries we have set the initial radii of all cylinders 
equal to 0.5. The contact radius between two touching cylinders is initially taken equal 
to 0.095 for all neck regions. Furthermore, we use Hopper's analytical solution for the 
coalescence of two equal cylinders to approximate the neck regions of the initial shape 
(cf. section 6.1 ). 

Figure 7.8 shows the deformation of three to six symmetrically placed equally sized 
cylinders with a hole in the interior of the domain. All initial shapes are constructed 
so that the mid-points of the cylinders are equally distributed on a circle centred at the 
origin. The radius of this particular circle is taken such that the distance between two 
successive cylindrical centres is equal to the shrinkage of two coalescing cylinders. 

An interesting question is the behaviour of the neck growth between two touching 
cylinders of these packings compared with the exact contact radius development of two 
coalescing cylinders. In figure 7.9 we show the development in time of the contact 
radius for all the four packings. In this figure, the contact radius is plotted from the 
neck regions that are situated along the positive vertical symmetry axis. The exact neck 
radius for the coalescence of two cylinders with initial radii equal to 0.5 is also plotted. 

From this picture we see that the neck growth for all four cases is of the same rate 
and almost equal to the contact radius development of two coalescing cylinders. From 
this observation we conclude that the sintering of the packings above, can in fact be 
described reasonably by considering the model of the coalescence of two equal cylinders. 
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t = 0.0(0.05)0.15 

t = 0.0(0.05)0.7 

t = 0.0 t = 0.15 
t = 0.0 t = 0.7 

t = 0.0(0.05)0.45 

t = 0.0(0.05)0.95 

t = 0.0 t = 0.45 
t = 0.0 t = 0.95 

Figure 7.8 The deformation of three to six symmetrically placed equal si?.cd cylinders. 
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Figure 7.9 The development of the contact radius 1· between two cylinders of the 
packings of figure 7.8 compared with the exact neck growth of two coalescing cylinders. 
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This illustrates the importance of the exact analytical solution obtained by Hopper for 
this particular coalescence. Furthermore, we observe that there is even no change in the 
coalescence rate at times when the internal holes have almost vanished. 

The importance of the numerical experiments above is that they give some justifi­
cation of the modelling of the densification of equally sized particle packings based on 
such unit problems. An example of such a model based on unit problems that describes 
the deformation of a sintering compact was presented by Jagota and Dawson [49]. As 
mentioned in the introduction, they modelled the particle packing as a framework of 
links between any pair of touching spheres, and the growth of those links is described 
by using the behaviour of the unit problem of two coalescing spheres separately. 

The shrinking of the interior holes from the packings of figure 7.8 are shown in 
figure 7.10. From this figure we observe that the density of the packings is increasing 
at a nearly linear rate for a large period of time. This observation can be clarified by 
noting that during this period, there is only a large flow activity in the neighbourhood of 
the touching area between two successive cylinders. 

In the previous section, it was shown that the analytical densification models apply 
fairly well for uniform sized and equally distributed pores. Now, we compare these 
models to the shrinkage rate of a regular packing of equally sized cylinders. Therefore, 
we consider the packing of a 4 x 4 array of cylinders as plotted in figure 7. I 1. Again all 
the contact radii are set equal to 0.095 and the neck regions are obtained from Hopper's 
analytical solution. In figure 7.11 we show the densification of this particular compact. 
The picture on the right shows the deformation at equal periods of 0.05. It can be seen 
that the holes are moving further into the interior of the fluid. Moreover, all holes seem 
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Figure 7.10 The shrinkage of the packings plotted in figure 7.8 is showing a linear 
behaviour for a large period of time. 

to be shrinking at the same rate. Bearing in mind the uniform growth of the contact 
surface between all cylinders, this is something that we should have expected. 

When we set the initial neck radii of the touching cylinders in the vertical direction 
equal to 0.3, the geometry of figure 7.12 is obtained. Because of this larger contact, the 
shrinkage is proceeding faster. As can be observed in the right plot of this figure, the 
holes deform into an ellipse-like curve. When we compare the movement of these holes 
with the movement in figure 7.11, it can be seen that they are situated almost at the same 
place in the end. This implies that the movement is going faster. 

In figure 7.13 we have compared the densification rate of the packings 7.11 and 
7.12 with some analytical shrinkage relations as presented in the previous section. We 
observe that the Scherer-Garino equation (7 .4) gives the best prediction oft he time when 
the densification is completed. The 20 MS-model does also show a good agreement 
with this point in time. However, when looking to the predicted densification at an 
intermediate time level, we see in the case that the initial neck radius between the 
cylinders in both directions is small (the packing 7.11 ), the models predict a density that 
is considerably larger than found by the numerical simulation. In particular Scherer's 
equation (7.3) shows a large deviation. When the touching in one direction is large 
as compared to the other direction (the packing 7 .12), a better agreement between the 
numerical solution and the analytical relations is obtained for the intermediate time 
period. We see moreover that in this case the three considered relations predict a nearly 
similar densification rate. Note that in the previous section, we have seen that in the case 
of an uniformly and equally sized cylindrical pore distribution , the model of Scherer 
gives the most accurate approximation of the densification rate and the Scherer-Garino 
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•• 
t = 0.0 + 

•• 
t = 0.5 l = 0.0(0.05)0.5 

Figure 7.11 The sintcring of a regular 4 x 4 array of cylinders with initially equal 
contact radii hetween all cylinders 

t = 0.0 

t = 0.3 

+ + + 
+ + 
+ + 

I = 0.0(0.05)0.3 

Figure 7.12 The sintering of a 4 x 4 array of cylinders. The initial contact radius 
between the cylinders in the vertical direction is set more than three times larger than in 
the horizontal direction 
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0.1 0.2 0.1 

numerical 

2D MS-model 

Scherer + 2D-MS 

• • • Scherer-Garino 

0.4 0.5 

Figure 7.13 The shrinkage of hoth the packings on the previous page is compared 
to some of the analytical relationships. The Scherer-Garino equation gives the hest 
prediction of the time when the dcnsification is completed. 

equation the worst. Here, we observe that the opposite holds. Apparently both the 
equations can be used to predict an upper- and lower bound for the densification kinetics 
of a uniform and equally sized pore distribution. 

In practice, however, one does not deal with such a uniform sized pore distribution 
or a regular packed array of cylinders. Usually, the sintering compact is an irregular 
particle packing that consists of a variety of particle sizes with (often) a non-spherical 
(-cylindrical) form. Moreover another effect due to these irregularities has to be taken 
into account: the rearrangement of particles and the opening and closure of pores induced 
by this rearranging of particles. 

The topic of the opening and closure of pores can be traced back to the asymmetry of 
such an irregular particle packing. In order to investigate asymmetric coalescence, Exner 
[22].[23] considered the behaviour of an array of three equally sized glass spheres by 
varying both the value of the angle between the centres of the spheres and the environment 
in which the sintering experiments took place. The experimental observations of these 
unit problems show that a small angle between the spherical centres leads to a large 
change of this angle during sintering; however, when the initial angle is large, it will not 
alter much during the coalescence anymore. Moreover, the angle development appears 
to be dependent on the atmosphere in which the sintering took place. 

Here we consider the simulation of an array of three equally sized cylinders which 
are making an angle with each other; denote by n the angle between the straight lines 
through both the centre of the cylinder in the middle and the centres of the outer cylinders 
each. Hence a has a lower bound of 60° and an upper bound of 180°. The origin of such 
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t = 0.0(0.05)0.5 t = 0.0(0.05)0.5 

t = 0.0 I= 0.5 t = 0.0 t = 0.5 

t = 0.0(0.05)0.5 t = 0.0(0.05)0.5 

t = 0.0 t = 0.5 I= 0.0 t = 0.5 

Figure 7.14 The deformation of three equal cylinders by varying the starting angle a-0 

that these cylinders are making with each other. 
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a initial geometry is set in the centre of the mid-cylinder so that they-axis symmetry can 
be employed. Both the cylindrical and the contact radii of those cylinders are chosen 
similar to the previously considered packings. Moreover, the initial neck regions are 
approximated using Hopper's analytical solution for two equal cylinders. 

In figure 7.14 we show the evolution of this three-cylinder problem at subsequent 
times t = 0.0(0.05)0.5 whereby we have taken as initial values foro, o-0 := 65°, 90°, 
120° and 150° respectively. Considering the shapes at timet = 0.5, it can be observed 
that when o is taken relatively small, the growth of the touching region is proceeding 
faster compared to the cases when o-0 is larger. This behaviour is responsible for the 
angle change between the three cylinders during the deformation. This change of angle 
between the three cylinders, say 6o = o - o 0 , is plotted in figure 7.15 for these four 
shape evolutions each. The figure shows that the angle o is increasing in all the four 
cases as time increases. Moreover, this angle is changing much when a 0 is taken small; 
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ao = 65° 

fro = 90° 
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Figure 7.15 The dependence of the initial angle a 0 of the three-cylinder problem onto 
the change of angle D.n during the evolution. 

t = 0 .05 t = 0.10 

t = 0.00 t = 0. 10 t = 0.20 

Figure 7.16 The deformation of two arbitrary chains of equal cylinders shows the 
non-consistency with the three-cylindrical simulations. These latter simulations predict 
a increase of the angle between three subsequent cylinders as can be observed from the 
figure above. Here, we show that this angle change is depending on the packing geometry. 
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t = 0.00 t = 0.10 t = 0.25 

t = 0.00 t = 0. 10 t = 0.25 
Figure 7.17 The coalescence of an arbitrary closed chain of equal cylinders demon­
strates the sensitivity of such a particle chain for angle changes between three subsequent 
cylinders. The lower shape differs from the upper shape at four places marked by arrows. 
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there is not much difference for larger a 0. Hence, the simulations provide a similar 
behaviour as Exner [23] observed experimentally in the .case of the sintering of three 
glassy spheres. Note that these numerical experiments of the coalescence of three equal 
cylinders can be extended further by taking a 0 constant and either varying the initial 
contact radius or by using different initial neck regions at both sides of the coalescing 
cylinders. Moreover, the latter shapes may be constructed by either applying different 
neck curvatures on both sides of the contact line between two touchingcylinders or by 
differing the touching rates for each cylinder which implies the lost of symmetry. 

In Exner's monograph [23], a full chapter (5) is devoted to the study of such three 
particle models. Exner finishes that chapter by the suggestion to study the sintering of 
simple packings that contain more than three particles. Here we have numerically simu­
lated the deformation of two arbitrary chains of equal coalescing cylinders to demonstrate 
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the difference of evolution when compared to the three cylindrical geometries above. 
All cylinders have a radius of 0.5 and the neck radii are taken equal .to 0.095, thus 
similar as the considered three cylindrical geometries above. In figur~ 7.16 we have 
plotted the deformation of two chains of cylinders till the touching of t~o. not initially 
coalescing, cylinders occurs. From this figure we observe a non-consi~tency with the 
three cylindrical simulations, since the latter simulations predict an increment of the 
angle between three subsequent cylinders (figure 7 .15). The shape evoh.Hions of figure 
7.16 demonstrate that this angle may decrease also: the angle change is depending on 
the packing geometry. 

A geometry that Exner considers is the rounding of a closed chain of copper spheres 
during sintering. We have numerically simulated the deformation of such a closed 
chain, where the copper spheres are glassy cylinders actually. Again, all cylinder radii 
and coalescence rates are initially taken similar as in the examples above. In figure 
7.17 we have plotted the deformation of two initially different chains of equal cylinders 
at three subsequent times. The initial chain of the upper sequence is approximately 
equal to Exner's closed chain of copper spheres; the initial chain of the lower sequence 
is obtained by changing the angle between three subsequent cylinders at four places. 
These particular places are marked by arrows. 

The upper sequence shows that the inner boundary is closing up somewhat faster. 
The shortest distance between two opposite cylinders will not become prohibitively 
small, i.e. parts of the hole boundary do not touch one another somewhere. In contrast to 
the lower sequence, we observe the touching between two opposite cylinders at t = 0.25. 
Both simulations of figure 7.17 illustrate the sensitivity of such a particle packing in 
relation to the orientation of the initial geometry, i.e. the influence of a change of angle 
between the coalescing cylinders. 

7.3 A FEW MESOCELL DENSIFICATION 
SIMULATIONS 

In this section we apply the numerical code to simulate the densification of two more 
realistic geometries from a physical point of view. First, we consider the shrinkage 
of an aerogel which is produced in a base-catalysed way. Secondly, we simulate the 
coalescence of a bundle of glass fibres with various diameters till boundaries are touching. 

Craievich et al. [ 19] studied the structure of aerogels which are produced by hy­
percritical drying of a sol-gel for various pH conditions. They use X-rays small-angle 
scattering to investigate the structure of the aerogels formed this way. From the scatter­
ing data, a model of the texture of these aerogels is obtained. It appears that these type 
of aerogels can be modelled as a sponge. A characteristic of the matrix material, i.e. 
the skeletal material, is that it contains closed micropores; the material itself contains 
meso- and macro-pores. In figure 7.18a the visualization of such a sponge is shown; 
in this particular case it models the texture of a base-catalysed aerogel :(cf. Craievich 
et al. [ 19]). In this particular case the skeletal density is almost equal to the density 
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(a) (b) 

Figure 7.18 In (a) is plotted a model of an aerogel which is formed in a base-catalysed 
way (after Craicvich et al. f 19]). The approximation of this model that is used to simulated 
the densitication of the aerogel is shown in (b). 
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of the solid phase (silica). This is in contrast to an aerogel that is formed in neutral or 
acid conditions: then the skeletal material contains many micropores so that the skeletal 
density is much lower as compared to both solid silica and a base-catalysed aerogel. 

In figure 7.18b we have plotted the approximation of the texture of this particular 
aerogel. This geometry is used to simulate the densification of this gel. As can be seen, 
we have skipped all micropores. This approach is justified since during the first stage of 
the sintering process, the micropores are eliminated by polycondensation reactions (cf. 
Craievich et al. [ 19]). Because of these reactions, this stage is dominated by diffusion 
which results in an increase of the skeletal density. Thereafter, the meso- and macro­
pores are eliminated by coalescence and densification through a viscous flow. From our 
initial geometry we have also removed all protrusions, as can be observed in the texture 
model. This is only done to avoid the occurrence of an early touching between two 
boundaries, since we cannot handle this problem yet. 

The initial geometry is obtained by using a graphics tablet (Tektronix 4957) from 
which the input coordinates are manual digitized. These (dimensionless) coordinates 
are approximately ranging between (0.60,0.12) and (3.05,3.19). Furthermore, during 
the numerical simulation the number of collocation points is taken approximately 650. 
We assume that the influence of the outer boundary on the densification process, as we 
discussed in section 7.1, is small. This is justified since the skeletal structure along the 
outer boundary is the same nearly everywhere. The calculations are performed on a 
SiliconGraphics Power Challenge. 

In figure 7 . 19 we show the deformation of this aerogel for increasing time. If we 
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t = 0.01 t = 0.02 

t = 0.03 I= 0.04 t = 0.05 

t = 0.06 I= 0.07 t = 0,08 

t = 0.09 t = 0.10 t = 0.11 

Figure 7.19 The densification of the aerogel at subsequent times. It can be seen that 
the macro-pores are shrinking faster compared to the mcso-pores. 
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t = 0.12 t = 0.14 t = 0.16 

t = 0.18 t = 0.20 t = 0.22 

t = 0.24 t = 0.26 t = 0.28 

t = 0.30 t = 0.31 t = 0.32 

t = 0.33 I= 0.34 t = 0.35 

Figure 7.19 (continued) The thin elongated pores that arc formed during the coales­
cence appear to vanish very slowly. 
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compare the initial geometry to the shapes obtained at later time stages, we observe 
that the influence of the outer boundary on the coalescence is limited to the upper left 
corner of the gel geometry. Furthermore, we see that the skeletal material matrix is 
becoming stronger as time proceeds: the amount of fluid around each pore is increasing. 
This means that even initially very narrow fluid channels between two neighbouring 
pores will become wider so that the distance between these pores is increasing. This 
observation implies that two pores would not coalesce to one bigger pore, i.e. such a 
fluid channel does not become narrower and vanishes finally. 

Again, it can be seen from the figure that the macro-pores are shrinking faster as 
compared to the meso-pores. Moreover, some of these macro-pores, especially pores 
with an approximately rectangular form, are deforming to thin elongated pores which 
do not vanish easily. This phenomenon was also observed in the simulations plotted in 
figure 7.7. An explanation for this effect is the following. Along the elongated sides 
of such a pore, the boundary is nearly a straight line, so that the curvature along these 
sides is approximately equal to zero. Hence the shrinkage of such a pore is driven by 
the small curved regions on both ends of the pore solely. This observation suggests to 
avoid the forming of rectangular shaped pores in the production of the aerogel as much 
as possible. 

The second geometry we consider is the coalescence of an arbitrary bundle glass 
fibres with diameters ranging between 45 and 100 pm. The purpose of this particular in­
vestigation will be the comparison between both the experimentally and the numerically 
obtained densified shapes at various time stages. Moreover, such experiments should 
give some clues how to deal with touching of boundaries during the simulation of the 
coalescence process. More precise details will be reported in the near future. 

Here we start with a brief description of the way such a fibre bundle is ob­
tained. All the fibres were drawn from a portion cut from the same batch of modified 
Na-K-Ba-Sr-silica glass (cf. De With and Corbijn [ 113]). A bundle of fibres is obtained 
by pre-baking. Fibres of various diameters are used since with such a set of fibres it 
is easier to form an irregular fibre bundle (compared to a bundle obtained from fibres 
with equal diameters). The pre-baking is carried out by heating up to 650° C, holding 
for several minutes, then coaling down to 5 I 5° C, followed by an annealing procedure 
to remove the residual thermal stresses (cf. De With and Corbijn [ 113]). The obtained 
pre-baked bundle is swan in a number of equally sized parts. In figure 7.20a the pho­
tograph is shown of the cross-section of a part of a bundle produced this way. These 
parts are sintered in an oven an a graphite substrate with a semi-cylindrical groove for 
various periods of time. It is assumed that the influence of gravity can be neglected due 
to the small size of the bundle. 

The digitized shape that is used to simulate the coalescence of this bundle is plotted 
in figure 7.20b too. During the numerical calculations, the number of points is roughly 
varying around 500. The computed shape deformation at increasing time is shown in 
figure 7.21. The arrow in the picture at t = 0.015 indicates the place of a touching 
between two boundaries which results in a stop of the calculations since this problem 
cannot be handled yet. 

In figure 7.22 the shape at t = 0.006 is compared with the experimentally obtained 
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(a) Bundle afler prc-haking 

(b) The initial numerical geometry 

Figure 7.20 A cross-section of an arhitrary hundle of glass fihres aflcr pre-haking (a) 
and the geometry used for the numerical simulation (b). 
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t = 0.000 t = 0.002 

t = 0.004 I = 0.006 

t = 0.010 t = 0.015 

Figure 7.21 The corn puled coalescence of I he fibre oundle al subsequenllimes. 

cross-section of the fibre bundle after being sintered for a certain period of time. As 
can be observed from this figure, some of the neck regions and contact radii differ. The 
numerically obtained neck regions are curved sharper compared to the neck regions 
found experimentally. There are a number of reasons that may be responsible for these 
differences which should be investigated further. From a numerical point of view we 
mention the error in both the neck curvature and the contact radius of the initial digitized 
shape which might influence the computations. Therefore, it may be better to use the 
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(a) Bundle after sintering 

(b) The calculated geometry at t = 0 .006 

Figure 7.22 The comparison hctwccn the experimentally and numerically obtained 
shapes shows that a number of the calculated neck regions arc curved more sharply. 
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exact analytical solutions for obtaining the boundary of the neck regions. Another 
possibility is that this is a resolution problem, i.e. we should use a spline approximation 
for the shape. From an experimental point of view we mention the temperature sensitivity 
of the viscosity and the effect of the atmosphere on the surface tension (De With and 
Corbijn [ 113]). A more important problem is that the fibres of the bundle might not lie 
exactly parallel to each other after the pre-baking or that the rate of contact between the 
fibres differs in the parallel direction. 

7.4 CONCLUSION 

The examples we show in the previous sections illustrate that with the method presented, 
we are able to simulate all kinds of two-dimensional multiply connected domains. The 
main limitation in these simulations are formed by the computer resources; also we 
cannot yet deal with cases where boundaries touch during a simulation. 

The comparison between analytic expressions that predict the densification rate of 
a certain sintering domain and the numerical results, demonstrate the applicability of 
these expressions for domains with both uniform sized and distributed pores. However, 
in the case of non-uniform pores, these models fail. This is due to the fast shrinkage 
of the largest pores within such a domain. The coalescence of regular and equal sized 
cylindrical packings can be described by the unit model of two equal cylinders. In 
the case of an irregular cylindrical packing the coalescence process is influenced by 
rearrangement of the cylinders. 

It is obvious, that some experimental verification has to be performed to justify 
the model presented. Starting in two-dimensions, such experiments should be utilized 
by considering the sintering of a packing of well-controlled glass fibres that will be 
compared with the numerical simulation of that particular packing. A first attempt 
of such an experiment is discussed which shows a reasonable agreement between the 
experimental and numerical results. Again, the most important limitation seems to 
be the touching of boundaries during the simulations. Another justification of our 
numerical approach is provided by the experiments of Korwin et al. [57]-[58] and De 
With and Corbijn [ 113). Korwin et al. performed experiments in which they considered 
the coalescence of two equal sized glass fibres. De With and Corbijn investigated the 
coalescence of a fibre on a glassy plate. The experimental results were compared with 
Hopper 's analytical solutions which showed a good to excellent agreement. 



8 
THE SINTERING OF 

AXISYMMETRIC SHAPES 

The numerical solution method we have presented in the previous chapters is extended to 
axisymmetric domains, i.e. domains formed by rotating a two-dimensional plane about 
a given axis. Because of this axial symmetry, a three-dimensional sintering problem 
can be reduced to a two-dimensional one since the motion is unknown in the axial and 
radial direction only. Hence the developed node redistribution algorithm and the time 
integration method apply for these problems too. In this chapter we briefly outline 
the derivation of the governing integral formulation used to simulate axial symmetric 
domains without inside holes in the fluid. Moreover, we discuss some numerical aspects 
of the solution of this integral equation by the BEM-BDF method as described earlier. 
Finally, these algorithms are applied to simulate some typical axial symmetric sintering 
geometries. 

8.1 AXISYMMETRIC INTEGRAL FORMULATION 

There are two approaches for deriving the governing integral formulation for axisym­
metric problems based on hydrodynamic potentials of single- and double layers. Both 
methods are leading to the same equation. The first one is to obtain the integral equation 
by using the axisymmetric fundamental solution based on ring forces, cf. Brebbia et al. 
[8]. The second approach is to apply the fundamental solution derived from a point 
force so that a Cartesian version of the three-dimensional integral equation is obtained. 
Subsequently cylindrical coordinates are then substituted in this formulation. Here we 
will briefly summarize the latter method. More precise details of this derivation can 
be found for example in Lee and Leal [67], or in Becker [7] where this problem is 
considered as a special case of an elastostatic problem. 

Let us denote a fluid region by f2 and its "smooth" surface by 811. The derivation of 
the SDLP-formulation in the case of a three-dimensional Cartesian coordinate system 
is similar to the outline of section 2.2; in this specific case we obtain for a point x of the 
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fluid, 

Cijt'j(X)+ { q;j(X,y)vjd8fl 11 = { U;j(X,y)bjd8fl11 , (8.1) 
lao lao 

where i and j are varying between 1 and 3. Here the surface tension bi is given 
by equation (2.11), i.e. bi -101i; and the coefficients c;j. % and uii are equal to 
respectively: 

%(x,y) 
47riX yl5 

+ (x;- y;)(Xj Yi) l 
lx- Yl3 • 

In order to obtain the integral equation for the axisymmetric ca-re, we reformulate 
the representation above by employing cylindrical coordinates (r, 0, z), i.e. 

y ( r cos 0, r sin 0, z) T. 

Because of the rotational symmetry, we only have to determine Vr and v, (ve = 0) at the 
intersection of the surface 80 and (say) the half-space 0 = 0. This intersection curve 
will be denoted by f; let therefore x = ( R, 0, Z)T E r. After successive substitution of 
cylindrical coordinates and integration along the 0-direction of equation (8.1) we obtain 

(8.2) 

were the superscript c stands for cylindrical and n, f3 are either I or 2; hence 
vc ( vf, v2) T = ( vr, v,) T, etc. Moreover, the coefficients q~11 and ~~~,1 depend on com­
plete elliptic integrals of the first and second kind. After some analytical manipulation, 
the kernels on the right hand side of the integral equation above can be rewritten as 

= 

where 

and the coefficients A~13 are given by 

A~fi -!8,"o 111/J + 8,,,82r1cR b2"bwcr +(a+ c2)b2"ti2;h 

A~8 (2a- c2 )8,"81tl li,cvbuJcr + liz"bwcR- b2"b2r.lb, 

A!0 = -~8,"b';Jb. 
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Here K(k), E(k) are the complete elliptic integrals of the first and second kind respec­
tively, defined by (recalling equation (3.7)) 

K(k) E(k) 
" 2 

j J I - k2 sin2 <.p (/t.p. 
0 

The kernels on the left hand side of equation (8.2) are represented by 

3 211' 

4ir J cos
3 

() dO 

0 

7r(a2 

where the coefficients B';B are equal to 

B~13 = -tli1,~8113db + 81,,82;JRdc- Oz,,Otf3rdc + 82cv8z1,dc2
, 

B~11 = (de+ Br1 )li1,,1iw + (R211.,- rd)liJ,~Iizt~c + (d- rn,)82,~1i~ 1~Rc + 82,,152t~Rc2n,, 
B~13 = (en, rd)ti1c.Ji113R- &o1o8wbcn, + liz0 0i(1R2cn,, 

B~11 = -tli~cJi1!3bRn" 

and d = -m, + en" e = R2 + r. We remark that if the point x is lying at the z-axis, 
i.e. R = 0, the integrals become very simple since then b 0 too, we obtain 

z,. 

u~# j A~#+ A,~il cos 0 + A~r1 cos2 0 dO= 
8

1
1 [2A~13 +A~#], 

0 Q1 

2rr 

c 3 j Bo B I 0 2 2 () B3 3 0 dO 3 [ Bo B2 ] qa!1 = ~ . cr/3 + a {I COS + Bai3 COS + o:/1 COS . = ---r 2 cv{3 + cv/3 • 
411'02 1l'Q2 

0 
(8.3) 

The integral representation (8.2) possesses one degree of freedom only: a translation 
in the z-direction, say rpc = (0, I )T. Again, there are two methods to make this integral 
formulation uniquely solvable for a fixed domain. One is to perform this by adding one 
additional variable representing this translation freedom and requiring the fluid to be 
stationary at a point of the z-axis, i.e. include one extra integral constraint. The other 
method is to "deflate" the double layer integral operator with respect to this freedom as 
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was also used in the two-dimensional case. We prefer the latter approach since then no 
additional variable is required. After deflating equation (8.2) we obtain 

c"pv~(xc) + j q~19v~ df + <p~(xc) j <p~v~rdf = j u~19b~ df. (8.4) 

This integral representation is used in the remainder of this chapter. 

8.2 NUMERICAL SOLUTION 

The numerical implementation of the axisymmetric integral equation (8.4) is very similar 
to the two-dimensional case, cf. section 4.2; we actually have two unknowns ~'r• Vz on a 
boundary curve. Because of this, the mesh redistribution, which is shown to be a very 
important item during the simulation of a particular shape, can be performed by applying 
the algorithms developed for the two-dimensional case, cf. section 4.4. However, the 
time integration has to be modified slightly, and of course, the assembling of the system 
of equations as wen. Therefore, we will highlight some details of this numerical solution 
in this subsection. 

The application of the BEM to equation (8.4) is performed by substituting linear or 
quadratic element-wise truncated polynomial approximations for the boundary curve, 
velocity and surface tension respectively, into the discretized form of (8.4). Varying 
the point xc in this formulation over all the collocation points, results in the following 
square full rank system of linear algebraic equations, that is denoted by 

(8.5) 

Here vc, be and :vc are vectors that consist of the velocity, surface tension and nodal 
boundary coordinates respectively of all successive collocation points in the r- and z­
direction. 1i and g denote the matrices obtained by element-wise integration of equation 
(8.4). The elliptic integrals that occur in the coefficients can be approximated by using 
either standard routines or a series representation. When the element integrals become 
singular, there are basically two approaches for computing them. 

The first, quite commonly used method, is to express the elliptic integrals by a series 
expansion in terms of a logarithmic singularity, cf. Byrd and Friedman [13]. After 
substituting those expansions into the singular integrals, these integrals become of the 
same type as they occur in the two-dimensional case; so they are approximated by 
applying a logarithmic Gaussian quadrature formula. 

The second approach is to apply the so-called Telles' transformation [101]. The goal 
of this method is to cancel the singularity by employing a transformation such that the 
Jacobian of this particular transformation is equal to zero at the singular point. In the 
case of linear elements a quadrature polynomial transformation can be constructed and 
in the case of quadratic elements a polynomial of degree three is used. Thereafter, the 
transformed integral can be computed using an ordinary Gaussian quadrature formula. 
Another interesting property of this transformation is that many of the Gauss points are 
distributed near the singularity. Here, we have chosen for the latter method. 
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When the point xc is a point on the z-axis (R 0) the elliptic integrals that occur 
in the coefficients disappear: the integrals become very simple as is shown by equation 
(8.3). In the case of linear elements, it is even possible to compute the latter element 
integrals analytically when they become singular. 

Another feature in which the axisymmetric implementation differs from the two­
dimensional case is that the coefficient matrix Co:f3 cannot be computed using rigid­
body motions in the radial direction. Again there are two approaches to obtain the 
(2 x 2) diagonal matrices of the system of equations. The first method is to apply 
analytical expressions for the coefficients Co:f3• cf. Brebbia and Dominguez [9]. The 
second approach, which is applied here and that is extensively outlined in Becker [7], 
consists of two parts: the first step is using rigid-body motions in the z-direction so that 
the diagonal matrix coefficients that apply in this particular direction are obtained, i.e. 

The second step, the computation of the remaining diagonal coefficients which apply 
in the r-direction, is performed by employing a plane stress condition from which the 
velocity and tension can be computed that is valid for any arbitrary shaped region. In 
this particular case, we use the following solution 

= (~r, ~zf 

(n,, O)T, 

and the remaining unknown diagonal elements follow from 

N N 

rlc,ii\ = -1i,uih E ( 1i{lri'r + 1ipzVz) + E ( g prl'r + 1ipzbz). 
fl=l 

Hence we obtain 

N N 

L (1irJrr- 21itlzz) + 6 L {iernr]· 
''=I fi=l 
~-~~(l 

Remark that the equation above does not apply when the point is situated on the z-axis 
since r then becomes zero. However, this is not that bad since the radial velocity on 
this axis has to be zero, so we can leave the corresponding rows and columns out of the 
algebraic system of equations. 

The next point of concern is the computation of the surface tension vector be, i.e. 
the calculation of the principal surface curvature and the outer normal. Like in the 
two-dimensional case, a local method is used to determine the principal curvature at 
the discretization points on the boundary surface r. For example in the linear case, 
this curvature at a particular collocation point is approximated by fitting a quadratic 
polynomial through that particular point and its neighbours; say the parametric form 
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(r(s ), z(s)) T applies with -1 :::; s :::; I. Then for the approximate principal curvature at 
this specific point ( s = 0) on the curve r we obtain 

r'z" r"z' z' 
Km = 2 2 t + -;===== 

((r') + (z') )2 r/(r')2 + (z'i s=O 

(8.6) 

and for the outer normal 

z' -r' 

This way we compute the surface tension at all discretization points. If a nodal point 
is at the symmetry axis (r = 0) the second term in equation (8.6) will cancel and the 
curvature in this particular points is approximated using the symmetry of the problem. 

After solving the system of equations (8.5) for a fixed region, a time step has to be 
carried out. From the kinematic movement equation (2.14) for the three-dimensional 
case in Cartesian coordinates, it follows, after substituting cylindrical coordinates, that 
the motion of the material points on the boundary curve r can be described by 

dr 
= Vr, 

dt 

dz 
- = Vz. 
dt 

(8.7) 

Substituting (8.7) into the algebraic equations (8.5) yields the following system of 
nonlinear ODEs, 

(8.8) 

This system will be solved by applying the BDF implementation of the two-dimensional 
case with the similar approximation for the Jacobian of (8.8), i.e. 

Note that here the vector 8b~."' differs from the two-dimensional case since the curvature 
term is different. 

8.3 NUMERICAL RESULTS AND DISCUSSION 

In this section we show examples of the simulation of axisymmetric sintering problems. 
It occurs that all fluid domains are deforming into a sphere, since that shape minimizes 
the outer surface that occupies a certain amount of material. The differences in evolution 
between two-dimensional and axisymmetric problems are discussed too. 

The first example is the sintering of two equal spheres. The radius of the coalescing 
spheres is taken equal to 1; the initial radius of the contact circle between both spheres 
is set equal to 0.15. Like in the previous chapters, this contact radius of the coalescing 
circular surface will be denoted by r·. The collocation points of the starting shape are 
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I= 0.0 I= 0.2 I= 0.4 

I. = 0.6 I = 0.8 I = 1.0 

,.,~ .... .. ..•. 

. ~ 
'. '). 

,._:; 

.· . 
'·~ •, 

I = 1.5 l = 3.0 I = 10.0 
Figure 8.1 The coalescence of 1wo equal srhcrcs inlo one sphere occurying lhe same 
amounl of nu id. 

' 
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1.4 ~----.-----.,..------.,..------,-----.------::> 

0.8 

0.6 

0.4 

2 spheres 

- 2 spheres (BEM) 

- - - 2 srheres (FEM) 

- 2 cylinders (BEM) 

o o o 2 cylinders (Exact) 

Frcnkcl appr. 

O L---~---~---~---~---~---~ 
0 0.5 1.5 2 2.5 

--t. 
Figure 8.2 A comparison between the contact radius,. for the sintering of two equal 
spheres obtained hy both BEM and FEM. The much faster coalescing rate derived hy 
employing the initial stage Frenkel approximation is plotted too. The matching of Hopper's 
exact solution and the BEM solution is also shown when the shape is considered two­
dimensional (two equal coalescing cylinders). 

obtained from Hopper's analytical solution for the coalescence of two equal cylinders, 
cf. section 3.2. Hence for the initial stage we assume that the geometrical differences 
between two touching cylinders and two touching spheres can be ignored. This is a 
reasonable assumption since the principal neck curvature in the rz-plane may assumed 
to be dominant (order 1·-3 ) over the neck curvature in the 0-direction (order r-t). Only 
nodal points from the first quadrant of the 0 = 0 plane are needed because of the double 
symmetry of the body. This symmetry is preserved during the calculations. 

Figure 8.1 shows the simulation results of this coalescence at subsequent times t. In 
figure 8.2 we have plotted the numerically obtained contact radius between both spheres 
(solid line). The contact radius development obtained by Jagota and Dawson [48], which 

they derived by employing a FEM, is plotted too. In the figure, this curve is referred to 
as the FEM solution (dashed line). In their paper, they print a table of the contact surface 
between both spheres, called A, and a dimensionless time, called r. This table has to 
be read with care because our time normalization differs. More precisely, the following 
relation between their solution and ours holds, 

1' = JA, and I = C:) ~ (r- r0), 

where the constant To is added to ensure the initial 1· to be equal to 0 .15. As can be 
observed from figure 8.2, at later time stages the BEM and FEM solutions are matching 
reasonably well. During the initial time stage both solutions al so match, however the 
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- 2 cylinders (BEM) 
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Figure 8.3 The shrinkage difference of the two equal spheres compared to hoth Hop­
per's exact and BEM solution of two equal coalescing cylinders. Moreover, the matching 
of the analytic approximate shrinkage relation with the coalescing spheres shrinkage rate 
is shown during the early stage. 
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FEM solution follows the contact radius development of two coalescing cylinders a 
longer period of time. Hence, the FEM approach obtains a faster rate of coalescence for 
the period 0.25 ~ l ~ 2.0. 

In this figure we have plotted also the exact Hopper solution for the contact radius 
between two equal coalescing cylinders with initial radius I (circle marks), cf. equation 
(6.1) and (6.2). The BEM-solution obtained for an axisymmetric initial geometry is 
considered as a two-dimensional problem is also shown (solid line). This solution is 
obtained by running our 2D-code with exactly the same program parameters for the 
mesh generation and the BDF time integrator as in the axisymmetric case. As can be 
seen from the figure, both solutions are nearly identical everywhere; this gives some 
validation of the correctness of the axisymmetric results. 

Furthermore, in figure 8.2 we have plotted the Frenkel relation (3.44) which in the 
case of the considered coalescing spheres reads, 

2 ( 1 1) tp = 3 1'--(0.15)- . 

As can be seen (dashed dotted line), this relation predicts a much faster coalescence of 
the two spheres, even in the initial stage. Hence, we conclude that it does not make any 
sense to use this analytical relation anyway. 

A more interesting feature is that Hopper's solution for two coalescing cylinders is 
reasonably matching with the contact radius T of the two equal spheres obtained by both 
the FEM and BEM solution during the early stage of the coalescence. Hence during 
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r 

0.0 0.147767 0.005648 
0.1 0.256069 0.015936 1.1 0.835476 0.239844 2.1 1.076790 0.451738 
0.2 0.344573 0.031870 1.2 0.869421 0.263721 2.2 1.091422 0.469234 
0.3 0.423611 0.050464 1.3 0.900912 0.287162 2.3 1.104851 0.486204 
0.4 0.495164 0.070953 1.4 0.929983 0.310101 2.4 1.117181 0.502275 
0.5 0.558910 0.093534 1.5 0.956720 0 .332468 2.5 1.128519 0.517475 
0.6 0.616099 0.117287 1.6 0.981281 0.354200 2.6 1.138930 0.531823 
0 .7 0.668213 0.141559 1.7 1.003816 0.375236 2.7 1.148500 0.545299 
0 .8 0.716292 0.166203 1.8 1.024480 0.395526 2.8 1.157276 0.558008 
0.9 0.759296 0.190920 1.9 1.043433 0.415040 2.9 1.165347 0.569909 
1.0 0.798940 0.215557 2.0 1.060821 0.433771 3.0 1.172759 0.581064 

Table 8.1 Both the contact radius ,. and shrinkage s development of two coalescing 
spheres at subsequent time steps. 

this period, the development of the contact radius of the spheres can be approximated 
analytically by applying Hopper's solution or the approximate relations that we derived 
in section 3.2, equation (3.28). This early stage (nearly) matching of the contact radius 
is not surprising since we already noted that during this coalescence stage, the principal 
curvature of the neck in the rz-plane is dominant over the principal curvature in the 
8-direction. This matching validates the use of Hopper's analytical solution for the 
generation of the initial axisymmetric shape. 

An even more important property that can be obtained from this coalescence is shown 
in figure 8.3. In that plot we show the shrinkage rate s of the coalescing spheres and 
compare it to the shrinking of two similarly sized cylinders. From the figure we observe 
that the shrinkage rate of the spheres (dashed line) is approximately linear during a 
large time period. Hence our calculations support the experimentally obtained linear 
shrinkage behaviour of regular and equally sized spherical particle packings performed 
by both Kuczynski [61] and Kingery and Berg [55] (as we already mentioned in the 
introduction). 

Another interesting feature that can be obtained from figure 8.3 is that during the 
initial coalescence stage, the shrinkage rate is almost identical to the shrinkage of two 
equal cylinders. Hence the early stage shrinkage of these spheres can easily be described 
analytically by employing Hopper's solution or the analytic approximation that is derived 
in section 3.2; indeed, substituting equation (3.20) into (3.28) yields 

47rfi 
t ~ 

6log2 - log8 
(8.9) 

The dotted line in figure 8.3 represents this initial stage shrinking development. As can 
be seen, this relation is approximately applicable for 0 ~ t ~ I. 

Finally, in table 8.1 we have printed the numerically obtained values of the contact 
radius r and the shrinkage s at subsequent time points t = 0.0(0.1 )3.0. During this 
particular coalescence simulation, the error which we obtained in the change of the 
volume was less than I%. 

The second axisymmetric sintering geometry we consider is the coalescence of 
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t = 0.0 t = 0.1 t = 0.2 

t = 0.3 t = 0.4 t = 0.5 

t = 1.0 t = 1.5 t = 2.0 

Figure 8.4 The coalescence of a sphere with initial radius 0.5 on a sphere with radius I. 
The smaller sphere is gradually "enten up" hy the larger one. This phenomenon is usual ly 
referred to as Ostwald ripening. 
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Figure 8.5 The comparison between the shrinkage s for the sinlering of the two unequal 
spheres and the similar two-dimensional prohlem shows again a matching during the early 
stage. Moreover, this shrinkage is behaving linearly during a large period of lime. 

two unequal spheres. Note that this shape rotational symmetry only in contrast to the 
previous problem. Here, the initial radius of the largest sphere is taken equal to I and of 
the smaller sphere to 0.5. The initial geometry is obtained from Richardson's analytical 
solution for the coalescence of two unequal cylinders, cf. equation (3.9). The initial 

contact radius between both spheres is taken 0.12. 
The shape evolution is shown in figure 8.4. As can be observed from these pictures 

the smaller sphere is gradually vanishing into the larger one. This phenomenon of 
growth of large particles at the expense of smaller ones is usually referred to as Ostwald 
ripening in sintering literature (cf. Mulder et a/.[71 ]). 

We observe that the early stage contact radius development between those spheres is 
behaving similar as compared to the two-dimensional unequal cylinders problem. Also 
the shrinkage rate of both problems is matching reasonably well during the early stage 
as can be seen from figure 8.5. Moreover, this figure shows that the shrinking of both 

spheres is evolving almost linearly as a function in time. 
Next, we consider the sintering of two equal rings upon each other to compare the 

contact surface development of two coalescing rings, spheres and cylinders respectively. 

In figure 8.6 we have plotted the initial shape. This shape is obtained by a translation 
equal to 3.0 in the r-direction of the Hopper solution for two equal cylinders as considered 
in the first problem of this section. Hence the initial radius of these rings is equal to 1 

and the width of the annular contact surface equals 0.30 (i.e. 21·). 

The further deformation of the geometry is also plotted in figure 8.6. Moreover, a 
cross-section of the shape evolution at subsequent time steps of 0.1 is shown in figure 
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I= 0.7 

t = 2.3 
Figure 8.6 The coalescence of two ring->haped viscous flutds which leads to a touching 
of the surface at the symmetry axis. 

t = 0.0 t = 0.45 
Figure 8.9 The coalescence of~ sphere on a ring-shaped viscous fluid to study asym­
metric neck growth. 
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Figure 8.7 A cross-section of the rings in the rz-plane, t = 0.0(0.1 )2.3. 

8.7. Besides the coalescence of both rings, it can be observed that the rings are shrinking 
towards the symmetry axis due to the principal curvature in the 0-direction. This causes 
problems for our code as it is not (yet) able to handle situations where a boundary gets 
close to the axis of symmetry. From figure 8.7 we also observe that both rings do not 
shrink in the z-direction during the coalescence. 

Since the starting geometry is similar to the coalescing spheres and cylinders consid­
ered previously, the width development of the contact surface of these three coalescence 
problems can be compared. Figure 8.8 shows those developments for each problem 
when time increases. Although the ring shape does not have a symmetric curvature at 
both sides of the annular contact surface, we see that the coalescence proceeds almost 
identical to the cylinder problem during the early stage. Moreover, the coalescence rate 
of the two spheres is behaving roughly the same during this stage too. At later time 
stages, the coalescence rate of the rings develops much faster compared to both other 
problems. This is due to the principal curvature in the 0-direction, since that curvature 
becomes dominant over the principal curvature in the rz-plane. 

Another geometry to study asymmetric neck growth is the sintering of a sphere onto 
a ring. This is a straightforward axisymmetric generalization of the two-dimensional 
sintering of three cylinders with an angle between the centres of those cylinders, cf. 

section 7 . I. The interesting aspect of this geometry is that if the initially chosen angle 
between the centre of the sphere and the centre circle of the ring is small, an internal hole 
can occur during sintering. This hole development also depends on the initial contact 
surface width between the sphere and the ring. 

The first picture of figure 8.9 shows the initial shape of such a system. The geometry 
is viewed from above. In this particular case, the angle between the centre of the sphere 

and the ring centre line is taken equal to I 00" when considered a cross-section in the 
rz-plane. From this picture, it is clear that when the angle is large, no internal holes 
during sintering will occur, since the larger the angle between sphere and ring, the deeper 
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Figure 8.8 The matching of the width of the contact surface (2r) of the two equal 
coalescing rings, spheres and cylinders during the initial stage. 
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the sphere is initially placed inside the ring. Note, that for different angles we obtain 
different ring sizes. The initial radius of both the sphere and the ring is set equal to 0.5, 
and the contact surface is again obtained by applying Hopper's analytical solution for 
two equal spheres; here the contact radius is taken equal to 0.1 , thus the contact surface 
width is equal to 0.2. 

The other picture of figure 8.9 is taken at timet = 0.45. At that moment, the inside 
part of the ring is nearly touching the symmetry axis: an internal hole is formed. In order 
to obtain a more detailed view of this hole formation, we consider figure 8.10. Here, the 
evolution of the cross-section of the shape in the rz-plane is plotted at subsequent time 
steps. Figure 8.10.a is showing the sintering of the above described geometry at times 
t = 0.0(0.05)0.45 . At the final time step a hole occurs: the remaining inner parts of the 
ring are nearly touching the symmetry axis. 

Furthermore, we will discuss the differences in the evolution when some character­
istics of the shape are slightly changed. In figure 8.1 ob we have plotted the evolution of 
the same geometry, but now the initial contact surface width is taken two times larger, 
i.e. 0.4. As can be seen, no internal hole will develop since the boundary is almost 
completely touching the symmetry axis: a line contact occurs. 

Figure 8.1 or shows the effect of an increase of the initial angle between the sphere 
and ring. The angle is set equal to 120° and the contact surface width is again 0.2. The 
curves refer to values of time I = 0.0(0.05)0.8. When comparing this simulation to the 
results of figure 8. 1 o.a we observe that no internal hole is found. Now, the development 
of a cusp at this particular part is the only effect. This plot also shows that the cusp 
smooths out as time increases. It appears that the cusp is smoother if the initial contact 
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a. The inilial angle is I 00" and the contact surface 
width is equal to 0.20. The curves refer to t = 
0.0(0.05)0.45. 

C. The initial angle is 120" and the contact surface width 
is equal to 0.20. The curvesrefcrto 1. = 0.0(0.05 )0.8. 

b. The initial angle is 100" and the contact surface width 
is equal to 0.40. The curves referto t = 0.0(0.05)0.4. 

d. The initial angle is 90" and the contact surface width 
is equal to 0.20. The curvesrcferto t = 0.0(0.05)0.3 
and t = 0.338. 

Figure 8.10 A cross-section of the coalescing sphere and ring in the rz-planc during 
sintering. The differences in evolution are shown when both the angle and/or the contact 
surface width between the sphere and ring arc varied. 

surface width is larger too, i.e. a similar behaviour as we found for the shape of figure 
8.10b. 

The effect of decreasing the angle between the sphere and the ring is shown in figure 
8.1 od. Here, the angle is set equal to 90°. Again an internal hole is formed and this hole 
is larger than the one in figure 8.1 oa. Hence the shape is behaving like we would expect. 

If we model and simulate the geometries of figure 8.10 as two-dimensional fluids, it 
appears that such a hole development does not take place for all those shapes. A hole 
occurring only if the angle is taken much smaller, thus when the two outer cylinders are 
almost touching initially. 

Finally, we simulate the rounding of two opposite cones that are pressed together. 
This is the axisymmetric extension of the sintering of rhombic fluid domains like we 
considered at the end of chapter 4. The initial shapes are taken equal to the two­
dimensional geometries; however, they are rotated 90 degrees. Thus, the largest diagonal 
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I == 0.00 I == 0.02 f. = 0 .04 f == 0.06 I = 0.08 I == 0.10 
The rounding of a cone with initial peak equal to 15" 

t == 0.00 I = 0.025 I= 0.05 I == 0 075 I= 0.10 
The round ing of a cone with initial r cak equal to 30° 

, . 

. 

I = 0 .0 I = 0 .1 I = 0.2 
The rounding of J cone with initial r cak equal to liO" 

Figure 8.11 The rounding of two orrosite cnn.:s that arc pressed together. A ll the 
starting shapes have equal length and the init ial angle of the peak is taken equal to 15.30 
and 60 degree respectively. The rounding i '> proceed ing slower hy increasing Jnglc. 
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line inside those shapes is taken equal to 2 and the angle of the lines that define the 
sharpest corners is initially set equal to 15, 30 and 60 degrees respectively. ln figure 
8.11 the simulation results for these three rhombic geometries is shown. Like in the 
two-dimensional case, we observe that the shapes deform inside the prescribed initial 
geometry of the sharpest corner parts. 

8.4 CONCLUSION 

The examples of section 8.3 demonstrate both the capabilities and limitations of our 
numerical code. It is shown that the shrinkage of both two equal and two unequal 
spheres is proceeding at a linear rate during the initial stage. This shrinkage rate can 
be approximated analytically by applying the corresponding two-dimensional analytic 
solutions of these problems. Moreover, the rounding of sharp peaks is developing like 
the corresponding two-dimensional problems. Asyn~metric neck growth is studied by 
considering the coalescence of two equal rings and a sphere on a ring. These simulations 
show the influence due to the principal curvature in the azimuthal direction on the shape 
deformation. These latter examples also demonstrate both the touching of boundaries 
and the formation of inner holes in the three-dimensional case. 

As we mentioned in section 1.4, it is clear that a further improvement of the simulation 
capabilities may be achieved by the design of a detect and handle algorithm for the case 
of a touching boundary. This probiem is not quite straightforward, since a measure has to 
be introduced that indicates when two boundaries are touching. Of course, this measure 
has to depend on the discretization error too. After the touching, the outer surface 
curvature of the coalescing region has to be prescribed. We think that a most sensible 
value for this curvature may he obtained from the unit problem of the sintering of two 
spheres. The initial radii of those spheres should then be chosen such that they mimic 
the both parts of the coalescing surface locally quite well. And of course, experimental 
verification has to be carried out, to justify the chosen model. 



A 
ANALYTICAL SOLUTION 

METHOD FOR MOVING 
STOKES FLOW 

In this appendix we present the analytical solution method for the time evolution of 
a moving Stokes flow that is applied in chapter 3. In particular, the derivation of 
Hopper's evolution equation is outlined which will be performed by closely following 
the description of De Graaf [29). First, we formulate the general solution of the Stokes 
flow for a simply connected domain in the complex plane. Further on, the kinematic 
equation of motion is derived which appears to be an intermediate between the Eulerian 
and Lagrangian approach. This kinematic relation will be substituted into the complex 
plane equation expressing that the surface tension is equal to the curvature in the normal 
direction which yields Hopper's evolution equation. 

A.l THE STOKES EQUATION IN THE COMPLEX 
PLANE 

The Stokes equation will be constructed in the complex plane by using the representation 
of this equation in terms of the stream and Airy's stress functions. A more extensive 
outline on this representation technique can be found in England [21] and Muskhelishvili 
[72]. 

We consider a simply connected fluid domain G C ll~?. Moreover a particular point 
in G will be taken fixed during the evolution and a Cartesian (:1:, y)-plane is chosen so 
that this fixed point represents the origin of the coordinate system. The complex variable 
will be denoted by :: x + i11. 

The incompressibility condition, div v, implies the existence of a stream function 
'1/•( x, y) such that 

IN 
oy' 

(A. t) 

From the constitutive relation for the stress tensor T and the Stokes equations it can 
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easily be shown that 

(d
. 

7
) 87;1 87;2 0 IV i = -- + = . 

8x 

Hence, it follows that there exists an "Airy stress function" <f>(x, y) wit~ properties 

(A.2) 

Substituting the property that the pressure pis equal to 

p -H711 + 722), 

and equations (A. I) and (A.2) into the Stokes equation yields the Cauchy-Riemann form 

This implies that(!/::,. 4> + i 6 '1/•) is an analytic function on G; hence 6 24> 0 and 
6 2'1/J = 0, i.e. both the function <P and?/' are biharmonic. Because of this biharmonicness, 
Muskhelishvili [72] (chapter 5) shows that the following relations are satisfied, 

<P = 2Re(z~ + y) and '1/• Im{z~ + x ), (A.3) 

where ~( z) and x( z) are analytic functions of z in G and the bar denotes the complex 
conjugate. Note that Muskhelishvili obtains this representation for the plane theory of 
elasticity, hence we have to take in that relation Passion's ratio equal to 4· When the 
functions <P and 1/J are known this establishes the functions~ and y too. 

From equations (A.l) and (A.3) we obtain that the velocity field satisfies 

{A.4) 

where the prime denotes the derivative with respect to the dependent (complex) variable. 
Note that now the functions~ and x in equation (A.4) are uniquely defined up to a linear 
function Az + B for a given velocity field v. The tension in the normal direction in 
terms of the functions ~ and x becomes equal to 

(A.5) 

cf. De Graaf [29]. Here s is the arc length of the boundary curve. Let a be the angle 
between the boundary normal and the positive :~·-direction, then the curvature and the 
outer normal can be expressed by 

da 
K(s) = -(s) 

ds 
and n 

respectively. Since the tension is proportional to the curvature, it can be deduced that 
equation (AS) reduces to 

~+ on fJG, (A.6) 
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where it is convenient to set the constant C equal to zero. Combining the above relation 
with equation (A.4), we derive for the boundary velocity field 

on oG. (A.7) 

Now, let z = !1((, t) = !1(~ + iry, t) give a conformal map of the unit disk ICI :::; 1 
onto G. Moreover, we require that !1(0, t) = 0 and !1'(0, t) > 0. The latter condition 
accomplishes that D((,t) is uniquely determined in the case that the domain G has a 
symmetry axis which is valid for the shapes that are considered here. The unit circle 
in the (-plane will also be denoted by a = e;e which maps the boundary curve on fJG. 
Note that because of the incompressibility condition the integral relation (3.1) has to be 
satisfied. 

A.2 THE KINEMATIC RELATION 

Since the domain(; is moving, we require a kinematic relation to describe the motion in 
the ( -plane. For the moment, we consider the mapping n to be in the (C 17 )-coordinate 
space for which the movement equation is outlined below. We will translate the obtained 
equation into the complex (-plane afterwards. 

As already mentioned, in fluid dynamics two distinct alternative kinds of describing 
the flow field are commonly used. The Lagrangian approach consists of Jabeling each 
material particle, say by X, and the objective is to determine the trajectory x of this piece 
of matter as a function of time, i.e. x = :F(X, t) which is also illustrated in figure A. l. 
In the alternative Eulerian description, the unknown of interest is the velocity field as 
functions of the position in space (x) and time, i.e. 

v(x. I) = F(:F~(x,t), t) (A.8) 

where the dot · denotes the derivative with respect tot. 
For our problem, we are only interested in the determination of the shape motion 

of a total fluid region. Hence both previously mentioned formulations are not directly 
suitable. Because of this, we a pply the so-called pseudo La[?ran[?ian description (De 
Graaf [29]), i.e. at each time a fixed domain in the (-space is mapped by a function 
x = n( (, t) on to the actual configuration space C. This is also expressed in figure A. I, 
where v denotes the velocity field in the (-plane. Hence 

d d 
'-' = dt(C(X,tl) = dt(n~(:F(X, t) , t) ) 

(r>fr)(:F(X, l),t)F(X,t) + (.0- )(:F(X,t).t), (A.9) 

where (Dn-) is the Jacobi matrix of derivatives of n- with respect to~ and 17. Using 
cvrr) = (Dn)- 1, together with equation (A.8) and :F(X, t) =X= !1((, t) yields 

v = (vnr'(n((,t.),l)v(ncc,t), t) + (.0- )(n((,t), t) 

(vnr '(n((,t),t)[v(ncc.t),t) - n((,tJ] . (A.IO) 
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y 
( = fr(x, t) 

~ 

a. 
X={}((, t) 

c. 

Figure A.l The relations hetween the different applied spaces, i.e. figure (a) shows 
the particle labels in Lagrangian coordinates, (b) is the actual configuration space and (c) 
represents the Pseudo Lagrangian coordinate plane. 

The latter equality is derived by substituting the relation 

which in term is obtained by differentiating the identity 

with respect tot in a similar way as equation (A.9) is derived. 

A.3 HOPPER'S EVOLUTION EQUATION 

The kinematic relation (A.IO) will be employed for the complex mapping function 
D((,t) with ICI ~ I, i.e. we have to rewrite equation (A.IO) to the complex (-plane. 
Noting that in the complex plane (D.f}) = 0', equation (A.lO) reduces to 

. I [ . j ( = D'((,t) v,(O((,t),t)+iv1(0((,t),l)-O((,t). (A. I I) 

On the unit disk is ( = a = ei8 ; moreover the circular domain has to keep this form 
which requires that a has always to be tangential towards the outer curve. Hence 

where C is a real valued function, in particular the following equation is satisfied, 

Re ae-i8 = Re~ = 0. 
a 



A.3. HOPPER'S EVOLUTION EQUATION !59 

Substituting this parameterization into equation (A.7) and put 0(u, t) cp(!1(u, t), t) 
this leads to 

v1(!1(u, t), t) + iv2(!1(u, t), t) = -2..P(u, t) + ;~:i:: :;
1

. 

Applying the above relation in equation (A.ll) yields 

20(u, t) + n(u, t) 
= un'( u, t) 

(A.l2) 
2l!1'(u, t)l 

We observe that the two terms on the right hand side of equation (A.l2) are the real and 
imaginary parts respectively of an analytic function restricted on the boundary of the 
unit disk. This function will be denoted by !7 which is analytic on the unit disk and is 
uniquely defined by 

Re !7'( u, t) 
2l!1'(u, t)l 

and Im!r(O, t) 0. 

A specific representation for !7 in terms of a Taylor series is deduced by De Graaf (29], 
which reads 

00 

where the coefficients n, are obtained from the representation 

00 

~In'((. t)n'(~-~. tW' = :L nuC'· 
n=-OCJ 

Another representation forT in terms of an integral can be found in the papers of Hopper 
[ 42] and Richardson [89]. Applying the definition of !7 in equation (A.12) yields 

20(u.t) u!1'(u, t)T(u. t)- n(u, I) (A.l3) 

In order to deduce Hopper's evolution equation for the mapping !1, we substitute 
z = !1(u, t) and \(u, t) = x(!l(u, 1), t) in equation (A.6) which leads to 

f!'(u, t)<P(u. t) + !1(u, t)<P'(u, t) + \'(u, t) = !ul!1'(u, t)l. 

In this relation we eliminate <P by employing equation (A.I3) and its derivative, i.e. 

-u!11(ti, t)f!'(u, t)(!r(u, t)- IH'(~. t}l)- n(uf!'(a, t)!f'(u, 

+ :t(!1(u,t)!1'(u,t)) 

Taking the complex conjugate of the above equation and noting that 

I 
T(ti,t)-l!1'(u,f)l = !r(u,t), 
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we derive 

ifO'(a, t)O'(o-, t)!r(o-, t)-O(a, t)(o-O'(a, t)!r(a, t))' + :t (o(a, t)O'(a, t)) = 2x'(a, t). 

From 

O'(o-,t) 
o-2 

we arrive at Hopper's evolution equation 

and 0'= 
' 0" 

- d~ (o-O(a, t)O'(a, t)!r(o-, t)) + :t (o(a, t)O'(a, t)) = 2x'(o-, t). (A.14) 

Finally, we will demonstrate the usage of the latter equation to obtain a set of 
ODEs that describe the evolution of a particular mapping. Therefore we consider the 
polynomial maps, conjectured by Hopper [42], of the form 

) ~ b,.(t) 
0( 0", t = 0" L., 1 ( ) ' 

n=l -a,. t 0" 
(A.15) 

where lan(t)l < 1. Note that a particular mapping function of this set is applied to obtain 
the coalescence of two cylinders. Moreover, the conjugate is equal to 

- N b,. 
O(o-, t) = L -_-, 

n=l 0"- an 
(A.16) 

since O'o- = 1. The analytic continuation of equation (A.I4) onto the unit disk is simply 
found by replacing o- by ( and requiring I( I ::; I, i.e. equation (A.14) can be equivalently 
written as 

n--( )[( o"((,t)) . ) , . ) n'((,t)l 
(,t I+(O'((,t) !r(~,t +(!T(~,t -O'((,t) 

+(r.'( . t)rr-(( t) A( . t) - 2;\'( (' t) 
. ~ £ ~ ' .:r . ' ' - ~ £ ~' - - 0' ( (' t) . 

(A.17) 

From the analytic continuation of equations (A.15) and (A.I6), we observe that the 
factors of equation (A.17) which do not involve conjugate terms are analytic throughout 
the domain. Hence these terms do not cause any trouble for the requirement that the left 
hand side of equation (A.I7) has to be analytic in the unit disk. Substituting equations 
(A.15) and (A.16) with o- = (and 

-1 N b,. 
0 ( (' t) = - '~ ( ( - an )2 ; ?i(c, t) = t (. i~,_ + _1i,a, ~) , 

1 -a (t -a )~ n=l ~ n ~ n 

into equation (A.l7) yields 

N 1 (- [ ( 0" ( (, t)) 1 n' ( (, t) l 7 
) E (- Un bn ] + ( 0'((, i) !1'((, i) + (!1' ((, i)- 0'((, i) - b,. 

- ~ ((!r((, t) + a,.)li,. I I 
L.t = analytic on ( ::; 1. 
n=l ((- a,)2 

(A.18) 
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In order to fulfill the analyticness property of the equation above, the first and second 
order poles in ( = an have to vanish. This is accomplished by a Taylor expansion of 
equation (A.I8) around these poles. For the second order poles this leads to 

(A.19) 

and for the first order terms with substitution of equation (A.19) yields 

(A.20) 

Hence the real and imaginary parts of equations (A.19) and (A.20) leads to 4N coupled 
ODEs for the 4N unknowns. 
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SUMMARY 

The objective of this thesis is to develop reliable methods to predict the deformation of a 
liquid region driven by surface tension. This research is motivated by the need to obtain 
a better understanding of the process of viscous sintering. Sintering is a technique 
in which a granular compact (e.g. of metals, ionic crystals or glasses), consisting of 
many particles, is heated to such a high temperature that sufficient mobility is present to 
release the excess free energy of the surface of the compact, thereby joining the particles 
together. As a result, the cohesion of the compact increases with time. There is a number 
of physical principles which can be held responsible for the sintering phenomena. Here 
the only interest is the case of sintering when the material transport can be modelled 
as a viscous volume flow, which is valid for amorphous materials e.g. glasses. Then, 
this phenomenon is called viscous sintering and it appears in the production of high· 
quality glasses by means of what is known as the sol-gel technique. A deterministic 
description of the microscopic flow within an actual sintering gel is very complicated 
because of its stochastic nature. Thus, scientists studying sintering phenomena have 
long been interested in the behaviour of simple systems, for instance the coalescing of 
two spheres, or the sintering of a sphere onto a flat surface. These studies can give a 
better insight in the phenomenological theory for macroscopic systems. 

In this thesis, the mathematical model of viscous sintering will be outlined. It 
appears that this process can be described by the Stokes equations with surface tension 
proportional to the curvature in the normal direction. The motion of the boundary 
is described by using the Lagrangian description of the boundary velocity field, i.e. 
the material boundary points are being followed. Special attention is given to some 
recently obtained analytical solutions for the unit problems as the coalescence of two 
cylinders and a cylinder on a half space. From these rather complicated solutions 
simple approximations are derived for both the coalescence rate and the curvature at the 
coalescing surface. These approximations can be applied to determine experimentally 
the surface tension of a particular glass at a certain temperature. 

However, the main part of this thesis describes the numerical solution of the viscous 
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sintering problem, in order to simulate two-dimensional and axisymmetric geometries. 
This numerical simulation is carried out by solving the governing Stokes equations for a 
fixed domain through a Boundary Element Method (BEM). Therefore, the problem has 
to be reformulated as a system of integral equations. Special care has to be taken for 
making those equations uniquely solvable. Moreover, the formulation has to be modified 
to incorporate shrinking holes inside the fluid domain, i.e. to solve multiply connected 
regions. From the implemented BEM a system of linear algebraic equations is derived 
which describe the boundary velocity at a fixed time. In order to determine the geometry 
at a next time level, the Lagrangian representation of the boundary velocity field is 
substituted into the system of algebraic equations. This results in a system of non-linear 
Ordinary Differential Equations (ODEs). It appears that, depending on the geometrical 
shape, this system is stiff. Because of this stiffness, the ODEs are numerically integrated 
by employing a sophisticated time integrator: a variable step, variable order Backward 
Differences Formulae (BDF) method, i.e. an implicit multistep method. 

Furthermore, it is shown that this moving boundary problem is ill-conditioned 
when the boundary curvature is large (at cusps). A numerical consequence of this 
ill-conditioning is that special care has to be taken for distributing and redistributing the 
nodal points at those boundary parts. Therefore, an algorithm is developed for a fairly 
optimal node redistribution based on equidistributing the curvature of the boundary. 
Besides the special treatment for cusp regions so that the curvature is qualitatively pre­
served after the redistribution to avoid (numerical) oscillations in the computed velocity 
field, the number and position of the collocation points are taken nearly optimal, this in 
order to minimize the computational costs per time step. 

Finally, the numerical solution method is extended to axisymmetric domains, i.e. 
domains formed by rotating a two-dimensional plane about a given axis. Because of 
this axial symmetry, such a three-dimensional sintering problem can be reduced to a 
two-dimensional one so that the developed node redistribution algorithm and the time 
integration method apply to these problems also. 

For this problem a number of Fortran routines have been implemented which are 
used to demonstrate the sintering of various arbitrarily shaped simply and multiply 
connected domains. The obtained simulations are compared to some exact analytical 
solvable problems and show an excellent match. A few analytical densification models 
are compared with the results obtained by the simulation of two-dimensional shapes 
with holes inside. From this comparison, quantitative insights are obtained about the 
applicability of those models. It appears that these models fail considerably when 
a geometry with non-uniformly sized holes is simulated: the simulations show that 
the relatively larger holes are shrinking considerably faster compared to the smaller 
ones. Furthermore, the sintering of some cylindrical packings is considered. The latter 
simulations will provide a justification for the use of unit problems in the theory of 
sintering to describe the behaviour of an regular and equally sized particle packing. One 
of the results obtained using the axisymmetric implementation shows that the initial 
stage of the coalescing rate of two spheres can quite well be approximated analytically 
by the solution of the corresponding two-dimensional problems. 



SAMENVATTING 

Het doe! van dit proefschrift is de ontwikkeling van betrouwbare methoden die de ver­
vorming van een vloeistofgebied, onder invloed van de oppervlaktespanning, kunnen 
voorspetlen. Dit onderzoek komt voort uit de wens het viskeus sinterproces theoretisch 
beter te begrijpen. Sinteren is een techniek waarbij een poedercompact (dat kan bestaan 
uit zowel metaal-, zout- of glas-deeltjes) tot een zo hoge temperatuur verhit wordt dat 
de deeltjes aan elkaar smelten. Als gevolg hiervan zal de cohesie van zo'n deeltjes 
compact toenemen. De drijvende kracht achter dit proces is de oppervlakte energie die 
een poedercompact in overmaat bezit t.o.v. een vast lichaam. Er zijn een aantal fysische 
processen die verantwoordelijk kunnen zijn voor het sinterverschijnsel. In dit proef­
schrift zal alleen het geval worden beschouwd waarbij het sinterproces gemodelleerd 
kan warden als een viskeuze volume stroming. Dit laatste geldt in het bijzonder voor 
amorfe materialen zoals glas. Men spreekt dan ook wel van viskeus sinteren en dit 
proces komt o.a. voor tijdens de produktie van hoogwaardige glazen die met behulp van 
de zogenaamde sol-gel techniek warden vervaardigd. Een precieze beschrijving van de 
microscopische vloeistofstroming in zo'n gel tijdens het sinteren is erg moeilijk door 
de stochastische structuur van de gel. Daarom hebben onderzoekers op het gebied van 
sinteren zich Jang geinteresseerd in het gedrag van zeer simpele systemen; hierbij kan 
warden gedacht aan het samensmelten van twee bollen of een bol op een plaat. Dit 
soort onderzoek verschaft inzicht in de fenomenologische theorie voor macroscopische 
systemen. 

In dit proefschrift wordt eerst het mathematisch model voor het viskeus sinteren 
afgeleid. Het proces blijkt te kunnen warden beschreven door de Stokes vergelijkingen 
waarbij de spanning op de rand evenredig is met de kromming in de richting Joodrecht 
op het oppervlak. De beweging van de rand is gemodelleerd door gebruik te maken 
van de Lagrangiaanse beschrijving van het randsnelheidsveld. Dit houdt in dat de baan 
van de rand pun ten wordt gevolgd door deze pun ten op te vatten als materieele deeltjes. 
Enige aandacht wordt verder geschonken aan enkele recentelijk gevonden analytische 
oplossingen voor bepaalde eenheidsproblemen, i.e. het samensmelten van twee cilin-
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ders en van een cilinder op een plaat. Van deze nogal ingewikkelde oplossingen zijn 
simpele benaderingen afgeleid voor zowel de samensmeltingssnelheid als de evolutie 
van de randkromming ter plaatse van het samensmeltingsoppervlak. Verder kunnen 
de analytische oplossingen of hun benaderingen worden gebruikt om experimenteel de 
oppervlakte spanning van glas bij niet al te hoge temperaturen te bepalen. 

Het grootste gedeelte van dit proefschrift beschrijft echter de numerieke oplossing 
van het viskeus sinterproces en wel voor zowel 2-dimensionale als axisymmetrische 
gebieden. Deze numerieke methodiek bestaat allereerst uit het oplossen van de Stokes 
vergelijkingen voor een vast gebied met behulp van een randelementen methode (BEM). 
Hiervoor dient het probleem geformuleerd te worden als een stelsel van integraal ver­
gelijkingen. Speciale aandacht wordt geschonken aan het eenduidig maken van deze 
formulering. Verder dienen deze vergelijkingen aangepast te worden om het krimpen 
van holten in het vloeistofgebied te kunnen beschrijven, ten einde ook meervoudig 
samenhangende gebieden te kunnen oplossen. De BEM-methodiek resulteert in een 
stelsel lineaire algebraische vergelijkingen die het !.nelheidsveld van de rand geeft op 
een vast tijdstip. Om de geometrie op een volgend tijdstip te bepalen wordt de La­
grangiaanse representatie van het snelheidsveld in dit algebralsch stelsel gesubstitueerd. 
Hierdoor wordt een stelsel niet-lineaire gewone differentiaal vergelijking verkregen. 
Afhankelijk van de geometrische vorm van het vloeistofgebied blijkt dit stelsel stijfte 
zijn. Daarom wordt dit stelsel gewone differentiaal vergelijkingen opgelost met een va­
riabele stap/variabele orde terugwaartse differentie methode (BDF), i.e. een impliciete 
meerstapsmethode. 

Daarna wordt aangetoond dat dit bewegende randenprobleem slecht geconditioneerd 
is als de kromming van het oppervlak op bepaalde gebieden zeer groot is; dit is in het 
bijzonder het geval bij scherpe hoeken. Een numeriek gevolg van dit slecht gecon­
ditioneerd zijn is dat de distributie en herdistributie van discretisatiepunten met grote 
zorgvuldigheid dient te · geschieden voor dit soort randen omdat er anders numerieke 
oscillaties in het te berekenen snelheidsveld zouden kunnen optreden. Daarom is er 
een speciaal algoritme ontworpen om een goede puntendistributie te verkrijgen. Dit 
algoritme is gebaseerd op het equidistribueren van de kromming over de randelementen. 
Naast het op een speciale manier behandelen van gebieden met grote kromming zodat 
deze kromming lokaal kwalitatief behouden blijft, heeft dit algoritme nog een tweede 
doe!: het aantal discretisatie punten en hun positie wordt zo optimaal mogelijk gekozen, 
dit om de rekenkosten per tijdstap te minimaliseren. 

Tenslotte is de numerieke oplosmethode uitgebreid tot axisymmetrische gebieden, 
dwz. gebieden die verkregen worden door een 2-dimensionaal vlak te roteren rond een 
gegeven as. Gebruik makende van deze axiale symmetrie kan zo'n 3-dimensionaal 
sinterprobleem worden vereenvoudigd tot een 2-dimensionaal probleem. Aldus kunnen 
de ontwikkelde puntendistributie algoritme en de tijdsintegratie methode ook eenvoudig 
voor dit type probleem worden gebruikt. 

De hierboven beschreven methodieken zijn geimplementeerd in Fortran en deze 
worden gedemonstreerd voor een aantal enkel- en meervoudig samenhangende gebieden. 
De verkregen simulatieresultaten zijn verge le ken met enkele, exact analyHsch oplosbare, 
problemen en tonen een uitstekende overeenkomst. Verder zijn een paar analytische 
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verdichtingsmodellen vergeleken met de resultaten verkregen door het simuleren van 
gebieden met interne holten. Van deze resultaten wordt kwantitatief inzicht verkregen 
met betrekking tot de toepasbaarheid van deze verdichtingsmodellen. Het blijkt dat deze 
modellen een forse afwijking te zien geven wanneer een gebied met niet-uniform grote 
holten wordt beschouwd: de simulaties laten dan zien dat de relatief grotere holten sneller 
krimpen in vergelijking tot de kleinere holten. Daarnaast wordt het sinteren van enkele 
cilindrische pakkingen beschouwd. Deze simulaties geven een rechtvaardiging voor het 
gebruik van eenheidsproblemen in de sintertheorie om het gedrag te beschrijven van 
regelmatig en gelijkvormige deeltjes pakkingen. Een van de resultaten verkregen m.b.v. 
de axisymmetrische implementatie is dat het samensmelten van twee bollen redelijk 
goed analytisch benaderd kan worden door de oplossingen van de overeenkomstige 
2-dimensionale problemen. 
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1. Met behulp van "simpele" eenheidsmodellen is het mogelijk om het het 
viskeus sintergedrag te beschrijven van regelmatig gestapelde pakkingen 
van gelijke deeltjes. 

Hoofdstuk 7 van dit proefschrift. 

2. De vraag die Hopper stelt in [2], i.e. lean de connectiviteitveranderen van een 
enkelvoudig samenhangend gebied van een viskeuze kruipvloeistof gedreven 
door de oppervlakte spanning, moet met ja word en beantwoord. 

Hoofdstuk 7 en 8 van dit proefschrift. 

3. Het is een toevalligheid dat Frenkel's model [1] van twee samensmeltende 
viskeuze bollen een lineair krimpgedrag in de tijd voorspelt. 

4. Zij ( 1/Jn) een rij vectoren in een separabele Hilbertruimte H. Dan is ( 1/Jn) een 
frame d.e.s.d. als er een surjectieve lineaire begrensde afbeelding A van £2 
op H bestaat zodat A6m = 1/Jm waarbij 6m een orthonormale basis is in £2. 

5. Bij een vensterfunctie w(t) en grondfrequentie wo wordt de Short Time 
FourierTransform (STFT) van een functie f(t) gedefinieerd door 

1: f(t)wm,n(t) dt (m,nEZ), 

waarbij Wm,n(t) = eimwotw(t- nto) en to een translatie parameter is in het 
tijddomein. In geval dat wo = 21r, to = ~ en w( t) een (2k )-de orde B-spline 
met drager [0,1] en knooppunten in 0, 'ik• t• .. , 1, vormen de functies wm,n 
een frame van de ruimte L2(IR). Voor het conditiegetal ck: van het frame, i.e. 
de verhouding van de frame bounds, geldt 

Ck "-' 0.0362703 • (5.12718)k (k-+ oo). 

6. Het voorspellen van instabiel gedrag van periodiek aangestoten rotordyna­
mica systemen met niet-lineaire lagermodellen door middel van het bepalen 
van de stabiliteit van het model. gelinearizeerd rond de statische oplossing 
is alleen geldig voor system en met een kleine dynamische belasting. 

Zie Van de Vorst [5] 

7. De veronderstelling van Styles [ 4] en Qiu et al. [3] dat de tussenlaagkoppeling 
van een niet-magnetische laag tussen twee magnetische lagen alleen af zou 
hangen van de interface tussen de niet-magnetische en magnetische laag is 
nietjuist. 

Zie Van de Vorst [6]. 
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8. De (semi)-particuliere onder.loekscentra hoeven op het gebied van de con­
tractresearch geen concurrentie te vrezen van die universitaire instellingen 
waar een mentaliteit van vrijblijvendheid heerst. 

9. De recentelijke oprichting van een mestcentrale die de meststroom reguleert 
tussen producenten, transporteurs en afnemers is een goede stap tot het 
oplossen van het mestprobleem in Brabant. 

10. Met het oog op de razendsnelle ontwikkeling op het gebied van de computer 
hardware van o.a. werkstations is merkentrouw uit den boze. 

11. Het bezoeken van congressen en het leggen van (buitenlandse) contacten 
dient een belangrijk onderdeel te vormen van elk AIO programma en zou 
daarom extra gestimuleerd moeten worden. 

12. Sinds de opkomst van de compact disk zijn de gouden ouden niet meer zoals 
ze geweest zijn. 

13. Een verkeerslicht is per definitie overbodig als er zich geen opstoppingen 
voordoen bij uitschakeling. 

14. Als de huidige programmering van RTL V echt massaal door hoger opge­
leiden zou worden bekeken, dan zouden er nog vele honderden miljoenen 
guldens extra in het onderwijs moeten worden gepompt. 
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