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Abstract

The local defect correction (LDC) method is applied in combination with standard
finite volume discretizations to solve the advection-diffusion equation for a passive
tracer. The solution is computed on a composite grid, i.e. a union of a global coarse
grid and local fine grids. For the test a dipole colliding with a no-slip wall is used
to provide an actively changing velocity field. The LDC method is tested for the
problem of localized patch of tracer material that is transported by the provided
velocity field. The LDC algorithm can be formulated to conserve the total amount
of tracer material. However, if the local fine grids are moved to adaptively follow
the behaviour of the solution, a loss or gain in the total amount of tracer material is
produced. This deficit in tracer material is created when the solution is interpolated
to obtain data for the moved fine grid. The data obtained by the interpolation
scheme in the new refined region can be adapted in such a way that the deficit
is spread over the new grid points and conservation of tracer material is satisfied.
Finally, the results of the conservative finite volume LDC method are compared and
validated with results from a spectral method.
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1 Introduction

Transport of passive tracers is modelled by an advection-diffusion equation,
and it has been studied from both a phenomenological and an experimental
point of view by many authors, see review articles [1; 2; 3] and references
therein. In turbulent flows, one of the main difficulties to solve advection-
diffusion problems from a computational point of view is the scale separation
between main flow eddies and transport processes: the latter occur usually at
a scale which can be considerably smaller than the smallest length scales of the
turbulent flow [1]. Considering the fact that running direct numerical simula-
tions (DNS) of the main flow is already challenging for simple geometries, but
still feasible using for example spectral methods, we see that it is much more
difficult to properly simulate the transport processes. In practical applications,
the tracer material might be confined to a very limited part of the computa-
tional domain, so that dedicated numerical tools cas solve the problem. Other
examples of solutions of partial differential equations (PDEs) exhibiting local
regions of high activity are frequently encountered also in many other areas,
like shock hydrodynamics, combustion, etc.

An efficient numerical solution of problems with highly localized properties
can be computed using adaptive grid techniques. In adaptive grid methods, a
fine grid spacing and possibly a small time step are adopted only where the
large variations occur, so that the computational effort and the memory re-
quirements are minimized. A large number of adaptive grid methods for time-
dependent problems have been proposed in the literature. A first category
includes the moving-grid or dynamic-regridding methods. In this approach,
nodes are moving continuously in the space-time domain, like in classical La-
grangian methods, and the discretization of the PDEs is coupled with the
motion of the grid. The grid is anyhow always nonuniform and the number of
nodes remains constant in time. The nonuniformity of the grid implies that
programming these methods often involves quite complicated data structures.
Another type of adaptive grid techniques is represented by static-regridding
methods. Here, the idea is to adapt the grid at each time step by adding grid
points where a high activity occurs and removing them where they are no
longer needed. This process is controlled by error estimates or by measures of
some characteristics of the solution (e.g. gradients, slope, etc.). In this kind of
methods the number of grid points is not constant in time.

An example of a static-regridding technique is the local uniform grid refine-
ment (LUGR) method, described and analyzed in Refs. [4; 5; 6]. The method
works as follows: at each time step the PDE is first integrated on a global
uniform coarse grid. The coarse grid solution at the new time step provides
artificial boundary conditions on a local uniform fine grid and the problem is
then solved locally with a smaller time step than the one used on the global
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Fig. 1. The local defect correction algorithm solves the global coarse grid and local
fine grid separately. The coarse grid solution provides boundary conditions for the
fine grid problem. The fine grid solution is used to correct the defect in the coarse
grid solution.

grid. At this point, the fine grid values are used to replace the coarse grid
values in the region of refinement. The technique relies on the fact that the
coarse grid solution provides artificial boundary conditions for the local prob-
lem that are accurate enough. This article focuses on another static-regridding
technique for time-dependent problems: local defect correction (LDC). LDC
for time-dependent problems has been introduced in [7]. LDC shares with
LUGR the possibility and the advantage of working with uniform grids and
uniform grid solvers only. In LDC, however, the fine grid solution at the new
time step is used not only to replace the coarse grid values in the area of
refinement, but to overall improve the coarse grid approximation. This can be
achieved through a defect correction, in which the fine grid solution is used
to approximate the coarse grid local discretization error. The improved coarse
grid approximation defines new artificial boundary conditions for a new local
problem, which in turn can correct the solution globally. In this way, LDC does
not have to rely on the accuracy of the artificial boundary condition provided
by the first coarse grid approximation. The LDC algorithm is schematically
represented in figure 1.

In Ref. [8] LDC is coupled with standard finite volume discretizations and an
algorithm can be formulated in such a way that on the composite grid the
solution is conservative. When the fine grid is fixed, conservation of tracer
material has been verified in practise using a simple prescribed velocity field.
If the local fine grid moves in time to cover the change of the solution in
time, interpolating the solution is necessary to obtain data on the new fine
grid. The interpolation introduces a deficit in tracer material, and therefore
the LDC algorithm in total is then not conservative. In this paper we test the
LDC method as described in [7] for a more realistic flow. Direct numerical
simulations of dipolar vortex colliding with a no-slip wall are used to pro-
vide an actively changing velocity field. The transport of a small patch of
tracer material, located near the point of impact of the dipole with the no-slip
boundary, is then computed using the LDC method. For this case we investi-
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gate the impact of the deficit in tracer material introduced by the regridding,
and introduce a conservative regridding strategy to obtain an overall better
conservative scheme. Finally, we compare the results of the LDC method to
the data obtained with a spectral method.

This paper is structured in the following way. First, in sections 2 and 3 we
give a description of the finite volume LDC method. For a more detailed
description of the finite volume LDC method the reader is referred to [7].
The test problem and the settings used to solve the velocity field and tracer
distribution are introduced in section 4. The velocity field corresponding to
the dipole-wall collision process is obtained by a spectral simulation, and the
tracer dispersion is resolved using the finite volume LDC method. In section
5 we investigate the conservation of tracer material by the LDC method,
and more specifically, the mass deficit introduced during the regridding stage.
The conservative regridding strategy is discussed in section 6, where also its
conservative properties are verified. Finally, we compare the results, obtained
using the conservative LDC method in combination with the new regridding
scheme, to the results from a spectral computation.

2 A finite volume local defect correction method

The dispersion of a passive tracer with a diffusion coefficient κ in a given
velocity field u, is governed by an advection-diffusion equation. In integral
formulation for a volume V , the advection-diffusion equation for the tracer
concentration c(t,x) reads

∂

∂t

∫

V
cdA +

∫

∂V
f · nds = 0 in Ω, (1)

where the flux vector is given by f = cu− κ∇c and n is the outward pointing
unit vector normal to the boundary ∂V . We use a global spatial grid ΩH with a
grid size Hx and Hy on which we want to find an approximation cH(xij) for the
concentration. The grid points are given by xij = (xi, yj) = (iHx, jHy) where
i and j are integer numbers. In order to apply (1), we divide the domain
in a number of control volumes Vij = (xi−1/2, xi+1/2) × (yj−1/2, yj+1/2) as is
illustrated in figure 2. The size of the control volumes Hx × Hy determines
the spatial accuracy of the finite volume method. The total amount of tracer
material in the control volume follows from Tij =

∫
Vij

cdA. In the absence of a
tracer source the only cause for an increase of the amount of tracer material
are the tracer fluxes across the boundaries of the control volume, ∂Vij. The
integral flux across the upper boundary of the control volume is given by

Fi,j+1/2(c) =
∫ xi+1/2

xi−1/2

f(s, yi,j+1/2) · nds. (2)
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The fluxes across the other three boundaries of the control volume are governed
by similar expressions. If (1) is applied to a control volume we obtain,

∂

∂t
Tij(c) + [ΣHF (c)]ij = 0, (3)

where the operator [ΣHF (c)]ij denotes the sum over the integral fluxes across
all four boundaries of the control volume.

The integrals T and F must be numerically approximated by a quadrature
rule and a suitable choice is the midpoint rule. For example, the midpoint
rule applied to T yields Tij ≈ c(xij)HxHy. We provide the approximations for
both integrals with the superscript H, i.e. TH and FH , respectively. These
particular choices for the integral approximations will result in a grid as is
depicted in figure 2, where values for the concentration cH are specified at the
centres of the control volume xij and the integrated fluxes FH are calculated
at the midpoints of the boundaries. To calculate FH the flux f of (2) at
the midpoints of the boundaries are evaluated using second-order central-
differences.

In addition to the spatial discretization (3) still needs to be discretized in time
in order to be used numerically. Therefore, we introduce tn = n∆t, where n is
an integer number and ∆t a discrete time step. If we apply the implicit Euler
scheme and insert the approximations TH and FH in (3), we obtain

TH
ij (cH,n)− TH

ij (cH,n−1) + ∆tΣH
ij [F

H(cH,n)] = 0, (4)

with cH,n = cH(tn). The implicit Euler scheme is here used for its clear no-
tation. The local defect correction algorithm does not specifically require the
implicit Euler scheme, the use of other implicit time schemes is also appropri-
ate.

The global domain Ω is divided into a integer number of control volumes to
construct the coarse grid denoted by ΩH . To proceed in time from tn−1 to tn

we can straightforwardly apply (4) when the concentration cH,n−1 is known
and the boundary conditions are specified.

In a local region of the domain, denoted by Ωl, the solution exhibits small-
scale structures and thus requires a higher spatial and time resolution. Now
we want to compute a local solution ch,n

l on Ωl at tn with a better spatial and
time accuracy, which is then used to improve the coarse grid solution cH,n.
To compute a more accurate local fine solution we introduce a local finer grid
Ωh

l , which consists of control volumes with a smaller size hx × hy. For the
application of LDC it is convenient to let the boundaries of the coarse grid
control volumes coincide with the boundaries of the fine grid control volumes.
In order to have the coarse grid points inside the refinement area to coincide
with points of the fine grid, we choose the refinement factors σx = Hx/hx and
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xi−1,j−1 xi+1,j−1xi,j−1

Fi,j− 1
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2Fi− 1

2 ,j Fi+ 1
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Fig. 2. Grid for the finite volume approach, the circles give the interior grid points
xi,j at the centre of the control volumes Vi,j , the fluxes are calculated on the inter-
faces between two control volumes.

σy = Hy/hy to be odd integers. The centres of the small control volume, i.e.
the grid points of the fine grid Ωh

l , are given by (xi+p/σx , yj+q/σy) with

p = −(σx − 1)/2,−(σx − 3)/2, . . . , (σx − 1)/2, (5)

q = −(σy − 1)/2,−(σy − 3)/2, . . . , (σy − 1)/2. (6)

An example of a fine grid with the refinement factors σx = σy = 3 is provided
in figure 3. In order to solve the local problem we need to specify boundary
conditions on the interface between the local fine grid and the coarse grid.
The concentration in the fine grid points on the interface, that do not coincide
with coarse grid points, can be obtained using a spatial interpolation scheme.

Since in the local region the solution exhibits high activity, not only the grid
size but also the time step required for solving the fine grid problem δt might
be smaller than the time step used for the global grid problem. One time
step for the global time step is divided in τ smaller time steps. The fine grid
problem than needs to be solved for the intermediate time levels tn−1+k/τ with
k = 1, . . . , τ . The solution is obtained by applying the same finite volume
method (4) as is used for the global problem. To provide the values for the
concentration on the interface between the coarse and global grid as required to
specify the boundary conditions for the local problem, we need to interpolate
the coarse grid solution in time. If the fine grid boundary ∂Ωl coincides with
the global boundary, a physical boundary condition (in our case, no-flux) can

applied. Now the boundary values for the concentration ch,n−1+k/τ
l for the

refined area are known, the solution on the interior fine grid points can be
computed.

With both the coarse grid solution cH,n and fine grid solution ch,n known at
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Fig. 3. Grid composed of the coarse grid and the fine grid, where the refinement
factor is three for both directions. Open circles and diamonds give the interior and
boundary grid points on the global grid ΩH , respectively. Closed circles represent
the grid points of the fine grid Ωh

l , while closed diamonds are the grid points at the
interface between the fine and coarse grid.

tn we define the composite solution as

cH,h,n =






ch,n
l on Ωh

l

cH,n on ΩH,h \ Ωl

(7)

The composite grid ΩH,h is the union of the coarse grid ΩH and the fine grid Ωh.
If the exact continuous solution c(t) is known, we would be able to calculate
the defect of the finite volume discretization. This is done by inserting the
exact solution cn = c(tn) in the discretized equation (4), yielding

dn
ij = TH

ij (cn)− TH
ij (cn−1) + ∆t[ΣHFH(cn)]ij, (8)

for all coarse grid points. The defect can then be used to correct the coarse
grid solution by adding the defect dn to the right-hand side of (4), where it
acts like a source term.

As we do not know the exact solution the composite solution cH,h,n is used to
find an approximation for the defect,

dH,n = TH(cH,h,n)− TH(cH,h,n−1) + ∆tΣHFH(cH,h,n). (9)

To calculate the defect at the coarse grid points outside the refinement area,
only the coarse grid solution is available. As the coarse grid solution satisfies
(4), the defect outside the refinement area Ωl is equal to zero.

The approximate defect (9) is then used to correct the global coarse grid
solution. Now, we need to recalculate the fine grid solution once more, but
with new boundary values provided by the new coarse grid solution. These
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tn−1 tn tn−1 tntn− 1
3

tn− 2
3

(a) Compute solution at level 0. (b) Compute solution at level 1.

tn−1 tn tn−1 tntn− 1
3

tn− 2
3

(c) Correct solution at level 0. (d) Update solution at level 1.

Fig. 4. The local defect correction method with different time steps used to solve
the coarse and fine grid problems. In this example one coarse grid time step ∆t is
divided in three smaller time steps δt used to obtain the fine grid solution.

steps can be repeated to obtain an even better solution, but in practise one
LDC iteration is sufficient to obtain an accurate solution [9].

The time stepping process is schematically represented in figure 4. First one
big time step ∆t is made to obtain the cH on tn. To obtain the fine grid
solution at tn we need to make τ smaller time steps for the fine grid problem.
Boundary conditions for the fine grid problem on the intermediate time levels
are provided by interpolating the coarse grid solution in time and space. The
fine grid solutions are used to calculate a defect for the coarse grid problem.
Now, we solve the coarse grid problem with the corrected source term to obtain
cH at tn. Finally, we recompute the fine grid solutions at all the intermediate
times with updated boundary conditions and arrive with ch also at tn.

With the defect defined in (9) the LDC algorithm functions properly, but con-
servation of tracer material is not ensured. During one time step ∆t, nothing
guarantees that the coarse and fine tracer fluxes are in balance across the
interface between the coarse and the fine grid.

3 The finite volume adapted defect term

To make the finite volume LDC algorithm conservative [8], a slightly different
definition for the defect is used. The idea is to write the defect term in such a
way that the balance of fluxes across the interface is guaranteed during every
time step. Therefore, we return to the exact equation (3), which is valid for a
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control volume Vij. Integrating this equation between tn−1 and tn yields

T (cn)− T (cn−1) + ΣH
∫ tn

tn−1

F (c)dt = 0. (10)

Note that the T and F represent the exact integrals and not the approxima-
tions. Relation (10) is subtracted from the defect definition (9),

dn =[TH(cn)− T (cn)]− [TH(cn−1)− T (cn−1)]

+ ΣH [FH(cn)∆t−
∫ tn

tn−1

F (c)dt]. (11)

To obtain a value for the defect we have to approximate the integrals T (cn) =∫
Vij

cndA and F(cn) =
∫ tn
tn−1

F (c)dt. Approximations are made by using the
best data available, i.e. the fine grid solution if available and the coarse grid
solution otherwise. A summation over the tracer material in the fine grid
control volumes

T sum
l,ij =

(σx+1)/2∑

p=−(σx−1)/2

(σy+1)/2∑

q=−(σy−1)/2

T h
l,i+p/σx,j+q/σy

(ch,n) (12)

will result in the approximation for T (cn). If no fine solution is available the
best approximation that can be found is TH(cH,h,n). Thus we have

T (cn) ≈ T best(cH,h,n) =






T sum
l (ch,n

l ) on Ωh
l

TH(cH,h,n) on ΩH,h \ Ωl.
(13)

In figure 5 both cases are graphically represented if the integral T (cn) =∫
Vij

cndA is calculated using the midpoint rule. Applying the midpoint rule to

a coarse grid control volume is analog to saying that cH,h,n is constant in the
control volume, which is represented by the single colour. The best estimation
than is T best = TH = cH,nHxHy. On the fine grid the midpoint rule is applied
to the fine grid control volumes, T h

l = ch,n
l hxhy. For the best approximation all

these fine grid contributions T h
l are summed to find T best(cH,h,n) for a coarse

control volume.

The time integral over the integrated fluxes in (11),

Fn
i+1/2,j =

∫ tn

tn−1

Fi+1/2,j(c)dt, (14)

needs some more consideration as we have a solution on the fine grid with both
a better spatial and a better time accuracy. For finding an approximation for
the integrand we define

F sum
l,i+1/2,j(c

h
l (t)) =

(σy−1)/2∑

q=−(σy−1)/2

F h
l,i+1/2,j+q/σy

(ch
l (t)). (15)
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(a) coarse grid (b) fine grid

TH(cH,h,n) T sum
l (ch,n

l )

Fig. 5. The best approximation for T (cn) =
∫
Vij

cndA is found (a) using the cH on
the coarse grid or (b) by summing over all fine grid contributions.

The integral over time in (14) can be best approximated using the fine grid
solution at all the intermediate time levels tn−1+k/τ . The best approximation

is thus obtained by summing the fine grid fluxes, F h
l (ch,n−1+k/τ

l ), over all fine
control volumes within the coarse control volume and over all intermediate
time levels. If only the coarse grid solution is available, the best approximations
for Fn

i+1/2,j is simply FH
i+1/2,j(c

H,h,n)∆t. Summarizing, the approximation of Fn

is given by

Fn ≈ Fbest(cH,h,n) =






∑τ
k=1 F sum

l (ch,n−1+k/τ )δt on Ωh
l

FH(cH,h,n)∆t on ΩH,h \ Ωl

(16)

In figure 6 we illustrate this for the fluxes through the right boundary of the
coarse grid control volume. The single coarse grid flux, denoted by the arrow,
is the only available approximation for

∫ tn
tn−1

F (c)dt on the coarse grid. If a fine
grid solution is available, the best approximation follows from a summation
over all fine grid fluxes at all intermediate time levels.

(a) coarse grid (b) fine grid

tn tntn−2/3 tn−1/3

FH(cH,h,n)
∑τ

k=1 F sum
l (ch,n−1+k/τ

l )δt

Fig. 6. Finding the best approximation for
∫ tn
tn−1

F (c)dt using (a) the single flux on
the coarse grid solution or (b) the fluxes at in the fine control volumes at tn−1+k/τ

with k = 1, . . . , τ . The relevant fluxes for calculating Fn
i+1/2,j are denoted by the

arrows.

To approximate the discretization error we substitute the exact solution cn

with the composite solution cH,h,n in equation (11). If we insert the approx-
imations for the integrals (13) and (16), the approximate adapted defect is
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given by,

dH,n =[TH(cH,h,n)− T best(cH,h,n)]− [TH(cH,h,n−1)− T best(cH,h,n−1)]

+ ΣH [FH(cH,h,n)∆t−Fbest(cH,h,n)]. (17)

Outside the refinement area all the best approximation for the integrals are
given by the coarse grid versions and hence the adapted effect is here zero. For
all coarse grid points inside the refinement area the adapted defect is equal
to the standard defect (9), as the contributions of T best and Fbest cancel each
other[8]. The difference between using the standard definition for the defect
or the adapted definition stems from the defect calculated on the coarse grid
point that lie on the interface between coarse and fine grid. Such a grid cell
is given in figure 7. For these points we cannot use the fine grid solution to
find approximations for Tij(cn) as it only covers a part of the coarse grid
control volume, thus we have to fall back on the coarse grid solution and use
T best(cH,h,n) = TH(cH,h,n). The same is valid when approximating the fluxes
on this grid cell, one side (a) of the coarse control volume is not covered
by the fine grid and two sides (b) are only partially covered by the fine grid.
Here, the relation Fbest(cH,h,n) = FH(cH,h,n)∆t must be used when calculating
the defect. The only exception is the side of the control volume (c) that lays
completely in the refinement area, and thus the fine grid fluxes can be used.
The defect calculated for points that lay on the interface reduces to

dH,n
ij = FH

ij ∆t−
τ∑

k=1

F sum
l (ch,n−1+k/τ

l )δt. (18)

If the LDC iteration is converged, i.e. the defect dH,n
ij goes to zero, the coarse

grid flux Fij∆t is matched by the sum over the fine grid fluxes. Now, the
amount of tracer that flows across the interface during one time step ∆t is
equal for the coarse grid solution and for the fine grid solution. Therefore, using
the adapted definition of the defect (11) the total amount of tracer material is
conserved. Mathematical proof that conservation of tracer material is ensured
when the adapted defect is used, is given in Ref. [8]).

4 Tracer transport by a dipole-wall collision as a test problem

The dipole-wall collision (for example, see Refs. [10; 11]) is used as a way to
provide a dynamic time-dependent velocity field to the transport equation (see
figure 8). A dipole with symmetric vorticity cores translates along a straight
trajectory. It can be orientated in a direction that leads towards a wall with
the no-slip boundary condition. At the no-slip walls viscous boundary layers
are created to satisfy the no-slip boundary condition. When the vortex cores of
the dipole are close to the wall, boundary layer vorticity is detached from the
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a

b

b

c

Fig. 7. A grid cell that lies on the interface between the coarse and the fine grid. Only
the fine grid fluxes indicated by the arrows can be used to find the an approximation
for

∫ tn
tn−1

F (c)dt.

wall. The detached boundary layer vorticity then rolls up forming secondary
vortices. This set-up is proposed as a benchmark problem for two-dimensional
Navier-Stokes solvers [12]. The strong interaction between the dipole and the
viscous boundary layer leads to the formation of strong gradients in the veloc-
ity field. The Navier-Stokes equation is solved by a pseudo-spectral method
using N = 128 Fourier and M = 128 Chebyshev polynomials. The viscosity, ν,
is chosen to be relatively large, which yields a moderate initial Reynolds num-
ber, Re = 250. This done to obtain a well-resolved velocity field. The Reynolds
number, given by Re = urmsL/ν, is based on the r.m.s. velocity and the half
height of the channel, which are both equal to one for the initial condition.
The time step, ∆tflow = 1.25× 10−5, for solving the Navier-Stokes equation is
of the same order as the smallest time step used to solve the transport equa-
tion with the LDC finite volume method or the pseudo-spectral method. The
Adams-Bashforth/Crank-Nicolson time discretization scheme is used, which
will provide accurate results due to the small time step. The settings for the
simulations are summarized in table 1.

In this velocity field we place a blob of tracer material close to the boundary,
where the dipole will impinge. The tracer diffusion is set to κ = 2 × 10−3

resulting in an initial Péclet number of Pe = 500. The Péclet number, given
by Pe = UL/κ, is based using the r.m.s. velocity and the half height of the do-
main. At the lower and upper boundary the no-flux conditions are applied for
the tracer concentration. The blob with tracer will be stretched and deformed
during the collision of the dipole with the wall yielding steep gradients in the
concentration. For the initial tracer field a Gaussian distribution is used

c(t = 0,x) =
1

2πσ2
exp(−|r|2/2σ2), (19)

where r = x − x0 with x0 the centre of the blob. The centre of the blob is
placed at x0 = (1,−1), i.e. at the wall. The variance is chosen to be small,
σ =

√
2/20, so the distribution of tracer material is confined to a small local
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Fig. 8. The initial conditions for the test problem. The initial vorticity field is
indicated by the contours and the initial tracer distribution is represented by the
different levels of grey. The coarse global grid for the LDC method covers the left
half of the domain [0, 1]× [−1, 1]. The two refined grids are given by the squares.

area. The total amount of tracer material located in the Gaussian blob is
equal to one. In our case the centre of the blob is located at the wall y = −1,
thus only half of the material is situated inside the domain. As most of the
dynamics in the flow field appear to occur close to the boundary, the centre of

Table 1
Settings of the simulations for benchmarking the finite volume local defect correction
method. The velocity field needed is solved with a spectral method

- velocity field -

ν Re N M ∆t

4× 10−3 250 128 128 1.25× 10−5

- tracer field - spectral

κ Pe Nt Mt ∆t

2× 10−3 500 768 768 1.25× 10−5

- tracer field - LDC

κ Pe level 1/Hx 1/Hy ∆tmax ∆tmin

2× 10−3 500 0 20 20 1.0× 10−3 2.0× 10−4

1 100 100 2.0× 10−4 4.0× 10−5

2 500 500 4.0× 10−5 0.8× 10−5
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the tracer blob is placed at the crossing of the dipole axis and the boundary
(xc, yc) = (1,−1). Note that this set-up results in a symmetrical evolution of
the tracer relative to x = 1. For the finite volume LDC method, we exploit
this symmetry by computing the solution only on half the domain, namely the
left part [0, 1] × [−1, 1]. Along the symmetry line x = 1 a no-flux boundary
condition is applied.

For testing the local defect correction method a standard finite volume method
is used, in which the fluxes and integrals are approximated using the second
order central-difference formula and the midpoint rule, respectively. For this
case two levels of refinement are applied, where the global grid size Hx =
Hy = 1/20 and the refinement factor is equal to σx = σy = 5, at both levels.
The velocity data is provided by the pseudo-spectral method on the 128 ×
128 grid with a nonuniform grid point distribution. As different grids are
used by the spectral method and the LDC method, piecewise linear spatial
interpolation is used to obtain data that can be used by the finite volume
method on the various grid levels. The time step used is also not necessarily the
same for both methods. When no velocity field is present at the current time,
the data are obtained by piecewise linear time interpolation. The boundary
values for the fine grid problems are found by applying piecewise quadratic
interpolation at both refinement levels. The time-discretization in the LDC
method is performed by the first order backward Euler scheme at grid levels
0 (global) and 1, and by the θ-method for the grid level 2 (finest). Setting
θ = 0.51 yields a second order accurate scheme with better damping properties
than the Crank-Nicolson scheme (θ = 0.5). The time step for the global grid
is adaptive within the range [1×10−3, 2×10−4] and for grid levels 1 and 2 the
time refinement factor is τ = 5. The control parameter δ∞ for determining the
time step is based on the maximum change in the concentration on the coarse
grid

δ∞ = ∆t
∣∣∣
∣∣∣cH,h,n−1|ΩH − cH,h,n−2|ΩH

∣∣∣
∣∣∣
∞

. (20)

If the value for δ∞ is within the preset range [6×10−6, 1×10−5], the time step
is not altered. But if δ∞ exceeds one of the limits, the time step is changed
accordingly to get the control parameter back in the desired range. The actual
time step used during the simulation is given in figure 9.

To compute the composite solution at tn, the solutions on all the three levels
needs to progress to the new time. Adding another level of refinement (level 2)
with an even smaller time step can increase the complexity enormously. How-
ever, we can reduce the complexity and consequently the amount of work
required to compute the solution by making some assumptions. We briefly de-
scribe the time stepping strategy with two levels of refinement, a more detailed
description is given in ref. [13]. Initially we proceed as described in section 2
for the two level system. After we have computed the level 0 solution with the
corrected source term, i.e. after step (c) in figure 4, we can provide boundary
conditions to the level 1 problem at all intermediate times. Now, we assume

14
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Fig. 9. The time step ∆t used for solving the transport equation is adapted during
the LDC simulations within the range [∆tmin,∆tmax].

that the high activity in the solution, which does require the finest level of grid
refinement, does not influence the global solution at the interface between the
level 0 and level 1 grids. Thus the boundary conditions for the level 1 problem
do not depend on the level 2 solution. With these boundary conditions fixed
we can use the basic two-level LDC time stepping, where level 1 is the coarse
grid and level 2 takes the place on the fine grid. Because we use smaller time
steps on the level 1 grid than on the coarse grid we have to apply the basic
two-level LDC time stepping τ times to arrive with the level 1 and 2 solutions
at tn. In total the global solution has to be computed twice, the level 1 solu-
tions have to be computed three times and the solutions on the finest grid has
to be computed twice.

5 Numerical results for the LDC finite volume method

The results obtained with the LDC finite volume method are presented in
figure 10. In the first stage the dipole and the blob of tracer material are far
apart and hence the tracer distribution does not change much. When the dipole
reaches the wall at t ≈ 0.4 some part of the tracer distribution is squeezed
between the wall and the dipole. This results in very strong gradients in the
concentration close to the wall. The other part of the tracer blob is advected
around the dipole cores, as a result the tracer material is injected into the
interior of the domain. Note that the level 2 grid is also elongated to cope
with this advection of the tracer material. The repositioning of the refined
grids is done automatically, based on a detection algorithm for regions with
high activity [14; 15; 16]. As the dipole cores start to separate from each
other along the wall (t ≈ 0.6), tracer material is transported away from the
symmetry line. With no tracer material left at the symmetry line there is no
need for a fine grid.
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Fig. 10. Simulation results of the LDC finite volume method for the advection
of tracer distribution during a dipole-wall collision. The lower left quarter of the
entire domain [0, 2) × [−1, 1] is visible. The dipole is visualized by the vorticity
contours, for visibility only negative contours are plotted. The tracer concentration
are represented by the grey levels, black for maximum concentration and white for
zero concentration. The grey rectangles give the locations of the local domains for
the two refinement levels.

Now we compare the dynamic adjustment of the time step method to the
evolution of the tracer material. In the early stages t = 0 − 0.2 when the
change in the tracer distribution is small the used time step on the global
grid is large ∆t = 7 × 10−4. When the dipole is closing in on the wall and
the tracer, the time step is rapidly decreased until the minimum is reached
at t ≈ 0.4. Thereafter, the time step is steadily increasing as the tracer is
advected around one dipole core and gradients in the tracer distribution are
decreased in magnitude by diffusion. Adapting the time step reduces the total
number of steps required for the simulation approximately with a factor two.

After the formulation of a conservative version of the LDC finite volume
method in section 3 it is interesting to see how well the LDC method re-
produces the conservation law. As we apply no-flux boundary conditions on
the global domain and there is no source of tracer material, the total amount
of tracer material,

M(t) =
∫

Ω
c(t,x)dA, (21)
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Fig. 11. The relative error µ(t) in the total amount of tracer material obtained with
(a) the standard defect (9) and (b) the adapted finite volume defect (11). The inset
gives a zoomed view for the time interval [0.5,0.7].

is fixed to its initial value. In the LDC method the integral is computed
using the best data, i.e. the fine solutions if available and otherwise the
coarse solution. The relative change in total amount of tracer material µ(t) =
(M(t) − M(0))/M(0) is given in figure 11 for both the standard defect (9)
and the adapted defect (11). The LDC method based on the standard choice
for calculating the defect (9), the total amount of tracer material changes in
time. While using the adapted finite volume defect (11) improves conservation
properties we still see some increase of total amount of tracer material. The
cause for this becomes clear if we zoom in on the curve to the level where
separate time steps are visible. For the standard defect the total amount of
tracer material changes during each time step, which can be expected as the
method is not conservative. However the change seems to be more abrupt
for some time levels. These abrupt changes coincide with the times the fine
grid changes. The curve for the adapted finite volume defect shows the same
abrupt changes, but between the regridding the scheme is conservative. Until
now we did not speak about how to handle movement of the grid as it is not
inherent to the LDC mechanism. Regridding in a conservative way is a broader
problem, which we aim to address next.

6 Conservative regridding

In the previous section we have seen that while the adapted LDC finite volume
is conservative there is quite some increase of total amount of tracer material
due to the movement of the fine grid. The high activity in the solution moves
and changes its size as time proceeds. Consequently, the local grid Ωh,n

l used
to perform the time step from tn−1 to tn might not fully cover the high activity
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region during the next time step. The new local fine grid Ωh,n+1
l used to com-

pute the solution at tn+1 has to be moved and reshaped to capture the high
activity in the solution. As data from the previous time level tn is required on
the new grid for the next time step, an approximation cH,h,n

∗ must be found
at all the points of the new composite grid ΩH,h,n+1. With the solution at tn
computed on the old composite grid ΩH,h,n, the fine grid approximation of cn

is only available in the common grid points of the old fine grid Ωh,n
l and the

new fine grid Ωh,n+1
l . On the remaining part of ΩH,h,n+1 a solution has to be

computed via interpolation from cH,h,n. Thus the approximation cH,h,n
∗ is given

by

cH,h,n
∗ =






Qn
x(cH,h,n) on Ωh,n+1

l

cH,h,n on ΩH,h,n+1
l \ Ωh,n+1

l .
(22)

where Qn
x denotes a spatial interpolation operator that has been used in the

earlier mentioned simulations. Here, the operator Qn
x performed piecewise

quadratic interpolation. But as noted before this regridding leads to an in-
crease of the total amount of tracer material, a side effect which is not de-
sired. Changing to higher order interpolation methods did not results in a
better conservation of tracer material.

In order to obtain a way to make the regridding conservative, we can separate
two different causes for the change in the amount of tracer material. The first
occurs for the coarse grid points that lay inside the refinement area at tn but
do not at tn+1, i.e. the course grid points included in ΩH,h,n+1

l \ Ωh,n+1
l . For

conservation of tracer material during the regridding the following conditions
must be satisfied:

TH
ij (cH,h,n

∗ ) = T sum
l,ij (cH,h,n), (23)

i.e. that the amount of tracer material in the coarse grid control volume
TH

ij (cH,h,n
∗ ) must be equal to the sum over the small grid control volumes

of the original solution T sum
l,ij (cH,h,n). If we simply choose cH,h,n

∗ = cH,h,n as in
(22) condition (23) is not satisfied. If the midpoint rule is used, the integral
approximation for the amount of tracer material in a control volume reads
TH(cH,h,n

∗ ) = HxHycH,h,n
∗ . Then, the value at the midpoint cH,h,n

∗ can be di-
rectly computed from condition (23) itself. The second cause for a change of
the amount of tracer material during regridding occurs in regions where a fine
grid is required at tn+1 but was not present at tn. The data on the fine grid
was provided by interpolation of the coarse grid data. The deficit in tracer
material caused by the interpolation is given by

∆ij = Tij(c
H,h,n)− T sum

l,ij (cH,h,n
∗ ). (24)

In figure 12 we schematically represent this for a one-dimensional grid for the
midpoint rule. We aim to correct the initial data for the new time step cH,h,n

∗
in such a way that the deficit is spread over all the fine grid points (xi+p, yj+q).
The weights used for the distribution of the deficit in tracer material are given
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Fig. 12. Interpolating the coarse grid solution to provide the required data on new
fine grid points. There is a deficit of tracer material introduced by the interpolation
as the old amount of tracer material in the control volume TH

i is not equal to the
summed tracer material in the fine grid cells T h (a). Distributing the deficit over
the small grid cells leads to conservative regridding algorithm (b).

by

αi+p,j+q =
T h

i+p,j+q(c
H,h,n
∗ )

T sum
l,ij (cH,h,n

∗ )
(25)

Note that
∑

p,q αi+p,j+q = 1 which ensures that all the corrections summed
over the fine grid points totals the deficit in tracer material ∆ij. The updated
solution

cH,h,n
∗ |(xi+p,yj+q) = cH,h,n

∗ |(xi+p,yj+q) + αi+p,j+q
∆ij

hxhy
(26)

has the same amount of tracer material as the initial solution TH
ij (cH,h,n). The

use of cH,h,n
∗ as the initial data for the new time step, instead of c∗, ensures

that tracer material is conserved.

A new simulation of the tracer dispersion during the dipole-wall collision is
performed which uses the adapted defect and the conservative regridding al-
gorithm. The relative error in the total amount of tracer material |µ(t)| is
given in figure 13. Note that the use of the conservative regridding algorithm
improves the conservation of tracer material by two orders of magnitude. The
error in M is now O(10−6), a result that is reached using only one LDC itera-
tion for each time step. A smaller error in the conservation of tracer material
can be reached if more LDC iterations are performed.

7 Comparison between the LDC and spectral method

After comparing the standard and adapted definition for the local defect and
making the regridding conservative, we are interested in how well the LDC
method compares with standard spectral methods. Therefore, we use a spec-
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Fig. 13. The relative error µ(t) = |M(t)−M(0)|/M(0) in the total amount of tracer
material for the adapted finite volume LDC method with conservative regridding.

tral method for solving the transport equation, which is based on the same
expansion in Fourier and Chebyshev polynomials as used to calculate the ve-
locity field [17]. In these simulations a resolution of N = 768 and M = 768 has
been used for the tracer field, this is quite high as we want to have an accurate
solution as benchmark data (see table 1). Note that the velocity for calculating
the advection term in the transport equation is required at the same resolu-
tion, while it is only computed at the lower resolution 128× 128 used to solve
the Navier-Stokes equation. The increase in resolution is obtained by padding
the matrix containing the spectral coefficients for the velocity with zeros to
obtain the wanted resolution. After transforming this matrix to physical space,
we obtain the velocity at a 768 × 768 grid. The time step used to solve the
transport equation is ∆tflow = 1.25×10−5, such a time step is required for the
stability of the time-discretization scheme (AB/CN) and will give accurate
results. The used time step is equal to the one used to solve the velocity field,
so there is no need to interpolate the data in time.

To asses how the finite volume method with the local defect correction method
compares to the results of the spectral method we have plotted the contours of
the passive tracer in figure 14. Between t = 0.5 and t = 0.6 the concentration
varies most rapidly in time. There are only small differences visible between
the LDC solution and the spectral solution. Note that the uniform grid size of
the spectral method, which is approximately 2/768 = 2.6×10−3, is comparable
to the grid size at the finest LDC level Hx/σ2

x = 2× 10−3. The smallest time
step used on the finest grid, ∆t = 8 × 10−6, is also comparable to the time
step used to solve the flow and tracer transport with the spectral method,
∆t = 1.25× 10−5.

A more quantitative comparison can be made using integral quantities, like
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Fig. 14. Contour plots of the concentration computed by the LDC (black) and by
the spectral method (grey) for t = 0.5 and t = 0.6.

the centre of mass of the tracer defined by

x(t) =
1

M
(x(t), y(t) =

∫

Ω
xc(x, t)dA. (27)

Note that this integral can be considered as a higher order moment of (21).
Recall that we improved the algorithm for regridding to specifically satisfy
conservation of tracer material. Therefore, it is interesting to investigate the
error in higher order moments like the centre of mass and the variance in the
tracer. The variance in the x-direction is given by

sx(t)
2 =

1

M

∫

Ω
(x− x)2c(x, t)dA, (28)

a similar expression can be obtained for the variance in the y-direction. The
relative differences for these quantities between the values obtained for the
LDC and spectral simulations, e.g.

ry(t) =

∣∣∣∣∣
yLDC(t)− yspectral(t)

yspectral(t)

∣∣∣∣∣ , (29)

are plotted in figure 15. We left out the x as it constant in time due to the
symmetry of the problem. For the spectral method the integral is computed
by a sum over the spectral coefficients, which yields accurate results. The
difference between y for the LDC and spectral method is somewhat smaller
than 10−3. The relative difference in variance is at most of order 3 × 10−3.
Note that the representation of the integrals is somewhat limited by the finite
volume representation. The initial relative difference in the variance is already
of order O(10−4).
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Fig. 15. The relative difference between the spectral and LDC solutions for (a) the
centre of mass coordinate, (b) the variance in the x-direction and (c) the variance
in the y-direction.

8 Conclusions

The local defect correction (LDC) algorithm provides a way to solve a trans-
port problem for a localized tracer distribution on grids composed of uniform
global and local grids. The idea behind LDC is to use the solution of the
coarse global grid to provide the boundary condition to the local problems
and then use the more accurate local solution to correct for the defect in the
coarse global solution. In our case the solutions on global and local grids are
computed using standard finite volume methods to solve the uniform grid
problems. The correction to the defect can be adapted to ensure that tracer
material conservation is satisfied on the composite of the global and local
grids. However, simulations for a tracer blob advected in the velocity field of a
dipole-wall collision reveal that there is some change in the amount of tracer
material, a property that should be conserved. This change in the amount of
tracer material is caused by the movement of the local fine grids, as the spatial
interpolation of the data causes a deficit in tracer material. An straightforward
method is applied to distribute the deficit over the grid points, which ensures
the conservation of tracer material. Simulations performed with this kind of
interpolation techniques give proper conservative results for the finite volume
LDC method. The results for the conservative finite volume LDC method
are compared to results obtained by a pseudo-spectral method. Concentration
snapshots reveal a good agreement between both methods, only very small dif-
ferences are visible. More quantitative comparisons are made for the integral
quantities, centre of mass and variance of the tracer distribution. These show
relative small differences between the LDC method and the spectral method.

We have shown that for the transport of a passive tracer the LDC method
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can provide accurate results. The general idea behind LDC, to use the local
fine grid to obtain an estimate for the defect on the global coarse grid, can be
applied to other problems. Mass conservation for the composite solution can
be reached by a slight change of the defect definition. In a way this illustrates
the power of LDC, the coarse grid and fine grid solution are adapted to each
other.

An interesting application of LDC is to use it for the computation of the
velocity field itself. A clear application is to use such a method for the dipole-
wall collision as the fine-scale dynamics remain restricted to a localized region.
The simulation of turbulent flows remains outside the scope of LDC as fine-
scale structures are not limited to a localized region. On the other hand, the
initial dispersion of small blob of tracer material in the turbulent field can be
computed using LDC.
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