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Abstract

We consider nested nets, i.e. Petri nets in which tokens can be Petri nets themselves. We
study value semantics of nested nets rather than reference semantics, and apply nested nets to
model adaptive workflow, i.e. flexible workflow that can be modified during the execution. A
typical domain with a great need for this kind of workflow is health care from which domain we
choose the running example. To achieve the desired flexibility we allow transitions that create
new nets out of the existing ones. Therefore, nets with completely new structure can be created
at the run time. We show that by careful selection of basic operations on the nets we can obtain a
powerful modeling formalism that enforces correctness of models. Moreover, the formalism can
be implemented based on existing workflow engines.

Keywords: Petri nets; modeling; workflow.

1 Introduction

In this paper we consider nested nets, i.e. Petri nets in which tokens can be Petri nets themselves. This
means that processes are considered as objects that can be manipulated by other processes. We apply
nested nets to construct more flexible workflow management systems. In classical workflow man-
agement systems the process structure is determined at design time. During execution no structural
changes are possible. This implies that designers need to take into account all possible executions,
exceptional situations and combinations of them. In case of so-called ad hoc workflow [33,31, 9, 28]
the algorithm for processing cases is not known at design time, so it is impossible to use a classical
workflow management system and so-called case handling systems are used instead. These systems
have no formal process semantics which makes testing and verification difficult.

*Partly supported by the Presidium of the Russian Academy of Sciences, program “Intellectual computer systems”
(project 2.3)
TSupported by the NWO Open Competitie project MoveBP, Project number 612.000.315



In this paper we propose a solution with more flexibility for adaptation than classical workflow sys-
tems and more structure than ad hoc workflow systems. We call them adaptive workflow systems. By
adaptivity we understand an ability to modify processes in a structured way, for instance by replacing
a subprocess or extending it. We assume a given library of protocols to be used as basic building
blocks for constructing more complex protocols. A natural way to model these complex protocols in
an adaptive way is by means of nested Petri nets. Nested Petri nets are Petri nets in which tokens can
be Petri nets themselves, called token nets. The ability to modify a token net rather than a part of the
net itself accounts for the following advantages:

e an ability to update the library of protocols at runtime;
e an ability to modify the ongoing processes at runtime;

e an ability to model decisions taken by different parties (separation of concerns).

Traditionally workflow is modeled by workflow nets [1, 2, 3, 4]. We extend this notion by introducing
a mechanism for exception handling. Exception handling is recognized as a critical challenge for
workflow management systems [16]. In our extended workflow nets we introduce final transitions
whose firings reflect exceptional situations. When used as token nets, these firings are normally
synchronized with the firings of the higher-level net, which terminates the execution of the lower-
level net.

A typical domain with a great need for this kind of adaptive workflow systems is healthcare. Today the
medical protocols have the form of guidelines that involve doctors, nurses and paramedical personnel.
They are often combinations of lower-level protocols where the way of combining may be determined
at runtime depending, e.g., on the patient’s state. Therefore, our adaptive workflow nets are well-suited
for modeling this kind of systems.

To be able to apply the results of this paper in practice, we were looking for an approach that can
be implemented by standard workflow engines with only slight modifications. In fact to execute a
transition for which consumed tokens are nets, we have to invoke the workflow engine again for the
token nets, however this can be fresh instantiations of the workflow engine.

Related research Net in nets are extensively studied in the Petri net literature: [17, 18, 19, 22, 23,
29, 30]. In all cases the goal was to extend the expressive power or the expressive comfort of Petri
nets. So, in object Petri nets, the authors aim at making Petri nets suitable for modeling according to
the object-oriented style [30]. Unlike our work, the stress is on mobility and not on constructing new
nets from the existing ones.

Nested nets [20] define nets as tokens on top of colored Petri net semantics [15]. Nested nets have
value semantics, i.e., independent copies (multisets) of token nets are considered. The framework we
propose is partially inspired by this work, extending it by introducing operations on token nets and
including data in the synchronization mechanism.

The idea of controlled modification of token nets is also considered for high level net and rule (HLNR)
systems in [14, 8]. Unlike our approach that easily supports arbitrary (but fixed) nesting level and
synchronization between different levels of a nested net, the previous results considered nesting of
depth one only. Moreover, [14] carries structural modification of P/T token nets by means of rule
tokens, whereas our approach uses predefined and well-known operations, such as sequential and
parallel composition.



The idea of combining workflow and “nets in nets” is going back to [32], where they consider object
Petri nets with workflow nets as token nets. Therefore, the differences between our work and [30] are
also applicable to this work.

Effective response in presence of exceptions is recognized as a critical challenge for workflow man-
agement systems [16, 24]. We believe that exceptions form an essential part of the process, and
therefore, they should be included in the model. Alternatively, as suggested in [34, 5, 16] a workflow
system can be extended by an exception handling mechanism. However, in such a case no formal
reasoning involving exceptions is possible.

Petri nets have been used for modeling of healthcare workflow, also known as careflow [13, 27, 26, 24].
The guideline execution system GUIDE [27] translates formalized guidelines to a hierarchical timed
colored Petri net. The resulting net can be run to simulate implementation of the guideline in clinical
setting. However, this formalism misses adaptivity and separation of concerns.

Section 2 introduces a motivating example from the healthcare world. In Section 3 we present the
notion of an extended workflow net and in Section 4 we discuss operations on extended workflow
nets. Section 5 describes nested nets and adaptive workflow nets. Finally, in Section 6 we discuss the
results presented and possible directions for future work.

2 Example: a medical protocol

A typical domain with a great need for this kind of adaptive workflow systems is health care, in
particular patient treatment. In this domain the classical way to support the medical process is to use
an EPR-system (EPR stands for Electronic Patient Record). That is a data-oriented system in which
for each patient a data structure is created that is updated at each step of the medical process. Normally
the data structure is stored in a relational database system. On top of this database, rule engines are
used to support the medical decision making to determine a diagnosis or a treatment. In recent years
the protocol-based medicine became a standard approach. In this approach for many kinds of medical
problems there are protocols defined to derive a diagnosis or a treatment. These protocols are in fact
process descriptions. Medical experts have to follow the steps of these protocols and to document the
decisions they make. This is not only important for the quality of care but also for avoiding claims
when things go wrong: medical experts can prove that they treated their patient according to the best
practice that is reflected in the protocol. For each patient a specific workflow is created and an EPR-
system augmented with workflow system functionality is an important improvement of process of
patient treatment.

Today the medical protocols have the form of guidelines. A guideline is not limited to doctors but
also cover the workspace of nurses and paramedical personnel. There have been several attempts to
formalize guidelines as flowcharts and decision diagrams and incorporate them into medical decision
support systems (MDSS). For example, GLIF [25] and GUIDE [26, 27] support medical processes by
enacting guidelines, and integrating them in EPR-systems.

As a motivating example we consider the process of diagnosis and treatment of a small-cell lung can-
cer (SCLC). The example is inspired by the practice guidelines for SCLC [10] created by the National
Comprehensive Cancer Network (SUA) and modified by The University of Texas M.D. Anderson
Cancer Center for their patient population.

The guideline is build on the basis of a library of standard protocols. A protocol may describe the
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decision process for establishing a diagnosis, treatment schemes and tests used in the process of
diagnosis or after the treatment. Each such protocol has an initial point, a final point and it handles
exceptional situations by terminating the process. For instance, the protocol used for mandatory tests
in the initial diagnosis stage describes the process of executing two tests (computer tomography of
brain and the bone scan) and evaluating their results. An exceptional situation is considered when
the result of at least one of the tests turns out positive. We model such a protocol as a workflow net
extended with special transitions which are transition without output places. These transitions carry
an exception label indicating the exceptional situation. Figure 1 shows the extended workflow net
modeling the mandatory test protocol.

The interfaces of protocols in the library are given as Prot{exi,..., ex, ), where Prot is the name of
the protocol and exy,...,ex, is the list of exception labels. In case the protocol has no exceptions, it
is denoted solely by its name.

Figure 2 shows another protocol net (STests), modeling the test protocol used in the surveillance stage.
The process performs some tests such as CXR test, creatine test and liver function test and registers
their results in the variables z, y, 2, u, w. The evaluation of the tests employs a function that combines
the results of the tests. According to constraints specified in predicates, the progress of the cancer and
the response to the treatment is evaluated: the cancer can relapse (modeled by the transition labeled
relapse) or the treatment can have a partial response or good response (modeled by transitions labeled
accordingly).

Protocols can make use of other protocols, create new protocols from the existing ones or modify
them. For this purpose, we consider nets as colored tokens. The protocols can be build of more



primitive ones by using the operations -,||. The operation init initializes an extended workflow net
net with its initial marking. Consider the surveillance protocol in Figure 3. The protocol makes use
of other therapy and test protocols, namely Radiotherapy, STests, Cisplatin, Etoposide, ProphT and
RadCon(radiation scarring). The protocol iterates the surveillance treatment scheme until the results
of the surveillance tests show signs of relapse. A regular surveillance treatment is started at runtime by
creating a process token (denoted by the constant str = init(Radiotherapy - STests) on the outgoing
arc of the transition start surveillance). The process of this token consists of the Radiotherapy protocol
followed by the STests protocol. The transitions labeled by relapse, partial response, good response
in the surveillance test protocol are synchronized with transitions having the same labels in the upper
level net (Surveillance).

In case of a partial response, a new process token is created, namely init((( Cisplatin - Etoposide) ||
Radiotherapy) - STests) (radiotherapy done in parallel with chemotherapy — cisplatin treatment
followed by a etoposide treatment — followed by the STests protocol).

At the same time with the application of a surveillance treatment, a radiation control protocol

(RadCon(radiation scarring)) is used to monitor the radiation effect on the patient. In case the patient
shows signs of scars due to the radiation (the exception radiation scarring is signaled), a prophylactic
treatment (ProphT) is conducted in parallel with the actual surveillance protocol (st || init( ProphT)).

The protocol from the library describing the main process is depicted in Figure 4. The process starts
with the decision on whether the patient has small-cell lung cancer (SCLC) or non-small cell lung
cancer (Non-SCLC). The transition Non-SCLC models an exception that allows finishing the guide-
line.

Once the diagnosis has been established, the stage of the illness needs to be assessed. The stage is de-
termined by the extent of spread of the cancer basing on the test results. Here, the protocol makes use
of and combines some standard test procedures depending on the preliminary diagnosis of the phase
of the cancer. In case the patient shows signs of extensive stage, a procedure with mandatory tests
MandT(positive) (Figure 1) is created. Once the protocol MandT(positive) has terminated or a tran-
sition with exceptional label positive indicating that the tests are finished is fired (the arc inscription
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protocols taken from the library, i.e. MandT(positive) and FacT(positive), by performing them in
parallel. Once one of the tests has positive outcome (the transition labeled positive is fired), it must
be synchronized with the respective transition in the main protocol since this is a symptom for the
extensive stage cancer. If none of the results turns out positive, the test protocol terminates properly
(this is indicated by the arc inscription final).

The patient with SCLC in limited stage is further tested to determine whether or not she/he can be
operated. For this purpose, the protocol FTests(operable, non-operable) is instantiated, and one of the
exceptional outcomes of the this test procedure (the patient is non-operable or operable) is synchro-
nized with the respective transition in the SCLC protocol.

For each of the three diagnosis (extensive stage, limited stage operable, and limited stage non-operable),
a special treatment scheme is created, which is actually an iteration of chemotherapy, radiotherapy
and tests. For example, for the limited stage operable diagnosis, a treatment scheme token consider-
ing the resection Resection, followed by a four cycle of chemotherapy (Cisplatin treatment followed
by Etoposide treatment) and tests (Tests(progression)) is created. Once there is a sign of progression
of the cancer after performing the tests at each of the cycles signaled by the occurrence exception
handled by the transition labeled by progression), the treatment is interrupted and the patient goes in
the final stage, where only the Palliative/Salvage treatment can be applied. In case the initial treatment
has been successfully completed (the transition labeled by last stage is fired) a surveillance protocol
(Surveillance) is created and its completion determines the patient to enter the palliation/salvage stage.

3 Extended workflow nets

3.1 Preliminaries.

We briefly introduce the notation and the basic concepts that will be used in the remainder of the
paper.

N denotes the set of natural numbers. The set of all subsets of a set P is 2. A relation between sets



P and @ is a subset of P x (). If R C P x ( is a relation, then we use the infix notation p R ¢ for
(p,q) € R and the inverse R~! of R is defined as {(¢,p) | p R q}. Functions are a special kind of
relations. Given a function F' we write dom(F’) to denote the domain of F' and ran(F') to denote the
range of F. If the domain of a function is finite we also write {d; — vy,...,d, — v, }. The operator
o denotes function composition, (f o g)(z) is f(g(z)). A bag (multiset) m over P is a mapping
m : P — N. The set of all bags over P is also denoted by N, We use + and — for the sum and the
difference of two bags and =, <, >, <, > for comparisons of bags, which are defined in the standard
way. We overload the set notation, writing @ for the empty bag and € for the element inclusion. We
abbreviate bags by writing, for example, 2[p] + [¢] instead of {p +— 2, ¢ +— 1}.

Let F' be a function, such that ran(F') is a set of sets. Then the generalized product of F', written
as TI(F), is the set of all functions f with dom(f) = dom(F') and for all z € dom(F) it holds that
f(z) € F(z). Note that II(F') = {0} if dom(F') = 0. We further extend this notion and given S C
dom(F) write IT,c5(F') to denote the set of all functions f with dom(f) = S such that for any z € S,

f(z) € F(z).
A transition system is a tuple E = (S,X, T') where S is a set of states, L is a set of actions and
TCSxXExS.

3.2 Colored nets.

In Section 5 we are going to introduce nested nets that are considered as a special kind of colored
nets. To this end we define colored Petri nets parameterized with a value universe U. We assume that
U contains the value black, which we use as an object carrying no information. Our definition does
not essentially differ from the existing ones [15] but it has been adapted for our purpose, notably by
the addition of transition labels.

In a colored net each place is mapped to a type, which is a subset of 7I. We also assume a set L of
labels for transitions such that T ¢ L. Every label is associated with a unique natural number, called
the arity of the label. Then we define the set of transition labels X = {t} U{a(x1,...,2,) | a € L,n =
arity(a), x1,...,z, € U}. The label T is the special “silent” label.

Definition 1 A colored net over the universe U is a 6-tuple (P, T, F,v,p,{), where

o P and T are disjoint finite sets of places, respectively transitions;
o FC(PxT)U(T x P) is the set of arcs,

e v is a place typing function with dom(v) = P such that v(p) C U forall p € P;

e p is a transition function with dom(p) = T such that p(t) CI1(@;) x II(y,) forall t € T, where
¢ ={p—v(p) [ (p,t) € F} andy; = {p —v(p) | (t,p) € F};
e ( is alabeling function with dom(¢) = {(t,v,8) | t € T A (V,9) € p(t)} and ran(¢) C ¥.

The labeling function is used to report information on transition firings. In this way we can distinguish
between internal firings that are labeled with T and externally observable firings labeled with labels
different than t. Note that the labeling function ¢, allows for the association of several different labels
to a transition and the same label to different transitions. We illustrate the definition above by means
of an example.
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Example 1 Assume that U contains the set of natural numbers N. Consider the net at Figure 5. It
contains two places, p and q, and two transitions, t and u, with the following set of arcs {(p, t), (t, q),
(q,y),(u,p)}. Both places are typed by N, i.e., v(p) =v(q) = N. The transition relation is given

by p(t) ={({p—n},{g—n+1})[neN}pandp(u) ={({g— n},{p = n+1}) | n €N} The
labeling function { is defined by ((t,y,8) =t and £(u,Y,0) = a(Y(q)). O

Next we introduce the notion of marking of a colored net over a given set of types.

Definition 2 Given a colored net N = (P, T,F,v,p,{) over the universe U, a marking of N is a
function M : P x U — N, such that for any p € P and any v € U, M (p,u) > 0 implies u € v(p).
The set of all markings of a colored net N is denoted by u(N).

A marked colored net over U is a pair (N, M), where N is a colored net over U and M € u(N) is a
colored marking of N.

To illustrate this notion we return to our previous example. Some possible markings for the net in
Figure 1 are M} = {(p,n) — 1} and M,! = {(q,n)+— 1} for any n € N. So M}, respectively M,
consists of a single token with value n in place p, respectively ¢. To simplify the notation when
talking about markings we use the bag notation [(p, n)] instead of the functional one {(p,n) + 1}. If
n coincides with black then we write [p].

A colored net defines a transition system which gives the observable behavior of the net. To formalize
this notion we denote by 1 (907) the set of (marked) colored nets over the given universe.

Definition 3 The ternary relation — — _ C I x X X M is defined as the smallest relation such
that (N, M +7v) — g (N,M +39) for all (N,M)e M, te T and (V,3) € p(t). We also write
(N, M) =5 for some & € Z if and only if there exists a marking M’ € u(N) such that (N, M) —-
N, M"). Finally, (N, M) (N, M ) means that there exists a sequence (Gy,...,6,) € L* such that

(
(N, M) = (N,M) =% (N, M) =% ... 2% (N, Myyy) = (N, M'). In this case we also say that
(N, M) is reachable in (N, M). The set of all markings reachable in (N, M) is denoted R (N, M ).

Consider net Ny from Example 1. Then (N, MY) —— (Ny, MJ1).

3.3 Extended workflow nets.

Workflow nets (WF nets) are used to model workflow systems (see e.g. [1, 2, 3, 4]). Workflow nets
have one initial and one final place and every place or transition is on a directed path from the initial
to the final place. We extend the notion of a WF net to model exceptions, i.e. transitions that should
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terminate the execution of the current net. As mentioned in the introduction, exception handling is
recognized as a critical challenge for workflow management systems.

To ensure that firings of exception transitions are observable and cannot be confused with firings of
non-exception transitions, we require the set of transition labels X to be divided in two parts X¢ for
firings of exception transitions and X", for firings of non-exception transitions. Formally, we require
Y=YX0ur" 2NnX*=0andt € X

Definition 4 A colored net N = (P, T, F,v,p,l) over the universe U is an extended workflow net
(EWF net) with the initial place i € P, and the final place f € P and the set of exception transitions
TCcTif

L {t|(ti)e Fy={t|(f,t) e F}=0;
2. v(3) =v(f) = {black};

3. forallt € T and (7,8) € p(t), t € T' if and only if £(t,Y,8) € X¢ if and only if {p | (t,p) €
F}=0;

4. For any node n € (PU T) there exists a path from i to n;

5. For any node n € (PU T) there exists a path from n to a node in T" U{f}.

Traditional WF nets are EWF nets with the empty set of exception transitions. Since exception tran-
sitions produce no output, for any ¢ € T” whenever £(t,Y,9) is defined, & = 0.

Example 2 Consider the nets in Figure 6 as colored nets over the universe {black}. Both nets are
EWF nets: the left-hand side net with the initial place i and with the final place f, the right-hand side
net with the initial place i' and with the final place f'. The exception transitions are {v} and {v'},
respectively. All firings of these transitions are labeled by a and o', respectively, with a,a’ € £¢. [

EWEF nets provide a number of advantages from the modeling point of view. First and foremost they
make a clear distinction between normal termination and termination caused by an exception. Unlike
traditional WF nets, where special care should be taken to remove all tokens present in the system
when an exceptional situation is encountered, no similar overhead is incurred by EWF nets. We
define the following concepts regarding initiality and finality of EWF nets.

Definition 5 Let N be an EWF net with initial place i and final place f and let M € u(N). The
marked net (N, M) is called initial, resp. final if and only if M = [i], resp. M = [f]. The initialization
init(N') of N is the marked net (N ,|[i]).



An important correctness property for EWF nets is soundness. Classical WF nets are called sound if
one can reach the final marking from any marking reachable from the initial marking [1]. The intuition
behind this notion is that no matter what happens, there is always a way to complete the execution
and reach the final state. This soundness property is sometimes also called proper termination and
corresponds to 1-soundness in [12].

Definition 6 An EWF net N = (P, T, F,v,p,{) with the initial place i and the final place f over the
universe U is called sound if and only if for all (N, M) € R (N, [i])

1. either (N, M) — (N,[f])
or there exists (N, M') € R (N, M) such that (N, M') - for some 6 € L¢;

2. (N,M) =5 (N, m+|f]) implies m = 0 for any m € u(N).

The intuition behind the notion of soundness formalized in Definition 6 is that for any possible be-
havior there is always a possibility to complete the execution and reach the final state, or to report
an exception. The second requirement of soundness stresses that whenever the final state is reached,
the execution has been completed. In case of classical WF nets, the second condition of soundness
is redundant (cf. Lemma 11 in [12]). The following example shows that this is not the case for EWF
nets.

Example 3 Recall the EWF nets from Figure 6. The left-hand side net is unsound. Indeed, con-
sider (Ni,[q] + [r]), which is reachable from (Ny,[i]) since it can be obtained by firing t. Moreover,
(N, [q] + [r]) =% and a € £°. Hence, the first part of the soundness condition is satisfied. However,

(N3, [q] +[r]) = (Ny, [f] +[r]), and since [r] # O the second condition of soundness is violated and
the net is unsound.

The right-hand side net is sound. Indeed, R ((Ny,[i'])) = {(N,,[¢]), (N, ["']), (N, [f'])}, i.e., the

only marking that contains f' is [f'] itself. Hence, the second condition is satisfied. The first con-
*

dition is satisfied since (N, [Z-/D N (N, [7”]), (NT,[T/]) 5 (N, [r’]) L') on the one hand, and
(N, [f"]) = (N,.,[f]) on the other hand. 0

Note that adding an exception transition to a sound EWF net preserves soundness.

Lemmal Let N = (P, T,F,v,p,!) be a sound EWF net over the universe U. Let @ C P\{f},
t& T and h:Mpeq(v(p)) — €. Let N' be (P, TU{t}, FU{(p,t) | p € Q},v,p’,¢'), where

e p'(u)=p(u)forue T and p'(t) =T1(¢;) x {0},
o '(u,y,8) =Ll(u,Y,d) for u e T and (V,d) € p(u), and ¢'(t,y,0) = h(y) for any y € I1(@;).

Then, the net N' is a sound EWF net over U.
Note that since ¢ is an exception transition we have & = 0 for any (Y,9) € p’(t).

Proof 1 The proof'is done by checking Definition 6. O
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Lemma 1 allows us to use an incremental approach to modeling by modeling the normal course of
events first, and adding exceptions afterward.

We define bisimilarity of EWF nets, by extending the standard notion with preservation of initiality
and finality of states, c.f. [35].

Definition 7 Let Ny, N, be EWF nets. A relation R C u(Ny) x u(N,) is called a simulation if and
only if for all My, M| € u(Ny), My € u(N») and 6 € £ such that (Ny, My) — (Ny, M) there exists
M}, € u(Ny) such that (N, My) > (N, M3) and M{ R Mj.

The marked EWF nets (N1, M) and (N,, My) with initial and final places i, and 1, fi and f> respec-
tively, are called EWF-bisimilar, denoted (Ny, M) =, (Ny, M) if and only if there exists a relation
R C u(Ny) x u(N>) such that My R My, both R and R~ are simulations, and whenever z Ry, the
following holds:

o x =[i] ifand only if y = [i];
o z=|[fi]ifand only if y = [f];
e 1> [fi] ifand only if y > [f);

The EWF nets Ny and N, are EWF-bisimilar, denoted N\ =, N, if and only if their initializations are
EWF-bisimilar.

Remark that EWF-bisimilarity is based on the traditional notion of strong bisimilarity. Further no-
tions of bisimilarity, such as branching bisimiarity, can be adapted for EWF nets. EWF-bisimilarity
preserves soundness of EWF nets. The requirement > [f] to be preserved by the simulation relation is
required to ensure that the second part of Definition 6 is satisfied. It is not needed for traditional work-
flow nets. We define the behavior of a EWF net as its equivalence class modulo EWF-bisimilarity.
The next lemma states that soundness is a behavioral property.

Lemma 2 Let Ny, N, be EWF-bisimilar nets. Then N is sound if and only if N, is sound.

Proof 2 (Sketch) We prove the “only if” side; the “if” side then follows by symmetry. Assume that
Ny is sound. We should prove that N, is sound. Let R be a bisimulation between init( Ny) and init(N>).

Then, [i] R[4]. Let My be such that (Na, [ip]) — (Na, Ma). Since R\ is a simulation, there exists
M, such that My R Ms and (Ny, [i1]) — (Ny, My). Since Ny is sound, either (Ny, M;) —— (Ny,[fi])
or (Ni, My) == (N, M]) =~ for some M| € u(Ny) and 6 € L¢. Since R is a simulation, either
(N, My) == (Ny,[f]) or (Na, M) == (Np, M3) = for some Mj € u(N,) .

Finally, we need to prove that (Na,[iy]) — (Na,[fo] + m) implies m = 0. Since (Ny,[ir]) —
(Na, [o] +m), there exists My such that My R [f>] + m and (Ny,[i]) — (N1, My). If m > O, then by
the properties of R we have M\ > [fi]. This contradicts the soundness of My, so in fact m = 0. O

4 Operations on EWF nets

In this section we discuss predicates and operations that can be applied to EWF nets and marked EWF
nets. In Section 5 we will introduce nested nets and we will see how these operations can serve as

11
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Figure 7: Parallel composition N 1||N,, Choice N; + N,, Sequential composition N1 - N,

basic building blocks that can be used in defining the transition function of a higher-level net. We
try and keep the set of operations as simple as possible so that they can be performed by existing
workflow engines.

From here on in this section, all nets are EWF nets. The set of all (marked) EWF nets is denoted 9"
(ON™). We consider a number of predicates and operations on nets and marked nets. Using Definition 5
we convert a net into a marked net by adding to it a corresponding initial marking, and for any marked
net we can check whether its marking is the initial one or the final one.

Next, two nets can be combined to produce a new net by means of sequential (-) and parallel (]|)
composition and choice (4). Moreover, parallel composition can be applied to marked nets and
sequential composition to a marked net and a net. In the past, similar operations have been defined
for workflow nets [4]. We adapt these notions for EWF nets.

One of the most natural operations on EWF nets is sequential composition. For instance, a doctor
can prescribe a resection followed by a medication. Hence, the treatment prescribed by the doctor is
the sequential composition of two nets: resection and medication. Other common operations on nets
are parallel composition' and choice. The three operations are depicted at Figure 7. N; and N, are
unmarked EWF nets with the initial places 4; and 7, and the final places f; and f, respectively. The
sign of equality denotes place fusion: for sequential composition the final place of the first net and the
initial place of the second net have to be fused, for choice the initial places have to be fused as well as
the final ones. Firing the transitions #;,#f is labeled by T. The operations can be formalized by writing
out the net structure, which is trivial but tedious.

Lemma 3 For any Ny, N, € ¥, N - N, Ni|| N2, Ny + Ny € Y. Moreover, - and + are associative
and || and + are commutative. If Ny and N, are sound, then N;- Ny, Ni||N2, Ny + N, are sound as
well.

One of the typical operations one might like to consider is iteration. For instance, the doctor can
prescribe a certain treatment to be performed three times. Associativity of - allows us to model this
by writing N - N - N, where N is the unmarked EWF net modeling the treatment. Formally we define
NFasNifk=1,andas N-N*1if k> 1.

1Tt should be noted that the parallel composition we define is not exactly the well-known process-algebraic operation.
For instance, after the initialization, z + (y||2) can make an internal step to a state where z cannot be executed anymore.

12



Next, consider marked nets. We start with the sequential composition. The intention of the sequential
composition is to extend a running process by a new functionality. Therefore, we define the sequential
composition as an operation on a marked net (a running process) and a net (additional functionality).
Formally, we define (Ny, M) - N, = (N - Np, M). Similarly, the parallel composition of two marked
EWF nets (Ny, M) and (N, M>) is defined as (Ny, My)||( N2, Mp) = (Ny|| Nay My + M).

A choice operation on marked nets does not seem useful for our purpose.

Operations on the marked nets satisfy the following lemma.

Lemma 4 Forany (Nl,Ml), (Nz, Mz) e MY and N € NV, (Nl,Ml) -N eIMY, and (N],Ml)H(Nz, Mz) €
IMY. Moreover, - is associative and || is commutative.

Parallel composition and choice are congruences w.r.t EWF-bisimilarity and sequential composition
is a congruence if the first operand is sound. Its proof can be achieved by standard meta-theory of
process algebra [11].

Theorem 1 Let Ny, N,, N{, N, be EWF nets such that N; =, N{ and N, =. N,. Then N{®O N, =,
N8N for 8 € {+.],-}

Let (N3, Ms),(Nj, M3),(Ns, My),(N;, My) be marked EWF nets with (N3, M) =, (N3, M}) and
(Na, Ma) = (Nj, My). Then (N3, M)||(Na, My) = (N3, M3)[|(Ny, My). and (N3, Mz)- Ny = (N3, Ms)-
N;.

5 Nested Nets

In this section we introduce nested nets. In Section 2 we showed how nested nets can be used to model
adaptive systems. We start by defining general nested nets and then move to nested EWF nets.

Nested nets form an extension of colored nets over a special universe. The only extension is that
color of tokens can be changed without firing transitions. We recursively define value universes, nets
and marked nets of any depth n, for n = 0...®, assuming the existence of an initial universe Uy
containing basic values such as integers and composed values like pairs, lists and sets of basic or
composed values. Subsequent universes and sets of nets are defined recursively as follows.

Definition 8 The sets Ny, Mo of nets and marked nets of depth zero are defined as the sets of colored
nets and marked colored nets over the universe Uy, respectively. For each n > 0 the value universe
U, and the sets N, M, of nets and marked nets of depth n are recursively defined by U, = Uy,—1 U
M, and N,, and M, as the set of colored nets and marked colored nets over U,. We set Ny =

Unzo Ny, My = Unzo M, and Uy = Uy UM,

For the sake of uniformity we call elements of 91y (1) (marked) nested nets of depth 0. Observe that
the recursive definition of a notion of a marked nested net of depth n allows tokens in it to be colored
by nested nets of depth n — 1.

Example 4 7o illustrate Definition 8 we first assume that the only elements of Uy are natural num-
bers. Then, net N we introduced in Example 1 belongs to Wy. We can use Ny as a token in a
higher-level net as illustrated by Figure 8. We call this net Ny. It has two places, r and s, and two
transitions v and w. The places r and s are of the “net type”, i.e., the place typing function vy should
map them to subsets of M, For instance, we can take v : {r,s} — {(N,M) | M € u(N)}. O
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Figure 8: Nested net

The firing relation — for nested nets containing token nets may depend on the firing relation in
the tokens themselves. We can thus achieve, for example, vertical synchronization: a transition in a
lower-level net and another one in a higher-level net must fire simultaneously. The transition relation
p(t) may also react to initiality and finality of input tokens.

Example 5 Example 4, continued. We define the transition function and allow v and w to fire only if
a transition labeled a(n) for some n € N fires in Ny. Formally, we write this as follows
po(v) = {({r = (N1, M)}, {5 — (Wi, M')}) | 3n € Nz (N, M) 2 (i, M),

po(w) = {({s — (N1, M)}, {r > (N, M)}) | 3n € N (Ny, M) “ (v, 7))

By defining po as above, we require that firings of both v and w must synchronize with firings of u.

To complete the definition of the net we introduce the labeling function {y. For anyyand 3, {y(v,Y,d) =

a(n)

T. For {y(w,s — (N, M),r — (N1, M")) = b(n), where n € N is such that (N;, M) — (Ny, M").
O

We have seen that a token net can fire synchronously with the net containing it. However, we also
want to allow a token net to proceed on its own, synchronizing only when some specific events occur
or special states are reached. For this reason, we allow t-labeled firing of token nets, thus causing a
color change, without firing a transition in the higher-level net. Of course, in 97, this cannot occur.
We formalize a new firing relation = in the following definition.

Definition 9 Let the ternary relation — = _ C My X £ X M, be the smallest relation satisfying

o (N,M+7) "2 (N, M +8) forall (N, M) € M such that N = (P, T, F,0,p,f), t € T and

(v,8) € p(2);

o © == 1’ implies (N,M +[(p,z)]) = (N, M + [(p,2")]), for all (N,M) € My, such that
N = (P,T,F,v,p,{), and all p € P such that v(p) C Mg, and x € v(p),

The classes of (marked) nested nets are 91, and 91, respectively with = as firing relation. This
firing relation defines the nested net transition system. Note that => and — coincide in 91y. For
M, we let the = firing relation replace the — relation and define EWF-bisimilarity and soundness
with respect to this relation —>.

We illustrate the firing relation introduced by means of Example 1.
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Example 6 Given the markings of N| we observe that for any natural number n, four kinds of mark-
ings are possible for Ny: the token in Ny is either in r or in s and the token in Ny has value n
and is either in p or in q. We denote the four combinations by Mnr(p), MHT(Q), M{f(p), and M,if(q).
Then, the following sequence of firings is possible starting from (Np, Mor(p ) ). First, an autonomous
firing can take place in Ny, moving the token in it from p to q and increasing its numerical value,
ie., (No, Mor(p)) == (No, er(q)). Next, u can fire in Ny. This transition increments the value of the
parameter to 2. The firing of u is labeled by a(1) and by definition of po v fires as well. It should
be noticed that by means of the labeling and the transition function synchronization is achieved. Ob-
serve also that since any firing of v is labeled by {y as T, this synchronized step is also silent, i.e.
(No, MIT(Q)) = (Np, Mzs(p)). Next, Ny can again fire autonomously and again the value of the para-
meter is incremented: (No, M, (» )) = (No, M;(q) ). Finally, a synchronized firing of u and w occurs.
The firing of u increments the parameter further. The firing is labeled by a(3). This time the firing of
Ny is observable since {y labels all firings of w by b(n), where n is the value of the parameter in the

labeling of the firing of u, i.e., (NI’M;(q)) b:(3g (N17M47’(P))' 0

The class of (marked) nested EWF nets are (marked) EWF nets over the universe U, and the firing
relation =, which we represent by 91 and 91} respectively.

Healthcare workflow net discussed in detail in Section 2 is an example of a nested EWF net.

Since nested nets are derived from colored nets, and nested EWF nets are derived from EWF nets,
operations and predicates introduced in Section 4 are readily applicable to nested nets. The example
in Section 2 uses operators to combine processes modeled as nets. For instance, radiotherapy should
be ministered in parallel with a cisplatine treatment followed by an etoposide treatment. After each
session of treatment tests are carried out and the entire process is repeated four times. Using the op-
erations we have introduced, this medical scenario can be written as init(((Radiotherapy||(Cisplatin -
Etoposide)) - Tests)*). This is a sound EWF net, provided the operand nets are sound.

Theorem 2 Let I C Ny be a library of sound nested EWF nets. Then any term denoting a (marked)
nested EWF net, obtained from the nets in IL by application of -, ||, + and init is sound.

In order to apply the theory we need a language to define the transition function. The language should
be expressive enough to model protocols such as the one described in Section 2. However, we restrict
the set of operations to concentrate on the behavior of the token nets rather than the way they are
modeled. We call this class of nested EWF nets adaptive workflow nets.

We assume the existence of a library IL of sound adaptive workflow nets. We assume that a countable
set of variables V is given. The set of variables appearing in a term t is denoted Vars(t).

Definition 10 Let A, B C 'V, and let t be a term constructed from constants from 1L, and variables
from AU B by means of application of -, ||, + and init. Then, the following are called basic net
predicates with respect to A and B:

e initial(t), final(t), t -5, where 1 € L\ {r}, and for any v € Vars(t) it holds that v € A;

ot u, where v € B, | € £\ {1}, and for any v € Vars(t) it holds that v € A;

e u =t where u € B, and for any v € Vars(t) it holds that v € A;
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Definition 11 A nested EWF net (P, T, F,v,p,{) is called adaptive if for each t € T we have p(t)
is defined as follows. Let o, : P — V be one-to-one mappings with ran(o) Nran(B) = 0, and ¢ is
a first order logic formula constructed by means of predicates associated with Uy and the basic net
predicates with respect to ran(o.) and ran(p) such that

e JandV are applied only to variables of type Up;

e for any free variable © of O(a.,B), it holds that x € ran(o) Uran().

Let 0:V — U, Let o be the maximal subset of © o o such that for any z, o*(z) € v(z) and let B*
be the maximal subset of © o B such that for any x, B*(z) € v(z). Then, p(t) should be {(y,8) |y €
o AS € B AO(Y,9)}.

! . oy . l I .
Note that => coincides with — whenever [ # 7. So the predicates ¢ — and ¢ — w in Definition 11

coincide with £ == and t == u respectively.

The following theorem states a basic fact about adaptive nets. Its proof uses the fact that the unary
net predicates only address behavior, i.e., they are true for a net x if and only if they are true for a net
y that is EWF-bisimilar to z, and binary predicates always contain a variable in 9. In other words,
test predicates such as x = C for z € ran(y) and C € L are excluded.

Theorem 3 Let x € My be EWF-bisimilar to an adaptive workflow net y. Let N = (P, T, F,v,p,{)
in Ny and p € P such that v(p) =My, Then (N, M + [(p,z)]) € MMy is EWF-bisimilar to (N, M +
[(p, )])-

To illustrate the definition above we formalize a number of transitions from the motivating example
discussed in Section 2. We start with the transition labeled operable at Figure 4. For the sake of
simplicity, assume that this transition is called ¢. It has one input place, say p, and one output place,
say q. Transition ¢ can fire only if a firing labeled operable occurs in the token net of the input place.
In this case, resection should be performed followed by four iterations of chemotherapy (cisplatin and
then etoposide) and testing. Let p(¢) = {(Y,9) | 0(y,8)}. Since p is the only input place and ¢ is the

only output place, 7 should have a form {p — z}, and 8 should have a form {¢q — y}. To restrict

. . operable ) .. . . .
the input we require z ~ — . To produce the output we write y = init(Resection - (Cisplatin -

Etoposide - Tests)*). Hence,

opﬂble A

p(t)={({p— 2z} {e—y}) |2

y = init(Resection - (Cisplatin - Etoposide - Tests)*)}.

The second example is the transition labeled radiation scarring at Figure 3. Whenever radiation
scarring is observed by the doctor, prophylactic treatment should be administered in parallel with the
ongoing process. We model this part of the guideline as a transition that can fire whenever radiation
scarring is observed in a lower-level net. This transition produces the parallel composition of one
of its inputs and ProphT, on the one hand, and returns the radiation control net to its original place.
Since ProphT is a library net it should be first initialized and then used in the parallel composition.
Assuming that the transition is called u, its input and output places are surv and radc, we write

p(u) = {({surv— xz,radc — 1, },{surv— yy,radc — 1, }) |

radiation scarrin
i — 8 Y2 A y1 = zi||init(ProphT)}.
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6 Conclusion

Inspired by the existing work on the “nets in nets” paradigm [14, 21, 30], we introduced the class of
nested nets to model processes with an adjustable structure. We also introduced EWF nets that extend
classical workflow nets with an exception handling mechanism. Adaptive workflow nets are nested
EWF nets whose behavior depends on the behavior of the token nets rather than on the way the token
nets are modeled. Adaptive workflow nets are more flexible than classical workflow nets and have
more structure than ad hoc systems.

To manipulate token nets in an adaptive workflow net we have identified a number of operations on
EWEF nets, including sequential composition, parallel composition and choice.

We have shown that the formalism presented allows to model realistic adaptive systems such as med-
ical guidelines.

Future work Our framework is obviously Turing complete. Hence, properties like soundness are
in principle undecidable. Therefore, we would like to investigate subsets of adaptive nets where be-
havioral properties are decidable. The fact that nets can be built or modified at runtime makes it
mandatory to develop patterns of nets for which soundness can be derived (soundness by construc-
tion). Another line of research is the implementation of our framework within an existing workflow
engine.
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