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Samenvatting 

Het onderwerp van dit proefschrift betreft het lange termijn gedrag van complexe dy­
namische systemen met lokale niet-lineariteiten die worden geëxciteerd door een periodieke 
externe belasting. 

Ter verkrijging van nauwkeurige informatie over verplaatsingen, rekken en spanningen 
is het vaak noodzakelijk om m.b.v. de eindige elementen methode grote modellen met 
veel vrijheidsgraden op te stellen. Het bepalen van het lange termijn gedrag op basis van 
een niet-lineair model met veel vrijheidsgraden is zeer kostbaar. Door toepassing van een 
component mode synthese methode gebaseerd op free-interface eigenmodes en residuele 
flexibiliteitmodes wordt het aantal vrijheidsgraden van de lineaire componenten van een 
systeem met lokale niet-lineariteiten gereduceerd. De nauwkeurigheid van berekeningen 
uitgevoerd op basis van het gereduceerde model kan worden gecontroleerd door onder­
zoek van het frequentiespectrum van de externe belasting minus de (interne) belasting 
veroorzaakt door de lokaleniet-lineariteitenen door onderzoek van de invloed van hogere, 
weggelaten eigenmodes op dit frequentiespectrum. 

Het lange termijn gedrag van een niet-lineair dynamisch systeem kan periodiek, quasi­
periodiek of chaotisch van aard zijn. Periodieke oplossingen worden efficiënt berekend door 
het oplossen van een tweezijdig grenswaardeprobleem door toepassing van een tijdsdiscreti­
satiemethode (eindige differentiemethode). Een belangrijk voordeel van deze methode is 
dat zowel stabiele als (zeer) instabiele oplossingen probleemloos kunnen worden bepaald. 
D.m.v. een vertraagde correctiemethode kan de globale discretisatiefout in de oplossing 
worden geschat en kan de nauwkeurigheid van de oplossing worden verbeterd. Hoe de 
odieke oplossing wordt beïnvloed ten gevolge van een verandering in een ontwerpvariabele 
van het systeem kan worden onderzocht door toepassing van een "path following" techniek. 
De lokale stabiliteit van een periodieke oplossing wordt onderzocht met behulp van Floquet 
theorie. Op takken met periodieke oplossingen kunnen een drietal typen lokale bifurcaties 
worden aangetroffen en wel de cyclic fold bifurcatie, de flip bifurcatie en de Neimark bi­
furcatie. Lange termijn oplossingen worden tevens geanalyseerd via standaard numerieke 
integratie. Door berekening van Lyapunov exponenten en de daarvan afgeleide Lyapunov 
dimensie wordt het karakter van de lange termijn oplossing (periodiek, quasi-periodiek of 
chaotisch) geïdentificeerd. 

De gepresenteerde technieken worden toegepast op een harmonisch geëxciteerd balksys­
teem met verschillende niet-lineaire ondersteuningen zoals een verstijvende veer, een eenzij­
dig verstijvende veer en een eenzijdig lineaire veer. Superharmonische, subharmonische en 
interne resonanties worden berekend en genoemde bifurcaties worden veelvuldig aangetrof­
fen. In de systemen met een eenzijdig lineaire veer worden drie verschillende transities naar 
chaos aangetroffen: een transitie via periodeverdubbeling, een intermitterende transitie en 
een "quasi-periodic-locked-chaotic" transitie. 
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Summary 

The subject of this thesis is the long term behaviour- also called steady-state behaviour 
- of complex dynamic systems with local nonlinearities, which are excited by periodic, 
externalloads. 

Accurate information about displacements, strains and stresses often requires finite 
element models with many elements and thus many degrees of freedom. The determination 
of the steady-state behaviour for a nonlinear model with many degrees of freedom is very 
expensive. By applying the component mode synthesis method based on {ree-interface 
eigenmodes and residual :flexibility modes the number of degrees of freedom of the linear 
components of a system with local nonlinearities is reduced. The accuracy of results 
obtained with the reduced model can he checked by investigating the frequency spectrum 
of the external loads minus the internat loads caused by the local nonlinearities and by 
investigating the in:fluence of the deleted (higher) eigenmodes on this frequency spectrum. 

The steady-state behaviour of a nonlinear dynamic system can have a periodic, quasi­
periodic or a chaotic character. Periodic solutions will he calculated efficiently by solving 
a two-point boundary value problem by applying a time discretisation method (finite dif­
ference method). An important advantage of this metbod is the fact that stabie as well 
as (very) unstable solutions can he determined easily. The global discretisation error in 
the solution can he estimated and the accuracy of the solution can be improved by means 
of a deferred correction method. How the periodic solution is in:fluenced by a change in 
a so-called design variabie of the system can he investigated by applying a path following 
technique. The local stability of a periodic solution is investigated using Floquet theory. 
On the branches of periodic solutions three types of local bifurcations can he found, namely 
the cyclic fold bifurcation, the flip bifurcation and the Neimark bifurcation. The steady­
state behaviour also has been investigated hy means of standard numerical integration. In 
this case the character of the steady-state behaviour (periodic, quasi-periodic or chaotic) 
is identi:fied by calculation of the Lyapunov exponents and the Lyapunov dimension. 

The methods presented are applied toa harmonically excited beam system with differ­
ent nonlinear supports, such as a stiffening spring, a one-sided stiffening spring, a one-sided 
linear spring. Superharmonic, subharmonie and internal resonances are evaluated and the 
bifurcations mentioned above are met frequently. In systems with a one-sided linear spring 
three transitions to chaos are ohserved: a transition via period doubling, intermittency 
and a quasi-periodic-locked-chaotic transition. 



Notation 

General notation 

a,A 
a 
a; 
A 

Scalar 
Column matrix 
Scalar on row i of column matrix a 
Matrix 
Column i of matrix A 
Scalar on row i and column j of matrix A 

Diagorral matrix 
Diagorral matrix r AJ with scalar a; on row i and column i 

Greek lower-case letters represent scalars or column matrices 
Greek upper-case letters represent matrices 

j 
!R(a) 
~(a) 
a 

0 
0 
I 
Q 
u,w 

ha 

lal 
llaJJ 
at, At 
A-1 

rank A 
<A> 

à 
a 
a' 
a" 
a(k) 

Complex unity constant 
Real part of a 
Imaginary part of a 
Conj u gate of a 

Null column matrix 
Null matrix 
Unit matrix 
Orthorrormal matrix 
U pper triangular matrix 

Infinitesimally small perturbation of a 
Absolute value of a 
Euclidian norm of a 
Transposedof column matrix a, transposedof matrix A 
Inverse of matrix A 
Rank of matrix A 
The linear subspace spanned by the columns of matrix A 

First time derivative of a 
Secoud time derivative of a 
First dimensionless time derivative of a 
Second dimensionless time derivative of a 
k-th dimensionless time derivative of a 

11 



12 

Scalars 

Cq 

Cr,k,m 

eq 
fc 
fe 
fp 
fr 
nq 

~ 
n,. 

Pr.k 
r 
t 
tt 
A 
DH 
D>. 
E 
I 
Ne 
Te 
Tp 
T .. 
f3t. f3.t 

Convergence ratio for dof q 
lucrement for r in corrector step m of pf-step k 
Mean global discretization error for dof q 
Cut-off frequency 
Frequency of external load 
Frequency of pedodie solution 
Frequency of response 
N umber of dof of the system 
N umber of boundary dof of the system 
Number of time discretization points 
Increment for r in predietor step of pf-step k 
Design variabie 
Time 
The time needed for transients to damp out 
Area of cross-section 
Hausdorff dimension 
Lyapunov dimension 
Modulus of elasticity 
Second moment of area 
N umber of linear components 
Period of external load 
Period of periodic solution 
Period of response 
Path following control parameters 
Convergence control parameter 
i-th characteristic exponent 
i-th Lyapunov exponent 
i-th Floquet multiplier 
Mass density 
Stepsize in the predietor step of pf-step k 
Dimensionless time 
Time increment between two discretization points 
Phase angle of external load 
Phase angle of external load at t = 0 
Phase angle of Poincaré section 
Angular frequency 
Angular cut-off frequency 
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The following scalars are component dependent and have to be provided with the 
superscript [c]: 

n" 

W; 
wfx 

1 

Number of deleted elastic free-/fixed-interface eigenmodes of the 
component 
Number of kept elastic free-/fixed-interface eigenmodes of the 
component 
Number of reduced dof of the component 
Number of dof of the component 
Number of boundary dof of the component 
Rank of the stiffness matrix K of the component 
Number of non-interface dof of the component 
Number of interface dof of the component 
Number of internal dof of the component 
Number of rigid body modes of the component 
Dimensionless damping factor of free-interface eigenmode i 
Angular eigenfrequency of free-interface eigenmode i 
Angular eigeufrequency of fixed-interface eigenmode i 
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Column matrices 

Cz,k,m. ((nq*Il,-)*1) 
f- (nq * 1) 
fm (nq * 1) 
rru =- fni (nq * 1) 
Jyex (nq * 1) 
!;.u (ny * 1) 
g (nq*l) 
l:::.g ((nq*Il,-)*1) 
h ((nq*Il,-)*1) 
p.,,k ((n9 *n.-)*l) 
q (n9 *1) 
Sq (nq * 1) 
s (2n11 *1) 
Ss (2n11 *1) 
y (ny*1) 
z,zs,Zr ((n9 * n,.) * 1) 
l:::.Zs ((nq*n.-)*1) 

(nq * 1) 
(nq * 1) 
(nq * 1) 

lucrement for zin corrector stepmof pf-step k 
External load acting on the system 
Displacement and velocity dependent load 
Loads caused by local nonlinearities 
Externalload acting on the boundary dof of the system 
Interface loads caused by adjacent local nonlinearities 
Equations of motion of the system 
O(t:::.r2) local discretization error in the equations of motion 
Discretized equations of motion 
lucrement for z in predietor step of pf-step k 
Dof of the system 
Perturbation of q 
State of the system 
Perturbation of s 
Boundary dof of the system 
Discretized periodic solution, O(.D.r2), O(t:::.r4) 

O(t:::.r2 ) global discretization error in the discretized periodic 
solution 
LocaJ discretization error in the equations of motion 
Local discretization error in the veloeities 
Local discretization error in the accelerations 

The following column matrices are component dependent and have to be provided with the 
superscript [c]: 

f 
Je x 
fv 
ft 
!cl 
p 
x 

(n., * 1) 
(n., * 1) 
(np*l) 
(n., * 1) 
(n., * 1) 
(np d) 
(n., * 1) 
(nB * 1) 
(n., * 1) 
(na* 1) 

Loads acting on the component 
Externalloads acting on the component 
Reduced column of loads 
Interface loads caused by adjacent linear components 
Interface loads caused by local nonlinearities 
Reduced dof 
Dof referring to a set of locaJ base veetors 
Boundary dof referring to a. set of globaJ base veetors 
Free-interface eigenmode 
Fixed-interface eigenmode 



Matrices 

Mq, J\15 
e 
e'1 

el-' 
1]!'1 

1]!1-' 

(2nq * 2nq) 
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System matrix, resulting after linearization around a periadie 
solution 
Damping matrix of linear system, non-negative definite 
Damping matrix of the system, resulting after linearization 
around a periodic solution 

( (nq *IL,.) * (nq * n,.)) Jacobian 
(nq * nq) Stiffness matrix of linear system, non-negative definite 
(nq * nq) Stiffness matrix of the system, resulting after linearization 

(nq * nq) 
(2nq * 2nq) 
(2nq * 2nq) 
(2nq * 2nq) 
(2nq * 2nq) 
(2nq * 2nq) 

around a periodic salution 
Mass matrix of the 
Fundamental matrix 

positive definite 

N atural matrix logarithm of the monodromy matrix 
Monodromy matrix 
Matrix with of en 
Matrix with eigenmodes of 0 ~-' 

The following rnatrices are component dependent and have to be provided with the 
superscript [c]: 

B 
Bp 
G 
GE 
H 
/( 

I<p 
M 
lvlp 
RH 
RL 
T 
T1 
Tf)l 
Tf2 
Tz 

(n., * n.,) 
(np * np) 
(n"' * nz) 
(nz * n.,) 
(n., * n.,) 
(n., * n.,) 
(np * np) 
(n., * n.,) 
(np * np) 
(n., * n.,) 

* n.,) 
(n., * nq) 
(n., * np) 
(n., * np) 
(n., * np) 
(np * np) 

(np * np) 
(np * nq) 
(n., * (nB + nR)) 
(n., * n.,) 

Damping matrix, non-negative definite 
Reduced damping non-negative definite 
Flexibility matrix of rank llE 

Elastic flexibility matrix of rank nE 
Matrix of frequency response functions 
Stiffness matrix, non-negative definite 
Reduced stiffness matrix of the component, non-negative definite 
Mass matrix, positive definite 
Reduced mass matrix, positive definite 
High frequency residue matrix 
Low frequency residue matrix 
Component assemblage matrix 
Ritz rednetion dynamic component mode set 
Dynamic component mode set with {ree-interface eigenmodes 
Dynamic component mode set with fixed-interface eigenmodes 
Regular transformation brings boundary dof explicitly 
in reduced dof set 
Local-global vector base transformation matrix, regular 
Matrix which localizes reduced component dof p in q 
Statically complete component mode set 
Matrix of free-interface elg;enm<>U{$ 
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wtx 
cpd 
wt.r 
cpk 
cpfx 

k 
cpA 
cpOl 
cpC2 
cpE 
cpF 
cpG 
cpM 
cpR 
.--.:.J 

'"OJ 
rnfx.J 

(na* na) 
(n., * nd) 
(na* nd) 
(n., * nk) 
(n., * nk) 
(n., * (nE- n1)) 
(n., * (nE- n1)) 
(n., * nB) 
(n., * nE) 
(n., * nB) 
(n., * nB) 
(n., * nR) 
(n., * nR) 
(n,. * n.,) 

(n., * n.,) 
(n., * n .. ) 

Matrix of fixed-interface eigenmodes 
Matrix of deleted elastic {ree-interface eigenmodes 
Matrix of deleted fixed-interface eigenmodes 
Matrix of kept elastic {ree-interface eigenmodes 
Matrix of kept fixed-interface eigenmodes 
Matrix of attachment modes 
Matrix of (redundant) constraint modes defined for V set 
Matrix of constraint modes defined for 8 set 
Matrix of elastic {ree-interface eigenmodes 
Matrix of fiexibility modes 
Matrix of residual flexibility modes 
Matrix of inertia relief modes 
Matrix of rigid body modes 
Matrix with dimensionless damping factors of {ree-interface 
component 
Matrix with angular eigenfrequencies of {ree-interface component 
Matrix with angular eigenfrequencies of fixed-interface component 



Chapter 1 

Introduetion 

In many cases the performance of a mechanica! system depends on its dynamic behaviour, 
which can be defined as the time dependent response of the system caused by internalor 
external influences. In this thesis attention is focused on long term dynamic behaviour of 
mechanica! systems with local nonlinearities excited by periadie loads. 

Mechanica! systems consisting of linear components and local nonlinearities are fre­
quently met in engineering practice. From a spatial point of view, these local nonlinearities 
constitute only a small part of the mechanica1 system. However, their preserree can have 
important consequences for the overall dynamic behaviour. The local nonlinearities consid­
ered here are assumed to originate from physically and not from geometrically nonlinear 
behaviour; examples of these local nonlinearities are nonlinear elastic springs, nonlinear 
viseaus dampersJ dry friction and backlash. Local nonlinearities can be introduced delib­
erately by the designer to avoid excessively high responses or examples of such 
applications are nonlinear springs supportinga piping system in a chemica! plant and dry 
friction hinges connecting parts of the exhaust system of a road vehicle. On the other hand 
local nonlinearities can be undesirable, for example dry friction and backlash phenomena 
in certain connections. 

The dynamic behaviour of a system can be predicted using mathematica! models for 
system and excitation. In this thesis spatially discretized rnadeis will be used as an idealiza­
tion of continuous models. The behaviour in space and time of such a model is described by 
a fini te number of degrees of freedorn (dof) to a fixed co-ordinate system. Basically 
there are two approaches by which a discrete model can be obtained: 

l. The theoretica[ approach. 
If the physical and geometrical properties of a system are explicitly known, a model 
can be derived using Lagrange's equations of motion. The Finite Element Methad 
(FEM) in conjunction with the digital computer enables the automatic derivation of 
these equations for ( almost) any mechanica! system. 

2. The experirnental approach. 
If the qualitative properties of an existing system are known, but it is not possible to 
quantify certain system parameters theoretically, an experimental approach can be 
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18 CHAPTER 1. INTRODUCTION 

followed. Experimental data can be used to estimate the unknown system parame­
ters by application of identification techniques. Experiments can be expensive and 
dangerous. 

Actually both approaches should not be considered separately. In many cases a theoretica! 
model is analysed to verify if the design of a ( new) mechanica! system satisfies requirements 
with regard to its dynamic behaviour. Usually the design and its model will be modified 
several times before the design will be accepted. Then a prototype can be build and 
experiments can be carried out to verify, if measured and calculated data match sufficiently 
accurate. If this is not the case, the model could be improved using an experimental 
approach. 

Under the assumptions that no constraints among the system dof q(t) exist, system 
properties are independent of time t and local nonlinearities expose only physically nonlin­
ear behaviour, i.e. displacements and rotations are assumed to remain small, so that only 
vibrations around a static equilibrium position need to be considered, Lagrange's equations 
of motion will result in: 

Mqq(t) + fm(q(t),q(t)) = fex{t) (1.1) 

M9 is the positive definite mass matrix, fex is the column matrix with external loads and 
fm is the column matrix with displacement dependentand velocity dependent forces (a list 
of symbols, used in this thesis, is given under the header Notation at the beginning of this 
thesis). In a linear model of a mechanica} system moreover linearly elastic and linearly 
viscous material behaviour is assumed. In case of a linear system the equations of motion 
(1.1) simplify to: 

(1.2) 

Bq and Kq are the damping matrix and the stiffness matrix respectively, which are both 
non-negative definite. The modal parameters of (1.2) can be estimated experimentally by 
the well-developed modal analysis technique (LMS International [1990]). The experimen­
tal identification of parameters in nonlinear systems is a rapidly growing area of research. 
Hence it is expected, that the possibilities for an experimental approach of systems, con­
sisting of linear components and local nonlinearities, will grow in the future. 

In many applications mechanica! systems are loaded by harmonie, or more genera!, 
continuons periodic external loads: 

"" fex(t) = fex(t + 1/f.,) ao + l:[ak cos k(21ffet + I/Je)+~ sink{21ffet + 1/J.,)) (1.3) 
k=l 

In this equation fe is the frequency of the external load and I/Je is the phase angle of the 
external load at t = 0. Some typical periodic excitation sourees are engines, pumps and 
rotating mass unbalances. Now the state s(t) of the system is introduced: it is defined by 
the position of the system and its first time derivative: 
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[ 
q( t) ] 

s(t) = q(t) (1.4) 

The augmented state is formed by s(t) and ~(t), the phase angle of the excitation: 

(1.5) 

The state s(t) (also called response, solution, fiowor trajeetory), of a system under periodic 
excitation (1.1) is fully determined by the initia! augmented state of the system, i.e. the 
augmented state specified at one point in time. Under the assumption that the response 
of a periodically excited nonconservative dynamic system remains bounded, this response 
undergoes two stages. In the first transient stage the response will be irregular. After the 
transient response has damped out, a regular response will be reached representing long 
term behaviour, also called steady-state behaviour. 

The long term behaviour or steady-state behaviour of a damped linear system is unique 
and periodic with the same period as the excitation. Periodic solutions of (1.2) can easily 
be calculated in the frequency domain by means of frequency response functions. 

Nonlinear systems, however, exhibit three types of steady-state behaviour: 

1. Periadie behaviour. 
The system keeps returning to the samestate aftera full period. However, the period 
of the solution does not need to be equal to the period of excitation. 

2. Quasi-periadie behaviour. 
The solution is a function of two or more periodic signals, which have incommensurate 
frequencies. If there is one periodic external excitation, one of the frequencies of the 
periodic signals will be forced, whereas the others will be free. 

3. Chaotie behaviour. 
A solution, which is neither periodic nor quasi-periodic. 

In general steady-states coexist. The local stability of a steady-state can be determined by 
investigating the evolution in time of an infinitesimally small perturbation of the steady­
state. The local stability of a steady-state can be ( asymptotically) stable, marginally stabie 
or unstable. A steady-state is called asymptotically stabie (unstable) if an infinitesimally 
small perturbation of this steady-state converges to (di verges from) this steady-state with 
exponential ra te. A stable ( unstable) steady-state is called an attractor ( repellor). In 
reality the response will always settie to one of the attractors. In the state 
space each attractor will have its domain of attraction. If the initial augmented state of 
a trajectory lies in the domain of attraction of a certain attractor, this trajectory will 
converge to this attractor. In case a steady-state is marginally stable, an infinitesimally 
small perturbation of this steady-state will neither grow nor damp out with exponential 
rate. An infinitesimally small perturbation of one of the system parameters, however, can 
change both the quantitative and qualitative steady-state behaviour drastically: the 
is not structurally stable. A system is (not) structurally stable if, for any sufficiently small 
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perturhation of the defining equations of motion, the resulting flow is ( not) topologically 
equivalent to the initia! one. In the nonlinear case a marginally stabie steady-state is called 
a dynamic bifurcation point. 

Steady-states of (1.1) can he ohtained hy solving an initia! value prohlem. Given an 
initia! augmented state at t t0 : 

[ 4~!:~ l = [ 4: l 
<P( to) <Po 

the equations (1.1) can be integrated numerically. Stable steady-states can be calculated by 
integrating forward in time. Conversely, only some unstable steady-states can he calcula.ted 
by integra.ting backwarcis in time. Informa.tion about the domains of a.ttraction of steady­
sta.te a.ttra.ctors can he obta.ined by solving a large number of initia! value problems with 
slightly different initia! sta.tes. If the system is slightly damped, its equations of motion 
must he integrated over a long period of time before transients become neglectable and 
the steady-state is reached. Moreover, if a system parameter, also called a design variable, 
changes in value, the calculations must be repeated. The condusion is, that a huge amount 
of CPU-time will be needed to carry out all these calculations, especially if the model has 
many dofs. 

Periodic steady-states, however, can be calculated much more efficiently by solving a 
two-point boundary value problem. The local stability of the calculated periodic solution 
can be evaluated afterwards by examining the so-called Floquet multipliers. This approach 
also offers the possibility to follow branches of solutions when a design variabie is varied. 
On these branches local bifurcation points can be detected. The type of bifurcation can 
be determined by examining the Floquet multipliers. Of all three types of steady-state 
behaviour mentioned before the periodic behaviour is most frequently met in engineering 
practice. This supports the concentration on the solution of two point boundary value 
problems in this thesis. 

Accurate informa.tion about displa.cements, strains, stresses, etc. often requires finite 
element roodels with many elements and thus many dof. Dynamic analyses based on 
large roodels can lead to excessive high CPU-times, despite the current state of computer 
technology. 

In linear dynamics, this problem can easily be circumvented through applying the Ritz 
reduction method, which is based on the principle of superposition. The displacement field 
is approximated by a linear combination of a limited number of well chosen displacement 
functions or modes, whose coeffi.cients act as the dof of the reduced system. Usually a 
number of eigenmodes with eigenfrequencies lying in a frequency range of interest is chosen. 
In this way the decrease in model accuracy due to the reduction is kept to a minimum. 
The frequency range of interest is determined by the frequency spectrum of the external 
loads. In practice the significant part of this spectrum often ranges from zero to some 
cut-off frequency f.,. The eigenmodes decouple the system equations. These decoupled 
equations can be solved separately and the approximate solution is calculated by adding 
all eigenmode contributions. The amount of CPU-time, which is saved by solving the 
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reduced system equations instead of the original equations, can be very large. The extra 
CPU-time needed to calculate the eigenfrequencies and the corresponding eigenmodes is 
quickly regained. In most analyses one wants to know the eigenfrequencies and eigenmodes 
of the system anyway. 

Component mode synthesis ( cms) methods are based on the Ritz reduction technique. 
With cms methods the linear system is first subdivided in a number of subsystems, also 
called components, substructures or superelements. A subdivision in components can be 
advantageous in many situations. These situations will be discussed later on. Subsequently 
the Ritz reduction method is carried out at component leveL Cms methods distinguish 
themselves by the use of different types of component modes. In general a set of component 
modes consists of eigenmodes and static correction modes. After reduction, component 
models are coupled to obtain a compact system modeL If desired, these reduced system 
equations can be decoupled again. Obviously, those cms methods are preferred, which 
lead to compact system models wîth eigenfrequencies, which are accurate up to the cut-off 
frequency, used to reduce the components. 

In general the equations of motion of a nonlinear system cannot be decoupled with 
the exception of so-called linearly separable nonlinear systems, see Van der Varst [1982] . 
Therefore, in nonlinear dynamics the need tosave CPU-time by means of rednetion of the 
number of dof is even greater than in linear dynamics, because the equations have to be 
solved simultaneously. Unfortunately, it is very difficult to formulate a general procedure, 
by which a large nonlinear dynamic model can be reduced to a compact model, which is 
accurate in a prescribed frequency range. In literature two methods can be found by which 
(large) nonlinear modelscan be reduced using a simple frequency criterion: the pseudo-load 
methad and the local mode superposition method. will be evaluated later on. In this 
thesis, only the linear components of a system with local nonlinearities will be reduced 
by application of cms methods. This approach can be considered to be a variant of the 
pseudo-load methocl. The CPU-time profits versus the resulting accuracy and the effect of 
the elîmination of high frequency eigenmodes on the accuracy of solutions below the cut-o:ff 
frequency must be investigated. Usually, the costs involved in this investigation will be 
small compared to costs saved. Moreover, a better understandîng of system behaviour is 
obtained. 

This thesis has been arranged as follows. In the next chapter the reduced equations 
of motion of dynamic systems with local nonlinearities will be derived. At first the re­
duction of linear components by means of cms methods will be discussed. Then the local 
non!inearities will be taken into account. Conditions for obtaining accurate solutions using 
reduced nonlinear models will be discussed. The following three chapters deal with nu­
merical methods for the analysis of the periodic behaviour of nonlinear dynamic 
In chapter three periodic solutions are calculated by solving a two-point boundary value 
problem using a time discretization method, which actually is a finîte difference method. 
An important advantage of this method is the fact that stable as well as (very) unstable 
solutions can be determined easîly. Once a periodic salution is calculated, a path following 
method can be applied to investigate how the periodic solution changes, if a design variable 
of the system is varied. Crooijmans [1987] successfully used a similar procedure to inves-
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tigate the periodic behaviour of rotor-hearing structures. In this thesis the application of 
a deferred correction technique is added. In this technique local and global discretization 
errors of an approximate periadie salution can he estimated. These can he used to increase 
the accuracy of the solution. lt is a fortunate coincidence tha.t the extra amount of CPU­
time, needed to carry out a deferred correction, is neglectable, if the technique is used in 
combination with pa.th following. Another impravement is the development of a more ro­
bust path following method. Chapter four is concerned with the local stability of periadie 
solutions. In cha.pter five three types of local bifurcations, which can be found on branches 
of periadie solutions, will be discussed: the cyclic fold bifurcation, the flip bifurcation and 
the Neimark bifurcation. Chapter six deals with the calculation of Lyapunov exponents. 
These are used to identify the type of steady-state response (periodic, quasi-periadie or 
chaotic) which is reached in a numerical integration analysis. In chapter seven the numer­
ical tools are employed to study the steady-state behaviour of a beam system with local 
nonlinear supports. Finally, in chapter eight a number of condusions are drawn and some 
recommendations for further research are given. 

All numerical computations made in this thesis were carried out on anIris 4D /210GTXB 
computer of Silicon Gra.phics. 



Chapter 2 

System modelling and rednetion 

2.1 Introduction: component mode synthesis 

Component mode synthesis ( cms) methods are used for the modeHing and analysis of large 
linear dynamic systems, which are undamped, proportionally damped or slightly damped. 
Their two major features are: 

1. The subdivision of the system in a number of components, which can be advantageous 
in various situations: 

• The components originate from different subcontractors. Each of them is re­
sponsible for the dynamic performance of his component. The main contractor, 
who is responsible for the total system, has to check if requirements with regard 
to system dynarnics are satisfied or not. 

• Some components can be modelled theoretically. Other cornponents have to be 
identified experimentally, for example in case of unknown damping characteris­
tics. 

• A systern contains some or many identical components. Only one of these 
components needs to be modelled. 

• Several designs have to be analysed to evaluate which of them gives the best 
dynamic performance. In all designs, sorne components will be identical and 
other components will undergo some modifications. 

In general a component wiJl have one or more interfaces. An interface will be part of 
two or more components and/or local nonlinearities. 

2. The number of dof of every component is reduced using the Ritz method. The 
displacement field x of the component is approximated by a reduced number of 
component modes t1;: 

n.., 
x = 2: t11Pi = T1p 

i=l 

(2.1) 

23 
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The equations of motion of a free component are: 

Mx+Bx+Kx f (2.2) 

As stated before, components are assumed to be unda.mped, proportionally damped or 
slightly da.mped, which imposes restrictions on the damping matrix B. In the formalation 
of component modes several sets of dof will be used. These sets and the relations between 
them are shown in tables 2.1 and 2.2. Columns x en f are partitioned as follows: 

·~ [: l = [ =~ l ~ [: l = [ :: l ~ [: l = [: l (2.3) 

(2.4) 

fex are externalloads, ft are internalloads caused by adjacent linear components and f:U 
are internalloads caused by adjacent local nonUnearities. An optima! cms method should 
fulfil the following conditions: 

1. Each component can be modelled and analysed independently. 

2. The reduced system model provides the s<l,me (quasi- )statie solution as the original, 
unreduced system model. 

3. The set of dof of the reduced component explicitly contains the set of boundary dof. 
Then reduced component models can be cpupled by means of the well-known direct 
stiffness method. 

4. The reduced system model provides an accurate solution in the frequency range of 
interest. The eigenfrequencies of the reduced system model are accurate up to the 
cut-off frequency used to rednee components. 

5. The costs for calculation of component modes and rednetion of matrices can at least 
be regained by analysing and calculating the reduced system model instead of the 
original system modeL 

6. The reduced componentmodelscan be derived theoretically (finite element method) 
as wellas experimentally (modal analysis). 

2.2 Component modes 

Exa.mples in literature show that the accuracy of solutions at system level can not be guar­
anteed by only including component eigenmodes in the component mode set, see Benfield 
and Hruda [1971) and Herting [1985] . The accuracy can be improved considerably by 
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set i dofs 
x x 

B XB 

I XJ 
1-t. XH 

g XG 

n XR 

t: XE 

V xv 

s Xg 

:F XF 

iw xw 

dimension description 

(n., * 1) All physical dof of the component. 

(nB * 1) Boundary dof: dof which are loaded either by internal 
loads caused by adjacent linear components and/or local 
nonlinearities or by externalloads. 

(nr * 1) Internal dof: dof which are not loaded. 
(nH * 1) Interface dof: dof which are loaded by internal loads 

caused by adjacent linear cornponents and/or local non-
linearities. 

(na * 1) The complement of 1-t. in X. 

(nR * 1) A minimal set of dof in 13 capable of suppressing all mo-
tions of the component as a rigid body. 

(nE * 1) The complement of n in X. 

((nE- nr) * 1) The complement of R in 13. 

(nR * 1) • A minimal set of dof in I capable of suppressing all rno-
tions of the component as a rigid body. 

(nE * 1) The complement of S in X. 

((nE nB) * 1) The complement of S in I. 

Table 2.1: Sets of dof of a component 

X BUI 
X=RUt: 
X=SU:F 

.X='H.UQ 
B='RUV 
I=SUW 
t: IUV 
:F BUW 

n., nB + nr 
n., =na+ nE 

n., = llH + llG 

Table 2.2: Relations between sets of dof of a component 

! 
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~ component [1] component [21 

41 

~ ~ ~ 

L 

Figure 2.1: Beam system consisting of two components 

adding static correction modes for component dof which are loaded by external or internal 
loads. Further improvement of accuracy can he obtained by introducing modes, which 
account for the inertia loading of a free component moving as a rigid body. In this context 
the following types of component modes will he discussed: 

L Rigid body modes 

2. Free-interface eigenmodes 

3. Flexibility modes 

4. Residual fiexibility modes 

Figure 2.1 shows a 2D linear beam system (p = 7850 kg/m3 , E = 2.11011 N/m\ A = 
3.73 10-4 m2, I = 1.055 10-7 m4), consisting of two components [l] and [2]. These are 
coupled a.t the interface node ( or bounda.ry node) corresponding to node 41 of the original 
model of the total system. The system is modelled with 85 beam elements (component [1]: 
40 elements, component [2]: 45 elements) with a. lengthof 0.1 m. The resulting numbers 
of dof of the system and components [1] and [2] are nq = 246, n~l = 117 and n~l = 132 
respectively. This beam system will he used to illustrate several aspectsof the cms metbod 
in the following sections. 
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2.2.1 Rigid body modes 

A rigid body mode is defined as a motion with constant elastic energy level. It is assumed 
that no mechanisms can be distinguished in the component, so that the number of rigid 
body modes nR will be six at most in the threedimensional space. This implies for the 
rank of the stiffness matrix: 

n., - 6 ~ rank I< n., UR ~ n., (2.5) 

Rigid body modes, which are stored columnwise in the matrix <f>R, are defined by: 

(2.6) 

The matrix <f>R eau be calculated from: 

<f>R = [ <f>RR ] = [ /~R ] 
<f>ER -KF,E]{ER 

(2.7) 

Note that neither component [1) nor component [2] in figure 2.1 has rigid body modes. 

2.2.2 Free-interface eigenmodes 

Free-interface eigenmodes are calculated by solving the eigenvalue problem of the free 
component: 

i= l, ... ,n., (2.8) 

The angular eigenfrequency w; is related to the eigenfrequency f; by: 

Wj =21l"f; (2.9) 

Actually, a salution of (2.8) for w; 0 is a rigid body mode. So rigid body modes farm 
a subset of free-interface eigenmodes. The n., angular eigenfrequenties w; and the corre­
sponding {ree-interface eigenmodes <.p; are stored in rn.J and <I> respectively: 

rn~ = r w;.J = [ ~:: rg::.J ) (2.10) 

(2.11) 

The matrix <f>E contains nE n., - llR elastic free-interface eigenmodes with angular 
eigenfrequencies greater than zero. Elastic free-interface eigenmodes with eigenfrequen­
cies smaller than some cut-off frequency fc are stored columnwise in the matrix of kept 
{ree-interface eigenmodes <I>k; the corresponding angular eigenfrequencies are stared on the 
dia.gonal of rnkk.J· The remairring elastic free-interface eigenmodes are stared columnwise 
in the matrix of deleted {ree-interface eigenmodes <I>d; the corresponding angular 
quencies arestoredon the diagorral of rndd.J: 
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eigenmode 6 eigenmode 7 

Figure 2.2: Free-interface eigenmodes 6 (left) and 7 (right) of component [1] 

éJ1E = [ éJ1k éJ1d ] 

rn [ rnkk~ O:i.:d ] 
HEE~ = Qdk rndd~ 

Free-interface eigenmodes are normalized on the mass matrix M: 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

(2.16} 

Figure 2.2 shows the free-interface eigenmoçles 6 (f6 =331Hz) and 7 (f7 =619Hz) of 
component [1] (cf. figure 2.1). 

2.2.3 Flexibility modes 
Flexibility modes are defined fortheB set (cf. table 2.1). A flexibility mode is defined as 
the (quasi-)statie elastic displacement field resulting from a unit load acting on one of the 
boundary dof. Moreover a flexibility mode is defined to be orthogonal to the rigid body 
modes éJ1R with respect to the mass matrix M. Thesetof DB boundary unit loads is given 
by: 
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(2.17) 

Every unit laad will result in a displacement, which will be a sum of a displacement as a 
rigid body X. and an elastic displacement X. (X is used insteadof x because the total set 
FB is considered): 

X = Xr+X. [ x~B: l (2.18) 

X,= <J>RpR (2.19) 

Because rigid body modes have been normalized on the mass matrix, substitution of (2.19) 
in (2.2), foliowed by premultiplication with (<J>R)t, yields: 

.. R t 
Pa= (<I> ) FB (2.20) 

Substitution of (2.17) and (2.18) in (2.2), using (2.19) and (2.20), gives: 

MX. +Bk.+ KX. RFB (2.21) 

with: 

R = l- M<J>R(<J>R)t 

In general (quasi- )statie elastic displacements (X. 
relative to S, because in general K is singular: 

x. 
(2.22) 

0) can be calculated only 

[ ~:B l = [ XFB ] = [Kil- OFs] RFs = GRFB 
0 OsB OsF Oss 

SB e e 

(2.23) 

The matrix of flexibility modes <J>F is found by requiring these elastic displacements to be 
orthogona.l to <J>R with respect to the mass matrix by premultiplation of (2.23) with Rt: 

<pF = GEFB (2.24) 

with: 

(2.25) 

An alternative formulation for the elastic flexibility matrix GE follows from premultiplica­
tion of (2.15) with <p-t, followed by postmultiplication with <I>t: 

M <J><J>t = I (2.26) 

Substitution of this equation in (2.22), using (2.11) a.nd (2.8), gives: 

R M<I><J>t M<J>R(<J>R)t = M<J>E(<J>E)t = K<J>E rnEEJ -2 (<PE)t (2.27) 

Finally, substitution of (2.27) in (2.25) results into: 

GE <J>E rnEE~ -2 ( <PE)t (2.28) 

For component [1] (cf. figure 2.1) three flexibility modes have to be defined. The left 
picture of figure 2.3 shows the flexibility mode, which results after application of a unit 
force at the boundary node in the direction of the Y-a.xis. 
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fleXIbUity mode residual flexlblrJty mode 

t .t 

-------"' 

Figure 2.3: Flexibility mode (left) and residual flexibility mode ( right) for the displacement 
of the boundary node in Y -direction 

2.2.4 Residual fl.exibility modes 

Just like flexibility modes residual flexibility modes are defined for the l3 set. Residual 
flexibility modes will alwa.ys be accompanied by the kept free-interface eigenmodes if>k in 
the Ritz reduction matrix. In case of a (quasi- )statie load, the residual flexibility modes 
repreaent that part of the (quasi-)statie response, which originates from the deleted {ree­
interface eigenmodes if>d. The matrix of residual flexibility modes if>G is defined by: 

(2.29) 

Residual flexibility modes are orthogonal to ~ with respect to both the mass matrix and 
the stiffness matrix. In appendix A it is shown by means of a simple exa.mple that (residual) 
flexibility modes are not only necessary for obtaining accurate results with reduced multi­
component systems; they also can have a great positive influence on the accuracy of results 
of reduced one-component systems. This especially holds for strains and stresses. 

From a numerical point of view, care should be taken in the calculation of residual 
flexibility modes, if they are computed by subtrading the kept {ree-interface eigenmode 
contribution from the flexibility modes. In practice this is always clone, because it would 
be very expensive to compute if>G using deleted {ree-interface eigenmodes. The fact is 
that llif>GII becomes very small in comparison with l!if>FII, if w~n+n•+l becomes very large 
compared to w;. Since in computers numbers can only be represented with finite precision, 
the computed difference of two almost equal matrices will he erroneous if the real difference 
is in the order of machine precision. 
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The right picture of figure 2.3 shows the residual fiexibility mode of component [1], 
defined for the displacement of the boundary node in the direction of the Y-axis, in case 
fc = 360 Hz, resulting in n~] 6. The shapes of this mode and the first deleted {ree­
interface eigenmode (i.e. eigenmode 7, see figure 2.2) show similarity. This is understand­
able, since equation (2.29) shows a decreasing infiuence on the residual flexibility mode for 
deleted eigenmodes with incr·easing eigenfrequencies. 

2.3 Component mode sets 

2.3.1 Statically complete component mode sets 

The (quasi- )statie response of the original component model (2.2), caused by an arbitrary 
static load acting on the B set, can exactly be reproduced by a linear combination of the 
columns of the matrix of rigid body modes (_Î)R and the matrix of fiexibility modes (_Î)F, 

Therefore condition 2 on page 24 will be fulfilled if the linear subspace of the statically 
complete component mode set T8: 

(2.30) 

will be a part of the linear subspace, spanned by the columns of the Ritz transformation 
matrix T1 . So the minimum number of columns of T1 is equal to nB +na. 

Three equivalent formulations exist for the statically complete component mode set, in 
which different types of component modes are used: 

(2.31) 

In appendix B the definitions of the redundant constraint modes (_Î) 01 (Hurty [1965] ), the 
eenstraint modes (_Î) 02 (Craig and Bampton [1968] ), the attachment modes (_Î)A (Hintz 
[1975] ) and inertia relief modes (_Î)M (Hintz [1975] ) are given. It is easy to see that, if 
there are no rigid body modes, fiexibility modes become equal to attachment modes. For 
the proof of: 

( ~R (_Î)Cl ) = ( (_Î)C2 ) 

( (_Î)Cl ) ( (_Î)A ) 

( (_Î)A (_Î)M ) = ( (_Î)F ) 

is referred to Craig and Bampton [1968] , [1985] and Chang [1977] , respectively. 
The main reason for using (2.30) as statically complete component mode set in this thesis 
is, that this set offers the possibility to determine the resulting reduced component model 
by means of experiments in contrast with the sets given in (2.31), see Craig [1985] and 
section 2.4. 
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2.3.2 Dynamic component mode sets 
A dynamic component mode set T1 is a statically complete component mode set supple­
mented with a number of elastic eigenmodes, selected on base of a frequency criterion. The 
eigenmodescan he of the type free-interlace or fixed-interlace. So two dynamic component 
mode sets ( or Ritz transformation matrices) can be distinguished: 

(rpt) = ( rs ~ ) = ( ~a ~R ~k ) (2.32) 

(TP2
) ( rs ~k' ) (2.33) 

A dynamic component mode set contains Dp = nB + na + nk columns. 
With respect to the accuracy of reduced, undamped dynamic systems ( condition four 

on page 24) it is concluded on empirica! grounds and basedon information from literature 
(Hintz [1975] ) that: 

• H the same reduced number of dof is used, Tf)l demonstratea a more uniform distri­
bution of the error percentage than Tfn when eigenfrequencies of the original system 
model are compared with eigenfrequencies of the reduced system model. 

• In contrast with Tf2 , Tf1 usually results in a reduced system model which is accurate 
up to the cut-off frequency used to reduce the components; see section 2.5 for an 
example. 

The columns of a component mode set have to he linearly independent to avoid am­
biguous solutions. Thus a component mode set must be of full column rank, not only 
theoretically, but also numerically. This can be checked by a singular value decomposition 
of the Ritz transformation matrix T1• A trivial remark is that the number of columns in a 
component mode set is not allowed to be greater than the original number of dof. Because 
rednetion of the number of dof is one of the goals of cms, this condition will never be 
violated. 

2.4 The reduced component model 

After a dynamic component mode set has been determined, the original displacement field 
x will be approximated by: 

(2.34) 

with: 

x [ :; ] ; T1 [ ~= ~~ ] ; p = [ ~ ] 
The reduced component model with dof p is derived by substitution of (2.34) in (2.2), 
foliowed by premultiplication with Tf: 
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(2.35) 

with: 

If {ree-interface eigenmodes are used, it is trivial that the first na+ nk eigenfrequencies 
and eigenmodes of the reduced component are equal to those of the original component. 
In general, the na highest "eigenfrequencies" will be inaccurate, because their correspond­
ing eigenmodes will be linear cornbinations of residual flexibility modes. Therefore, these 
eigenfrequencies, referred to as artificial eigenfrequencies, will be greater than or equal 
to the lowest deleted genuine eigenfrequency. In linear dynarnics, the artificial eigenfre­
quencies will not have a nega.tive influence on the accuracy of the solution, because the 
external load signal does not contain these high frequencies. On the contrary, the low 
frequency contri bution of these eigenfrequencies does irnprove the accuracy of the solution, 
see appendix A and frequency domain considerations below. 

A closer investigation learns that only the set Tf1 
[ (pG (pR <Pk ] leads to a reduced 

component model, which can be determined ( almast) entirely by means of modal analysis 
( condition six on page 24). For this set thematrices in (2.35) become: 

[Moa Oaa Oa•] [Boa OGR 0~ l 1'vlp = OaG l'vlRR ORk Bp ORG ORR ORk 
okG okR Ikk okG ok a 2r3kkinkkJ 

[ Kaa OaR Oa•] [ G R r KP= OaG ORR ORk fP = <Pa <Pa <Pak fa 
ÛkG okR rnkk~2 

with: 

By transformation of (2.2) to the frequency domain the following matrix of frequency­
response-functions can be derived: 

nn. 

H(w) = L (2.36) 
r=l 

If w ~ wc, the boundary partition of the last term in (2.36) can be approximated by the 
following Maclaurin-series expansion up to the order w2: 
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(2.37) 

If (2.35) is transformed to the frequency domain the matrix of frequency-response-functions 
will heidenticalto (2.36) except forthelast term. A Maclaurin-series expansion up to the 
order w2 of the boundary partition of this term is given by: 

(2.38) 

H {d ~ 1, the lasttermsof (2.37) and (2.38) are approximately equal to MaG· Under the 
assumptions that <l>Bd is regular and nd = nB , these terms can he shown to be equal. 

In the experimental modal analysis the modal parameters WJ.:, Çk and <t'k are usually 
estimated by a curve fit on the function: 

R nt t 
_L + L: rt'k<t'k + Ra 
-w2 k=l -w2 + 2Ç'kWJ.:wj + w' 

H(w) (2.39) 

In case nR = 1, we have MRR 1 and Rt = <l>R(<I>Ry. In case nR > 1, MRR and <l>R must 
be obtained using theoretica! considerations. The column of the high frequency residue 
Ra, which corresponds to the excitation point, can be identified with the same column 
of Kaa· So, every boundary dof must he excited once to determine Kaa completely. As 
has been shown, it will he possible to determine Maa and Baa experimentally, once curve 
fitting procedures are availahle for a function with a high frequency residue of the form: 
Ra(w) = Ra1 +wRa2j +w2Ras· 

A cut-off frequency of 360Hz resulted in a reduced model of 9 dof (6 free-interface eigen­
modes and 3 residual flexibility modes) for component [1] and a reduced model of 10 dof 
(7 {ree-interface eigenmodes and 3 residual flexibility modes) for component (2]. Table 2.3 
shows the eigenfrequencies of the reduced models and the corresponding eigenfrequencies 
of the original models. 

2.5 Coupling of reduced component roodels 

A reduced linear system model can be assembied by demanding compatibility of inter­
face dof and equilibrium of interface loads of adjacent components. This is realized by 
application of the direct stiffness method. 

Firstly the generalized dof PB are replaced by the houndary dof XB ( condition three on 
page 24): 

(2.40) 

Subsequently the boundary dof XB, referring to a component dependent set of local basis 
vectors, are replaced by the boundary dof YB, referring to a set of global base vectors: 
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: no. Original [1J Reduced [1] Original [2] Reduced [2] 
1 33.37810 33.37810 21.47194 21.47194 
2 74.80584 74.80584 87.23502 87.23502 
3 157.2070 157.2070 120.7789 120.7789 
4 224.3831 224.3831 163.0176 163.0176 
5 267.0763 267.0763 222.0986 222.0986 
6 331.4843 331.4843 323.5042 323.5042 
7 358.0173 358.0173 
7 619.4241 889.9338 
8 746.7665 1195.364 577.1514 867.4488 
9 790.0817 3616.592 694.9540 1281.066 

10 746.9802 3992.297 

Table 2.3: Eigenfrequencies [Hz] of original and reduced models for components [1] and [2] 

[ ;~ ] = Ts [ ~~ ] ; T3 = [ ~~= ~;: ] (2.41) 

If y is defined as the column of all independent boundary dof of the system, a column q 
can be defined as the column of all independent reduced system dof: 

[ 
t [l]t [c]t [Nc]t ] t 

q Y PJ · · · PJ · · · PJ (2.42) 

The superscript [c] means belonging to component [c]. In fact almost all quantities dis­
cussed so far in this chapter belonged to a component and should have been provided with 
this superscript. However, because in the theory a single component has been discussed 
so far, this superscript has been omitted to enlarge readability. For every component a 
(Boolean) matrix T4 can be formulated, which localizes the positions of the dof of the 
reduced component in q: 

[ ;~ ] [e] = 7ic]q (2.43) 

Finally, for every component the matrix y[c] can be calculated, which relates the reduced 
system dof to the original component dof: 

(2.44) 

with: 
4 

y[c] = rr T;[c] 

i=l 

Now the reduced system model is derived by assembling the reduced component models: 
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(2.45) 

witb: 

N. 
Mq = l::(TicJy MlcJrleJ 

c=l 

Ne 
Bq= l::(TielyB[eJr[c] 

c=l 

N. 
Kq = l::(Ticl)t Kl"lT[e] 

c=l 

fex 

Ne 
L(T[clYJi*[c] = 0 
c=l 

Coupling of tbe reduced modelsof components [1] and [2] (cf. figure 2.1), wbicb were 
described in the previous section, results in a reduced system model of 16 dof ( = 9 ( reduced 
component [1]) + 10 (reduced component [2])- 3 (constraints)). The eigenfrequencies of 
tbis reduced model are compared witb the eigenfrequencies of tbe original system model in 
table 2.4. The relative errors in the eigenfrequencies of the reduced system are very small 
up to the cut-off frequency. Note that all relative errors are positive, which means that all 
eigenfrequencies of the reduced system are upper-bounds for the exact eigenfrequencies; 
this fact is inherent in the use of the Rayleigb-Ritz method. Tbe artificial eigenfrequencies 
above tbe cut-off frequency again have a positive infl.uence on the accuracy in the low 
frequency range. 

With respect to condition five on page 24 can be said that generally tbe derivation of a 
reduced system model will cost sligbtly more CPU-time if Tf1 = [ cf?G cf?R <bk ] is used 

insteadof Tf2 = ( 4?02 (bM <»ix ) . Table 2.5 gives a somewbat subjective estimate of tbe 
costs. 

Consiclering all conditions on page 24 it can be concluded tbat Tf1 may be preierred 
to Tf2• A process control program has been developed for the commercial fini te element 
package ASKA (ASKA [1986] ), in whicb tbe cms metbod basedon tbe dynamic component 
mode set Tf1 bas been implemented. Tbe iterative Lanczos metbod or tbe simultaneons 
vector iteration metbod can be used to partially solve the eigenvalue problem (2.8). 
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no. Original [Hz] Reduced [Hz] Relative error [%] 

I 
1 35.99628 35.99628 +0.00000 

I 2 43.48293 43.48293 +0.00000 
3 89.78558 89.78559 +0.00001 
4 132.6038 132.6038 +0.00000 
5 198.6461 198.6495 +0.00171 
6 210.4793 210.4803 +0.00048 
7 247.8246 247.8434 +0.00759 
8 264.7874 264.7895 +0.00079 
9• 312.5953 312.6369 +0.01331 

10 327.7563 327.8017 +0.01385 
11 357.9971 357.9975 +0.00011 
12 564.9868 652.9783 +15.6 
13 606.7133 869.3160 +43.3 
14 687.3464 1110.970 +61.5 

I 

15 717.5338 1276.873 +78.0 
• 16 731.4784 2558.165 +250. 

Table 2.4: Comparison of eigenfrequencies of original and reduced system model 

T~l r~· 
calculation of: costs: calculation of: costs: 

q>lt, if>k (2.7),(2.8) very expensive <lift" (B.l) very expensive 
<j;)U (2.22) expens1ve • <j;) v~ l <j;)M (B.7),(B.15) very expensive 

(2.23) very expensive 
(2.24) expensive 
(2.29) expensive 

T2 (2.40) cheap fexpensive 
Ts (2.41) cheap Ti (2.41) 

I 
cheap 

M,B,I< (2.45) cheap M,B,K (2.45) cheap 

Table 2.5: Comparison of costs in the derivation of a reduced component model 
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2.6 Addition of local nonlinearities 

By means of the cms method, discussed in the previous sections, it is possible to reduce 
the number of dof of a large linear system in such a way, that the decrease in accuracy of 
the reduced system model below the cut-off frequency fc is acceptably small. A one-step 
rednetion technique to rednee a large set of nonlinear system equations using a similar 
simple frequency criterion, is not available, because eigenvalnes and eigenmodes are state 
dependent. 

As stated in the introduction, however, two rednetion methods are known from liter­
ature by which nonlinear dynarnic models have successfully been reduced using a simple 
frequency criterion: the pseudo-load metbod and the local mode superposition method. 

In the pseudo-load metbod (Stricklin and Haisler [1977] , Morris [1977] , Shah et al. 
[1979] , Bathe and Gracewski [1981] , Kukreti and Issa [1984] ) nonlinearities are treated as 
pseudo-loads: they are placed on the right-hand si de in the equations of motion. Rednetion 
is carried out once on the remaining linear part on the left-hand side. As reduced dof those 
dof remain, which correspond to eigenmodes with eigenfrequencies below a chosen cut-off 
frequency. In general this cut-off frequeney will he chosen higher than a cut-off frequency 
based on the frequency spectrum of the external load. 

The local mode superposition metbod (Nickell [1976] and Remseth [1979] ) is used 
in combination with numerical integration. System equations are linearized around the 
current state and reduced every time step. The eigenfrequencies and eigenmodes at the 
current state can be derived by updating the eigenfrequencies and eigenmodes of the pre­
vions time step using a subspace iteration technique. The cut-off frequency is based on the 
frequency spectrum of the external load. 

It is clear that, if the same number of reduced dof would be used, the pseudo-load 
metbod will be much eheaper than the local mode superposition method, because no 
updating of eigenfrequencies and eigenmodes is required. On the other hand the loeal 
mode superposition metbod will provide a more accurate solution in this case. Differences 
in costs and accuracy will decrease if more dof are used (or put differently: a higher cut­
off frequency is chosen) in the pseudo-load metbod than in the local mode superposition 
mode. Strictly speaking, the above comparison can not be made, because, if the local mode 
superpooition metbod is used, the number of reduced dof may change in one numerical 
integration analysis. 

In section 3.2 periadie solutions will be calculated by solving a two-point boundary 
value problem by means of a time discretization technique. In this technique the periadie 
solution is calculated for all time discretization points simultaneously. Therefore the local 
mode superposition metbod can not be applied there and a variation on the pseudo-load 
metbod will be used. 

The reduced nonlinear system equations are derived by coupling the reduced linear 
system equations (2.45) to the loeal nonlinearities. Demanding compatibility of interface 
dof and equilibrium of interface loads fà results into: 

(2.46) 
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with: 

fni(iJ, y) - I:u ( 2.4 7) 

For simplicity, it is assumed that local nonlinearities are only a function of the boundary 
dof y and their first time derivatives iJ. 

The reduced system equations (2.46) still provide a static solution which is identical to 
the static solution of the unreduced system equations. If the system is dynamically loaded, 
however, accurate responses can not be guaranteed using a cut-off frequency basedon the 
frequency spectrum of the externalload alone. In general it can be stated, that an accu­
rate reduced system model has been derived, if additional eigenmodes have a neglectable 
influence on the frequency spectrum of fex- fni(fi,y) and if, at the same time, the con­
tribution of this frequency spectrum above the cut-off frequency is neglectable (de Kraker 
et al. [1989] ). It is expected that the nature of the local nonlinearity and the amount 
of damping in the system will have a great influence on the final cut-off frequency, which 
must be used to get an accurate reduced system model. A simple illustration is given in 
the next section. 

2. 7 A beam system with nonlinear support 

Consider a 2D pinned-pinned steel beam. In the middle the beam is excited by a harmonie 
tranversal load and supported by a linear spring, a linear damper and a nonlinear element. 
Because of symrnetry it is sufficient to consider the pinned-sliding beam system shown in 
figure 2.4. The pinned-sliding beam is modelled with 25 beam elements (pure bending) of 
equal size. This beam system will be referred to very often in forthcoming chapters of this 
thesis. In all calculations the values of the mass density p, the modulus of elasticity E, the 
area of the cross-section A and the second moment of area for the cross-section I are kept 
constant: 

p 7850 kg/m3 

E = 2.11011 N/m2 

A= 1.7593 w-4 m 2 

I= 1.7329 w-s m 4 

The lengthof the beam I, the harmonie transversal force: 

fex F dy cos(27rfet) 

the stiffness of the linear spring k1, the damping coefficient of the linear damperband the 
force originating from the nonlinear element fn fn(y,y) are variable, however, and are 
specified at places, where is referred to this beam system. For static loads (f. = 0) the 
stiffness of the linear beam is: 
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.-/ 
p,A,E,I 

Figure 2.4: Harmonically excited beam system with a local nonlinea.rity 

kbeam= Fdy = 3EI = 10917 
y p (2.48) 

In the example of this section the variabie qua.ntities are: 1 = 1.5 m, k1 = 0 Nfm, 
b = 0.117 Ns/m, fn = 4.56 106 y3

, fe:x: = 19.69cos(21rfet), fe = 23-27Hz. H only the 
first free-interface eigenmode is taken into account, the three non-zero parameters of the 
dimensionless equation of motion derived in appendix c become: e = 0.001, Jt ;::;; 0.05 
and S1 = 2.57 - 3.01. So in a first approximation the beam system may he identified 
with a very slightly damped, wea.kly nonlinea.r, 1 dof Duffing system, which is excited in 
the first harmonie resona.nce region. It is well-known (Stoker [1966] ), that this system 
exhihits three periodic solutions for one value of f., in this region: two stabie solutions with 
maximum and minimum amplitude a.nd one unstable solution. For the beam system three 
multi-dof models are made: a 3 dof, a 4 dof a.nd a 6 dof model. The cut-off frequencies 
used are 100 Hz, 300 Hz a.nd 750 Hz respectively. Note that the frequency range of the 
excitation is much lower than the cut-off frequencies. In the n dof model, the displacement 
field of the heam is approximated hy n-1 free-interface eigenmodes a.nd 1 residual fiexihility 
mode. The eigenfrequencies of the red u eed beam models are shown in table 2.6 ( the 8 dof 
model is used in chapter 7). 

Using the numerical methods (o(.t.r4 ) scheme, n,. = 800), which will he introduced in 
the next chapter, a part of the branch with the maximum amplitude solutions is calculated 
for all models. The CPU-times for the 3 dof, 4 dof a.nd 6 dof calculations are 206 s. (42 
path following steps), 1095 s. (98 steps) a.nd 2759 s. (98 steps) respectively. As can be 
seen in figure 2.5 the 4 dof and the 6 dof model give similar results. For both models the 
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No. 3 dof model 4 dof model 6 dof model 8 dof model , 
1 8.9592 8.9592 8.9592 8.9592 
2 80.633 80.633 80.633 80.633 
3 260.29 223.98 223.98 223.98 
4 537.79 439.01 439.01 
5 725.75 725.75 
6 1416.1 1084.2 
7 1514.6 
8 2727.9 

Table 2.6: Eigenfrequencies [Hz] of reduced beam models 

IYmaxl [m] 

0.095 

0.090 
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0.080 3dof 
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Figure 2.5: Amplitude-frequency plots for 3 dof, 4 dof and 6 dof model 

41 
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Absolute maxima of contributions of moelal dof to y [m) 

0.100 

0.075 -o- contrlbutlon mode 1 

--<:?-- contrlbutlon mode 2 

-<>- contrlbutlon mode 3 

0.050 

0.025 

0.000 [ Cl 

23 24 26 27 fe [Hz] 

Figure 2.6: Absolute maxima of the contributions to y of the first 3 modes for the 6 dof 
model 

calcula.ted solutions are stable, except fora small frequency range near 25.25 Hz (~ f3 /9), 
where multiple solutions and a superharmonie resonance peak, caused by the third {ree­
interface eigenmode, see figure 2.6, are observed. It must be emphasized, tha.t this pea.k 
will rapidly collapse, if the damping is only slightly enlarged. The (marginally stable) 
maximum amplitude ( = 0.0956 m) salution of the 6 dof model at f., = 25.22 Hz is given in 
figure 2.7, which also shows the contributions of the lowest 3 eigenmodes to that solution. 
The contributions of eigenmodes 4 and 5 and of the residua.l fiexibility mode are low: the 
amplitudes are 7.14E-4 m, 1.93E-4 mand 2.00E-4 m respectively. For the most part, the 
branch with stabie solutions obtained with the 3 dof model is comparative to the branches 
obtained with the two larger models. However, the superharmonie resonance obviously 
does not occur at 25.22 Hz, because the third free-interface eigenmode has been deleted, 
see a.lso Fey et aL [1990] . Instead, a superharmonie resonance occurs near 30 Hz (not 
visible), which is about 1/9 of the artificial eigenfrequency corresponding to the residual 
fiexibility mode. Tables 2. 7 and 2.8 give the Fourier coefficients of fex- fn1 (fn1 = fn + by) 
and y respectively for the maximum amplitude solutions at f,. = 25.22 Hz. If CPU-times 
and accuracy are weighed against each other, it may he concluded that the 4 dof model 
may he preferred in the investigated frequency range. 

Figure 2.8 shows that the 3 dof model may be preferred in the frequency range of 40-71 
Hz, where an anti-resonance is found and the system behaves almost linearly. The results 
of the 3 dof model (140 s. CPU-time, 32 steps) and the 6 dof model (746 s. CPU-time, 
32 steps) are fully comparative. The residual fiexibility mode of the 3 dof model has a 
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Displacement [m] -l::r- y 

-a- contrlbutlon mode 1 

--'\J- contrlbutlon mode 2 
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Figure 2.7: Superharmonie resonance near f3 /9, 6 dof model 

Frequency [Hz] 3 dof model 4 dof model 6 dof model 
25.22 1.620E+O 1.544E+O 1.544E+O 
75.66 2.245E-1 2.016E-1 2.017E-1 

126.10 1.927E-1 1.862E-1 l.872E-1 
176.54 3.359E-3 2.569E-1 2.546E-1 
226.98 2.735E-3 6.670E-1 6.646E-l 
277.42 2.778E-1 2.780E-l 
327.86 5.975E-2 5.967E-2 
378.30 1.038E-2 1.332E-2 
428.74 6.525E-2 5.997E-2 
479.18 6. 770E-2 6.988E-2 
529.62 2.705E-3 
580.06 1.510E-3 
630.50 1.599E-3 
680.94 4.070E-3 3.681E-3 
731.38 

• 

1.359E-3 

Table 2. 7: Fourier coefficients of f.x - fn1 (y, y) for marginally stable high amplitude solution, 
f. = 25.22 Hz 
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Frequency [Hz] 3 dof model 4 dofmodel 6 dof model 
25.22 6.337E-5 6.040E-5 6.042E-5 
75.66 6.264E-6 5.626E-6 5.629E-6 

126.10 6.202E-7 5.954E-7 5.986E-7 
176.54 6.194E-8 6.107E-8 
226.98 1.256E-5 1.252E-5 
277.42 3.539E-7 3.504E-7 
327.86 3.235E-8 2.975E-8 
378.30 
428.74 1.032E-8 1.449E-7 

I 

479.18 4.943E-8 6.129E-8 
529.62 1.925E-8 

Table 2.8: Fourier coefficients of y for margina.lly stabie high amplitude solution, f. 25.22 
Hz 

significant positive influence on the accuracy of the response. 
The example presented above shows, that superharmonie resonance pea.ks may be 

missed, if the corresponding eigenmode ha.s been deleted a.nd may occur at frequencies 
where they do not belong, if they originate from a.rtificial eigenfrequencies. However, the 
latter case is ea.sily detected by examining the frequency spectrum of /ex- fnl(il, y) or q. 
Of course, high frequent eigenfrequencies of the unreduced system will be inaccurate due 
to finite element discretiza.tion and may also cause superharmonie resonances in the low 
frequency range of slightly damped systems. 

To avoid resonances below the cut-off frequency, caused by a.rtificial eigenfrequencies, 
the artificia.l eigenmodes could be artificia.lly damped or their eigenfrequencies could be 
artificia.lly enla.rged by diminishing the moda.l ma.sses of the artificia.l eigenmodes. Actu­
ally, Macnea.l [1971] proposedan inconsistent Ritz-reduction metbod for linear systems, in 
which the ma.ss associated with the residua.l flexibility modes was totally neglected. This 
metbod was used in appendix A to formulate approximation (A.lO). The static correction 
contribution of the artificial eigenmodes will hardly be influenced by these actions. 
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IYmaxl [m] 
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Figure 2.8: Frequency response near anti-resonance; 3 dof and 6 dof model and absolute 
maximum of the contribution toy of the residual fiexibility mode (3 dof model) 



Chapter 3 

Periodic solutions 

3.1 Introduetion 

The period = I/fr of the periadie response q of a nonlinear dynamic system does not 
need to be equal to the period Te = 1/fe of the external excitation The period of 
the periadie salution Tp is defined as the time in which the response and the excitation 
tagether repeat themselves: 

(3.1) 

eT E N and fT E N are the smallest possible integers which fulfil (3.1). The response 
is called harmonie if eT = fT = 1. The response is called subharmonie of order tT/eT if 
rT < eT. According to Thompson and Stewart [1986] the case rT > eT (superharmonic 
response) does not normally occur, because this would imply an identical response under 
different loading conditions. The term superharmonie response should not be confused 
with the term superharmonie resonance. Superharmonie resonance is the phenomenon, in 
which one or more higher harmonies cause resonance in a (sub )harmonie response. 

3.2 Time discretization 

It is convenient to replace the real time t by the dimensionless time r: 

t 
T= 

The dimensionless time is discretized by n,.. equidistant points r1 in one period TP: 

iE Z 

For a quantity Q( r) the following abbreviation will be used: 

47 

(3.2) 

(3.3) 

(3.4) 
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(3.5) 

In case of a periodic solution a quantity Q( r) will repeat itself every Tp seconds: 

(3.6) 

Therefore it is suflident to consider the interval r E [0, 1>, so that i E {0, 1, ... , n,.- 1 }. 
Dilferentiation with respect to the dimensionless timer is denoted by a prime (1 d/dr) 
or as follows: 

q9<> = dk~ 
a drk (3.7) 

Numerical approximations of qfk) will be denoted by qfk) and qfk>. The following approx­
imations ij{ and iii' are used for the veloeities and accelerations respectively at r.: 

(3.8) 

(3.9) 

These relations are known as the central dilferertce scheme with a consistency of order D.r2. 

By means of the formal Taylor-series expansions: 

00 q(k) 
""' k i k <Ji-1 = L...-(-1) k'D.r 
k=O ' 

(3.10) 

(3.11) 

the local discretization errors in the veloeities and accelerations can be expressed as: 

2 00 (2k+2) 
qi+l - <Ji + <Ji-1 " ""' qi . !:;,. 2k 0( 2) 

l!q[' = t:;,.r2 - qi = ~ (2k + 2)! T D.T 

Writing equation (2.46) as: 

g(ij,q,q, t) = g(r_;q",fPq,q,r/fP) = g(q",q',q,r) = 0 

the following shorthand notations can be introduced: 

9i :=g(q{',q{,q.,r.) 0 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 
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The local discretization error in the forces E:g; is given by: 

(3.17) 

Using periodicity of the discretized solution an 0(~72) approximation of the periodic so­
lution q( T) = q( T + 1) can be derived by solving the following algebraic set of equations: 

gi = 0 i= 0,1, ... ,fir- 1 (3.18) 

(3.19) 

(3.20) 

All discretized dof qi are collected in a column z, which represents the discretized periodic 
solution: 

(3.21) 

After elimination of the constraints (3.19) and (3.20), the equations (3.18)-(3.20) can be 
reduced to: 

h(z) = h1(z)- h2 = 0 (3.22) 

where the column h2 only contains the contribution of the externalload fex· 
It should be noted that it is also possible to calculate periodic solutions of autonomous 

systems. However, the period TP of a periodic solution of an autonomous system is un­
known in advance. In this case an extra equation must be added to make the set of 
equations solvable. Because the periodic solution of an autonomous system can be shifted 
over an arbitrary time interval, an equation can be formulated, which fixes the phase. This 
can be achieved by setting one of the components of q' equal to zero at a certain time 7;. 

In this thesis, however, attention will be paid to non-autonomous systems only. 
Starting with an initial estimate z0 , equation (3.22) is solved using a damped Newton 

iteration scheme: 

(3.23) 

(3.24) 

During the iteration process, the norm of the residueis required to decrease monotonically: 

(3.25) 
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The exponent (i is the lowest value of the set { O, 1, ... , (me.x}, which fulfils this requirement. 
The column Zj is accepted as salution z. of (3.22) if the following convergence criterion is 
satisfied: 

(3.26) 

where €,. is a small number. In calculations €" = 10-9 unless stated otherwise. z. is an 
O(t:..r2) approximation of the exact periodic solution. The iteration process fails if: 

1. (3.25) is not satisfied for (i E {0, 1, ... , Cmax} 

2. the Jacobian 8h/ 8z becomes singular 

3. the maximum number of iteration steps jmax is exceeded 

A lot of CPU-time can be saved in the decomposition of the Jacobian 8hf8z, if use is made 
of its special structure, see appendix D. 

3.3 A deferred correction 

By means of a deferred correction technique the O(t:..r2) salution z5 can be improved to 
an O(t:..r4

) salution zt. Moreover both the local and the global discretization error can be 
estimated. 

Substitution of (3.12) and (3.13) in (3.17) gives: 

- ( 8g) qfs) 2 ( 8g ) qf
4
l 2 ( 4) -· ( ) ( 4) 

591 - ()ql i 6t:..T + (}qll i 12l:..7 + 0 l:..T -. t:,.g; Zs + 0 l:,.T 

Using Taylor-series expansions it can be derived that the difference schemes: 

;::{3) - q;+2 - 2qi+l + 2<li-1 - <li-2 
q; - 2t:..r3 

have a consistency of O(t:..r2): 

By noting that: 

(3.27) 

(3.28) 

(3.29) 

(3.30) 

(3.31) 

{3.32) 
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( àg) 
àq" i ( àg)(~ll -1- ) (àg) ( 11 I ) 0( 2) 

àq" qi ' q;' q;' Ti = àq" i q; ' qi' q;, T; + /:::. T (3.33) 

the O(t::.T 2
) term of the local discretization error em can be estimated by substitution of 

(3.28)-(3.33) in (3.27): 

( ài}) 
àq' i 6 

(3.34) 

Let t::.h(z.) be de:fined as: 

(:3.35) 

Then the salution t::.z. of the linear set of equations: 

àh -
àz (z.)t::.z. = -t::.h(z.) (3.36) 

is an estimate of the O(t::.T2 ) term of the global discretization error. Now an O(t::.T4 ) 

approximation Zf of the periadie salution can be obtained by subtracting this deferred 
correction from z. (Pereyra [1966] ): 

Zf = Zs- b.Z8 (3.37) 

Of course an approximation zr can also be obtained by the direct application of a central 
difference scheme with a of O(t::.T4): 

(3.38) 

(3.39) 

In appendix D a partitioning of the Jacobian J := àh/àz is introduced. It can easily 
he seen that for the choice (3.38), (3.39) the bandwidth of the upper left block la.a is nq 
larger than the bandwidth of Jeux for the choice (3.8), (3.9). Consequently the amount of 
CPU-time needed for decomposition of this matrix will approximately increase by a factor 
(6n11 1)2/(4nq -1)2 (~ 2.25 for nq), see appendix D. Moreover no estimates of local 
and global discretization errors are obtained. 

The following example illustrates the benefits of the deferred correction procedure. 
Consider the beam system presented insection 2.7 (l = 1 m, k1 = 1000 Nfm, b 2 Ns/m, 
fn 3.0109 y 3

, fex = 15cos(21rfet), fe 8 Hz). If only the first free-interface eigenmode 
of the linear undamped system (i.e. the beam and the linear spring) would betaken into 
account, the three non-zero parameters in the dimensionless equation of motion in appendix 
C would be: ( = 0.011, J1 = 0.38, n 0.38. So one may call this a slightly damped, 
moderate nonlinear system. In the following calculations the linear undamped system 
model was reduced to 10 dof including the 9 lowest free-interface eigenmodes plus one 
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Figure 3.1: Phase portra.it 

residuaJ flexibility mode. This reduced model was coupled to the damper and the nonlinear 
spring (fn1 =fin+ by). Periodic solutions were calculated using the O(.ó.r2) scheme, the 
deferred correction (de) procedure and the 0 ( .ó. r 4) scheme for severaJ val u es of n.,.. Starting 
with an initia! estimate z0 = 0, it took 6 Newton iterations for convergence (e.. 10-10 ) in 
each of the calculations but the deferred correction calculations, which needed one iteration 
more, see equations (3.36) and (3.37). Figure 3.1 shows the phase portrait of the stabie 
harmonie solution for the right end of the beam; this solution ( 0(6.7'4), n.,. = 2560) is 
considered to be the exact solution. Figure 3.2 shows the convergence ratio and figure 3.3 
the mean global discretization error for the right end of the beam as a function of n.,... The 
convergenre ratio Cq and the mean globaJ discretization error eq for dof q are defined as: 

~N~-tlq4N~ q2N~I 
c-L...Ii=O 4i-2i 

q- Ef;o 1 l'lif,.- qf,.! (3.40) 

(3.41) 

where the superscript N.,.. in q;_N,. denotes the number of discretization points. As N.,.. in­
creases, the convergenre ratio approaches the theoretica! valnes 1/4 for the O(.ó.r2) scheme 
and 1/16 for the O(.ó.r4 ) scheme and the deferred correction procedure. Figure 3.4 shows 
that the totaJ amount of CPU-time needed to calculate the solution grows proportionaJly 
with n.,.. The CPU-time needed for decomposition of J"'"'' see appendix D, was approx­
imately 2.25 times higherif the 0(L:;r4 ) scheme was used insteadof the O(.ó.r2 ) scheme. 
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Figure 3.2: Convergence ratio 

Deferred correction calculations with twice as many discretization points needed approx­
imately the same amount of CPU-time as 0(6.74

) calculations, but resulted in a mean 
global discretization error, which was 5 times lower, see 3.3. This means that 1.5 
times as many discretization points (1.54 

):::j 5) and thus 50% more CPU-time would be 
needed to achieve the same accuracy with a direct 0(6.74) calculation. Moreover, the de­
ferred correction procedure provided an estimate of the global discretization error of the 
0 ( 6. 7 2) solution. 

3.4 Path following 

The designer of a dynamic system often needs to investigate how a periodic solution is 
infiuenced by a change in a design variabie r. This amounts to calculating solutions of: 

(3.42) 

The design variabie r is assumed to he independent of 7. The number of equations in 
(3.42) is one less than the number of unknowns. Therefore solutions of (3.42) in general 
will appear as one dimensional branches. These branches can be followed by application of a 
path following (pf) method. In pf-step k a neighbouring solution zs,k+l, rs,k+l is determined 
starting from a known solution Z5 ,J<, rs,k via a predietor-corrector mechanism. This implies 
that the first solution Zs,b r5 ,1 must be calculated by the Newton process before pf-step 1 
can be carried out. The pf-process is stopped if rs,k exceeds a user prescribed value. 
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In the predietor step the tangent [p!,k, Pr,k]t to the solution branch at Zs,k, rs,k is deter­
mined as follows: 

(3.43) 

In pf-step 1 Pr,k is set to 1, if r must increase initially, and set to if r must deercase 
initially. Now (3.43) can be solved for Pz,l· The tangent will be scaled by a factor a-p,l > 0, 
which is subject to the elliptical constraint: 

a-;.k(P!,~<Pz.k + P;,k) = a-~ (3.44) 

Ok is the stepsize, which lies in a user defined interval: 

(3.45) 

The prediction [z;,k, rp,k]t is given by: 

[ 
Zp,k ] 
fp,k [ 

Zs,k ] + 17 k [ Pz,k ] 
fs,k p, Pr,k 

(3.46) 

In following pf-steps, the sign of O"p,k will be chosen so that the scaled tangents of two 
succeeding pf-steps form a sharp angle: 

(3.47) 

This ensures that the salution path is travelled in the same direction all the time, provided 
that a-k is not too large, see figure 3.5. 

Note that in equations (3.36) and (3.43) the decomposition of the same Jacobian is 
required. So the effort required to obtain an 0 ( b. T 4

) approximation zr is red u eed to calen-
lating b.h(z.), see (3.35). , 

In general the predietien will not satisfy the convergence criterion: 

(3.48) 

and an iterative correction process will be needed. Correction step m is given by: 

[ 
Zc,k,m+ 1 ] = [ Zc,lt,m ] + [ Cz,k,m ] 
rc,k,m+l fc,k,m Cr,k,m 

(3.49) 

In the first correction step the first term on the right hand side of (3.49) is set equal 
to the prediction (3.46). Corrections [c;,k,m• Cr,k,m]t are calculated by solving the following 
Newton-like equations: 

rc,k,m)Cr,k,m h( Zc,k,m, rc,k,m) (3.50) 

supplemented by the equation (Fried [1984] ): 
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(3.51) 

This last equation forces the correction to be orthogonal to the solution space of: 

(3.52) 

As proposed in Allgower [1981] , the new step size 0"!.:+1 is determined by the ratio 'Yk 
between the Euclidian norm of the first and the secoud correction. If 'Yk < /min the step 
size will be increased in the next prediction. If Ik > /max the last prediction will be rejected 
and a new prediction will be calculated after decreasing the step size. Îmin and /max are 
user defined values. 

F'tuther, during the iterative correction process it is required that the norm of the 
residue is decreasing monotonically: 

(3.53) 

If (3.53) is violated, the last prediction will be rejected and a new prediction will be calcu­
lated using a smaller step size Ok· [z~,k,m+1> rc,k,m+l]t is accepted as solution [z!,k+l• rs,k+l]t 
of (3.42), if the convergence criterion (3.48) is satisfied. 

If the step size is too large, the pf-process may return to the part of the solution curve 
already passed through, because of (3.47). Often this will occur in areas, where the solution 
branch is heavily curved, see figure 3.5. This phenomenon can be prevented by requiring 
that the angle /31 between the scaled tangent in pf-step k and the line pointing from the 
solution of pf-step k to the solution of pf-step k + 1 is smaller than a user defined angle 
f3lmax: 

f3 [p!,k,P",kj[(zs,k+l- Zs,k)t, (rs,k+l rs,k)]t & f3 
1 = arccos ll[p!,k,Pr,k]tllll[(z.,k+l- z.,k)t, (rs,k+l- rs,k)]tll "" lmax 

(3.54) 

Furthermore it is possible that the pf-process accidentally jumps over to another branch 
or a remote part of the same branch if the step size is too large. Usually this can be 
prevented by requiring that the shape of the increment in the predietor step Pz,k does not 
di:ffer much from the shape of the di:fference of the two successive solutions Zs,k and Zs,k+l: 

f3 
P~,k(zs,k+l - Zs,k) f3 

2 = arccos IIP .. ,kllllzs,k+l- Zs,kll :::;;; 2max 
(3.55) 

Note that /32 is independent of the design variabie in contrast with /31 , which can be 
dominated by the design variable. 

Again, if condition (3.54) or (3.55) is not fulfiled, the solution of pf-step k + 1 will be 
rejected, and a new prediction will be calculated using a smaller step size Ok· 

A hard failure of the pf-process occurs if: 

1. Ok becomes smaller than O"min 
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z 

Figure 3.5: A too large step size results in 
passed through 

2. the iterative correction process does not converge 

57 

5 

to the part of the branch already 

3. 8hf&z or 8h/8z+8hf8r((8hf8zt18h/8r)t becomes singular in a dynamic bifurcation 
point 

The following example illustrates the positive effect of conditions (3.53), (3.54) and 
(3.55). At first a harmonie salution of the beam system introduced at page 51 was cal­
culated using the damped Newton methad (n.,. 400) for fe = 9.9 Hz. The displacement 
field of the linear, undamped system was approximated a linear combination of four 
eigenmodes and one residual fiexibility mode. Then a branch of harmonie solutions was 
calculated for excitation frequencies decreasing from 9.9 to 3 Hz using the path following 
method. Table 3.1 shows the different conditions under which four calculations (Cl-C4) 
were made. Figure 3.6 shows the amplitude-frequency plot for the right end of the beam. 
Calculation Cl failed at point El because the excitation frequency jumped from 9.3 to 8.5 
Hz in the predietor step of the fourth pf-step; subsequently the correction process did not 
converge anymore. In calculation C2 the superharmonie resonance peak at 3.6 Hz (point 

was missed. Calculation C3 failed at point E3; the pf-process returned to the already 
travelled part of the branch. Calculation C4 succeeded in travelling the whole branch. 
Figure 3. 7 shows the uncontrolled angles p1 in calculation C3 and p2 in calculation C2. 
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Calculation Condition (3.53) Condition (3.54) Condition (3.55) 
Cl inactive fltmax = 10° f32max 100 

C2 active fJ1max = 10° inactive 
C3 active inactive f32max = 10° 
C4 active fJ1max = 10° fJ2max = 10° 

Table 3.1: Path following under different conditions 
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Chapter 4 

Local stability of periodic solutions 

The local stability of a periadie solution q( r) = q( r + 1) is investigated by linearizing the 
equations of motion around the periadie salution and examining the evolution in time of 
an infinitesimally small perturbation [5q~, 5q~]t introdueed at a eertain time r0 • If higher 
order terms are neglected, substitution of the perturbed salution q( r) +5q( r) in (2.46) using 
(3.2) gives the following set of linear differential equations with periodieally time-varying 
eoeffieients: 

( 4.1) 

where: 

and with initial eonditions: 

5q(ro) = bqo 

5q'( ro) = 5q~ 

By introdueing the perturbed state 5s( r ): 

the equation ( 4.1) ean be reformulated as a first order equation: 

(4.2) 

61 
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with: 

a.nd with initial conditions: 

lis( r0) = lis0 

The general solution of ( 4.2) is given by: 

6s(r) = e(r,ro)liso 

with: 

e(ro, To) =I 

(4.3) 

The theory for investigating the stability of periodic solutions is called after Floquet. It 
is summarized brie:fly here, based on Müller and Schiehlen [1985] a.nd Seydel [1988J . The 
fundamental matrix 9( T, 7o) of the periodicaJ}y time-varying system ( 4.2) satisfies the 
equation: 

9(7 + 1, To) = 9(7, To)E>(ro + 1, To) (4.4) 

where e( To + 1, 7o) =el' is a constant regular matrix, called the monodromy matrix. Using 
this property it ca.n easily he shown that: 

8( 71 7o) = 9( To + 7*, 7o)9~ 

where: 

7* 7 - 70 - K ; 0 ~ 7* < 1 ; K E l 

(4.5) 

It is assumed tha.t all eigenvalues p; (ifl;l ;:<: IPi+tl) of the monodromy matrix e~' have 
geometrie multiplicity one. This implies that there exists a. speetral decomposition: 

e,. = w,..rp;~w;1 

Substitution of ( 4.6) in ( 4.5) gives: 

e( 7, 7o) = e( To + 7*, 7o)W /Pi~ ,.'1!;1 

(4.6) 

(4.7) 

This equation shows that the long term beha.viour of lis( 7) is predestinated by the eigen­
values Pi of the monodromy matrix, the so-called Floquet multipliers. 

Sometimes the fundamental matrix is written in the form: 

(4.8) 

with: 

T(7o) =I 
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Y(T) = Y(T + 1) 

The monodromy matrix follows from ( 4.8) for T = To + 1: 

(4.9) 

A comparison between ( 4.6) and ( 4.9) leads to the following relationship between the 
eigenvalues 'T/i of 8 11 , also called the characteristic exponents, and the Floquet multipliers 
f-ti: 

( 4.10) 

Note that if (4.10) is used to calculate 'f/;, S:(ry;) is not uniquely defined. 
Now the local stability conditions can be formulated: 

• A periodic solution is called ( asymptotically) stable, if: 

• A periodic solution is called marginally stable, if: 

• A periodic solution is called unstable, if: 

In order to obtain an approximation of the monodromy matrix, ( 4.3) is substituted in 
( 4.2): 

( 4.11) 

with: 

e( To, To) = I 

This initial value problem has to be integrated from T = To to T = To + 1. If the time 
discretization process, discussed in the previous chapter, is applied to calculate a periodic 
solution, the system matrix A.s( T) is only available on discrete times T;. It is an obvious 
choice to integrate ( 4.11) with the same time step 6 T, as was used in the calculation of 
the periodic solution. 

Actually, in the computer program, which was developed to investigate the local stabil­
ity of periodic solutions, the monodromy matrix was calculated by integrating the equations 
(4.1) using the constant-average-acceleration version of the Newmark method, see Bathe 
[1982] . 

To give an illustrative example, the local stability of the harmonie periodic solutions 
shown in figure 3.6 is examined for excitation frequencies in the range 7.0-9.9 Hz. The 
branches a- b and d-f turned out to be stable, in contrast with the branch b-d. 

In the figures of chapter 7 stable, marginally stable and unstable (branches of) periodic 
solutions will be indicated with the letters s, m and u respectively. 
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Figure 4.1: lnvestigation of the local stability of periadie solutions 



Chapter 5 

Local bifurcations 

5.1 Introduetion 

In chapter 3 numerical methods have been described, by which branches of periodic so­
lutions can be followed for varying values of a design variabie r. In the previous chapter 
it has been shown, how the local stability of periadie solutions can be investigated. For 
some value r = Ibif of the variabie a periadie salution can become marginally stabie 
(lp1 l = 1). Simultaneously the Jacobian J = Dhfoz becomes singular. For r = lbif the 
system is not structurally stable, i.e. an infinitesimally small perturbation of the design 
variabie can have drastic consequences for both the quantitative and qualitative steady­
state behaviour. Bifurcation theory has to he applied to detect, in which way the changes 
in the quantitative and qualitative properties of the steady-state behaviour manifest them­
selves. 

A value fbir, at which a system is not structurally stable, is called a bifurcation value. 
When a bifurcation value is passed, the local stability of a steady-state, the number of 
( coexisting) steady-states and the type of steady-state behaviour may change. The bifur­
cation value and the marginally stabie periadie salution Zbif tagether are called a dynamic 
bifur'Cation point of a periadie solution. 

Bifurcation points are divided in local and global bifurcation points. In contrast to 
a global bifurcation point, a local bifurcation point can be identified by examining the 
evolution in time of smal! perturbations of periadie solutions as has been clone in the 
previous chapter. In this chapter, we will use some usefu1 parts from the locai bifurcation 
theory. Global bifurcation points will not be discussed; for a detailed description of some 
global bifurcation points the reader is referred to Guckenheimer and Holmes [1983] and 
Thompson and Stewart [1986] . 

Bifurcations are also divided in continuons and discontinuons bifurcations. A bifur­
cation is called (dis)continuous, if there exists a (dis)continuous pathof attractors in the 
[zt, r]t-space, if the design variabie r passes the bifurcation value lbif· Discontinuons bifur­
cation points can be dangerous in practice, because the amplitude of steady-state solutions 
can suddenly change enorrnously. This explains why continuons ( discontinuons) bifurca-

65 
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z 

cusp 

Figure 5.1: The cusp: a codimension 2 bifurcation point lying on a branch of codimension 
1 cyclic fold bifurcation points 

tions are sometimes called safe ( dangerous) boundaries. If there exists a continuous version 
as well as a discontinuons version of the same type of bifurcation, the continuons version 
is called supercritical and the discontinous version is called subcritical. 

' The codimension, cod, of a bifurcation point is defined as the minimal number of 
design variables r, which is necessary to generically meet this bifurcation point in the 
augmented solution space spanned by (z, rt, ... , fcod). As an example figure 5.1 shows 
a part of the augmented salution space containing a codimension 2 cusp (or pitchfork) 
bifurcation point. Starting at an arbitrary solution, this bifurcation point in general will 
not be met by varying only one of the two design variables, in contrast to the codimension 1 
cyclic fold bifurcation points on the thick branches. In the pf-method presented in chapter 
3 only one design variabie is varied at a time, so only codimension 1 bifurcation points will 
generically he met. Three local codimension 1 bifurcation points of periodic solutions are 
to be distinguished and will be discussed in the next sections: the cyclic fold bifurcation, 
the flip bifurcation and the Neimark bifurcation. 

5.2 The cyclic fold bifurcation 

The progress of a steady-state solution in the neighbourhood of a cyclic fold bifurcation 
point is sketched in :figures 5.2a-5.2c. Just before the hifurcation point (:figure 5.2a, r = 
rï;ü, JJ.1 i 1) two very nearby periadie solutions coexist; one of them is stabie (thick closed 
curve), the other is unstable (thin closed curve). The curves of :figure 5.2 have been drawn 
in the 2nq + 1 dimensional augmented state space. Time proceeds along the curves. The 
dasbed curve represents a transient. 

The towel-like planes in figure 5.2 are so-called Poincaré sections. The Poincaré 
section is de:fined as the 2nq dimensional state space, stroboscopically lighted at times 
t (r/>P/27rfe) + i/fe (i integer). In case the value of the phase angle <fop is not explicitly 
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a b c 

Figure 5.2: The progress of the cycl{c fold bifurcation in the augmented state space 

mentioned, its value is zero. As will appear later on, the Poincaré section is a very prac­
tical tooi to recognize different types of steady-state behaviour. The Poincaré section of a 
(sub)harmonic solution of order 1/n (n EN) will contain n points (in figure 5.2a the black 
point belongs to the stable harmonie whereas the white point belongs to the unstable har­
monie). The term Poincaré section will also be used in this thesis for the stroboscopicaliy 
light~d twodimensional phase plane, which is actually a subspace of the Poincaré section. 

At the bifurcation point (figure 5.2b, r = rbif, J1ll = 1) the two soiutions merge into one 
marginally stabie periodic solution resulting in a single grey point in the Poinearé section. 
A trajeetory, obtained via a perturbation of the marginally stabie periodic solution in 
the direction of 'lj;>"1, which is the first column of the matrix with eigenmodes \IJ>" of the 
monodromy matrix ( equation ( 4.6) ), will be periodic with the same period as the marginally 
stabie periodic solution. Justafter the bifurcation point (figure 5.2c, r = ri!îr, 111 11) locally 
no periodic solution exists anymore. From the local information nothing can be said about 
the steady-state behaviour for r ri!îf: the steady-state attractor to which a trajeetory 
will jump for r = ri!îr can differ much from the original pedodie solution. Because of this 
jumping behaviour the cyclic fold bifurcation is a discontinuous bifurcat~on. Cyclic fold 
bifurcation points are also called turning points. 

At the bifurcation point the Jacobian J = 8h/f.Jz is In general branch points 
[z!, r.]t will not lie so close to the turning point that the Jacobian becomes numerically 
singular; hence a turning point can be passed without difficulty in the path following 
process. 

3.6 shows cyclic fold bifurcation points at f 8.63 Hz (point b) and f = 8.83 Hz 
(point d). Investigation of the Floquet multipliers learns that harmonie solutions on the 
branch c-d are unstable and solutions on the branch d-e are stable. Figure 5.3 shows for 
15 values of the excitation frequency the changes, which the Floquet multipliers undergo, 
in case the branch of figure 3.6 is travelled from point c via point d to point e. Because 
the Floquet multipliers occur in complex conjugate pairs, if they have an imaginary part 
unequal to zero, only the plane for non-negative imaginary values is shown. At 
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Figure 5.3: Floquet multipliers near the cyclic fold bifurca.tion point: lh = +1 

point c and d six (out of ten) Floquet multipliers lie in this plane: four with non-zero 
imaginary parts {0, \1, o and <>) and two, which are real (both denoted by .ó. ). At point 
e only five Floquet multipliers with non-zero imaginary parts lie in this plane (one of the 
Floquet multipliers denoted by .ó. has disappeared because of its negative imaginary part). 
Note that at point d the unit cirde in the complex plane is passed at the value + 1. 

5.3 The :flip bifurcation 

Figures 5.4a-5.4c show trajectoriea in the neighbourhood of a supercritical flip bifurca.tion 
point. Thus on both sicles of the bifurcation value rbif there exiat loca.lly stabie steady­
states. Just before the bifurcation point (figure 5.4a, r = rbif> tt1 ! -1) there exists one 
stabie periodic solution. At the bifurcation point (figure 5.4b, r lbü, tt1 = -1), the 
magnitude of a perturbation in the direction of '1/>"'1 will take the sa.me va.lue after every 
period of the margina.lly stabie solution. The :orientation of the perturbation, however, 
will be opposite. So the perturbed solution has a double period and spans a Möbius 
strip, the center of which is the marginally stl).ble periodic solution. This explains why 
the flip bifurcation is sometimes called a per~od-doubling bifurcation or a subharmonie 
bifurcation. After the bifurcation point (figure 5.4c, r = rtif, p1 i -1) the periodic solution 
with single period becomes unstable and two stabie periodic solutions with double period, 
i.e. two 1/2 subharmonie solutions, arise. Actua.lly the two stabie periodic solutions 
are identica.l because they merge into one another if one solution is shifted over a single 
period. The stabie 1/2 subharmonie solution results in two black points in the Poincaré 
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a b c 

Figure 5.4: The progress of a supercritical flip bifurcation in the augmenteel state space 

z secondary 

r 

Figure 5.5: The primary and the secondary branch cross at the flip bifurcation point 

section. The supercritical flip bifurcation is a continuons bifurcation. There also exist 
subcritical flip bifurcations, which are discontinuous. 5.5 shows salution branches 
near a supercritical flip bifurcation point. The primary branch consists of solutions with 
a single period. This branch is crossed by a secondary branch with solutions with double 
period. If one looks for solutions with a single period, the path following process will follow 
the primary branch without difficulty, because at the flip bifurcation point the Jacobian is 
regular. If one looks for periodic solutions with double period, the solution space expands 
and the Jacobian becomes singular at the bifurcation point. If one starts on the primary 
branch, most of the time the bifurcation point still is passed without difficulty, if branch 
points do not lie too close to the bifurcation point. In general, however, the path following 
methocl will follow the prirnary branch after the bifurcation point. A numerical method 
cleveloped by Rheinboldt [1978] can be applied to find a solution with double period on the 
secondary branch, starting from a point [z~ifl rbif]t on the primary branch lying close to the 
flip bifurcation point [z~if> fbif]t. At this bifurcation point, the nuli-space of [àh/ àz, àh/ àr] 
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consists of [p~,blf' Pr,blf]t and !ut, o]t. The latter is perpendicular to the r-axis because of the 
symmetry in the flip bifurcation. An approximation ü of the null vector u of the Jacobian 
J can be found by applying the inverse power method to the regular Jacobian Jat the 
point [i~iC>~lf]t. Rheinboldt proved that under certain conditions there exists a (small) f 

for which the following iterative scheme converges to a point on the secondary branch: 

[ ~] = [::] + ffJk [ 8z/8r(~bif,~lf)] + ~é2~ [ 82z/8r2~ibü,~ü)] + 

e [ ~] + ç2 
[ ~] (5.1) 

0 (5.2) 

with: 

(o = 0 Po= 0 

d is a suitably chosen vector such that vtd :f. O, If a point on the secondary branch bas 
been found, this branch with subharmonie solut~ons can he travelled again using the path 
following method. ! 

A supercritical flip bifurcation point is met in the beam system introduced at page 51 
with fex and fn modified to: 

fex = 200cos(2rlet) 

r-{o ify~o 
n- 10917y ify < 0 

The stiffness of the one-sided linear spring, whic~ is active only for negative displacements 
ofthe right end of the beam, is almost equal to :the stiffness of the beam. The amplitude 
of the externalload is just a sealing factor in this bilinear system. The linear, undamped 
system (fn = 0) is modelled with four eigenmodes and one residual flexibility mode. Figure 
5.6 shows Poincaré sections of harmonie and 1/2 subharmonie solutions for excitation 
frequencies fe in the range 54-55 Hz. Investigation of the Floquet multipliers learns, that 
harmonie solutions are unstable in the range 54-54.4 Hz (points z-v) and stabie in the range 
54.5-55 Hz (points g-1), see figure 5.8. For excitation frequencies below the bifurcation value 
fe,bir ~ 54.46 Hz there exists a branch with stabie subharmonie soiutions of order 1/2 (points 
a-f). Figure 5.7 shows the stabie harmonie and 1/2 subharmonie solutions on both sicles of 
the flip bifurcation point in the y-y-fe space. The numerical procedure of Rheinboidt was 
successfully applied to find a subharmonie solution on this branch. 
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~{1-') Floquet multipliers naar flip blfurcatlon 
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Figure 5.8: Floquet multipliers near the flip bifurcation point: p,1 = -1 
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Figure 5.9: The progress of a supercritical Neimark bifurcation in the augmented state 
space 
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5.4 The Neimark bifurcation 

The development of a supercritical Neimark bifurcation, also called a secondary Hopf bi­
furcation, is sketched in figures 5.9a-5.9c. Just before the bifurcation point (figure 5.9a, 
r rbïr) there again exists one stabie periodic solution. At the bifurcation point (figure 
5.9b, r = Ibir, /.lt = p.2 = e"''P.i), a solution, perturbed in the direction of c'lj;~-'1 + ë{J~-'1 wil! 
spiral around the marginally stabie periodic solution with a frequency, which is unknown 
in advance. The magnitude of the perturbation will take the same value after every period 
of the marginally stabie periodic solution. The orientation, however, is distorted over a 
certain angle. The perturbed solution moves over the surface of a torus, which bas the 
marginally stable periodic solution as center. Tbis surface will not be filled if t.p E Q. Then 
after the bifurcation point a secondary branch of stabie subharmonie periodic solutions will 
branch off the original branch of periodic solutions. The period of these periodic solutions 
can be very large. In genera!, however, t.p E R \ Q and the surface of the torus will be filled. 
This means that a branch of stabie quasi-pcriodie solutions arises after the bifurcation 
point. The quasi-periodic solution results in a closed curve in the Poincaré section (figure 
5.9c, r = Ibif +). The primary branch with periodic solutions becomes unsta.ble after the 
bifurcation point. There also exist subcritical Neimark bifurcations. 

A supercri ti cal Neimark bifurcation point is found in the beam system defined at page 51 
with fex and fn modified to: 

fex 1000cos(2r.f.t) 

r-{o ify~o 
n- 76419y ify < 0 

Again the amplitude of the external excitation is just a sealing factorand again the linear, 
undarnped system is modelled by four eigenmodes and one residual flexibility mode. The 
symbols 0 in figure 5.10 show the Poincaré section of the stabie quasi-periodic solution 
for f. = 228Hz (free frequency ff ::::::! 39.6 Hz) and symbol b. shows the Poincaré section 
of the stabie harmonie solution for f. = 229 Hz. For f., 228 Hz, the Poincaré section 
will eventually show a closed curve, which is the transeetion of a torus. In the quasi­
periodic solution the first 7 successive symbols, obtained by integrating over 6 excita.tion 
periods, are connected by straight lines. The line corresponding to the first excitation 
period crosses the line corresponding to the sixth excitation period. In this way the free 
frequency is visualized: 228/6 ~ 39.6 ~ 228/5. The quasi-periodic solution was calculated 
by solving an initia! value problem (s(O) = 0). Harmonie solutions were calculated in the 
range 228-229 Hz using time discretization and path following. The Floquet multipliers in 
figure 5.11 show unstable harmonie solutions below the bifurcation value fe,bif::::::! 228.55 Hz 
and stabie solutions above this excitation frequency. 
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Chapter 6 

Numerical integration 

6.1 Introduetion 

Sometimes it is not easy to find a periodic attractor for certain values of the design variable 
using the time discretization method in combination with the path following method. In 
general subharmonie solutions of order 1/n will be more difficult to find using the damped 
Newton method (equation (3.24)) as n becomes large. Especially if subharmonie solutions 
and harmonie solutions coexist, it can be difficult to formulate an initial estimate z0 , which 
leads to the subharmonie solution instead of the harmonie solution. Naturally it is also 
possible, that for a given value of the design variable there exists no periodic attractor at 
all, but a quasi-periodic or chaotic attractor. 

In case no periodic attractor can be found using time discretization and path following, 
numerical integration is applied to findan attractor. Two numerical integration algorithms 
of the NAG-library (NAG [1989] ) have been used in this thesis to solve initia! value 
problems: one is based on the Runge-Kutta-Merson method and the other on the Adams' 
method (Hall and Watt [1976] ). The first is a variabie-step method; the second is a 
variable-order, variable-step method. The desired accuracy can be given in terms of a 
number of correct significant digits or in terms of the number of correct decimal places. If a 
steady-state solution is calculated by means of numerical integration, Lyapunov exponents 
can be used to identify its character, which may be periodic, quasi-periodic or chaotic. 
Lyapunov exponents form the subject of the next section. 

If a (sub )harmonie attractor is found from numerical integration and its order is not 
too small (say 1/10), the efficient path following method can again be applied to follow a 
branch of solutions, starting from the solution found with numerical integration. 

6.2 Lyapunov exponents 

Consicier a solution [st(t), q6(tW of the augmented system with an initial condition [s~, <PJ,]t 
at t = tb lying in the domain of attraction of a steady-state solution. Assume that the 
transient has died out at t = t 0 =tb +tt. Now the equations of motion (2.46) are linearized 
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around the steady-state s( t) for t ;;:: to: 

ós(t) = A.f(t)ós(t) (6.1) 

The system matrix A.f(t), which was introduced in chapter 4, does not need to be periadie 
now. Given an initia! condition ós0 = 6s(t0), the general salution of {6.1) is given by: 

ós(t) = e(t)óso, (6.2) 

where: 

e(to) =I 

In order to compute approximations of Lyapunov exponents, which will be defined at the 
end of this section, firstly the following is noted: A direct computation of the fundamental 
salution e(t) would be a numerically unstable affair. Indeed, since (6.1) may be expected 
to have solutions of different growth behaviour, all (column) solutions of e(t) will asymp­
totically grow like the most dominantly growing one. This means that the directional 
information about the other fundamental modes is blurred (at least numerically). In or­
der to avoid this problem, solutions are computed on smaller time intervals only, thereby 
retaining the proper information about the directions of the various fundamental modes 
through reorthonormalization. In fact a decomposition of the incremental fundamental 
matrix (over such an interval) is performed into an orthonormal matrix and an up per 
triangular matrix. 

In practice we proceed as follows. Let the time tk be defined as: 

(6.3) 

where k E {0, 1, 2, ... } and t,. is some constant time increment, for example the period of 
the external excita.tion. Compute the fundamental salution e 1(t1 ) of (6.1) on [t0 , t1] with 
et(to) I. Decompose this result as: 

{6.4) 

where Q is an orthonormal matrix and U is an upper triangular matrix. Next compute a 
fundamental salution e2(t2) of (6.1) on [h, t2] with e2(tl) Ql and decompose: 

(6.5) 

etc .. In general we thus have: 

(6.6) 

Now for ea.ch k there clearly exists an upper triangular matrix Wk such that: 

Vt (6.7) 

lt immediately can beseen that W1 I since é 1(to) = e(t0 ). Next we find: 
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82(t1)U1 Q1U1=81(t1) 8(t1)=>Wz U1 

83(t2)U2U1 Q2U2U1 = ez(tz)Ul = 8(t2) => W3 = U2U1 

In this way it easily follows that: 

wk = uk-1 ... U1. 
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(6.8) 

(6.9) 

(6.10) 

Concluding, we see that the increment over the interval [t0, tk] can be obtained in a stable, 
factored form as: 

(6.11) 

Under fairly general, and often prevailing, conditions it can be shown that thematrices Uk 
contain asymptotically correct information about the growth of the fundamental modes on 
their diagorral in an ordered way, i.e. in nonincreasing modulus from left to right (Mattheij 
[1985] ). The exponential growth of fundamental mode i is expressed by Lyapunov exponent 
À;, which is defined as: 

i= 1, ... , 2nq (6.12) 

(6.13) 

In (6.12) Uk,ii is the i-th diagorral element of the upper triangular matrix Uk (Söderlind 
and Mattheij [1985] ). A À; > 0 (À; < 0) can eventually result in an overflow (underflow) 
on a digital computer in the calculation of the product Uk,ii ... U1,;;. This problem can be 
circumvented by calculating an approximation À;(tk) in the following way: 

1 k 
,-\(tk) = -k l:Iog2!Uj,HI· 

tr j;;l 
(6.14) 

For reasans of numerical stability the QU-decompositions above should he performed 
through Householder's reflections or Givens' rotations (Bathe [1982] ). In lower dimen­
sional cases, however, a Gram-Schmidt reorthonormalization - though numerically less 
desirabie can be used in view of the relatively larger tolerances. Note that if the con­
vergence rate of Lyapunov exponents is low, calculations can become very expensive, since 
the number of first order differential equa.tions that must be solved simultaneously is equal 
to 2nq(1 + 2nq)· 

Because the trajectory is an attractor, the volume of the 2nq-dimensional cube, 
spanned by the columns of 8(t0 ) I must monotonica.lly deercase as time proceeds, which 
implies: 

2nq 

LÀ; < o. (6.15) 
i=l 
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6.3 Characterization of attractors 

If the a.ttractor is a periodic solution, a.n a.rbitrary perturbation will damp out exponen­
tially, which mea.ns that all Lyapunov exponents must be negative: 

(6.16) 

By oomparing the way, in which Floquet multipliers a.nd Lyapunov exponents are defined, 
the following relationship can be derived, if the a.ttractor is periodic: 

(6.17) 

As an example, consider the harmonie solution of the two-point boundary value problem: 

q + O.lq + q + 0.7q3 = cos(2t) (6.18) 

with: 

q(O) = q(1r), q(O) = q(1r) 

This periodic solution can a.lso be obtained by solving the initia! va.lue problem (6.18) with 
initia.l conditions: 

q(O) = q(O) 0 

At first an O(ór4
) approximation of the solution of the two-point boundary va.lue problem 

was ca.lculated by application of the deferred correction method of chapter 4 (n,. = 400); 
ca.lcula.tion of the Floquet multipliers showed that the solution was stable: 11-'1 1 = 11-'21 = 
0.855. Subsequently a point on the the harmonie attra.ctor was calculated by solving 
the initia! va.lue problem using the Runge-Kutta-Merson algorithm (required precision: 
7 significant digits). After 1000 excitation periods the transient was assumed to have 
da.rnped out (tt = l0001r). Then the linearized differentia.l equations needed to calculate 
the Lyapunov exponents were added a.nd the integration was continued over 4000 excitation 
periods. The time histories of the resulting Lyapunov exponents are shown in figure 6.1. 
Both Lyapunov exponents converged to the va.lue ~0.0721. In figure 6.1 equation (6.17) is 
verified. Note that the Lyapunov exponents a.nd the quotient of the linear viscous damping 
coefficient (b = 0.1) and the mass (m = 1) are related by: 

(6.19) 

lncidentally, this relation shows that the Lyapunov exponents are independent of of the 
stiffness. Of course, the transient stage could have been skipped over in the numerical 
integration ca.lculation, because a point of the harmonie attra.ctor could have been taken 
from the solution of the two-point boundary value problem. 

If the attractor is a quasi-periodic solution of dirneusion d ( d E N \ 1 ), i.e. the solution 
contains d incommensurate frequencies corresponding to d time sca.les, the first d - 1 
Lyapunov exponents will be equal to zero: 
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Figure 6.1: Lyapunov exponentsof a pedodie attractor 

À;= 0, iE {1, ... ,d-1} 

À;< 0, iE {d, ... ,2nq} 
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(6.20) 

( 6.21) 

The phase of one time scale will be forced by the external load. The phases of the other 
time scales eau be chosen freely. This implies that there exist d - 1 directions in the phase 
space, which correspond to a phase shift over a free time scale. A perturbation of the 
quasi-pedodie solution in such a direction neither damps out nor grows and leads to a 
Lyapunov exponent equal to zero. The converse is not true; a Lyapunov exponent equal 
to zero does not necessarily imply quasi-periadie behaviour, it eau also be caused by a 
marginally stabie periodic solution. 

In case of a chaotic attractor, see page 3, at least one Lyapunov exponent will be 
positive: 

Àt > 0 (6.22) 

Soa trajectory s(t) + 6s(t) (6s(t0 )) is an infinitesimally small perturbation), will diverge, 
on average of time, from the trajectory s(t) on the chaotic attractor with exponential rate 
fort~ t0 • And yet the trajectory s(t) + 6s(t) will converge to the same chaotic attractor, 
i.e. in the limit t -+ ex:> the trajectodes s( t) and s( t) + 8s( t) fill the same subspace in the 
state space. This seems to be a contradiction, but is possible, however, due to a kind of 
stretching and folding process. 

In case of a chaotic attractor, the quotientof the level of accuracy (in [bits]), with which 
initia! conditions are known, and À1 [bits/s] gives the mean time, after which nothing can 
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Figure 6.2: Poincaré section of a chaotic attractor 

be said about the position of the trajectory on the attractor, even if it would be possible 
to integrate system equations exactly. This also ~olds for non-exact integration, as long as 
the accuracy of the integration process exceeds the accuracy, with which initial conditions 
are known. If the level of accuracy of the initial conditions exceeds the precision level, 
with which they can be represented in a digital computer, the latter will be decisive. With 
periadie solutions, ..\.1 determines the rate of loss of information about the initial conditions. 

Now, consider the attractor of the initial value problem: 

q + O.lq + q + 3600q3 cos(2t) (6.23) 

with: 

q(O) = q(O) = 0 

A point on the at tractor was determined by integrating very accurately ( required precision: 
12 decimal places) over 1000 excitation periods, after which the transient was assumed to 
be damped out. Then the attractor and the Lyapunov exponents were calculated simulta­
neously by integrating over 9000 excitation periÖds. Figure 6.2 shows the Poincaré section 
of the attractor. In figure 6.3 it ca.n be seen thM the first Lyapunov exponent converges 
toa positive value (..\.1 ~ 0.225, ..\2 ~ -0.369), i:pdicating that the attractor has a chaotic 
nature. Consequently, the numerical metbod of section 3.2 will fail in this case. Note that 
the rate of convergence of the Lyapunov exponents is much lower than in figure 6.1. Note 
further that the Lyapunov exponents still satisfy equation {6.19). 

The following state is a point of the Poincaré section shown in figure 6.2 and is thus a 
point on the chaotic attractor: 
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Figure 6.3: Lyapunov exponentsof a chaotic attractor 

[ 
qo1 ] [ 0.108690048277 ] 

801 
:=::: q01 == 0.102062238976 

It is important to realize that q01 is very close to the maximum displacement (Ri 0.110) 
observed. This means that the first decimal of q01 is the most significant decimal. Now 
consider a perturbation of this state: 

== [ qo2 ] == [ 0.108700000000 ] 
802 q02 0.102062238976 

The perturbation (Ri 10-5
) must be multiplied by 104 ~ 213·

3 to affect the most significant 
decimal. So if s01 and s02 are taken as initial conditions, on average the two resulting 
trajectodes wiJl have little in common after 13.3/0.225 Ri 59 s, besides the fact that they 
are both on the chaotic attractor. Put differenily, information about the initial conditions 
is totally lost after this time. This is confirmed by figure 6.4, which shows the time histories 
of the resulting displacements (required precision during integration: 12 decimal places). 
The solid line corresponds to initial condition s01 ; the dotted line to initia! condition s02 • 

An attractor can also be characterized by its dimension. One of the concepts of dimen­
sion is the Hausdorff dimension: 

DH= lim lnN(8) 
é-.o In 8 

(6.24) 

where ~(8) is the number of 2nq + 1 dimensional cubes of side 8 that are required to 
cover the attractor in the augmented state space. According to this definition a static 
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Figure 6.4: The most significant decimal is a.ffected after 59 s 

equilibrium point has dimension 0, a periodic attractor has dirneusion 1, a quasi-periodic 
attractor has an integer dimeosion greater than 1 and a chaotic attractor has a non-integer 
dimension. In practice it is inconvenient to use this de:finition to calculate the dimeosion of 
an attractor. Kaplan and Yorke [1978] conjectured tha.t the Hausdorff dimension is equal 
to the Lyapunov dimension Dl, which can be calculated from the Lyapunov exponents for 
maximal D>.mt: 

DÀI,., 
DMrac = ( :1: Ài)/l>.nÀI,.,+ll ~ 0 (6.25) 

i=l 

Dl = D>.mt + DMrac (6.26) 

This definition holds for Lyapunov exponents calculated in the 2nq + 1 dimensional aug­
mented state spa.ce, which includes the pha.se · angle </>( t) of the external load, which is 
related to time, see (1.5). In this case one of the Lyapunov exponents will always be equal 
to zero, see Haken [1983] , because there is no exponential growing or shrinking along the 
trajectory. H Lya.punov exponents are calculated in the 2nq dimensiona.l space as is done in 
section 6.2, equation (6.26) will give the dimeosion of the Poincaré section of the attra.ctor. 
This dirneusion increased by 1 is equal to the dimeosion of the attractor. As an example, 
the Lya.punov dimension of the Poinca.ré section shown in figure 6.2 is equal to 1.61 and 
the Lyapunov dimeosion of the corresponding attractor is 2.62. 



Chapter 7 

Applications: beam with nonlinear 
support 

7.1 Introduetion 

In this chapter the steady-state behaviour of the beam system with local nonlinear supports 
introduced in section 2. 7 is investigated using the numerical methods developed in the 
previous chapters. The supporting linear spring is absent (k = 0 N /m). The lengthof the 
beam is 1 1.5 m. The amplitude of the external excitation is F dy 19.693 N: 

fex = 19.693 cos(21ff.t + <ft.) 

The phase angle <Pe is equal to zero in all calculations, unless its value is explicitly men­
tioned. Three types of local nonlinearities are considered: a stiffening spring of Duffing 
type (stiffness k3 ;;" 0), a stiffening spring of Duffing type, which acts only under pressure 
(stiffness kap ;;" 0), and a linear spring, which acts only under pressure (stiffness kp ;;" 0): 

r-{kdl ify;;"o 
n - (ka + kap )ya + kpy if y < 0 

Firstly, the effects of these three nonlinear supports on the steady-state behaviour will be 
investigated separately, i.e. only one of the va.riables k3 , k3P and kP is unequal to zero. 
Then attention will be paid to the combination of the two springs with stiffnesses ka and 
kp. 

The five design variables of the system are, next to ka, k3P and kp, the excitation 
frequency f. of the externalload and the damping constant b of the linear damper. 

Single dof as well as multi-dof models will be investigated. In the single dof model the 
displacement field of the beam is approximated by the first {ree-interface eigenmode. In 
almost all calculations of the single dof model the same number of discretization points 
is used: Il.r 600. Exceptions are explicitly mentioned. In the single dof model the five 
just mentioned design variables can be expressed in terms of the five dirnensionless design 
variables /1, /lp, a, Ç and !1 defined in appendix C (m = 1.0358 kg, k = 3282.2 N/m): 
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k3 = 9.1174107 p. 

k3p = 9.1174 107 
/Lp 

kp = 3282.2 a 

b = 116.61 e 
fe::::: 8.9592 n 

Subsequently four dof models will be used to investigate the infl.uences of the higher eigen­
modes on the steady-state behaviour in the low frequency range. In this four dof model 
the displacement field of the beam is approximated by three free-interface eigenmodes and 
one residual flexibility mode. An eight dof model (seven free-interface eigenmodes plus one 
residual flexibility mode) will be used to verify some of the results obtained with the four 
dof modeL The eigenfrequencies of the reduced linear beam models are given in table 2.6 
on page 41. In the multi-dof models also use will be made of dimensionless quantities of 
the single-dof system, in which only the first free interface eigenmode is used to describe 
the displacement field of the beam. In comparison with absolute quantities like k3, k3p, kp 
and b they give more insight in the extent of nonlinearity and damping for frequencies in 
the neighbourhood of the first harmonie resonance peak. 

7.2 Support by a stiffening spring 

7.2.1 Single dof model: weakly nonlinear, undamped 

The undamped case is stuclied to illustrate the different types of resonances occurring in 
a Duffing system. Asymptotically stabie steady-state solutions do not exist, because the 
system is conserva.tive. For the same reason, bifurcations in the system do not fall under 
the three types of local bifurcations, whieh were discussed in chapter 5. Therefore, in this 
subsection bifurcations in the system will be noticed, but they will not be named. Figure 
7.1 shows the amplitude-frequency plot of the system (p. 0.05, /Lp = 0, a = 0, e ::::: 0). 
The branches with harmonie solutions show (super)ha.rmonic resonance peaks, which start 
at frequencies slightly above fdn (n E N, f1 8.9592 Hz). From left to right figure 7.1 
shows only the fifth, third and second superharmonie resoriance peak (n=5,3,2) and finally 
the harmonie resonance peak (n=l ). In the figure it is hardly visible, but for n=1,3,5 the 
resonance peaks consist of two unconnected branches, which amplitudes grow to infinity. 
The upper branch is marginally sta.ble, whereas the lower branch is unsta.ble. In the second 
superharmonie resonance peak, the marginally stabie upper branch as well as the unstable 
lower branch are formed by two solution branches, which have exact the same absolute 
amplitudes. So the second resonance peak, which might appear as one branch in figure 
7.1, actually consistsof four branches. In contrast to the other harmonie solutions shown in 
figure 7.1, a periadie salution q1 of the second superharmonie resonance peak is not point­
symmetrie: q1(t) :f= -q1(t + Te/2). However, two different solutions q1 and q2 , which form 
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Figure 7.1: Resonances in the undamped, single dof Duffing system 
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the same point on the marginally stabie curve or the unstable curve of the second harmonie 
resonance peak, are point-symmetrie with respect toeach other: q1(t) = -q2 (t + T./2). 
These symmetry aspects will be illustrated with a figure in the next subsection. From 
a geometrical point of view, it is logical that the not point-symmetrie solutions oeeur in 
pairs, because the excitation force is point-symmetrie (fex(t) = -fex(t + T./2)) just like 
the nonlinearity, which is an uneven fundion (fn(Y) = -fn( -y)). The four branches, which 
form the second superharmonie resonance peak, are eonnected at one bifurcation point, 
where they arise from the branch containing the marginally stabie harmonie resonance 
peak and the unstable third superharmonie resonance peak. 

Apart from the branches with harmonie solutions there exist branches with subharmonie 
solutions of order (n E N \ 1), which start at frequencies slightly above nf1. Figure 
7.1 shows the subharmonie resonance peaks of order 1/2 and 1/3 only. The amplitudes of 
these peaks also grow to infinity. The branches with subharmonie solutions bifurcate from 
the marginally stabie low amplitude branch with harmonie solutions. Inset 1 of figure 7.1 
shows the bifurcation of the 1/2 subharmonie branches and inset 2 the bifurcation of the 
1/3 subharmonie branches. Inset 1 shows that the upper branch of the 1/2 subharmonie 
resonance peak is marginally stable and the lower branch is unstable. With respect to 
the point-symmetry the same holds for the 1/2 subharmonie solutions as for the harmonie 
solutions on the second superharmonie resonance peak. So in fact both the marginally 
stabie curve and the unstable curve originate from two branches of solutions. Inset 2 
shows that for highervalues of the excitation frequency the upper 1/3 subharmonie branch 
is unstable and the lower 1/3 subharmonie branch is marginally stable. 
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Figure 7.2: The second superharmonie resonance pea.k arises via two pitchfork bifurcations 

7.2.2 Single dof model: weak.ly nonlinear, slightly damped 

Addition of damping makes the height of resonance peaks finite. The branches which form 
the (super)harmonic resonance pea.ks are connected by means of cyclic fold bifurcation 
points. The upper branches, which were marginally stabie in the undamped case, are 
stabie now. The lower branches remain unstable. The stabie and unstable branches, which 
form the second superharmonie resonance peak, do not bifurcate from the same point 
on the low amplitude harmonie branch as they did in the undamped case, see figure 7.2 
(Ç == 0.0002). The two bifurcation points at fe = 4.738 Hz and fe = 4.745 Hz are symmetry­
breaking pitchlork bifurcation points of codimension 2. The left pitchlork bifurcation point 
is supercritical; the right pitchfork bifurcation point is subcritical. Although pitchlork 
bifurcation points are not generic, if only one design variabie (bere the excitation frequency) 
is varied, they are occasionally seen according to Beydel (1988] due toa perfect symmetry 
in the nonlinearity, which is the case in the system under consideration. If the symmetry 
in the nonlinearity is only very slightly destroyed, the left pitchfork bifurcation point will 
totally disappear and the right pitchfork bifurcation point will change to a codimension 1 
cyclic fold buurcation point; the pitchfork bifurcation points are not structurally stabie. 
For fe = 5 Hz the time histories of the three stabie solutions of figure 7.2 are shown in its 
inset. Note that the low amplitude stabie solution is point-symmetrie with respect to the 
origin and the the two stabie high amplitude solutions are point-symmetrie with respect 
to each other. 

Due to damping the branches with subharmonie solutions do not bifurcate anyrnore 
from the low amplitude branch with harmonie soiutions (Tsuda et al. [1984] ): the sub-
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harmonie branches become closed curves (is lands) and only exist in a certain frequency 
interval. The boundaries of such an interval are formed by two cyclic fold bifurcation 
points, where the stability of the subharmonie solutions changes. 

The symbols in figure 7.1 mark the cyclie fold bifureation points for different values 
of damping: Ç == 0.0001(D),Ç 0.0003(6),Ç = 0.001(\7) and Ç = 0.003(0). Note that 
an inerease of damping destroys the second superharmonie resonance peak and 1/2 sub­
harmonie solutions first, subsequently the third superharmonie resonance peak and 1/3 
subharmonie solutions and finally the harmonie resonance peak. Obviously, the reason for 
this behaviour is that the nonlinearity is a function with an uneven power. 

For weakly nonlinear systems there exist a number of classical analytica! methods such 
as perturbation methods and methods, which ean be used todetermine periadie 
solutions (Jordan and Smith [1977] and Nayfeh and Mook [1979] ). For strongly nonlinear 
systems or in the case of multi-dof these methods beeome eumbersome. However, in some 
recent papers (Burton and Hamdan [1983] , Burton [1984] and Burton and Rahman [1986] 
) a variation on the metbod of multiple scales (a perturbation method) is presented, whieh 
is also able to ealculate the harmonie resonanees of strong nonlinear single-dof systems. In 
appendix E the method of harmonie balanee ( an averaging metbod) is used to verify some 
of the numerical results of the amplitude-frequeney plot for p, = 0.05 and Ç 0.003. 

7.2.3 Single dof model: strongly nonlinear, slightly darnped 

Figure 7.3 shows the in:fluenee of inereasing the eubic sti:ffness p, on the superharmonie 
resonances (n uneven) for a fixed value of the damping: Ç 0.01. Obviously, in general 
the amplitude of the solutions deercases because the system becomes more stiff. The n­
th superharmonie resonance peak, which can be found near frequeneies f1/n in a weakly 
nonlinear system, moves toa frequeney. The amplitudes of the higher superharmonie 
peaks (n=5,7,9, ... ) gain in height in comparison with the third superharmonie resonance 
peak. For p, = 0.05 the amplitude-frequeney plot in figure 7.3 shows no bifureation points; 
all solutions are stable. For higher values of p, eyclie fold bifureation points are introduced 
and the superharmonie resonanee peaks widen. For p, = 0. 70 cyclic fold bifurcation points 
are found at f., ç:j 2.306 Hz and f., ç:j 2.309 Hz peak) and at f. ç:j 3.92 Hz and f. :=::i 3.92 
Hz (n=3 peak). For p, = 7.00 they are found at fe ç:j 1.77 Hz and f. :=::i 1.80 Hz (n=9 peak), 
at fe ç:j 2.25 Hz and fe ç:j 2.32 Hz (n=7 peak), at f. ç:j 3.11 Hz and f. ç:j 3.26 Hz (n=5 peak) 
and at f. ç:j 5.18 Hz and f. ç:j 5.69 Hz (n=3 peak). In the frequeney ranges, where three 
periadie solutions exist, the maximum amplitude salution appeared to be unstable. 

Figure 7.4 shows the in:fluenee of inereasing the eubie stiffness on the 1/3 subharmonie 
resonances for Ç = 0.01. Again the amplitude of the solutions decreases. The frequency 
interval, in whieh subharmonie solutions ean be found, grows for inereasing p,. The left 
boundary of the frequeney interval does hardly change in contrast with the right boundary 
of the frequency interval. 
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Figure 7.3: Infiuence of cubic stiffness on superharmonie resonances 
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Figure 7.4: Infiuence of cubic stiffness on 1/3 subharmonie resona.nces 
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Figure 7.5: Internal resonances on the first harmonie resonance peak in the four dof model 
(Ik= o.o5 Ce:.), Ik= o.1 (<>)) 

7 .2.4 Four dof model: slightly damped 

Figure 7.5 shows the amplitude-frequency plot of harmonie solutions of the slightly damped 
(Ç 0.005) four dof model for the weakly (Jk = 0.05 (6 )) and strongly (p 0.7 ( <>)) nonlin­
ear case. In both cases small superharmonie resonance peaks appear near fe = 16.66 ::::i f2 /5 
and f. 25.28 ::::i f3 /9 in the first harmonie resonance peak. Obviously these resonances, 
also called internat resonances ( Chen et al. [1989] ), are lacking in the single dof modeL 
The weakly nonlinear case is calculated in three ways (n.,. = 320): using an 0(6r2 ) scheme 
(solid line with 6 symbols, 1402 s. CPU-time, 450 pf-steps), the deferred correction metbod 
(dotted line, 1502 s. CPU-time, 450 pf-steps) and the 0(6r4) scheme (solid line without 
symbols, 2064 s. CPU-time). Differences between the three lines are not visible in figure 

with the exception of regions, where cyclic fold bifurcations occur. The upper leftinset 
shows a detail of the internal resonance near fe = 16.66 ::::i f2/5 and the lower right inset 
shows a further detaiL The cyclic fold bifurcation points are slightly shifted to lower fre­
quencies if the 0(6r4

) branch is compared with the 0(6r2) branch. Because the deferred 
correction metbod only corrects the periodic solution for a constant value of the design 
variabie f., erroneous corrections can be expected near cyclic fold bifurcation points. 
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Figure 7.6: Amplitude-frequency plot of four dof system with stiffening pressure spring 

7.3 Support by a one-sided stiffening spring 

This system is investiga.ted using the four dof model for the strongly nonlinear ca.se: p, 0, 
/Lp = 7, a = 0. Figure 7.6 shows the a.mplitude-frequency plot for Ç = 0.05. The branch 
with harmonie solutions (n". = 400) shows two harmonie resonance peaks at fe 13.72 Hz 
and f. = 14.29 Hz. Two flip bifurcation points are found at fe 18.43 Hz and f. = 20.84 
Hz, which frequencies form the boundaries of a branch with 1/2 subharmonie solutions. 
The flip bifurcation point at fe = 18.43 Hz, from which a stabie 1/2 subharmonie branch 
sets off (n,. = 800), is supercritical. Conversely, the flip bifurcation point at f. = 20.84 Hz, 
from which a branch with unstable 1/2 subharmonie solutions departs, is subcritical. The 
stability of the branch with 1/2 subharmonie solutions changes at the cyclic fold bifurcation 
point at f. = 24.90 Hz. The da.mping level (b = 5.8 Ns/m) in the system is too high to 
meet subharmonie solutions of order 1/3. Figure 7.7 shows the amplitude-damping plot of 
branches of 1/3 subharmonie solutions for several excitation frequencies. For high values 
of the damping, the branches cease to exist via cyclic fold bifurcation points. For each 
excitation frequency holds that the high amplitude branch is stable and the low amplitude 
branch is unstable. 
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Figure 7.7: Amplitude-damping plot of 1/3 subharmonie solutions for several values of the 
excitation frequency f. 

7.4 Support by a one-sided linear spring 

7.4.1 Single dof model: moderately nonlinear 

In this bilinear system (!1 0, 11-p 0) harmonie resonance occurs near the bilinear 
eigenfrequency fb of the unforced, undamped system (Shaw and Holmes [1983] ): 

f - 2.;n::a f b-l+.vn::al 

In contrast to the Duffing system the amplitude of the external load F dy is nothing but 
a sealing factor and therefore does not appear in the dimensionless quantities involved. 
Figure 7.8 shows for two valnes of damping (e = 0.01 and Ç = 0.1) the amplitude-frequency 
plot of the bilinear system for the case that the stiffness of the supporting spring is equal 
to the contribution of the first {ree-interface eigenmode to the stiffness of the bea.m: a: = 1 
(fb 10.49 Hz). For Ç = 0.01 two branches of 1/2 subharmonie solutions are found in the 
frequency intervals 6.66-7.12 Hz and 17.97-23.58 Hz, which bifurcate from the harmonie 
branch via flip bifurcations at the boundaries of the intervals. On the 1/2 subharmonie 
branch between the second superharmonie resonance and the harmonie resonance peak 
also two cyclic fold bifurcation points are found. Because the nonlinearity is not point­
symmetrie, the second superharmonie resonance peak now does not bifurcate from the 
low amplitude harmonie branch via a pitchfork bifurcation. A small closed branch with 
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Figure 7.8: Amplitude-frequency plot of bilinear single dof system (a= 1) 

1/3 subharmonie solutions is found. The frequeney interval, in which 1/3 subharmonie 
solutions are found, is bounded by two cyclic fold bifurcation points at fe = 31.01 Hz and 
fe = 32.37 Hz. 

For Ç = 0.1 the height of the resonance peaks diminishes. The low frequency interval 
with 1/2 subharmonie solutions ha.s disappeared. The high frequency interval with 1/2 
subharmonie solutions beoomes smaller. A branch with 1/3 subharmonie solutions was 
not found. 

In table 7.1 flip bifurcation values e:u, obtained with the numerical methods of chapters 
3 and 4 (n,. = 600, O(t1r2 ) scheme), are compared for four valnes of a with bifnrcation 
valnes Ç~;f presented by Shaw and Holmes [1983] , who nsed analytica! integration for the 
two linear regions y ;;;;: 0 and y < 0 for the determination of pedodie solntions. For values 
of the damping above the bifurcation value no 1/2 subharmonie solntions exist. There 
exists a good agreement between the results. 

7 .4.2 Single dof model: strongly nonlinear 

Fignre 7.9 shows for two values of damping (Ç = O.ûl and Ç 0.1) the amplitude-frequency 
plot for the case that a 6 (fb = 13.00 Hz). Compared to the case a = 1, the frequency 
intervals, in which subharmonie solutions occur, widen. For Ç = 0.01 the boundaries of the 
largest frequency interval with 1/2 subharmonie solutions are formed by the flip bifurcation 
values fe = 20.64 Hz and fe = 38.50 Hz; the boundaries of the frequency interval with 1/3 
subharmonie solutions are formed by the cyclic told bifurcation values fe = 36.06 Hz and 
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a[-] fe = 2fb [Hz] çbif [-J çbif [-] 
0.44 19.55 0.063 0.066 ± 0.002 
0.96 20.90 0.129 0.128 ± 0.002 
1.56 22.05 0.193 0.190 ± 0.002 

i 2.24 23.04 0.255 0.250 ± 0.002 

Table 7.1: Comparison between flip bifurcation values Ç{;f found with present method and 
values Ç~f} found by Shaw and Holmes [SH83] 
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Figure 7.9: Amplitude-frequency plot of bilinear single dof system (a= 6) 
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Figure 7.10: Poincaré section: period doublings leading to chaos 

fe = 48.65 Hz. The sub- and superharmonie resonance peaks become higher, while the 
height of the harmonie resonance peak approximately remains the same. Because of the 
higher value of the eigenfrequency of the bilinear system, also sub- and superharmonie 
resonance peaks occur at higher excitation frequencies: the third superharmonie resonance 
peak near 4.35 Hz has entered the investigated frequency range (Ç = 0.01). lnvestigation 
of the stability of the branch with 1/2 subharmonie solutions for the case Ç = 0.01 in the 
frequency interval fe = 7.55- 8.69 Hz learns that the branch contains quite a number of 
stabie and unstable regions: flip bifurcation points as well as cyclic fold bifurcation points 
are met. In small frequency intervals also 1/4, 1/8 (n,. = 800) and 1/16 (n,. = 1600) 
subharmonie branches were calculated, see the inset of figure 7.9. 

For fe = 8.185 Hz no stabie periodic solution could be found. Figure 7.10 shows the 
Poincaré sections of steady-state attractors calculated for this excitation frequency and 4 
excitation frequencies, which were a fraction higher. These attractors were calculated by 
numerical integration using the Runge-Kutta-Merson method requiring a precision of 10 
digits. All initial conditions were set to zero at t = 0. All solutions were recorded only 
after 6000 excitation periods, to ensure that the transient had damped out. Each solution 
contains 4000 points. If fe is decreased from 8.1960 Hz to 8.1890 Hz a sequence of period 
doublings is observed from an 1/4 subharmonie solution, via an 1/8 and 1/16 subharmonie 
toa 1/32 subharmonie solution. For fe = 8.1850 Hz a chaotic solution was calculated. The 
Lyapunov exponents (>.1 = 0.842, >.2 = -2.47) again satisfy equation (6.19) (m = 1.0358 
kg, b = 1.1661 Ns/m). The results obtained strongly suggest that the transition to the 
chaotic motion is an infinite cascade of period doublings leading to a solution with an 
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Table 7.2: Eigenfrequencies of reduced and originallinear model with linear spring attached 
(a= 6) 

1 a=6--7 mode 1 mode 2 mode 3 mode 4 
a= 01 
mode 1 0.824 0.030 0.003 0.001 
mode 2 0.138 0.945 0.007 0.001 
mode 3 0.027 0.018 0.986 0.002 
mode 4 0.011 0.007 0.005 0.996 

Table 7.3: Contributions of eigenmodes of system without spring (a 0) to eigenmodes 
of system with spring attached (a= 6) 

infinite period (Feigenbaum [1983] ). 
If the damping is increased to Ç 0.1 the subharmonie and chaotic solutions in the 

frequency interval 7.55-8.69 Hz disappear and the harmonie salution becomes stable. 
In agreement with the theoretica! results of Shaw and Holmes [1983] and Natsiavas 

[1990] no Neimark bifurcation points were observed in the bilinear single dof system. 

7 .4.3 Four dof model: strongly nonlinear 

lf the supporting spring (a = 6) is attached to the beam, the bilinear system becomes 
linear. In table 7.2 the eigenfrequencies of the reduced linear four dof model are compared 
with the four lowest eigenfrequencies of the original model, both roodels with the supporting 
spring attached (a = 6). It is important to realize that the reduced model is derived for 
a= 0 (for the eigenfrequencies see table 2.6 on page 41) and coupled with the supporting 
spring afterwards. The first three eigenfrequencies agree very well, so in the bilinear case 
of the one-sided spring the first three eigenfrequencies and eigenmodes are very accurate 
for y ~ 0 as wellas y < 0. The contributions of the four eigenmodes of the reduced system 
for a 0 to the four eigenmodes of the reduced system with the spring attached (a 6) 
are given in table 7.3. The contribution of an a = 0 eigenmode is expressed in terros of 
the quotient of the Euclidian norm of the contribution of this eigenmode and the sum of 
the Euclidian norms of the contributions of the four a= 0 eigenmodes. 
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Figure 7.11: Amplitude-frequency plot of bilinear four dof system (a= 6) 

Figure 7.11 shows the amplitude-frequency plot for two valnes of the damping (Ç = 0.01 
and Ç = 0.1) for the bilinear system (a = 6). The stability indications (s(table) and 
u(nstable)) refer to the case Ç 0.01. Globally it is very similar to :figure 7.9. A closer 
look, however, reveals a number of differences between the two :figures. 

Firstly, a large number of superharmonie resonance peaks with moderate to small am­
plitudes are found in :figure 7.11, which are caused by the higher bilinear eigenfrequencies. 
The superharmonie resonance peaks near 1/2 fb2, 1/3 fb2 and 1/4 fb2 (fb2 ~82Hz) eau be 
clearly recognized. 

In contrast to the single dof model no cascade of period doublings is found near fe = 8.19 
Hz. Investigation of the Floquet multipliers learns, that the branch with 1/2 subharmonie 
solutions is stabie in the interval fe 8.165 - 8.332 Hz, where a small superharmonie res­
onance peak occurs on the branch with 1/2 subharmonies (see inset :figure 7.11), which is 
missing in the one dof model (see inset :figure 7.9). Numerical integration calculations for 
the excitation frequencies shown in :figure 7.10 con:firm the stability of the 1/2 subharmonie 
solutions in the interval. The branch with 1/2 subharmonies shown in the inset of :figure 
7.11 exposes many small intervals with stabie and unstable solutions and shows not only 
cyclic fold and flip bifurcation points, but also Neimark bifurcation points. A more detailed 
investigation of this branch is out of the scope of this thesis and is therefore omitted. 

Figure 7.12 shows, that near f., = 32.5 Hz there is a small frequency interval, where no 
sta.ble periodic solutions could be found using the time discretization metbod in combina­
tion with the path following metbod for Ç 0.01. In this interval the branch with 1/2 
subharmonie solutions is interrupted in contrast to the single dof model. For higher valnes 
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Figure 7.12: No stabie periodic solutions near f. 32.5 Hz for low values of the damping 

of the damping (Ç = 0.05) the interval decreases and eventually disappears (Ç = 0.1). In 
the latter case the 1/2 subharmonie branch becomes stable. For the case Ç 0.05 nu­
merical integratîon (Adams' method, accuracy of 9 significant digits, tt = 6000T., initia] 
conditions zero at t 0) is applied to investigate the character of the stabie steady-state 
solutions in this frequency range. Firstly, in figure 7.13 the phase-portrait of the stabie 
1/2 subharmonie for f. = 32.6 Hz (just outside the frequency interval) calculated with the 
time discretization method (nr 800, O(t;,r 2

), black dots) is verîfied with the numerical 
integration (solid line) method. Figure 7.14 shows the Poincaré sections (1/Jp =</Je= -Jr/2) 
of steady-states calculated with numerical integration for four different values of f. ( 4000 
points for each calculation). For f. = 32.6 Hz, f. 32.58 Hz and f. = 32.56 Hz the Poincaré 
section shows two points, i.e. two groups of 2000 coinciding points, indicating a 1/2 sub­
harmonie solution. If the excitation frequency is further reduced, the frequency interval of 
interest is entered. This results in a break-down of the stabie 1/2 subharmonie solution. 
However, for fe = 32.552 Hz, the largest part of the 4000 points still cluster around two 
points in the Poincaré section. So, although the steady-state is not periodic anymore, one 
could say that the ghost of the 1/2 subharmonie solution is still abroad. Figures 7.15 and 
7.16 show the time histories of y for fe 32.552 Hz and f. 32.55 Hz respectively in the 
time interval t 6000Te- 6500Te. In a large part of this time interval the solution 
seems to be a 1/2 subharmonic, see insets 1 (8 excitation periods) of figure 7.15 and 7.16. 
Then, suddenly, there appears a burst in the signa! for a short period of see insets 
2 (8 excitation periods ), af ter which the signa! reeovers again. This behaviour is called 
intermittency (Pomeau and Marmeville [1980] ). The Poincaré section in figure 7.14 for 
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Figure 7.13: Comparison between stabie 1/2 subharmonie solutions obtained with time 
discretization and numerical integration in the phase-plane 
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Figure 7.17: Amplitude-frequency plot near the Neimark bifurcation points 

f. = 32.552 Hz shows a weakly chaotic attractor (weakly because the time signa! still shows 
much regularity). As the chaotic region is entered further, the time intervals between. two 
subsequent bursts become shorter, compare figures 7.15 and 7.16. Eventually the inter­
vals with almost periodic behaviour will disappear. According to Pomeau and Manneville 
(1980) (but see also Schuster [1989] ) there exist three mechanisms, by which intermittency 
can be introduced: via a cyclic fold bifurcation, a flip bifurcation or a Neimark bifurcation. 
In this case the right branch with 1/2 subharmonie solutions becomes unstable via a cyclic 
fold bifurcation (turning point) at fe:::::: 32.555 Hz. The left branch with 1/2 subharmonie 
solutions already becomes unstable at fe :::::: 32.48 Hz via a Neimark bifurcation before the 
turning point occurs at fe :::::: 32.52 Hz. 

For fe = 50 Hz there is a large relative difference between the amplitudes of the single 
dof model (0.0003 m, figure 7.9) and the four dof model (0.0001 m, figure 7.11) . This is 
caused by the anti-resonarree near f. = 56 Hz in the four-dof model, which of course does 
not exist in the single dof model. Before the anti-resonarree the branch with harmonie 
periodic solutions becomes unstable via Neimark bifurcations in the interval 47.33-49.53 
Hz, see figure 7.17 (Ç = 0.05). In this interval a quasi-periodic~locked-+chaotic sequence 
(Newhouse et al. [1978] , Thompson and Stewart [1986] , Schuster [1989] ) is observed, 
which is described below. Again numerical integration is used to investigate the steady­
state behaviour (Adams' method, accuracy of 9 significant digits, tt = 6000T., initia! 
conditions zero at t = 0). The upper picture of figure 7.18 and figure 7.19 show the time 
history (50 T.) and the Poincaré section respectively ( rPP = rPe = - 'Ir /2) of the stable, 
harmonie solution at f. = 49.58 Hz (all Poincaré sections shown in figures 7.19, 7.20 and 
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Figure 7.18: Periodic, quasi-periodic and chaotic time histories 
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7.21 contain 4000 points per attractor). If the excitation frequency is reduced, the 
solution becomes quasi-periodic. The Poincaré sections (figure 7.19) show closed curves 
(transections of a 2D torus), which amplitudes grow for decreasing fe. The middle picture of 
figure 7.18 shows the time history (100 T.) of the quasi-pcriodie solution at f. = 49.38 Hz. 
Shaw et al. [1989] reported quasi-pcriodie motion in a two dof system with a eubic stiffening 
spring for excitation frequencies f. ;::;;:; (f1 + f2)/2 (f1 and f2 being the eigenfrequencies of 
the system without the nonlinear spring). In fact, this is also the frequency range under 
considera.tion here. A further rednetion of the excitation frequency tof.= 49.05 Hz results 
in a subharmonie salution of order 1/22, see figure 7.20. This phenomenon, in which the 
ratio of the foreed frequency and the free frequency becomes rational, is called frequeney­
locking or mode-locking. For f. 48.70 Hz the attractor is quasi-periodic again, but 
starts to develop wrinkles, which are most clearly seen in the lower left part of figure 7 .20. 
Wrinkles arise in the 2D torus if the onset of chaos is approached (Thompson and Stewart 
[1986] ). For f. = 48.55 Hz the attractor is weakly chaotic. Figure 7.21 shows that a 
further rednetion of the excitation frequency again results in a locked state (subharmonic 
of order 1/10 for fe = 48.40 Hz) and finallyin a truely chaotic attractor for f., = 48.15 Hz. 
l;sing the 1/10 subharmonie salution obtained with the numerical integration method as 
starting solution, the path following rnethod is applied to follow a branch of subharmonie 
solutions of order 1/10. The result, see figure 7.17, is a very small closed branch in the 
frequency range 48.18-48.41 which boundaries are formed by cyclic fold bifurcation 
points. The high amplitude branch is unstable and the low amplitude branch is stabie in 
the ranges 48.18-48.20 Hz and 48.39-48.41 Hz and unstable in the range 48.20-48.39 Hz via 
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Figure 7.19: Poincaré sections showing a periodic and quasi-periodic solutions on both 
sicles of the right Neimark bifurcation point 
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Figure 7.20: Poincaré sections showing frequency locking and the break-down of the quasi­
periadie solutions 
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Figure 7.21: Poincaré sections showing frequency-locking and chaos 

flip bifurcations. The lower picture of figure 7.18 shows the time history (100 T.) of the 
chaotic attractor for fe 48.15 Hz. Figure 7.22 shows the time history of the 8 Lyapunov 
exponents of this attractor, which are calculated using the Runge-Kutta-Merson metbod 
(accuracy of 9 significant digits, tt 6000T., initia! conditions zero at t 0) in the 
interval6000T.-lOOOOT •. At t lOOOOTe all Lyapunov exponents appear to be converged. 
The Poincaré section of the chaotic attractor at f. = 48.15 Hz, shown in figure was 
calculated using the Adams' method. The Poincaré section was verified by the Runge­
Kutta-Merson method. Using equations (6.25) and (6.26) the Lyapunov dimension of the 
Poincaré section this attractor can be estimated. This dimension increased by 1 gives an 
estimate of the Lyapunov dimension of the attractor: DÀ ;::::; 3.15. This means that this 
at tractor ( rather an approximation of this attractor) can not he found in the one-dof model 
of the previous subsectien on principle, because the augmented state space of this model 
is only threedimensionaL It costed 80000 (!) s. of CPU-time to calculate the attractor 
and all the Lyapunov exponents simultaneously, whereas the calculation of the attractor 
alone costed only 1600 s. of CPU-time. Figure 7.23 shows the frequency spectra of the 
harmonie solution at fe 49.58 Hz, the quasi-pcriodie solution at f. = 49.38 Hz and the 
chaotic solution at f. = 48.15 Hz. In the case of the harmonie solution only peaks are found 
at 0 Hz, indicating the off-set in the signal, at the excitation frequency f. and multiples of 
it. The spectrum of the quasi-periodic solution showspeaks at combinations of the forced 
frequency f. and the free frequency fr. The frequency spectrum of the chaotic signal is 
characterized by a broad-band noise. For fe 47.95 Hz, f. 47.80 Hz and f. = 47.30 Hz 
subharmonies of order 1/7 are calculated (frequency locking). Again using one of these 1/7 
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Figure 7.22: Converging Lyapunov exponentsof the chaotic attractor at fe = 48.15 Hz 
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Figure 7.23: Frequency spectra of a periodic, a quasi-periodic and a chaotic attractor 
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Figure 7.24: Amplitude-frequency plot of a beam supported by a sti:ffening and a one-sided 
linear spring 

subharmonie solutions as starting solution, the path following method is applied to follow 
subharmonie solutions of order 1/7 for varying excitation frequency. There appear to be 
two closed branches of subharmonie solutions of order 1/7, see figure 7.17. In the interval 
47.36-47.51 Hz, lying inbetween, a chaotic attractor is found for fe = 47.46 Hz. 

The numbers of time discretization points u,. used in this subsection to calculate the 
several branches with periodic solutions are: 400 for the harmonie solutions, 800 for the 
1/2 subharmonie solutions, 750 for the 1/3 subharmonie solutions, 1050 for the 1/7 sub­
harmonie solutions and 1500 for the 1/10 subharmonie solutions. 

7.5 Support by a stiffening and a one-sided linear . spring 

Only the strongly nonlinear (11 = 0.7, Jlp = 0, a 6) case with moderate damping 
(Ç = 0.05) is considered. Figure 7.24 shows the amplitude-frequency plot for the four 
dof model (solid curves) and the eight dof model (dotted curve). For the latter model 
only the branch with harmonie solutions is calculated in the frequency range 11.3-50.0 
Hz wa.s calculated. The di:fference between the results of the four dof and the eight dof 
is neglectable. The CPU-times, however, di:ffer very much: 6319 s. for the calculation 
of the solutions and 2454 s. for the stability analysis for the four dof model (1197 pf­
steps ), against 41898 s. for the calculation of the solutions and 17362 s for the stability 
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analysis for the eight dof model (1500 pf-steps) for the same frequency range. Of course, all 
calculations were carried out under the same path following conditions (most important 
parameters: {31 = {32 = 5°, O"max = 0.25}. The condusion is that the four dof model 
may be preferred in this frequency range. For high amplitude responses the effect of the 
cubic stiffening spring is clearly visible: the first harmonie resonance pea.k and both the 
subharmonie resonance peaks bend over to the right. Cyclic fold bifurcation points are 
found at f., ~ 18.04 Hz and f., ~ 25.60 Hz (harmonie resonance pea.k), f., ~ 30.09 Hz and 
f. Rl 28.08 Hz (1/2 subharmonie resonance pea.k) and f. ~ 39.86 Hz and f., Rl 40.34 Hz 
(1/3 subharmonie resonance peak). For low amplitude responses the presence of the cubic 
stiffening spring is, as could he expected, hardly notieeable. The frequency intervals, which 
showed intermittency and a quasi-periodic~locked~chaotie sequence in subsection 7.4.3, 
still exist (Schouten [1991] ). The branch with 1/2 subharmonie solutions before the first 
harmonie resonance pea.k has been shifted to a higher frequency interval ( campare the 
insets of figures 7.11 and 7.24). The left flip bifurcation point shown intheinset of figure 
7.24 at f., = 9.73 Hz is subcritical, whereas the right flip bifurcation point at f., = 11.35 Hz 
is supercritical. 

The numbers of time discretization points . u.,. used in this section to calculate the 
branches with periadie solutions are: 400 for the harmonie solutions, 800 for the 1/2 
subharmonie solutions and 750 for the 1/3 subharmonie solutions. 



Chapter 8 

Conclusions and recommendations 

In this last chapter, some major conclusions are drawn and some recommendations for 
further research are given. 

For linear systems the component mode synthesis technique based on !ree-interface 
eigenmodes and residual flexibility modes gives accurate results at system level below the 
cut-off frequency, used to reduce the number of dof of the components. For systems, 
consisting of linear components and local nonlinearities, this is not true in generaL The 
accuracy of the salution of a reduced nonlinear system fora certain excitation frequency can 
be checked, however, by examining the frequency spectrum of the externalloads minus the 
internalloads, caused by the local nonlinearities and examining the influence of additional 
modes on this spectrum. By using the cms methad based on free-interface eigenmodes 
and residual flexibility modes, reduced linear component models can ( almast) totally be 
obtained by experiments, at least in principle. 

By application of the time discretization method in combination with the path follow­
ing method branches of periadie solutions can be foliowed for varying design variable. By 
combining these methods with the reduction method the steady-state behaviour of complex 
dynamic systems with local nonlinearities can be analyzed very efficiently. By means of a 
deferred correction technique an 0( L;. r 2) solution can be improved to an 0( .6 r 4 ) solution; 
moreover the global error of the O(L:.r2

) salution can be estimated. In the example given 
in chapter 3, 50% more CPU-time would he needed to obtain the same mean global error 
by applying a direct O(Ló.r4

) discretization scheme. However, the deferred correction tech­
nique can gîve erronem1s corrections in the neighbourhood of cyclic fold bifurcation points. 
The local stability of the periadie solutions can be investigated by means of the Floquet 
multipliers. Moreover, for marginally stabie periadie solutions the Floquet multipliers in­
dicate the type of the bifurcation point, which may be a cyclic fold, a flip or a Neimark 
bifurcation point. CPU-time consuming numerical integration techniques for calculating 
the steady-state behaviour have to be applied only in those regions of the design variable, 
where no stable periadie solutions can be found through time discretization. The character 
of these attractors, which may be periodic, quasi-periadie or chaotic, can be determined 
by calculating the Lyapunov exponents. These Lyapunov exponents can be used to calcu­
late the Lyapunov dirneusion of an attractor. The dimension of an attractor determines 
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the minimal dimension of the augmented state space, which is neccessary to generally ob­
serve this attractor. In case of multi-dof models the calculation of all Lyapunov exponents 
becomes very expensive, whereas only a number of the highest Lyapunov exponents are 
needed to calculate the Lyapunov dimension of the attractor. Therefore, if one has an idea 
about the dimension of a chaotic attractor, one should use this information by calculating 
only the Lyapunov exponents of interest. 

In contrast to numerical integration techniques, the time discretization technique gives 
no information about the domains of attraction of steady-state attractors. If information 
about domains of attraction is required, the cell-to-cell mapping technique (Hsu [1980] 
, Hsu and Guttalu [1980] , Hsu [1981] and Tongue [1989] ), which is based on numeri­
cal integration, can he used. However, direct numerical integration is different from the 
cell-to-cell mapping technique as it combines the information obtained with the present 
numerical integration run with the information obtained from preceding numerical inte­
gration calculations (with different initia! conditions). The cell-to-cell mapping technique 
is only capable of finding (sub)harmonic solutions of order 1/n with n greater than 1 and 
lower than or equal to the total number of cells. Quasi-periodic and chaotic attractors 
will in general he identified with subharmonie solutions of very low order. The cell-to-cell 
mapping technique is mostly applied to systems with an augmented state-space of dimen­
sion three. Naturally, computational costs quickly rise if the dimension of the augmented 
statespace increases. The results obtained with the cell-to-cell mapping technique, which 
can he found in the literature, are promising and further investigation of the possibilities 
of the technique is recommended. 

The application of the various numerical tools to the beam system with nonlinear sup­
port leads to the following major conclusions. Super- and subharmonie resonances can he 
suppressed by addition of damping. If the power of the nonlinearity is even (uneven), the 
damping will destroy the n-th superharmonie and the 1/n subharmonie resonances, where n 
is uneven (even), before it destroys the m-th superharmonie and the 1/m subharmonie res­
onances, where mis even (uneven). If damping is increased, subharmonie solutions persist 
longer for strongly nonlinear systems than for weakly nonlinear systems. Three different 
routes to chaos can be found in the beam system with a supporting one-sided linear spring: 
the period doubling route, the intermittency route and the quasi-periodic-Iocked-chaotic 
route. The Lyapunov dimension of a chaotic solution arising via the latter route pointed out 
that ( an approximation of) this chaotic attractor cannot he found in a single dof model. 
Very probably there will he much more (small) frequency intervals, in which frequency 
locking occurs, in the quasi-periodic-locked-chaotic route to chaos than the intervals 
detected so far. A detailed investigation of all these intervals could he very expensive. 

The beam system, which was investigated in the previous chapter, consisted of one 
linear component only. The approach of a system, consisting of severallinear components 
with local nonlinearities is not substantially different. 

The steady-state behaviour of the beam system presented in chapter 7 has not yet been 
verified by experiments. Especially to show the relevancy of chaos theory to engineering 
practice, it is important that this will be clone in the near future. The simple geometry 
of the beam system gives the possibility to concentrate specifically on chaos phenomena. 
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Because the exitation frequency ranges, where chaotic attractors occur, are rather small 
in the beam systems investigated, it is advisable to define such an experiment for values 
of the design variables, for which the frequency regiems with chaotic attractors are larger. 
At present there is not much experience with the experimental determination of Lyapunov 
exponents, although Wolf et al. [1985] presented an algorithm for the experimental de­
termination of positive Lyapunov exponents. To distinguish the deterministic chaos from 
external noise, a reasonable amount of accurate data should be available. A successful 
verification of numerical results of the rather academie beam system by experiments would 
be an important step forward in the direction of industrial applications. 



Appendix A 

The effect of adding residual 
flexibility 

In this appendix the positive effect of a residual flexibility mode on the accuracy of dis­
placements and strains is shown by a simple example. Consider the lD continuous system 
shown in figure A.l: The equation of motion of this system is given by the following partîal 
differential equation: 

azq azq 
pA ati + EA ax2 = F6(x L) cos(wt) (A.l) 

with boundary conditions: 

q(ü,t)=ü 

The angular eigenfrequencies Wit and eigenmodes 'Pk, the solutions of the homogeneous part 
of (A.1), are (k {1, 2, 3, ... ,oo} ): 

1r~ (2k-l)- -
2L p 

p,A,E ~ q(x,t) 
r------r----r-------. F cos(wt) 

Figure A.l: Rod 
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(A.2) 
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( ) 
_ . ((2k l)1rx) Cf'k x - sm 

21 
(A.3) 

The static solution of (A.l) (w 
the system, is: 

0), which can be identified with the flexibility mode of 

( ~ ) F1 _ 
q x, t = EA x (AA) 

with: 

x =x/1 (A.5) 

The angular excitation frequency wis expressed in terros of the first angular eigenfrequency 
wl: 

w=!lwt (A.6) 

Solutions of (A.l) can be written in the form: 

<X> 

q(x, t) 'E Cf'k(X)Pk(t) (A.7) 
k;;l 

For steady-state solutions the functions Pk(t) are: 

8 (-I)k+l F1 
Pk(t) = 71'2 (2k 1)2- ~12 EA cos(wt) (A.8) 

Naturally, (A.7) is equal to (AA) for n = 0. Now three different 2-dof approximate 
solutions will be introduced. In the first approximation only the first two terms of (A. 7) 
are kept: 

a(- ) _ 8 [sin('';n sin( ~x)] F1 ( ) 
q1 x, t -

1 
_ n2 -

9 
_ n2 cos wt (A.9) 

In the second approximation the second term between the brackets of (A.9) is replaced by 
the residual flexibility mode, defined as the flexibility mode (A.4) minus the contribution 
of the first eigenmode to the flexibility mode. So the second approximation becomes: 

8( N ) [- 8 . ( 'JI'X) !1
2 

] F1 ( ) q2 x, t = x + 71'2 sm T 1 _ n2 EA cos wt (A.lO) 

Now the Rayleigh quotient is used to calculate an artificial angular eigenfrequency w* for 
the residual flexibility mode. Because the residual flexibility mode is a linear combination 
of all eigenmodes but the first, this artificial eigenfrequency will begreater than w2• The 
result is (compare with (A.2)): 

w* = (A.ll) 
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Figure A.2: Strains e0 (5é) 

Thus the third approximation is: 

12?r2 96 ] FL 
( 4 ),.... 2 ) -E cos(wt) ( A.l2) 

96- ?r - 96 H A 

Strains e(x, t), e!(x, t), e;(x, t) and t:3(x, t) are calculated by differentiation of (A.7), (A.9), 
(A.lO) and (A.12) respectively to x. Now the following dimensionless functions are intro­
duced (i=1,2,3): 

_ EA _ 
qo(x) = FLcos(wt)q(x,t) (A.l3) 

(-) EA "(- ) q; x = FL ( ) ct x, t cos wt 
(A.l4) 

EA (- ) 
FL ( )

t:x,t 
cos wt 

(A.l5) 

(
-) EA dct"( x, t) 

é; x = =---:---;:- ---=--7-:::-'--'-
FL cos(wt) dx 

t) (A.l6) 

Figure A.2 shows t:0 (x) (the upper bound for kis set to 100000). The relative errors in the 
dimensionless displacements and in the strains are defined as: 
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and: 
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1~·~~~~~~~~~~~~~~~~~~~ 
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Figure A.3: Relative errors instrains for n = 0.1 

I<Ji(x) - qo(x)l * wo% 
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One might expect that the three different approximations would give accurate results for 
0 <; {l < 1. Figures A.3-A.5 show the relative errors in the strains as a function of x for 
three different values of n. The relative error in e1 becomes smaller if n approaches 1, 
where the contribution of the first eigenmode dominates. However, the relative errors in 
e1 near the point of application of the external force remain very large. This is due to 
the very slow convergence of the series, by which e0 (x) is calculated, for x close to 1. The 
re}ative errors in €2 and êa, Which are zero for {l = 0, grOW for Încreasing {l, but remain 
smaller than the errors in e1, except for x 0.7. The relative errors in e2 and e3 are much 
lower than the relative error in e1 for x close to 1. This can be explained by the fact that in 
the calculation of the (residual) flexibility mode the series for e:0(x) is calculated for n 0. 
The overall condusion is that approximations e;(x, t) and e3(x, t) give better results than 
eWi:, t), with eä(x, t) slightly superior to e;(x, t). Investigation of the relative errors in 
the three approximate displacement functions qJ'(x, t) leads to the same conclusion. For x 
approaching to 1, however, no strong growth in the relative errors of the three approximate 
displacements is observed. 
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Appendix B 

Alternative component modes 

In this appendix alternative component mode sets are defined, which can also be used to 
compose a dynamic component mode set. For 'a definition of various sets of dofs one is 
referred to table 2.1. 

B.l Fixerl-interface eigenmodes 

Fixed-interfa.ce eigenmodes are ca.lculated by solving the eigenvalue problem of the com­
ponent with a suppressed 1-l set: 

( -(wfx)2 MGG + KGG)Cf'~; = 0 i= 1, ... , nG (B.l) 

Fixed-interface eigenmodes are normalized on the mass matrix. The nG angular eigenfre­
quencies wfx and corresponding fixcd-interface eigenmodes </a; are stored in •nfx" and <})~ 
respectively. Fixcd-interface eigenmodes with eigenfrequencies below the cut-off frequency 
fc are stored columnwise in <})~x; the corresponding angular eigenfrequencies are stored on 
the diagona.l of rnti"· The remaining fixed-interfa.ce eigenmodes are stored columnwise in 
<!>~; the corresponding angular eigenfrequencies are stored on the diagonal of rn~':!_": 

<})fx _ [ <l)fx ~x ] _ [ OHk OHd ] (B.2) 
- k d - <I>~k <I>fad 

(B.3) 

B.2 Constraint modes 

Gonstraint modes are defined for a set C. A constraint mode is defined as the static 
displacement field which results as a unit displacement or -rotation is imposed on one of 
the dof in C, whereas the other dof in C are suppressed. C will be chosen equal to V orB. 
If C is equa.l to V, n is suppressed and the matrix of (redundant) constraint modes <1>01 is 
defined by: 
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[ 
Rae l Ree 
Ow 

(B.4) 

[
Oael [ Oae l <I>e1 = fee = lee 
cilw - Kir.1 Krc 

(B.5) 

If C is equal to B the matrix of constraint modes il>e 2 is defined by: 

[ 
Kee /~er ] [ lee ] [ Ree ] 
Krc fin <T>w Ore 

(B.6) 

(B.7) 

B.3 Attachment modes 

Attachment modes are defined for a set A. An attachment mode is defined as the static 
displacement field which results, as one of the dof in A is loaded by a unit laad, whereas 
the other dof in A are not loaded. The n set is suppressed. The A set is chosen equal to 
the V set. The matrix of attachment modes q>A is defined by: 

(B.8) 

(B.9) 

B.4 lnertia relief modes 

If, given a.n initia! state s(to) = 0, constant accelerations <I>aaaRR are prescribed for the 1?.. 
set for t ~ t 0 , the total displacement of the component will be a linear combination of a 
rigid body displacement Xr and a quasi-static elastic displacement field Xe after transients 
have died out. The rigid body displacement will be a linear combination of the rigid body 
modes <J>R; the quasi-static elastic displacement will be a linear combination of inertia relief 
modes cilM: 

(B.lü) 
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1 2 R 
Xr = 2(t- to) c:P aaR (B.ll) 

(B.12) 

The number of independent inertia relief modes is equal to the number of rigid body modes. 
If transients are neglected (lilllt-+oo Xe limt-+oo Xe = 0) Înertia relief modes c:pM can be 
calculated by substituting (B.ll) and (B.12) in (B.lO) and substituting the result of this 
in (2.2): 

[ 
KRR Kav Km l [ OaM l 
Kva Kvv KVI c:PvM = 
Km K1v Kn c:PIM 

[ 
Maa Mav Mm l [ Raa l 

· Mva Mvv MVI c:pR + Rva 
M1a Mrv Mn Oxa 

(B.13) 

RRR are unknown loads necessary to prescribe accelerations c:PRR. Inertia relief modes will 
always be accompanied by attachment modes or constraint modes in the Ritz rednetion 
matrix. So an arbitrary choice of loads Rva will not affect the linear subspace spanned by 
c:pM and cpA or c;P01 . The solution of (B.13) is given by: 

[ 
~IMVM] = [(!AA -(Kvv KVIKü.

1
KIV)-

1
KVIKiï

1
] 

'i' - c;PIA (Kn- KrvKv~KVIt1 

{ [ z:RR z:: z: ] c:pR + [ ~:: ] } (B.l4) 

Rva is chosen so that c:PVM OvM. The reason for this choice is that inertia relief modes 
now become orthogonal to c:pA and c:P 01 with respect to the stiffness matrix. Finally, the 
matrix of inertia relief modes cpM becomes: 

c:pM = OvM = OvM [
ORM] [ ORM l 
c:P!M -Kii1 

[ Mra M1v Mn ] c:pR 
(B.15) 



Appendix C 

The dimensionless nonlinear single 
dof model 

Consicier a linear, undamped component with dof x: 

x [ :~] (C.l) 

XB is a boundary dof, which is loaded by an externalload fex and internalloads fn1(xs, xs) 
caused by adjacent local nonlinearities. The dof XI are not loaded. The equations of motion 
of the system are: 

(C.2) 

The displacement field of the linear component is approximated by a single mode 'f!: 

(C.3) 

Using this transformation the equations of motion can be reduced to the following single 
dof modelbasedon dof q = xa: 

mq + kq = fex fn1( q, q) (CA) 

with: 

'f't ]( <p 

'f!~ 
k 

Assume that the local nonlinearities consist of a spring with cubic stiffness k3 , a one-sided 
linear spring with stiffness kp and a one-sided spring with cubic stiffness kap· Furtherrnore 
dof q is internally loaded by a linear viscous damper with damping constant b and exter­
nally loaded by a harmonie load with amplitude F dy and frequency f •. Then the resulting 
equation of motion of the single dof system is given by: 
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with: 

u( q) = { 0
1 

if q ~ 0 
if q < 0 

(C.5) 

In this equa.tion ten qua.ntities are involved. Three qua.ntities ca.n be eliminated by making 
equation (C.5) dimensionless. Hereto the dimensionless displacement ( and the dimen­
sionleas time 6 (not to be confused with the dimensionless timeT introduced in (3.2)) are 
introduced: 

q = Fdy ( 
k 

t=O{f 
(C.6) 

(C.7) 

Substitution of (C.6) a.nd (C.7) in (C.5) foliowed by division by Fdy results in the dimen­
sionleas equation of motion (' = d/d6): 

(" + 2Ç(' + ( + p,(3 + u(()(a( + ~tp(3 ) =cos( SlO) 

a.nd the 5 dimensionless parameters: 

a= kp 
k 

(C.8) 

(C.9) 

(C.lO) 

(C.ll) 

(C.12) 

(C.13) 



Appendix D 

The structure of the Jacobian 

After the application of the central difference scheme (3.8), (3.9) with a consistency of 
0(D.r2

), in (3.24),(3.36),(3.43) and (3.50)-(3.51) equations must be solved of the type: 

ah a= b 
8z 

(D.l) 

Equation (D.1) can be solved efficiently using the special structure of the Jacobian J 
8h/8z. If a, bandJare partitioned like zin the following equations: 

z = [ :; ] 

the upper left block of the Jacobian ]"'"' will have a bandstructure with a bandwidth 
bJ = 2nq - 1 and the salution of (D.l) can be calculated with: 

a(.l (Jf3(3 1(3c.l;;!;Ja(3t1(bf3- J(.loJ;;(;bCt) 

aa = J;;(;(ba - J"'13at3) 

(D.2a) 

(D.2b) 

The CPU-time, needed for decomposing laa., is approximately proportional to (nr- l) * 
nq * (2bJ + 1)2, whereas the CP U-time, needed for the decomposit.ion of J is approximately 
proportional to (a,.* nq)3

, see the description of routine FOlLBF of the NAG library [1989] 

If the central difference scheme (3.38), (3.39) is used with a consistency of 0(D.r4
), Za 

and z13 must be defined as: 

[ t t lt 
Za = qo, · · ·' qnT-3 

to realize a bandstructure for laa· The bandwidth of ]0101 now becomes bJ = 3nq - 1. 
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Appendix E 

The metbod of harmonie balance 

The metbod of harmonie bala.nce (Jorda.n a.nd Smith [1977] ) is a.n analyticai/numerical 
method, by which estimates of periadie solutions of nonlinea.r dynamic systems in dosed 
form ca.n he obta.ined. Here the metbod is applied to estimate the harmonie and 1/3 
subharmonie solutions of the single dof Duffi.ng system: 

Ç' + 2Ç(' + ( + p.(s = cos(S18) (E.l) 

The harmonie solution is assumed to he of the form: 

(( 8) = Ct cos{fi8) +St sin(fi8) +es cos(3il8) + s3 sin(3il0) (E.2) 

Substitution of this expression in (E.l) gives: 

Ct(Ç, n, p., Ct, St, Cs, ss) cos(UO) + St(Ç, n, p., Ct, St, Cs, ss) sin(S18)+ 
Cs(Ç, n, p., Ct, St, es, ss) cos{3S18) + Ss(Ç, n, JL, Ct, St, Cs, ss) sin(3S18) = (E.3) 
JLCH( c1 , St, es, ss, cos{5S18), sin(5S10), cos(700), sin(7n0), cos(9il8), sin(9S18)) 

This equation must he satisfied for all 8. This implies, neglecting the right hand side of 
(E.3), that the functions Ct, St, Cs and Ss must be equal to zero: 

Ct = Ct + 2Ç'f!St - fi 2Ct + 

(JL/4)(3ci(ct +ca)+ 3s~(ct- es)+ 6ct(ci + s~ + Stss))- 1 = 0 (E.4a) 

St St- 2Çfic1 fi2St + 

(JL/4)(3ci(st +ss)+ 3si(st- sa) +6st(c; + s;- Ct es))= 0 (E.4b) 

c2 = Cs + 6Çfiss - 9il2cs + 

(JL/4)(c~ + 3c~ + 6c~cs 3sict + 6s~cs + 3sics) 0 (E.4c) 

82 = ss - 6ÇS1cs - 9il2ss + 

{JL/4)(-s~ + 3s~ + 3cist + 6ciss + 6siss + 3c;ss) = 0 (E.4d) 

This set of nonlinear, algebrak equations can be solved numerically for c1 ,s1 ,c3 and ss. 
For values of n far away from resonance (E.4) has one (stable) solution {Ç f= 0). For appro­
priate values of Ç and JL equations (E.4) can have three solutions for n t 1 (near harmonie 
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resonance) and n ll/3 (near superharmonie resonance). Two of these solutions are stabie 
and one is unstable. 

In an analogous way an estimate of the 1/3 subharmonie salution can be obtained, which 
is assumed to be of the form: 

((0) = c1; 3cos(!10/3) + s1; 3 sin(r!0/3) +Ct cos(r!O) +St sin(r!O) (E.5) 

This leads to the following set of equations: 

Ct = Ct/3 + 2Ç!1sl/3/3- !12 ct;a/9 + 

(J.t/4)(3cÎ;3( Ct/3 + Ct) + 3sÎ;3( Ct/3- ct) + 6ct;a( ei +si + St/3st)) = 0 (E.6a) 

St St/3 2Ç!1ct/d3 !12st;a/9 + 

(J.t/4)(3cÎ;3(st/3 + + 3sÎ;3 (st;s st)+ 6st;a(cî +si CtjaCt)) = 0 (E.6b) 

C2 Ct + 2Çf!St f!2
c1 + 

(J.t /4) ( cr/3 + 3cr + 6ci;sCt - 3sÎ/3Clj3 + 6si;sCt + 3si Ct) - 1 0 

S2 = St - 2f,f!c1 f! 2s1 + 
(J.t/4) ( -sÎ;3 + 3si + 3cÎ;3st;s + 6cÎ;3St + 6sÎ13 s1 + 3cÎst) = 0 

(E.6c) 

(E.6d) 

Note that the choice c1; 3 = s1; 3 0 solves the first two equations of (E.6), but willlead 
to an estimate of a harmonie solution instead of a 1/3 subharmonie solution. Usually 
equations (E.6) only have two solutions with Ct/3 f 0 and/or St/3 f 0 for n > 3 (near sub­
harmonie resonance). These solutions have opposite stability. However, it is also possible 
that there exist no subharmonie solutions for any n. 

In figure E.l solutions (E.2) and (E.5) are compared with solutions obtained with the nu­
merical methods described in chapter 3. The results are comparative (J.t 0.05, Ç 0.003, 
n = 0- 6, fe = 8.9592!1, y = 0.006(). 

In general, the solutions obtained above will be accurate only for Jt ~ 1. For J.t = o(l) 
many more superharmonie terms must be added to (E.2) and (E.5) in order to get an 
accurate solution. It is clear that in this case, but also in the case of more dof, the metbod 
of harmonie balance becornes cumbersome. 
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IYmaxl [m] superharmonie resonance harmonie .... 
0.150 

0.100 

1/S subharmonie 

0.050 

0.000 L...:&::;;"...,. ........ .J........._z:::!:::& ....... __ -.&......., ...... .......J ......................... .L....-

0 10 20 30 40 60 f,. [Hz] 

Figure E.l: Compa.rison between analytica! ( dots) and numerical results (lines) 
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STELLINGEN 

behorende bij het proefschrift 

STEADY-STATE BEHAVIOUR OF REDUCED DYNAMIC SYSTEMS WITH LOCAL 
NONLINEARITJES 

1. Het ontbreken van numerieke algoritmen voor het gedeeltelijk oplossen van 
waardeproblemen, waarbij het imaginaire deel van de eigenwaarde fungeert als selec­
tiecriterium, is een gemis bij de ontwikkeling van reductietechnieken voor lineaire, 
algemeen gedempte dynamische systemen met veel vrijheidsgraden. 

2. Indien de periodetijd van een periodieke oplossing van een dynamisch systeem gro­
ter is dan de gebruiksduur van het dynamische systeem, kan deze oplossing vanuit 
praktisch oogpunt chaotisch genoemd worden. 

• H.W. Broer en F. Takens. Wegen naar chaos en vreemde aantrekking. In H.W. 
Broer en F. Verhulst (red.), Dynamische Systemen en Chaos, een revolutie uit 
de wiskunde, Epsilon Uitgaven, Utrecht 1990. 

3. In zijn onderzoek naar subharmonische oplossingen van orde 1/3 van een zwak ge­
dempte, sterk niet-lineaire Duffing vergelijking stelt Riganti dat de tak met de maxi­
male amplitude instabiel en de tak met minimale amplitude stabiel is. Dit is niet 
correct voor excitatiefrequenties nabij het linker cyclic fold bifurcatiepunt. 

• R. Riganti. Subharmonie solutions of the Duffing equation with large non­
linearity. Int. J. Non-Linear Mechanics, VoL 13, No. 1, pp. 21-31, 1978. 

• Dit proefschrift, hoofdstuk ï. 

4. Door veel auteurs wordt de term Hopf-bifurcatie oneigenlijk gebruikt voor de bi­
furcatie van een periodieke naar een quasi-periodieke oplossing, terwijl de eigenlijke 
betekenis de bifurcatie van een statisch evenwicht naar een periodieke oplossing is. 

• E. Hopf. Abzweigung einer periodischen Lösung von einer stationären Lösung 
eines Differentialsystems. Ber. Math.-Phys. Klasse Sachs. Akad. Wiss. Leip­
zig, Vol. 94, pp. 1-22, 1942. 

• S. Natsiavas. On the dynamics of oscillators with bi-linear damping and stiffness. 
Int. J. Non-Linear Mechanics, Vol. 25, No. 5, pp. 535-554, 1990. 



5. De vraag "Kunt u toepassingen geven van de chaos-theorie in de praktijk ?" zal 
in de toekomst steeds minder gesteld worden, mede dankzij de multidisciplinaire 
toepasbaarheid van deze theorie. 

• J.M.T. Thompson. Chaotic dynamics and the Newtonian lega.cy. Appl. Mech. 
Rev., Vol. 42, No. 1, pp. 15-24, 1989. 

6. Bij de uitvoering van een naar de plaats gediscretiseerde berekening is het vaak 
mogelijk om op basis van fysisch inzicht vooraf te bepalen, waar een meshverfijning 
noodzakelijk zal zijn, ter verkrijging van resultaten met een zekere nauwkeurigheid. 
Bij de uitvoering van een naar de tijd gediscretiseerde berekening ter bepaling van 
periodieke oplossingen is dit veel minder vaak het geval. 

7. Hoe hoger de codimensie van een bifurcatie is, des te lager is zijn praktische relevantie. 

8. Deskundigheid op het gebied van onderzochte niet-lineaire dynamische fenomenen 
gaat vooraf aan deskundigheid op het gebied van de niet-lineaire dynamica. 

9. De numerieke methoden voor het analyseren van het lange termijn gedrag van een 
niet-lineair dynamisch systeem vallen slechts ten dele te automatiseren. 

10. Het met een te hoog adrenalinegehalte in het bloed besturen van een auto kan net zo 
onverantwoord zijn als het met een te hoog alcoholpromillage in het bloed besturen 
van een auto. 

11. De taak van de coach van een jeugdig sportteam bestaat niet alleen uit het leren 
winnen van wedstrijden, maar ook uit het leren verliezen van wedstrijden. 

Eindhoven, oktober 1991 Rob Fey 


