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Mathematicians can solve your problems

Mathematics is a noble science that has existed for centuries. But it can also be used as a tool to
solve practical problems. Although some problems may sound uncomplicated when expressed in
words, formulating them in a mathematical way may be no simple matter. In the Netherlands we
are lucky enough to have an enthusiastic group of mathematicians who like to meet the challenges
of the real world. They took part in the 36th European Study Group with Industry in Eindhoven
in 1999. The participants were confronted with wind tunnels and oil wells, with transistors, mem
ories and traffic planners, with desk tops and paint. All these items have nothing in common but
the possibility of developing a mathematical model.

During a week a group of Dutch and foreign mathematicians applied their joint ingenuity to some
times sticky cases of practical problems brought to them by several companies: NLR, Schlum
berger, Philips, KPN, Ericsson, Trespa and Akzo Nobel. This did not dampen their spirits in
any way. On the contrary, they enjoyed the common efforts: the atmosphere was excellent. For
mathematicians unsolved problems are a joy because it is a challenge to help others with things
that are out of reach to them. During the week in Eindhoven close contact existed between the
problem owners and the Study Group in order to clarify all necessary questions about the context
of the cases. At the end of the week every subgroup of the Study Group presented its own models
and suggestions for a solution. These are condensed or maybe grown out into the manuscript you
find in your hands.

The Dutch research program Wiskunde Toegepast (Mathematics Applied) is proud that this sec
ond Study Group in the Netherlands was a success. The financial support was well spent as it
showed the world the potential of mathematics as a practical problem solver. The aim of Wiskunde
Toegepast is to develop mathematics as a science and a practical tool. Wiskunde Toegepast is
a joint program of the Technology Foundation STW and the Council for Physical Sciences of NWO.

Marijke de Jong,
Secretary of the program "Wiskunde Toegepast" .
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Short summaries of the problems dealt with in ESGI36

Akzo Nobel: Mixing colors

Suppose you keep a limited number of basic colors in stock, and whenever a customer demands
paint of a certain color, you try to create this color by mixing paints from your stock. The problem
is to decide which basic colors you need, such that you are able to create acceptable approxima
tions to the colors that are usually in demand.

Philips NatLab: Compact models for high-voltage MOS devices

An IC (integrated circuit) consists of many (connected) semiconductor devices (transistors). The
electrical behaviour of a single transistor can be calculated numerically. The electrical behaviour
of the IC as a whole is calculated by coupling the functioning of the individual transistors. In
this process it is too timecomsuming to use the numerical evaluations of the transistors. So-called
compact models are needed which provide explicit analytical expressions for the relations between
the voltages and currents of a transistor. The problem is to derive a reliable compact model for a
given transistor.

Trespa International: Control of panel manufacturing

Trespa is a leading manufacturer of decorative panels. These panels consist of a cured phe
nol/formaldehyde resin reinforced with wood or cellulose fibres. Due to the high natural fibre
content, the panels (sometimes) warp under moisture variations of the environment. The goal of
the project is to develop a model with which panel warp can be predicted. Such a model will
probably include the description of the thermo-chemical reactions during panel formation and the
mechanical deformation due to internal stresses. Relevant parameters of the processes involved
are available.

NLR: Determining position and orientation of a windtunnel model from a single optical picture

Traditionally, measuring the flow and determining the model's position are treated as different
tasks, and therefore performed with the use of different measurement systems. However, if the
method flow is determined optically with a camera, the position of the model could in principle
be determined at the same time, together with the flow. The question is to determine the model
position and the angles of orientation quickly, efficiently, and accurately from a single picture if
the geometry of the model is fully known.

KPN Research: Efficient use of memory in WWW-caches

A key poblem of the WWW is its lack of scalability. Improvement of the performance is reached
via caching: frequently accessed Web documents are stored not at one place, but at several, care
fully selected links. Given the fact that cache memory is relatively expensive compared to disk
space, the question arises how to properly engineer caching in the network. The specific problem
is to allocate amounts of cache memory in a specific network structure with known traffic charac
teristics, taking into account budget limitations.
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Schlumberger: Estimation of the thickness of wall layers in inclined slots

After drilling of an oil well, a steel casing or liner is run into the bottom hole. Between the steel
tube and the rock formation a more or less annular gap is left. The problem concerns the dis
placement of the drilling mud from this gap. This is done by pumping a sequence of fluids down
the inside of the tube from surface and returning up towards the surface in the gap. The problem
is that sometimes a residual layer of the displaced fluid sticks to the wall. This gives rise to a
mud layer left in the gap which prohibits the complete filling of the gap with cement. This effect
may reduce the productivity of the well considerably. Some models to describe these effects have
already been developed for idealized slots. Models for realistic geometries are needed.

Ericsson: Route-information from a central routeplanner

In view of the increasing number of traffic jams on the Dutch roads, the provision of information on
which routes cause the least delays becomes more and more important. It is, of course, necessary
that a routeplanner uses the most recent information on traffic densities at the different roads,
because the traffic situation on the roads constantly changes. In order to achieve this, road
users could pass on information about their staring point, destination and planned route to a
central server. Using this information, the central server can estimate future traffic streams and
hence predict traffic jams. The more road users passing on their information, the more valuable
the system with a central routeplanner will become. Question is how many road users should
participate in order to get a significant improvement of prediction of traffic jams.
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Color Matching

R. Canogar and R. Pendavingh

Abstract

We consider the problem of creating paint of a certain target color by mixing colorants.
Although a large number of colorants is available, in practice it is only allowed to use a limited
number. We focus on the problem of selecting the right subset of colorants.

Keywords

Linear programming, Paint mixing, Kubelka-Munk model, Greedy algorithm.

1 Introduction

Consider the following problem. A car enters a garage for repair. The paint layer of the car has
been damaged. We want to repair the damage without completely repainting the whole car. To
remove every trace of damage, we will locally apply paint of a color very similar to the color of the
paint that is already on the car. The problem is, where do we get paint of the right color? Usually,
such paint will not be available ready-made. We need to create it ourselves by the familiar process
of mixing colorants.

In the next section we describe a simple model due to Kubelka and Munk that allows us to
predict the color of a mixture of colorants, given a recipe specifying that colorant i is used in
relative proportion Ci.

Using this model it is possible, given a target color and a set of colorants, to compute a recipe
that produces a best approximation to the target color.

This seems to solve our initial problem completely (assuming that the Kubelka-Munk model is
accurate), but there is a catch. For several reasons, we do not want to use too many colorants in
a recipe, not more than k say, whereas there are many more colorants available, say n. We need
to select, given our target color, a good set of k colorants to use in our recipe. In fact, we are
interested in a couple of k-sets that produce a good approximation to the target color.

Of course, we could compute a recipe for each k-set of colorants, and then decide which k
sets produce the best approximations to our target color. Since computing one recipe is already
nontrivial, and n over k will be an exceedingly large number, this takes too much time. Moreover,
many of the k-sets will only produce very poor approximations to the target color (k shades of
blue will never make a good red), and it seems wasteful to precisely compute many recipes when
only a few good ones are needed.

In this paper, we will explain an approach that could be used to wield out bad k-sets without
computing many recipes.

2 The Kubelka-Munk model

For a given painted surface and a wavelength >., the reflectance R(>') is defined as the proportion
of light of wavelength>' that is reflected by the paint layer. The color of the surface is determined
by the reflectance values of light in the visible spectrum.

Colorants have two parameters, the absorption K(>.), and the scattering S(>'), both depending
on the wavelength >.. We may assume that we know both parameters for each of our colorants.
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The Kabulka-Munk model predicts that a completely hiding paint layer will satisfy the following
relation between the reflectance and the parameters of the colorant, for each wavelength >.:

K(>')
S(>')

(1 - R(>') )2
2R(>')

(1)

Moreover, when we mix colorants 1, ... , k in relative proportions Ci (so E i Ci = 1 and Ci ~ 0)
we have

(2)

and

(3)

(4)

where K i ,Si are the coefficients of colorant i and K, S are the coefficients of the mixture.
In practice, we consider only a finite number of frequencies >'1, ... , >'1 adequately representing

the visible spectrum. That is, we measure the reflectance values Rt(>'l),'" ,Rt(>'z) of our target
color. A mixture of colorants is considered a very good approximation if it has the same reflectance
values at wavelength >'1, ... ,>'1' Let us say that a set of colorants I is very good if there is a recipe
using only colorants in I that gives a very good approximation of the target color.

From (1) - (3) we derive that a set I is very good if and only if there exist Ci ~ 0 such that:

EiElCiKi(>'j) = (1-R t (>'j))2,j=1, ... ,l.
EiEI CiSi(>'j) 2Rt (>'j)

Since the human eye does not perceive color with the precision of a spectrometer, a 'very good'
set of colorants is in fact more than we need. But let us concentrate on very good sets of colorants
for now.

3 A geometrical view

Rewriting (4) we obtain the following. The set I is very good if there exist Ci ~ 0 such that

(5)

(6)

where the Wi are vectors in IRI whose j-th coordinate is defined by

._ (1 - Rt (>'j))2
(Wi)j .- Ki(>'j) - 2R

t
(>'j) Si(>'j).

Note that the vector Wi is completely determined by the parameters of the colorant i and the
reflection values of the target color.

Equation 5 has a simple geometric interpretation: it states that I is a very good set if and only
if the origin is in the convex hull of {Wi liE I}.

Now remember that our goal is to limit the size of the set of colorants used in the recipe, Le.
limit the cardinality of I by k. So when we look for very good sets of colorants, we are faced with
the following geometrical problem:

Given a set of vectors in IRI
, select a subset of at most k vectors whose convex hull

contains the origin.

If the vectors W1, •.• ,Wn are in general position, a subset of these vectors containing the origin
in its convex hull will have at least 1+ 1 elements. In other words, there are no very good sets of
cardinality :S l. This is a problem, since k is usually less than 1in our application, and there is no
reason why the vectors shouldn't be in general position.

It is time to use the fact that the human eye can be fooled, and determine when a set of
colorants is good enough.
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4 The eye

On the retina of the human eye there are light sensors of three types, each type maximally sensitive
to light of a distinct wavelength. Light entering the eye will stimulate sensor of type t (t = 1,2,3)
proportional to

Zt := L A(Aj )ajt
j

(7)

where A(A) is the absolute intensity of light of wavelength Aj entering the eye and aj is the relative
sensitivity of type t to light of wavelength Aj. The vector z:= (Zl,Z2,Z3) is all the information
the brain gets from the entering light: thus our color sense is essentially 3-dimensional, and there
is a linear map Z : (A(Aj))j ~ z.

For any fixed z, the eye is unable to distinguish between any two kinds of light with absolute
intensity vectors in Z-l (z).

The color of light emitting from a painted surface depends on both the reflection values R(A)
of the paint layer and the environmental light illuminating the surface. By definition of R, we
have Aout(Aj) = R(Aj)Ain(Aj) for each wavelength Aj. So given a certain kind of environmental
light e, we have a linear map Ye : (R(Aj))j ~ (Aout(Aj)}j. This somewhat enhances the ability
of the eye to distinguish paint colors. Two paint layers, with reflection vectors rl, r2 can appear
to the eye to have the same color in one kind of environmental light (Z (Y1(rl)) = Z (Yi (r2))), but
can be seen to have a different color under another kind of light (Z(Y2(rl)) "# Z(12(r2)))' This
phenomenon is known as metamerism.

In practice, a car is not looked at under every possible kind of light, and this makes our job
somewhat easier. We may assume that the repaired car will only be scrutinized in a very limited
set of environments, say in daylight and in the light that is usually emitted by street lamps. This
means that if the paint layer on the car has reflection vector rt .- (Rt(Ad, ... ,Rt(AZ)), it is
satisfactory if we create paint with reflection vector r such that

(8)

and

Z(Ystreetlight(r)) = Z(Ystreetlight(rt)) (9)

This procuces a set R ~ fRz of reflection vectors that can be safely substituted for the target
reflection vector rt. The solution set of (8) is an affine subspace of fRz but note that reflection
values should be between 0 and 1. We may even want to restrict ourselves to R(Aj) between
Rt(Aj) ± 10. In any case, R will be a convex set.

We will say that set of colorants I is good enough if by mixing colorants from I we can create
paint with reflection vector r E R.

From the previous section it follows that I is good enough if and only if there is some reflection
vector r = (R(Ad, ... ,R(AZ)) E R such that

the origin lies in the convex hull of {wi liE I},

where

(10)

Thus Wi = wr' .

5 Two methods

5.1 The random hyperplane method

Consider a finite set of vectors U in fRz. It is clear that if U is strictly on one side of a (linear)
hyperplane H, then the convex hull of U does not contain the origin. From geometrical intuition
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it is also obvious (but not trivial to prove) that the converse holds: namely that if the convex hull
of U does not contain the origin, there is some hyperplane H having all of U strictly on one side.
Such is the content of Farkas' Lemma (see e.g. [2]):

Lemma 1 (Farkas) Given a finite set of vectors U ~ IR1 exactly one of the following statements
hold:

1. 0 lies in the convex hull of U, and

2. there is a vector d E IR1 such that (d, u) > 0 for all u E U.

By (.,.) we denote the inner product of two vectors.
This can be put to use for our problem in the following way.
Let us first consider 'very good' sets of colorants again. If we take an arbitrary vector d E IR1

,

and set Fd := {i I (d, Wi) > O}, then it follows from (the easy part of) Farkas' Lemma that any
set of colorants I with I ~ Fd will not be a very good set. The nontrivial part of Farkas' Lemma
shows that any set that is not 'very good' has a nonzero chance of being a subset of Fd . We may
rapidly construct a multitude of such 'forbidden' sets, by randomly choosing vectors d1 , • •• ,dN

from 8 1-
1 := {d E IR1 I Ildll = I}. Then we search for k-sets I that satisfy 1\ Fd. i= 0 for all

i = 1, ... ,N, and provided that N is big enough such an I will very likely be a very good set.
If we are interested in sets that are 'good enough', the problem becomes more subtle. Define

for each colorant i the set Wi := {wi IrE R} where R is the set of safe substitutes for the target
reflection vector rt of the previous section. Given any vector dE IR1

, we put

Fd := {i I min (d,w) > O}.
wEW.

(11)

Clearly, no subset of Fd will be good enough. It is not true anymore that any set that is not good
enough is eliminated this way. Still, we can construct many such forbidden sets Fd each time
killing many candidate k-sets of colorants.

The minimization problem minwEw.(d,w) is hard in general but

1. we may assume that R is a polytope, and

2. we can replace wi by its linear approximation around wr' provided that Ilr - rtll is small,

yielding a polytope Wi approximating Wi. We can either solve the minimization problems
minwEw•(w, d) for each d or compute the vertices Vi of Wi in advance, and use the fact that
minwEw•(w, d) = minvEv; (v, d) for every d.

A faster, but more crude method is to replace the condition

min (d,w) > 0
wEW.

in (11) by (d, Wi) > € for some strategically chosen € > O. Thus we use the unquantified notion
that we can still displace the vectors Wi, but only a little. If a set of vectors is far on one side of
a linear hyperplane, the chances that a small displacement of these vectors has the origin in its
convex hull become very thin.

When a suitable collection of forbidden sets F1 , ••. , FN has been constructed, it remains to
find sets I such that I ~ Fi for all i. Equivalently, we want an I such that I n Fi i= 0 for all
i, where U denotes the complement of a set. This is known in the literature as a set covering
problem: the set I needs to 'cover' each Fi .

Although there is no direct relation to the current problem, the approach described in this
section was inspired by the method described in [1].
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5.2 The greedy algorithm method

The greedy algorithm is a very general method to pick a good k-subset lout of an n-set C. To
apply the greedy algorithm we need a measure f of how good a subset is. For the moment we will
not specify this function, we only remark that it acts on all subsets of C and its image is a real
value. Applied to our problem, this algorithm looks like this:

1. I ~ 0; c~ O.

2. choose i E C such that f (I U {i}) is maximal

3. I~IU{i};c~c+l

4. IF c = k THEN RETURN(I)

5. goto 2.

In step 2 we intentionally do not specify that i ¢ I. In that way I is increased with some element
only when this results in an improvement.

The main advantage of this algorithm is that it runs very fast. The speed depends heavily
on how fast can we evaluate the function f. The drawback is that we may end with a far from
optimal subset I. We will start very well picking the first elements but the subsequent choices
made in step 2 can be very weak. One solution to this problem is to incorporate some flexibility
(an integer m will be the measure of flexibility). Now we give a second version of the greedy
algorithm with flexibility m:

1. It ~ 0; ... 1m ~ 0; c ~ 0

2. find m elements (iI, jl), ... , (im, jm) in C x {l, ... ,m} that take the m maximal values (in
order) of the function (i,j) - f(Ii U {j}) and such that for all 1 :::; s, t :::; m, Ii. U {js} =I
h U {it}.

4. IF c = k THEN RETURN(It, ... ,1m )

5. goto 2.

This method will approach the optimum as we increase m. It is also interesting to have more
than one set of colorants to mix, for example one set of colorants may be more stable under small
variations on the concentrations than others.

Now we will look at two different functions f or measures on how good a set of colorants is.
With them we will try to get as close as possible to a very good set of colorants and we will not
treat the more difficult problem of finding a good enough solution.

5.2.1 Minimum distance

Remember from section 3 the geometrical interpretation of equation (5): I is very good if the
origin is contained in the convex hull HI of {wili E I}. Also we remarked that this will not
happen in general, so our aim is that the convex hull is as close as possible to the origin. Thus
the Euclidean distance from the convex hull to the origin is the natural way to judge sets I:

f(I) = d(O, HI) = min{llwlll w E HI}. (12)

We describe how to calculate this with the following program. By VK, for any K C I, we mean
the affine space generated by {wihEK.

1. h ~ I; VI ~ 0; i ~ 1

2. Let 1rIi (Vi) be the orthogonal projection of Vi onto VIi'

9



3. IF exists Ji C Ii such that VIiVi is an hyperplane in Vi and separates {Wj}jEJi from 7l"I;(vi)
THEN goto 4
ELSE RETURN( Jd(Vl, V2P + ... + d(Vi-l, ViP)

5. goto 2.

5.2.2 Angle

Let us suppose for a moment that k = 2, this means that we have a collection of points {wihEC
and our aim is to pick two points Wit' Wi2 such that the interval between both almost contains the
origin. If this is the case then the angle wi-;5Wi2 should he very close to 7l". And it holds that the
angle wi-;5Wi2 is 7l" if and only if 0 is contained in the interval between Wil and Wi2' This suggests
that the angle might be a good measure. Unfortunately there are very particular cases where this
measure is bad. So we will hope that our set of points is general enough and believe that this
measure is good.

What happens if k > 2? We propose a generalization of angle, namely the solid angle: fraction
of the unit sphere overlapped by the cone with the origin as a vertex and generated by the convex
hull of our set of points. This number is not easy to calculate unless k S 3 (for k = 3 we have the
Gauss-Bonet formula), so the best way to approximate it is by a Montecarlo method. That is, we
select random unit vectors uniformly distributed and we count how many lie inside the cone. If
we do this for enough vectors we will get a good approximation of the solid angle. For k > 2 it
is still true that the solid angle of the cone with vertex 0 and generated by {Wi}iEI is 1/2 of the
unit sphere if and only if the convex hull of {wihEI contains the origin.

One further idea is to use as a measure the sum of the angles between all pairs of vectors in
{Wi}iEI. This works well only if k is small (say k S 6). For example for k = 3 the sum of the
angles of all pairs is 27l" if and only if the convex hull HI contains the origin. For k S 4 there is
still a maximum for the sum, in the case when this maximum is attained then the origin is in HI
but the reciprocal does not hold any more.

6 Conclusion

The methods presented in this paper were the result of a week-long brainstorming session. There
is nothing final about any of the algorithms we describe. Rather, we show that the hard problem
of selecting colorants has a geometrical interpretation that inspires a new kind of strategy to solve
the problem.
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On compact models for high-voltage MOS
devices

F.P.H. van Beckum, J. Boersma, L.C.G.J.M. Habets,
G. Meinsma, J. Molenaar, W.H.A. Schilders, A.A.F. van de Yen

Abstract

Fast evaluation of integrated circuits(ICs) requires the availability of so-called com
pact model.s, i.e. simple-to-evaluate relations between the voltages and the currents
in the IC-components. In this paper the compact model for a particular IC-part, the
LDMOS device, is studied. This model consists of coupled submodels, each of which
describes a separate part of the LDMOS device. The purpose of the present work is
the derivation of the submodel for the transition region of the LDMOS. As a prepa
ration a model for a neighbouring region, the drift region, is derived in full detail. It
is shown that the submodels for transition and drift regions are very similar, although
the transition region seems to be more intricate as far as its geometry is concerned.
The general form of the transition region model needs evaluation of an integral. The
expression can be reduced to an algebraic one if the voltages applied to the boundaries
do not differ much. This insight may enhance the evaluation speed considerably.

Keywords

Transistor, Integrated circuits, High-voltage LDMOS device, Compact Model, Tran
sition Region, Drift Region, Thin-layer Approximation, Depletion Layer

1 Introduction

An integrated circuit (IC) consists of many thousands of semiconductor devices (transistors).
In practice, there is an urgent need for mathematical models of transistors, since such
models allow to simulate the behavior of an IC. The physics underlying a semiconductor is
reasonably well understood, so finite-element methods may be formulated that in principle
may be used for simulation. Finite-element methods, however, require a lot of computing
time and memory, and for a full IC with its many transistors a finite-element model per
separate transistor is therefore not manageable. Instead we would like to have a compact
model for a transistor with the following properties:

• the model provides a simple-to-evaluate relation between the voltages and currents
at designated places in the transistor;

• the model is scalable, that is, its physical parameters and geometry may be varied
such that a large class of transistors is described.

In the following section we describe the LDMOS (Lateral Double-Diffused Metal Oxide
Silicon) device, used for high voltages, in some detail and specify the parameters involved.
The overall model of the device will be a combination of models for various regions in the
device. We identify two such regions, the drift region and the transition region. In Section 3
we review a one-dimensional depletion layer model. This is a building block for a model for
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the drift region, which we consider in Section 4. Then, in Section 5 we take a closer look 
at the transition region, which is the region of main concern. In the process of modelling 
several simplifying assumptions are made along the way. The present work is not concerned 
with the investigation of the quality of the model developed for the transition region. 

Figure 1: An LDMOS device. 

2 An LDMOS device 

Figure 1 shows a cross-section of an LDMOS device. In the top part a strip of oxide separates 
two strips of metal called the source (on the left) and the drain (on the right). If we set a 
voltage Vd - Vs > 0 across the two metal strips electrons will move from source to drain, 
and hence, an electric current will flow from right to left. The current lines are depicted as 
dashed curves in Figure 1. The current flows in the white regions which contain silicon. In 
fact, all material below the strip of oxide is inhomogeneous silicon, where the inhomogeneity 
is due to a variable amount of doping. In Figure 1 the concentrations of doping are denoted 
by n- and n+ for n-doped material (n-material), and by p+ and p- for p-doped material 
(p-material). We come back to this point in more detail in Section 3. For the moment it is 
enough to know that a so-called depletion layer is formed at places where differently doped 
materials meet. In Figure 1 these are the dark grey layers. They act as barriers through 
which only a negligible amount of current can flow. There is also a depletion layer just 
below the strip of oxide. The size of the depletion layers depends on the voltages, so by 
changing the various voltages it is possible to shrink or enlarge the depletion layers, thereby 
modifying the shape of the channel through which current can flow. 

In the device we identify a drift region (a large region in the center of the device) and 
a tiny transition region (below the gate, see Figure 1). Their respective geometries differ a 
lot and as a result the models for them differ as well. 

For the physical background of the system under consideration we refer to references 
[1]-[4J. Throughout we make use of the so-called drift-diffusion model, which involves the 
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following equations:

E =
\7. J

J

0,

kTJLn\7n
'--"

diffusion term

+ qJLnnE,
'--"""
drift term

-\7(f.\7'ljJ) = p = q(p - n + D),

Here, E is the electric field intensity, 'ljJ is the potential, J is the current density, k is
Boltzmann's constant, T is the temperature (in Kelvin), JLn is the mobility of the electrons,
n is the free-electron concentration, q is the electron charge, and f. is the permittivity of the
material. The charge density, denoted by p, depends linearly on p, n, the concentrations of
holes and free electrons, and on the doping concentration D (for a p-material Nd = 0, so
D = -Na , whereas for an n-material N a = 0, and D = Nd. In the model it is assumed that
no recombination occurs; this is expressed by the equation \7 . J = O. Some typical values
and ranges of the physical quantities are listed in Table 1.

T ~ 300 K k = 1.38.10-23 J/K q = 1.602· 10-19 C

N a = 1014 em-3
ni = 1,45· 1010 em-3 (Silicium) Nd = 1016 em-3

/-tn = 1190 em2/(Vs) fox = 0.345 . 10-12 C/(Vcm) fsi = 1.036.10- 12 C/(Vcm)

Vd - V. = 12 or 60V "Vg - V. = 12 or 60V

Table 1: Typical values and ranges of the physical quantities.

x=O x--'

Figure 2: p-material meets n-material.

3 Depletion layers in doped material - one-dimensional
case

In this section we review what happens if differently doped materials are brought in contact
with each other. For simplicity we consider here the one-dimensional case of a p-material
in the region x < 0 and an n-material in the region x > 0; see Figure 2. The two materials
have opposite constant doping concentrations ±A, so that D = A sgn(x). We assume that
a voltage difference V is applied over the two materials joined together. At the right end
(x ---+ 00) the voltage is V, at the left end (x ---+ -00) the voltage is 0. Upon contact,
electrons move until after a short while a steady state is reached at which J = O. From the
drift-diffusion model we then infer that

(1)
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In our one-dimensional configuration where 'I/;(x) and n(x) only depend on x it follows
that n(x) = cexp [Pr'l/;(x)] for some constant c. In the steady state there is still a small
percentage of the electrons that moves freely. The concentration of these electrons is denoted
by ni and for silicon ni = 1.45.1010 cm-3 . This we can exploit for the determination of
c. For large positive x the voltage 'I/;(x) is nearly constant and close to V, hence, in the n
material we have n(x) = ni exp [Pr('I/;(x) - V)]. Similarly, for large negative x the voltage
'I/;(x) is nearly constant and close to O. Hence in the p-material, where q~ - q, we have
p(x) = ni exp [-*'1/;(x)]. Inserting this into the drift-diffusion model we are led to the
equation

-t:'I/;II(X)=p(X)=qni{exP[-k~'I/;(X)] -exP[k~('I/;(x)-V)] + ~sgn(x)}. (2)

As x ~ ±oo one has p ~ O. On neglecting exponentially small terms it follows that

kT (A)'1/;(-00) = --log - ,
q ni

kT (A)'1/;(+00) = V + -log - .
q ni

(3)

Next we multiply both sides of (2) by 'I/;'(x) and integrate with respect to x. As a result we
find

+qA'I/;(x) sgn(x) + C±, (4)

with integration constants C_ for x < 0, and C+ for x > O. These integration constants
are determined by evaluating (2) at x = ±oo, where 'I/;'(±oo) = O. By use of the values of
'I/;(±oo) found above, we obtain

C- = kTA (1 - log (~) ) , C+ = kTA (I-log (~)) - qAV (5)

For reasons of symmetry we expect that '1/;(0) = V/2. This value can be found from the
property that 'I/;'(x) is continuous at x = O. Indeed, continuity of the right-hand side of (4)
at x = 0 implies

-qA'I/;(O) + C_ = +qA'I/;(O) + C+ ,

so that '1/;(0) = (C_ - C+)/(2qA) = V/2. Figure 3 shows plots of the voltage 'I/;(x), the
electric field E(x), and the charge density p(x), as functions of x, for V = 0 and V = 10
and a doping concentration A = 1016 cm-3 . These plots are based on a numerical solution
of (4). Note the fairly abrupt transitions from a vanishing value to non-vanishing values
of the charge density p. The depletion layer is now defined as the interval [-I, I] outside of
which p(x) is effectively zero. The value of I may be determined by approximating p(x) by
a piecewise constant function of the form shown on the left of Figure 4. From (2) it follows
that p(O-) = -qA, p(O+) = +qA. Corresponding approximations for p and E by piecewise
linear and quadratic functions are obtained by integration, viz

E = r p(s) ds ,
i-oo t:

V r
'I/;(x) = "2 - i

o
E(s)ds.

Plots of these approximations are shown in Figure 4. The potential 'I/;(x) varies from
'1/;(-00) = V/2 - qAI2/(2t:) till '1/;(+00) = V/2 + qAI2/(2t:). Hence by comparison with the
values of 'I/;(±oo) found before, we have

qA. kT (A)_12 = '1/;(+00) - '1/;( -00) =V + 2-log - .
t: q ni
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Figure 3: Plots of '1/;, E and p across a depletion layer with V =O(top) and V = 10 (bottom).
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Figure 4: Figure 4: Plots of approximations of p(x), E(x), and 'I/;(x) across a depletion layer.

This relation leads to the following expression for the width of the depletion layer as a
function of the applied voltage:

i = Jq~ (V + '1/;0), '1/;0 := 2
kT

log (~) .
q ni

(7)

So far we considered the case of symmetric doping: Nd = N a = A. For general Nd and N a

the depletion layer is not symmetric although located around x = O. It can be shown that
the widths of the layers to the left and to the right of x = 0 are given by

in which

€ 2Nd
N N +N (V +'1/;0),q a a d

(8)

(9)

Finally, we consider a depletion layer from x = 0 till x = is, consisting of an n-material
only. In this case, it can be shown that

(10)

where Vo and V are the voltages at x = 0 and x -+ 00, respectively. For the derivation of
this expression we refer to the analogous derivation of the expression (32) of {)s in Section
5 ((28)-(31)).
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- X-t

Figure 5: The drift region.

4 The drift region

With the depletion model into effect we analyze the drift region. This is the n--doped region
Gd indicated in Figure 1 and described by Gd := {x, yl Xl < X < X3 , ls(x) < y < Te-it (x)}.
In Gd the current roughly flows in the horizontal direction, from right to left, which is taken
as the negative x-direction. The drift region is shown schematically in Figure 5; the four
constant voltages Vi along the boundaries are assumed to be known. The aim is to relate
the total current I (assumed to be constant), flowing from left to right through the drift
region, to the voltages Vi. As the name suggests, in this region the effect of drift is assumed
to outweigh the effect of diffusion. For the calculation of I we need the voltage V(x,y) in
the whole region depicted in Figure 5, so not only in Gd, but also in the metal and oxide
layers and in the three depletion layers (of widths is, it and 14). In these different regions
different asymptotics apply.
In the layers, a thin-layer-approximation may be applied, implying that the Laplace operator
6 V (x, y) in the layers reduces to

This can be seen as follows. Let l be a characteristic length parameter for the width of
the depletion layer and assume l « L = X3 - Xl. Scale the coordinates x and y such that
x = Lx, y = if). Then the Laplace operator for V can be written in terms of x and fJ as
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which explains the approximation used above.
The consequence is that, for fixed x, we may now consider V as a function of y only, and
that we may use here the results of the one-dimensional models derived in Section 3.

At both sides of the interface y = Te between the n--doped drift region and the p-
doped substrate a depletion layer will occur, the width of which is dependent on the voltage
drop over the interface. Now suppose Va > VI > V4 • Then the width of the depletion
layer near the right boundary x = X3 (the boundary with potential Va in Figure 5) is larger
than the width of the depletion layer near the left boundary x = Xl (the boundary with
potential VI in Figure 5). This will make the channel for the current narrowing towards
the right. Under the oxide a similar depletion layer is formed, which also contributes to the
reduction of the channel width towards the right. Consequently, the Ohmic resistance along
the channel depends on the coordinate x.

We see that the widths of the depletion layers change, but we now assume that they
change 'slowly', in so far that Il'(x)1 « 1, for all x E (Xl, X3). For a straight channel, the
voltage in the channel will be independent of y (Le. V =V(x), then). Hence, if we assume
that Il'(x)1 = 0(8), 0 < 8 « 1, then it is also reasonable to assume that

V(x, y) = V(x)(1 + 0(8», as (x,y) E Cd.

Thus, for small 8, we have for the voltage in the drift region Cd:

V(x, y) =V(x) + 8Vr (x, y) - V(x), for 8 - O. (11)

The widths of the two depletion layers in the drift region, denoted by ls and h, are
dependent on X; see Figure 5. In fact, the widths depend on X only via the voltage V in
the channel, which in its turn depends on x. Indeed, in the previous section we showed that
(see (8)

h(x) =

where

fsi 2Na ~
-N N N (V(x) - V4 +Wo) = ll(V(X»,
q d a + d

(12)

(13)

In a more or less analogous way, we can calculate ls(x). For this we start from (10). In
this expression, Vo is the voltage at X =0, which is built up from the prescribed voltage V2

and the potential jump Wox over the oxide layer, so

However, Wox also depends on ls, as can be shown as follows.
On the interface between the metal layer (conductor) and the oxide layer (dielectric) there
will be a surface charge density, say Q2. Moreover, let the total charge per unit of length
in the x-direction in the ls-depletion layer be Qs, so Qs = qNdls. Then, due to the global
charge neutrality, we have

(14)

The potential jump over the oxide layer, which has width Tox and permittivity fox, is

(15)
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where

lOox
Cox = -T. .

ox

Hence,

Substituting this result into (10)(with lO = lOsi), we obtain

l2 = 2lOsi (v _V _ qNd l )
s N 2 C s ,q d ox

resulting in the following expression for ls:

where

1/;. _ qlOsiNd
S1 - 2C2 .

ox

(16)

(17)

(18)

(19)

(20)

Let J(x) be the current density in the channel in the x-direction. By use of the drift
diffusion model with the diffusion term neglected, we find that the channel current density
at x is given by

(21)

(22)

The total current I(x) flowing through a cross-section of the channel at x is then given by

I
To-h(X)

I(x) = W J(x) dy
I. (x)

dV
-WqJLnNd[Te -lI(X) -ls(x)] dx (x) ,

where W is the width of the channel in the direction perpendicular to the x - y-plane. The
relation between I and V still depends on x. However, the channel current I is independent
of x, since there is no accumulation of charge. Therefore we have the obvious relation

•

(23)

The integrand is a known function of V, hence, the total current I may be calculated as a
function of VI and V3 : I = I (VI ,Va). To get some insight into the function I (VI, V3 ), we
expand it about the equilibrium point where all boundary voltages are the same: VI = 112 =
Va = 114. To that end we write

qNd(Te - [1 (V) - is (V)) = qNd(Te - [1 (V4)) - qNd([I (V) - [1 (V4)) - qNd[s(V)'
, " ''-v-'

; h~ hM
(24)
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(25)

By construction, both qs = 0 and qb = 0 if Vi = V2 = V3 = "4. Therefore around the
equilibrium point we have

WJ.L ivaI = - n (qi - qb(V) - qs(V)) dV
X3 - Xl Vl

V3 - VI
= + higher-order terms,

Ron

in which

(26)

may be interpreted as th'3 ohmic resistance near equilibrium.

Figure 6: The transition region

5 The transition region

The transition region is a small wedge-shaped region of about 2J.Lm x 2J.Lm below the gate, as
shown in Figure 1. In the transition region we use the polar coordinates r,8; see Figure 6.
The true transition region Gt (i.e. the white region in Figure 1) is surrounded by two
depletion layers, both of n-type. The first layer is connected to the oxide layer and runs
from 8 = 0 to 8 = 19 s (r); thus the thickness of the layer at radius r is r19s (r), which should
be compared to ls(x) for the drift region. The second layer runs from 8 = tr /2 - 191(r) to
8 = tr/2; here the width r19 l (r) is comparable to hex). To the left of this layer there is
a third layer, but now of p-type. This layer runs from 8 = tr/2 to 8 = tr/2 + 194 (r) with
width r194(r) comparable to l4(X). As before, in these depletion layers J = 0 and the charge
density is qNd in the 19s - and 19 l -layers and qNa in the 194 -layer.
The true transition region is given by

Gt = {r,81 rl < r < r3, 19s(r) < 8 < tr/2 -191(r)}.

In this region a current J runs mainly in radial direction and dependent on r, while the
charge density p vanishes, implying that .0.V = O. Here, V = V(r,8) is the voltage in Gt ,

which has prescribed values Vi and V3 at the boundaries r = rl and r = r3, respectively;
see Figure 6.
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The analysis of this wedge-shaped transition region is in main lines analogous to that
of the rectangular drift region. Firstly, in the depletion layers we may apply a thin-Iayer
approximation, stating that we may consider the voltage at fixed r as a function of 0 only,
resulting in the following equation for V:

1 82V(r,O)
r 2 802

p

Esi
(27)

In the first depletion layer this equation becomes

(28)

with the boundary conditions (V2 is again the voltage applied to the oxide layer)

(29)

where

and V(= V(r)) is the voltage in Gt .

The solution of this problem reads

The angular width {)s follows from the requirement

yielding

{)s(r) = ~J:~~ (Jv -V2 + ~i -~) = ~ ls(V) ,

with ~i as in (20).
It is now obvious that we can find {)l (r) in accordance with (12) and (13) as

()
1 Esi 2Na 1 A

{)l r = - -N N N (V(r) - V4 +1/Jo) = - h(V),
r q d a+ d r

(30)

(31)

(32)

(33)

Secondly, in the transition region Gt we assume that the voltage is independent of 0, so
that V = V(r). This assumption can be justified as follows. Since p = 0 in Gt , V satisfies
L:::.V = 0, and then it follows from a separation-of-variables argument that V is of the form

V(r,O) = ao + a1log(r) + L rn(en cos(nO) + dn sin(nO)).
nEZ

(34)

If the boundaries of the depletion layers would be perfectly straight (Le. {)s(r) = {)s and
{)l(r) = {)l), the boundary conditions for V would read: V(rl,O) = liJ.i V(r3,O) = Vs;
8V/80 = 0 for 0 = {)sand 0 = {)l. This would imply that en = dn = 0, for all n, so
V = V(r). Hence, when we assume that the boundaries of the depletion layers are 'slowly
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(35)

varying', it is allowed (in accordance with the approach for the drift region; compare to
(11)) to take

V(r,B) =V(r) + JVr(r,B) .

Thus, with V(rd = VI and V(rs) = V3 we obtain (up to 0(15))

V3-VI (r)V (r) = VI + I ( / ) log - .og r3 rl rl

Similar to (21) and (22), the current density and the total current through the channel in
the transition region are now given by (J = J(r)er)

and

I(r) W rlfr
-

iJt
(r) J(r) rdB

Io.(r)

= -Wq/lnNd [~-19I(r) -19s(r)] r~;r)

= -Wq/lnNd [~rdV(r) -ll(V4)dV(r)]
2 dr dr

+Wq/lnNd [ll(V) - ZI(V4)] d~;r)

+Wq/lnNd [Zs(V) d~;r)]

= -W/ln [qi(r) - (qb(V) +qs(V))~~]

where qb and qs are defined in (24), and qi is given by

[
11" A ] dV(r)

qi(r) = qNd "2r -It(\;4) ----a;:-'
while it follows from (33) that

Since there is no accumulation of charge we again argue that

1 l r3

I = -- I(r)dr
r3 - rl rt

(36)

(37)

(38)

(39)

(40)

= _ W/ln qNd(V3-VI) (3(11" ZI(V4))
r3 - rl logh/rd Jr1 "2 - -r- dr

W/l l V3
___n (qb(V) + qs(V)) dV .

r3 - rl Vi

Around the equilibrium point VI = V2 = V3 = V4, where qb = qs = 0, the total current is
given by

I = -~2 in fNiW) [1- ~fl(V4)IOg(r3/rd] (V3 - VI) + higher-order terms
og r3 rl 11" r3 - rl

V3-Vr .= A +hIgher-order terms (41)
Ron
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in which the ohmic resistance is given by

(42)

With this final result, the total current in the transition region is written in a form similar
to the one obtained in the drift region.

According to the numerical values of Table 1, and with r3 = 2f1-m, the second term
between the square brackets on the right-hand side of (41) is of the order of 10-1 . Hence, it
is less than 1, but not really negligible with respect to 1.

6 Concluding remarks

A high-voltage MOS(metal-oxide-silicon) device consists of several regions, such as the body
region, the drift region, and the transition region. A compact model for the device as a whole
requires coupling of the compact models for these separate regions. Up to now, one uses for
the transition region a model that has been developed for the drift region and is adapted to
the transition region via ad-hoc considerations. The main goal of the present project is the
derivation of a reliable compact model for the transition region from first principles. Since
the drift and transition regions have the same characteristics and differ mainly in geometry,
it is to be expected that many similarities exist between the corresponding models. That is
why the Study-group started with rederiving the drift region model in full detail, in order
to find which mechanisms are most important. For this, the basic principles described in
[1]-[4] formed the starting points.

An important ingredient of a compact model for the drift region is the thin-Iayer
approximation for the depletion layers. Another assumption is that the widths of these
layers vary rather slowly in the longitudinal direction of the channel. This implies that,
to lowest order, the voltage in the drift region is a function of the horizontal position only.
This approach resulted in the compact model embodied in expression (23), which relates the
current through the channel to the voltages applied at the boundaries. This model contains
an integral. If the boundary voltages are nearly equal, the model is described by expression
(25), which is algebraic and extremely simple to evaluate.

The derivation of the drift region model provided the insights for the derivation of the
transition region model. Here, polar coordinates (r, B) are used. It is shown that the voltage
in the transition region is a function of r only, if the form of the depletion layers is wedge-like
with straight boundaries, Le. B = constant along these boundaries. It is assumed that the
deviations from straight lines are small, so that, to lowest order, the B-dependence of the
voltage may be ignored. This allows for a derivation along the same lines as followed for
the drift region. The resulting compact model given in (40), relates the current through
the transition region to the voltages applied to the boundaries of this region. If the latter
voltages are nearly equal, the mod01 is described by (41). The latter algebraic expression,
which is very easy to evaluate, shows that, to lowest order, the current is given by Ohm's
law: it is proportional to the voltage difference V3 - VI over the transition channel, and the
resistance, given by (42), is a function of geometry and the other boundary voltages.

We conclude that both the drift and the transition regions of the MaS-device can be
adequately represented by compact models and these models are quite similar. The models,
derived above, are reliable as long as in the drift region the depletion layers vary slowly in
width, whereas in the transition region the boundaries of the depletion layers do not strongly
deviate from straight lines. If these conditions are not fulfilled, the present models could be
extended with correction terms.
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Modelling of n1.oisture induced warp in panels
containing wood fibres

D. Chandra, H.J.J. Gramberg, T. Ivashkova, W.R. Smith, A. Suryanto,
J.H.M. ten Thije Boonkkamp, T. Ulicevic and J.C.J. Verhoeven

Abstract

In this contribution the deformation of panels, used a.o. in furniture, is discussed in re
lation to the moisture content. It is shown how the variations in temperature, water and
resin concentrations during the pressing process of the panels can be modelled. The panel
deformation is modelled using linear elasticity theory. An explicit analytical expression for
the long term behaviour of the water concentration is presented.

Keywords

Panel deformation, Moisture content, Linear elasticity theory.

1 Introduction

Trespa International BV manufactures high quality panel material. This material consists of
polymerised resin reinforced with wood fibres or sulphate paper. These panels may deform due to
variations in moisture content and the motivation for this study is to obtain mathematical models
which help to explain this deformation.

The purpose of this report is to gain a better understanding of the behaviour of TRESPA panels.
The modelling concerns the three processes of resin curing during pressing, moisture movement
and panel deformation. These three processes depend on each other. The resin curing provides
the initial water concentration for the moisture movement model. The moisture distribution itself
is an input to the panel deformation model.

The contents will now be outlined. Section 2 describes two mathematical models for the resin
curing process. The first model was discussed in a previous study [3]. The second model describes
the temperature, concentration of the water and resin during pressing. In Section 3, the movement
of water is modelled by a linear diffusion equation. A numerical solution is included. Section 4
derives a new mathematical model for the panel deformation based on linear elasticity. After long
time periods the water concentration will be linear across the panel, an analytical solution for the
deformation is presented in this case.

2 A thermo-chemical model for resin curing

In this section we briefly describe two models for resin curing during the pressing of TRESPA
panels; a more elaborate description of the first model is given in [3]. During the manufacturing
of panels, sheets of resin impregnated paper enclosed by two layers of padded paper are pressed
together. A schematic, three-layer model of a panel is given in Figure 1. A panel thus has two
polsters of padded paper and a core consisting of impregnated paper. During the pressing of a
panel, high temperatures are applied at the boundaries z = -h and z = h of the panel, which
causes heating of the panel. This induces a polymerization reaction in the core. Heat is released
during the polymerization, which again leads to an increase of temperature in the panel. This
process continues until the chemicals in the core are depleted.
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2.1 One species model

The curing process can be described by the temperature T in the panel and the concentration C1

of chemicals involved in the polymerization reaction in the core. To keep the model feasible, we
make the following assumptions:

1. The materials are incompressible.

2. Resin curing is a first order reaction.

3. Diffusion of resin is negligible.

4. All variables only depend on the transverse space coordinate z.

The governing equations are now the following. In both polsters the heat equation holds, and in
our particular case is given by [2]

(1)

with p, cp and>.. the density, specific heat and thermal conductivity, respectively, of the polster
material. These variables are assumed to be constant. In the core, heat transport is coupled with
the polymerization reaction, and the governing equations read

8C1 = -kC
8t 1,

(2)

(3)

with t:1H and k the enthalpy of polymerization and the reaction rate, respectively. This reaction
rate is given by the Arrhenius expression

(4)

with A, Ea and R the pre-exponential factor, activation energy and gas constant, respectively.

Polster

Core

Polster

-h!
Zl

Z

Figure 1: Schematic representation of a three-layer TRESPA-panel.

The model (1)-(4) has to be completed with initial and boundary conditions and conditions at the
interfaces between core and polsters. As initial conditions, we choose a constant temperature T
and concentration C1• At the boundaries, the temperature is given as a function of time, Le.

T( -h, t) = T 1 (t), T(h, t) = T2 (t), t > O.
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Finally, at the interfaces we impose that both the temperature T as well as the heat flux >.J)T/8z
are continuous. This results in the conditions

T(z-, t) =T(z+, t), (6)

These conditions mean that there is no accumulation of heat at the interfaces.

As an example, we have computed a numerical solution of the system (1)-(4) using the finite
difference method. More specifically, we used central differences for space discretization and the
t9-method for time integration [1]. For more details, the reader is referred to [3]. In this example,
we have a constant initial temperature and concentration. Then, at t = 0, a high temperature
is applied at the boundaries of the panel. The evolution of the temperature and concentration
profiles is shown in Figure 2. Initially, the temperature increases due to conduction and heat
production and at the same time the concentration decreases. When the chemical species are
depleted, the temperature profile tends to the constant steady state.
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Figure 2: Temperature and concentration profiles in a TRESPA-panel.

2.2 Two species model

A slightly more sophisticated model for resin curing will now be introduced. The dependent
variables are the temperature T, the concentration of water C and the concentration of resin C1 •

There are now five layers in the model as shown in Figure 3. In the polster and metal regions, the
standard heat equation (1) applies. In the core, we have (2)-(3) and

(7)

where 'Y is a dimensionless number representing the rate at which moisture is produced relative to
the rate at which chemicals involved in the polymerization are reduced. The thermal conductivity
is now taken to be of the form

C 1 S; Ccrit.

C 1 > Ccrit.
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Figure 3: Schematic representation of a five-layer TRESPA-panel.

where Ccrit is an experimentally observed constant and the diffusivity of water is given by

D(T) = Bexp(-T*/T)

where B = 3 x 1O-5m2s-1 and T* = 5245K. The boundary conditions are (5) and the interface
conditions between the core and metal are given by (6) and

(8)

(9)

3 Moisture transport in panels

In this section we outline a model for the transport of moisture in a panel. A non-uniform water
distribution leads to non-uniform stresses in the panel, and this will lead to warping of the panel.
This will be described further in the next section.

For moisture transport in panels, we adopt a particularly simple model, viz: we consider the panel
as a single layer of material in which diffusion of water takes place. Further assumptions are:

1. Swelling or shrinkage in the transverse direction are negligible.

2. The material is homogeneous.

3. The concentration of water only depends on the transverse space coordinate z.

Under these assumptions, the diffusion of water in a panel is governed by the equation [4]

{)C = ~ (D{)C)
{)t {)z {)z'

with C the concentration of water and D the diffusion coefficient. The diffusion coefficient gener
ally depends on the temperature T, but in our model we assume it to be constant. A given initial
concentration Co(z) and Dirichlet boundary conditions complete the problem; we will not specify
these any further.

As an example we have computed a numerical solution of (9) using central differences for space
discretization and the 'I'}- method for time integration. The result is presented in Figure 4. This
figure typically shows the evolution of concentration profiles starting from a constant initial con
centration, when at t = 0 the boundaries are exposed to higher concentrations of water, due to
moisture in the environment.
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Figure 4: Water concentration profiles in a TRESPA-panel

4 Panel Deformation

In this section the warpage of Ttespa panels due to humidity effects is studied. We assume that
the Ttespa panel can be modelled as a beam. This model is derived under the assumption that
the material is linearly elastic [5J and that gravity is negligible.

We may assume that the centre of the beam is clamped due to symmetry considerations. The
coordinate system used is sketched in Figure 5. We define the displacement vector (ux , uz ) =

C = C(z)

x

z
j-----------!...---r-----...,- - Z = h

I"r---------''---,----------'- - z = -h
I
I

x=L

Figure 5: The geometry of the beam model.

(lOa)

(u, w). There are five unknowns in the warpage problem, namely the stresses in the x and z
direction, txx , txz and tzz , and the displacements u and w. Therefore, we need five equations to
determine these variables.

First of all, conservation of momentum yields

8t",,,, + 8txz = 0,
8x 8z
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(lOb)8tu 8tzz _ 0
8x + 8z - .

To close the system we need three additional equations, which follow from the constitutive be
haviour of the material. We define the deformation tensor as follows

i,j == x, z. (11)

The deformation tensor is assumed to be split up into a part which represents the deformation
caused by elastic effects and a part that represents the deformation caused by expansion of the
material due to swelling:

_ (el) (sw)
eij - eij + eij . (12)

In our model, we assume that the deformation of the panel due to humidity is linearly dependent on
the concentration of moisture inside the material. Experiments carried out by Trespa International
B.V. support this assumption. This leads to the the following set of equations for e~;W)

e(SW) == a Cxx x,

e(SW) = 0xz ,

e(SW) == a Czz z,

(13a)

(13b)

(13c)

(14)

(15a)

where ax and a z represent the swelling in the x and the z direction, respectively. We note that
this model is analogous to thermoelasticity except that in this case the strain due to moisture is
anisotropic.

Because the deformations are small, we assume the material to be linearly elastic. Also we take
the material to be homogeneous and isotropic with respect to elastic deformations. Therefore, we
can use Hooke's law which relates the deformations to the stresses tij. This gives

(el) _ 1 + v v
eij - ---e-tij - E6ijtkk'

where E is the elasticity modulus and v is Poisson's ratio. Substituting Eqs. (13) and (14) into
Eq. (12) yields the following set of equations for the total deformations in the plate

l+v v
exx == ---e-txx - E (txx + t zz ) + axC,

(15b)

(15c)
l+v v

ezz = ---e-tzz - E (txx + t zz ) + azC.

Combining Eqs. (11) and (15) leads to the following set of equations which relate the stresses tij
to the displacements u and w,

(16a)

(16b)
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(16c)

(18a)

E (8W 8u )tzz = 1 _ y 2 8z + y 8x - (Q'z + YQ'z)C .

Together with (10), this yields a coupled set of five first order linear partial differential equations.
To complete this set of partial differential equations, we still need to derive boundary conditions.
The boundary conditions are given by the following

tzz = t zz = 0, on z=±h, (17a)

tzz = tzz = 0, on x= L, (17h)

8,v
(17c)u= - =0, on x = 0.

8x

Here, Eqs. (17a) and (17b) are stress free boundary conditions and Eq. (17c) represents the clamped
end.

Since the aspect ratio is small, we try to find a solution by assuming that the normal stress
component in the z-direction, tzz , is negligible. With this assumption, it follows from (10), (17a)
and (17b) that also t zz and tzz vanish everywhere. Using this, (16) gives us

8u
8x = Q'zC,

Using C = C(z), we obtain from Eqs. (18a) and (18c)

u =Q'zC(z)x + g(z),

z

W = Q'z JCW~ + lex).

(18h)

(18c)

(19a)

(19b)

The boundary condition on u in Eq.(17c) gives us g(z) == 0. Substituting Eqs. (19a) and (19b)
into Eq. (18b) gives us

Q'zC'(z)x + l'(x) = 0, (20)

(21)

everywhere. This tells us that C has to he linear, Le. C(z) = Ai + A2 z. This corresponds to the
moisture profile after the panel has heen exposed to a different concentrations on either face for
long time periods, see Section 3. Using this, we can solve Eq. (20) for h, yielding

1
lex) = -2Q'zA2x2 + D,

where D is a constant representing translation. Taking D = °we end up with the following
expressions for the displacements

(22a)

(22h)
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Note that the second boundary condition in Eq. (17c) is satisfied. We note that the equations
in this section are linear and w is only specified in terms of its derivatives, therefore the solution
(22a)-(22b) is unique up to a translation in w. The centre line z = 0 is approximately a circular
arc with radius given by 1/ux A2 •

For a plate with a thickness of 1cm, and a length of 2m, the results are shown in Figure 6. We
have taken the following uxC(z) = 0.002 * (h + z) m- I and uzC(z) = 0.03 * (h + z) m- I where h
is half the thickness of the plate.

The solution (22a)-(22b) only allows us to deal with the concentration of water as a linear
function of z. One possible technique for dealing with a general form for the concentration of
water is asymptotics. An analysis was undertaken with the small parameter being the square of
the aspect ratio. There is a boundary layer at the edge of the beam (x = L). The displacements
were not determined at leading order in the outer expansion. FUrther research is required.
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Figure 6: The warpage of a panel due to an asymmetric moisture content.
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Windtunnel model position and orientation

R. Stoffer, C. Stalk, S.W. Rienstra, J.K.M. Jansen

Abstract

In this contribution the determination of the position of moving and deforming objects in
windtunnels from CCD camera information is studied. An analytical approach is discussed
which solves the problem directly from manipulating nonlinear dif.tance formulae. Also a
least-squares approach is given, which is most convenient to implement from a numerical
point of view.

Keywords

Windtunnel, CCD-camera, Position data-analysis.

1 Introduction

An object, e.g. an aircraft, is placed in a wind tunnel on supports. When there is no air flow in
the tunnel, its position and orientation are well-defined. However, aerodynamic forces due to the
flow of air through the tunnel may cause rotations or translations of the aircraft. In addition, the
object is not completely rigid, but it may deform, e.g. its wings may bend up and down or twist.
In order to be able to process the pressure and velocity data, one needs to know the position
and orientation of the object as accurately as possible. For this purpose, a black and white CCD
camera is available.

For the determination of the position and orientation of the object, well-defined reference points
on the object are necessary. One might think of wing tips and the tail of an aircraft. However,
we will assume that markers have been placed on the object, whose three-dimensional position
on the model is known. We will also assume that we know which marker on the camera picture
corresponds to which marker on the object. In this paper, we will describe two ways to determine
the position and orientation of the model: an analytical method and a numerical least-squares
approximation. Also we make some remarks about related questions.

2 Problem definition

A camera is placed at the origin. Its viewing direction is the po~itive y axis. All coordinates
are made dimensionless on the coordinate of the camera plane. The object in the wind tunnel
is rotated and translated. So, a 3-dimensional point in the model reference frame is first rotated
along the angles a,f3 and w, also known as pitch, yaw and roll which correspond to rotations
along the y, z, x axes, respectively. It is then translated by the vector t = (Xt, Yt, Zt). The total
transformation from a vector V O in object space to V C in camera space thus becomes

(1)
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where the R-matrices [1] are rotation matrices for the angles a, (3, w, given by

CO~o) 0 -,m(o»)
RQ; = 1 o ,

sin(a) 0 cos(a)

CO,(PI - sin((3)

~) ,Rf3 = sin((3) cos(a)
0 0

G
0

-'i~(W)) .Rw = cos(w) (2)
sinew) cos(w)

A point yC = (x, y, z) is projected on the y = 1 plane (equivalent to the camera space) according
to

x zyP = P(yC) = (p,q) = (_,_),
y y

so the total projection operator becomes

(3)

(4)

A picture of the different types of coordinates is given in Figure 1. For a set of points on the same

Figure 1: The different coordinates

object the angles a, (3, wand the translation vector t are the same (if the body is undeformed)
or strictly related (if the body is allowed to deform in a particular way). Therefore, a, (3, wand t
can be found from the projection information of a large enough number of points.

3 Analytical approach

The total number of unknowns is 6, so a measurement of the three points (PI, ql), (P2, q2) and
(P3, q3) should give a solution. However, this solution should be real and unique. We will investi
gate whether such a solution exists.
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Since nothing is known a priori about the position and orientation of the object, the only
information about the points is the distance between them in object space. Since the rotation and
translation transformations are unitary, these distances remain the same in camera space. So we
will use the distances to determine the 3-dimensional position of the points in camera space, after
which the rotation and translation parameters can easily be deduced.

From the observation of the position (Pi, qi) on the camera of a point, it is clear that, in camera
space, the point must lie on a line parameterised by Yi

For convenience, we will introduce the dimensionless parameters A and I-"

(5)

\ ._ Y2
A.- ,

Y1
._ Y31-".--.

Y1
(6)

Then the distances between the points can be expressed in Y1, A and I-"

d12 = Y1 J(P1 - AP2)2 + (1 - A)2 + (q1 - Aq2)2

d13 =Y1 J(P1 -I-"P3)2 + (1 -1-")2 + (q1 -l-"q3)2

d23 = Y1 J(AP2 -I-"P3)2 + (A _1-")2 + (Aq2 -l-"q3)2

By eliminating Y1 this can be reduced to the following two quadratic equations in A and I-"

P1P3 + q1q3 + 1 _ _ (p2 2 1) (-..!... -..!...)+ d2 I-" - 1 + q1 + . rJ} + d2
13 12 13

2 2 1 2 2 ( d2
)P2 + q2 + \2 P2P3 + q2q3 + 1 \ P3 + q3 + 1 1 23 2

12 A - 12 AI-" + 12 - -d2 I-" + ...
U23 U23 u23 13

(7)

(8)

(9)

These equations describe curves in the A-I-" plane. The shape of these curves depends on the
parameters: for a general quadratic equation of the form ax2 + bxy + cy2 + dx + ey = f, the sign
of the quantity D = b2 - 4ac determines whether the curve is hyperbolic, parabolic or elliptic
in nature. If D is positive, the curve is a hyperbola, if D is zero, it is a parabola and if D is
negative, the curve becomes an ellipse. It is clear that equation (8) always describes a hyperbola;
for equation (9), this depends on the parameters, although we can say with certainty that it will
be a hyperbola when d23 :::: d13 .

In general, these two equations (8) and (9) yield four (possibly degenerate) solutions. If there
are complex solutions, they will always be in pairs of complex conjugates, since all coefficients of
the equations are real. A real-world solution is real; there may be 0, 2 or 4 real solutions. This
means that the solution of this problem with three markers is not unique.

We will clarify this with an example: Take a triangle with its comer points at vf = (-1,4, -1), v~ =
(-1,4,1) and v3 = (1,4,0). These will project at vi = (-1/4,-1/4),v~ = (-i,i) and ~ =
(h 0). However, if v 3were located at (~~, ~~, 0), all sides of the triangle would still have the same
lengths and v~ would still be the same. These solutions are two of the four possible solutions with
this triangle and these projections.

In order to uniquely determine the solution, a fourth marker is necessary. Adding a fourth
marker results in an over-determined problem. In the absence of errors this uniquely fixes the
solution (when errors are present one has to minimize some measure of the total error, see the
next section). The fourth marker should not be on an edge of the original triangle; then, the
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same problems can occur. In nearly all other cases, the fourth marker uniquely determines the
solution. We will consider the following four markers in object space: vf = (-1,0.7, 0.3), v~ =
(0.5, -0.5, 0.6), v~ = (0,0.1,0.6) and v~ = (-1,0.3,1.0). They are rotated along a = -0.3, [3 = 0.2
and w = 0.5 and translated along (0,2,0) into camera space. Two triangles are constructed from
this; 61 consists of vf ,v~ and v~, and 62 consists of vy ,v~ and v~. The procedure described
above is applied to determine the curves described by equations (7) and (8) for each triangle. For
both triangles, the curves are hyperbolas. Figures 2 and 3 show the curves for respectively 61
and 62. Both triangles yield 2 solutions (cross-sections of the curves).

1.2

lr----~~----~- _

0.8

Il

0.6

0.4

0.2

00.82 0.84 0.86 0.88 0.9 0.92 0.94

Figure 2: Relevant portion of curves of 61

Triangle 61 yields real solutions at ('\, JL) = (0.86925,0.76122) and at (0.77882,0.98656); the
solutions for 62 are at ('\,JL) = (0.77882,1.13132) and (1.12031,0.52719). In both cases, ,\ is
defined as Y2/Y1, so the solutions for which ,\ is equal are the solutions in which the calculated v~

is at the same position in both triangles. The calculated v~ is also the same in both triangles.
When the positions of the markers in camera space are known, the corresponding rotation

matrix and translation can be easily calculated, and the rotation angles a, [3, wand the translation
vector t are equal to the real values (up to 10-8).

4 The method of least squares

The method of (nonlinear) least squares [2] can be used to reconstruct from observed data one or
more parameters, in particular when there is more data than parameters. Let F be a map that
maps the parameters (t, a, [3, w), and the marker positions in object coordinates Vi to the camera
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Figure 3: Relevant portion of curves of 6 2

(Pi,qi) = F(t,o:,[3,W;Vi) + error

:= P(t + RwRf3Rc,Vi) + error. (10)

Suppose there are k markers. Let the vector d = {(PI, qd, ... , (Pk, qk)} be the data. We now
try to find (t, 0:, [3, w) that minimize the squared error, i.e. the squared difference of observed and
modelled data given by

E((PI,ql), ... , (Pk,qk)jt,o:,[3,Wj VI, ... ,Vk)

k

:= ~)(Pi - p(t,0:,[3,w;Vi))2 + (qi - q(t,0:,[3,W;Vi))2].
k,l

(11)

Note that the least squares method treats all data on equal footing, unlike the method of the pre
vious section where we solved using three data points and then used the fourth point to determine
which of the solutions was the correct solution. Therefore the least squares method is probably a
better way of dealing with the data.

The method was invented by the famous German mathematician C.F. Gauss who used it to
do a geodesic survey with a large precision. He knew that doing just enough measurements would
result in an error that was far too large, so he had many measurements done and using the method
least squares the individual errors would average out.

In order to minimize this error function E, one selects a suitable starting point and follows
the "path of steepest descent" down to a minimum. In general such a function may have many
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Figure 4: The ratio of the errors depends on the view angle e.

minima, and this process will converge to a minimum that is close to the starting point. If we have
a good starting point it is a very efficient method. In our case we take many images per second,
and the parameters from the previous image will most likely be a good starting point. Therefore
we think it is very important to use the information from the previous image.

Using the mathematical theory one should investigate when the least squares method converges
to the correct minimum in a reasonable time. This depends on the behavior of the function E. It
is also possible to obtain an estimate for the errors in the resulting position and orientation. We
have not worked this out.

Using standard mathematical software such as Mathematica, Maple or Matlab it is not difficult
to implement the method. We used Mathematica to calculate a few examples. We first did
experiments with 3 markers. In this case the number of data equals the number of unknowns
(so this is not really least squares, but it is equation solving and the minimum value of the error
should be zero). We have seen above that there are in general four possible solutions in this case.
If these are well separated, and the starting point is sufficiently close to the correct solution then
the algorithm converges indeed to the correct solution. On the other hand, when the starting
point is too far away from the correct solution, we obtain a wrong answer. Also there were cases
where the convergence was relatively slow, which probably corresponded to either the situation of
two minima close to each other, or a degenerate minimum.

After that we did experiments with four markers, where the fourth marker was not in the plane
determined by the other three. In the examples we did, the algorithm converged to the correct
solution.

It is possible to estimate the error in the result due to error in the observed data, simply
by perturbing the correct data with some Gaussian error, and then comparing the parameters
obtained from this data with the correct parameters. In fact we may take a set of perturbed data,
and then look at the set of parameters that is obtained, and the shape of this set indicates what
directions are sensitive to errors.

We used this procedure to compare the error in the camera direction with the error in the
directions perpendicular to the camera direction. We expect that the ratio of error in camera
direction and perpendicular to it is approximately the tangent of the view angle e (see Figure 4)
To test this we put a triangle with coordinates (-1,0,0), (0, 0, 2), (1,0,0) at position (0,2,0) resp.
(0,20,0). The ecTOr clouds due to a Gaussian perturbation of the data with a = 0.02 resp.
a = 0.002 are given in Figure 5. In the first picture the ratio of errors in x, y coordinates is
approximately 1, in the second it is approximately 10, in both cases it is approximately 2 tan e.

5 Extensions of this work

When defining the problem above there are a number of aspects that we disregarded.
When the object is deformed it is not clear what should be called the position and orientation

of the object. This introduces an error. Also we may want to determine the amount of deformation
of the object. We suggest the following approach to this problem. The marker position in the
object frame will now depend on the deformation. We assume that the position of the marker can
be parametrized by some deformation parameter .x,
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Figure 5: Reconstructed x, y translation parameters with Gaussian errors in the data.

In general when several types of deformation are possible we need m parameters A = (AI, . .. ,Am).
Now the locations in the camera view depend also on the parameter A

Using the least squares algorithm we can also determine A. This idea has been tested using
our Mathematica notebook, in the situation of one point being displaced in z-direction. In the
examples with four marker points, one of which was displaced due to assumed deformation, the
displacement could be reconstructed, as long as it is not in camera direction (as one would expect).

Another problem is to match the observed markers with the markers on the object. This
is complicated by the fact that sometimes markers may be out of the view of the camera, for
instance because they are on the backside of the object or because they are hidden by an other
part of the object. In addition, there may be spurious or undetected markers. We suggest to
use the information of the previous image to solve this problem. From the previous image the
location of the different markers is approximately known, and from this information one can obtain
information about the matching of the markers. Also one can determine which markers are likely
to disappear out of the view.

6 Other suggestions

Finally we suggest a few things that could be important in extending this work. One possible
extension is the use of multiple cameras.

Secondly, we mention the detection of edges and corners. If that could be automated then
there would be no need to attach any markers to the object.

A third thing to do would be investigating the literature for results on similar problems. We
could think of geodesy, remote sensing, motion capturing.
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Abstract

In this contribution several caching strategies for the World Wide Web are studied. Special
attention is paid to the so-called proxy placement, i.e. placing of caches on carefully selected
nodes in the network near to the end users. Using both a deterministic and a stochastic
approach, algorithms are developed for calculating the allocation and sizes of caches with the
aim to enhance the performance of the network. Under the restriction of fixed budget it is
also indicated how both approaches can be combined.
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1 Introduction

The World Wide Web (WWW) has experienced continuous, exponential growth since its inception
in the beginning of the 90's. This has led to a considerable increase in the amount of traffic over
the internet. As a consequence, Web users nowadays can experience large waiting times (latencies)
due to network congestion and/or server overloading. Moreover, if current predictions concerning
usage of the Web come true, this performance issue will become even more important in the near
future.

A way to improve the performance of the Web is caching (as witnessed by for instance [2], [ll]).
Caching copies of popular objects closer to the user is an important way of improving the net
work's performance. Indeed, the two main potential benefits of caching are: reduction of latencies
experienced by the users, and saving of bandwidth, due to a decrease of network traffic. In order
to realize these potential benefits, at least two (related) problems have to be dealt with:

• how to operate a cache. There is a sizable literature devoted to caching strategies to improve
Web performance; see, for instance, [1] and [9] where algorithms generalizing the well-known
LRU algorithm are proposed.

• where to install cache. Different caching options are possible: on the one hand, objects
can be stored at the user's browser, which gives the possibility to make use of the user's
individual characteristics (client caching, see for instance [1] and [4]); on the other hand
objects can be stored in the cache of the Web server (see [8]). In between these options,
there is the option of using proxies, that is, to install specialized servers at various points
in the network (first proposed by [6]; see also [3]). Typically, such an approach is attractive
when an organization (like a company or a university) is responsible for (a part of) a network
([7]) .

This paper deals with the latter subject called proxy placement in [10]: given a network with
capacitated edges, external demand (request rates for objects and their sizes), costs for installing
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a proxy and a budget, we develop a heuristic method to decide where to install proxy caches in
the network and what the sizes of these caches should be. The heuristic attempts to minimize a
function of the waiting times in the network, for instance, the average waiting time. We assume
that only passive caching is used, i.e., features like pre-fetching and pre-loading are excluded.

The rest of this paper is organized as follows. Section 2 describes the problem and introduces some
terminology. In Section 3 we propose an algorithm that suggests a proxy placement to minimize
waiting times. Finally, Section 4 analyzes some stochastic aspects of the problem.

2 Problem description, notation and terminology

The input for our problem is as follows:

1. An infrastructure T = (V U {oo}, £) is a rooted tree (00 standing for the root), such that
the root has exactly one child. The root represents the outside world and the inner vertices
(elements of V) represent servers. The edges (elements of £) are directed in direction of the
root and represent connections between the servers. The relation "i' is a child of i" generates
a partial order =:;: ("descendant of") with top 00 (i.e. Vi E V : i =:;: (0).

Observe that the inner nodes are in I-I-correspondence with the edges, each inner node
being a child of another node via the corresponding edge. Let H denote the height of the
tree and M the maximal number of children per node. Typical values for Hand Mare 5
and 100 respectively.

2. The files 1, ... , N that are requested at the servers have sizes Sl, ... , S N, are located ouside
the infrastructure, and can be achieved only via the root.

3. Let Ai,j denote the frequency of requests for file j at (inner) node i (in terms of number of
requests per time unit). The following quantities are closely related to these frequencies: let

N

Ai := L Ai,j

j=l

denote the total frequency of requests at node i. Then

Ai,j
Pi,j:= Ai

denotes the relative frequency of the requests for file j at server i. That is, for every i the
function j I--t Pi,j is a discrete distribution, Ef=l Pi,j = 1.

The demand (data per time unit) generated by requests for file j at server i equals

The total demand caused at server i is given by

N N

K-i := L K-i,j = Ai LPi,jSj.

j=l j=l

4. Each edge e E £ has a capacity Ce 2: 0: the maximal flow (in terms of data per time unit)
through the edge.

5. The costs to place a proxy in a node i are a linear function of the size of the cache y. If a
denotes the fixed and b the variable costs, we can write the costs as

k(y) = { ~ + by
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6. We have a total budget B > 0 to purchase proxies.

It is important to realize that given this input, any decision concerning the location, size and
a local caching strategy for each proxy determines, in a unique fashion, flows in the network T
(assuming that requests are served from proxies "up the tree" or from 00 in case there are no
proxies up the tree that contain the specific request). We will use variables X e , e E E to denote
these flows. In particular, if no proxies at all are installed in T, one can compute that the edge
flows, denoted by x~ in this case, are equal to 2:il~i /'l,i' where i is the node directly under edge e.
Let us now explicitly describe the assumptions that we use in our model:

• as mentioned above, requests are served by the closest proxy up the tree that contains the
requested object. This assumption is reasonable in practice.

• in Section 3 we assume a static strategy as a local caching strategy, that is a set of files
is chosen to remain in the cache permanently. Obviously, this is a crude simplification
of reality, where LRU type of caching strategies are common. However, in this section
we are primarily interested in proxy placement and their corresponding sizes; the specific
local caching strategy is of minor importance in our setting which justifies this assumption.
Afterwards, in Section 4 the results are analysed on the base of a LRU caching strategy.

• to be able to compute a waiting time for each edge e E E (denoted by we), we rely on the
following relation between waiting time we> (given) capacity Ce and flow X e :

for some constant C.

• we assume that the objective function that we want to minimize, say h, can be expressed in
terms of the waiting times We' For example, suppose one would like to minimize the largest
waiting time experienced by some user in the network. This can be formulated as follows:
let P denote the set of all paths from 00 to any inner node, then the objective function is
given by

h =max z:= We'
pEP

eEp

Alternatively, the average waiting time in the tree over all possible paths can be formulated
as

1 1 1
jPf z:= z:= We = jPf z:= We I{p E Pie E p}1 = TVi z:= newe ,

pEP eEp eEl: eEl:

where ne is the number of nodes in the subtree under e.

Concluding, a solution to our problem specifies for each node in the tree whether or not a proxy
is installed, and, if so, it specifies its corresponding size. In addition, specific files are suggested to
be stored in each proxy. All this is done while attempting to minimize (a function of) the waiting
times.

3 The cache assignment

In this section we will consider the problem of determining the nodes in the tree where cache will
be assigned and the files which will be stored in these caches. The goal is to achieve a comfortable
situation for the users of the network. Due to the assumptions made in the previous section, the
quality of the solutions depends on the waiting times and, therefore, on the loads in the edges.

Our heuristic algorithm to solve the problem consists of 2 major steps that are performed iter
atively. In Step 1, we specify upper bounds U e on the loads for each e E E. Next, in Step 2 we
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(heuristically) decide whether a proxy placement exists such that X e ~ U e for each e E £, and such
that the total expenses remain within budget B. If the answer is yes, we update the upper bounds
U e in such a way that they correspond to a more comfortable situation and iterate, otherwise we
either stop, or relax the current upper bounds. Subsection 3.1 deals with Step 1 and the updating
of the upper bounds and Subsection 3.2 describes Step 2.

3.1 Step 1: computing and updating upper bounds U e

The basic structure of the algorithm is visualized in Figure 1. It consists of an initialization of the
bounds and a loop process in which the upper bounds are updated according to the the procedure
which will be explained in the next section. In the following some remarks how these steps may
be realized are given:

• To start, the algorithm needs an initial set of total edge flows for all edges. We propose
two ways to find this set of flows: when the instance under consideration corresponds to an
existing network, one can use the current situation as a starting point. More specifically,
the current proxy placement and the current flows can be used as input for the algorithm.
Another possible way to get an initial flow is as follows: specify a maximal waiting time for
each edge e E £: w;. Now We ~ w; is equivalent to

X e ~ (1- :J Ce =: U e •

The corresponding flows can be used as input for the algorithm.

• The upper bounds are updated to the current total edge flows and a factor times the gradient
of the objective function is subtracted. This means that the upper bound for each total edge
flow is reduced proportional to the rate of descent of the objective function with respect to
that total edge flow, which is symbolically denoted by Vh(x). This gradient is evaluated for
the current total edge flows. Notice that we rely here on the assumption that we are able to
compute this gradient (cf. the choices of h mentioned in Section 2).

• The question whether or not an allocation with x ~ u (for all components) exists, can be
answered by the "inner loop" which yields either the answer no or the answer yes and a set
of total edge flows x.

If the answer from Step 2 is negative then we go back a few steps in the algorithm and
decrease the upper bounds less than we did initially, or we have found a solution that we
consider satisfactory and stop.

If the answer from Step 2 is positive then the new set of total edge flows becomes the set of
upper bounds and the algorithm reiterates.

• The value of ao and the way a is decreased will have to be looked at using an implementation.
At this time we cannot say anything sane on these matters.

3.2 Step 2: proxy placement for given upper bounds U e

Given upper bounds U e , we determine whether we can find flows X e ~ U e by allocating a total
amount of cache of cost ~ B. We divide this problem into three subproblems:

PI) Determine in which nodes a proxy is installed;

P2) Determine how much cache is installed in these nodes;
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u =x; a = ao

u=u-aVh(x)

yes

Stop.

no

Decrease a.

Figure 1: Flowchart of the updating of the bounds.
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P3) Determine which files are stored in these proxies.

We solve these three subproblems by first considering PI, and next P2 and P3 simultaneously.
Notice that Step 2 either outputs "yes" with an accompanying flow x or "no" meaning: no flow x
with X e :::; U e with expenses:::; B is found.

3.2.1 Determine nodes in which a proxy is installed

In this subsection we describe an algorithm that determines in which nodes of T a proxy is
installed. In fact, this algorithm determines the minimal number of proxies and possible locations
for them that are necessary to achieve flows X e :::; U e by a straightforward "bottom up" search
in line~.r time. However, although our result is minimal in the mentioned sense, it may not be
optimal concerning the complete problem.

To describe the algorithm, first we need some additional notation: If U e is an upper bound we
impose on the flow X e then the overflow 0e with respect to x is defined as:

{
Xe - U e (xe > ue )

Oe = 0 (xe :::; u e )

If 0e > 0 we call e an overflow edge with respect to flow x.

The algorithm works as follows. Let eo be an overflow edge (oeo > 0) with respect to flow
X

O without any overflow edges below eo. Then we place a proxy in the corresponding node i o
and compute a new flow x, assuming xeo vanishes: the total request of the corresponding subtree
becomes zero ("complete caching"). Observe that the flow only changes in edges along the path
from i o to 00: for each of these edges e we set X e := X e - x~o' Next, we find a new overflow edge
with respect to this updated flow and repeat until no overflow edges exist in T.

Claim: Assuming the budget constraint is not violated, this algorithm determines a minimal
number of nodes where a proxy must be installed in order to be able to output "yes".

Argument: Consider an overflow edge e which has no overflow edge below it. Since the flow in
this edge has to be reduced to get a feasible solution, we have to place at least one proxy below e.
The maximal reduction of the load in e by placing proxies below e is equal to the current load of
e. However, since the placement of a proxy of arbitrary large size in the node corresponding to e
leads to this reduction, it will be optimal to place the proxy there. These observations imply that
for each overflow edge that has no overflow edge below it in T, a proxy must be installed at the
corresponding node. Moreover, it follows from our approach that the demand from nodes where
a proxy is placed vanishes. The proof of the claim now follows by induction. 0

Remarks:

• This algorithm determines the actual nodes where a proxy is located, which gives us a value
of the fixed costs of the cache assignment. Indeed, if this sum of fixed costs exceeds budget
B, we stop and output: no feasible solution found.

• Moreover, it gives lower bounds on the cache sizes. Indeed, putting file j of size s j in the
cache of node io decreases Xeo by

Sj L Ai,j,

relevant i~ io

which is a decrease of 'Xio,j := :Erelevant i~io Ai,j per unit cache. (Relevant i ~ i o means:
i below or equal to io such that there is no proxy in between i and io.) Let 'Tio be an
enumeration of the files j in order of decreasing 'Xio,j. Then the minimal needed cache size

equals :E~:~ STiO(k), where d is minimal such that :E~=1 'XiO,TiO(k)STiO(k) > 0eo' (Without
complete caching below i o more i may become relevant (probably depending on j), and one
easily verifies the minimal needed cache size in node io only increases.)
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• The given algorithm may be modified by assuming that the placement of a cache at a node
does not vanish the complete flow, but only a certain percentage x (this seems to be more
realistic). In this case we will loose the 'minimality property' but it may be easier to solve
Steps P2) and P3).

3.2.2 Determine the sizes of the proxies and the stored files

First, let us deal with the complexity of these subproblems.

Claim: Given the nodes where proxies are installed, computing the minimum total size necessary
to achieve X e :s U e is NP-hard.

Argument: We will prove the claim by a reduction from the partitioning problem. Let n numbers
ai, ... , an with 2::7=1 ai = 2b be given. The partition problem consist of answering the question
whether or not a partition of {l, ... ,n} into two subsets 81,82 with 2::iESl ai = 2::iEs2ai = b
exists. We may reduce an instance of the partition problem to the following cache assignment
problem: Given are n leaves 1, ... , n which are all connected to a source s and this source s is
connected to the root. Leave i requests only for a file Ii of size ai and source s has no request.
For the edge (s, 00) we define an upper bound U = b and all other edges have upper bounds which
are large enough. Furthermore, cache may only be installed at the source s. It is straightforward
to see that it is possible to achieve a feasible solution with a total amount of cache equals b if and
only if the partition problem has a feasible solution. 0

Thus, problem P2) is unlikely to be solvable exactly by a polynomial time algorithm.

In view of the result above, we will solve P2) & P3) simultaneously by a greedy heuristic. Generally
stated our heuristic works as follows. Put files in cache, one at a time, so as to maximize the relative
total overflow reduction in each step. Proceed greedily until the overflow on each edge in T is
reduced to O. This implies a cache size allocation. If this allocation has costs exceeding budget B
we return "no", otherwise we return "yes" with the corresponding flow x.

A more detailed description is as follows. Recall that an overflow edge is one with Oe > O. The
relative overflow reduction Tio,j is the total reduction of overflow caused by putting one unit size
of file j in the cache at node i o. This depends on both the frequency ~io,j of requests on file j that
arrive in node io, and the multiplicity {tio,j counting the number of overflow edges above node i o
up to the next proxy containing j. More precisely, putting file j (of size sj) in cache at node i o
reduces total overflow with Tio,j = {tio,j ~io,j.

Thus, in each step of the algorithm, the current situation is given by:

• The set of files cached per proxy so far;

• The set of overflow edges;

• The frequencies ~io,j of file j at node io:

~io,j := 2: Ai,j,

relevallt i ~ io

where for a fixed file j, the summation is over those nodes i below or equal to i o such that
j is not cached in between i and i o;

• The relative overflow reductions Tio,j of putting file j in the proxy at node io:

Now we can identify a node i and a file j for which Ti,j is maximal, store this file j in the cache
at node i and iterate.
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Finally, the amount of cache in each proxy i is computed as

Yi =
j cached in i

Observe that only here the file sizes come in. Finally, our algorithm returns the total costs

L k(Yi)'
proxies i

Of course, as the number N of files involved can be a fairly high number (depending upon the
specific situation) this algorithm should be carefully implemented. Let us now suggest an efficient
implementation of an updating step in the algorithm. Recall that J.lio,j is the number of overflow
edges in between node io and the first node above io where j is cached. We therefore consider two
files at node io equivalent if the first node on the path from io to the root, where these files are
cached, is the same. For each io, we order equivalence classes into lists according to decreasing
frequencies ~io,j. Note that (io-)equivalent files iI,h have the same multiplicity: J.lio,it = J.lio,h'

After we put file j in proxy at node io, the update procedure now consists of:

• Finding the right equivalence class for file j in nodes below node io;

• updating frequencies of j at certain nodes above io;

• in case for some original overflow edge e the overflow reduces to 0, changing the multiplicity
J.li,j on those equivalence classes to whose multiplicity e contributed before.

To illustrate the updating, we now provide an example.

Example: Suppose we have the following current situation in node E of the depicted infrastructure
of Fig. 2.

J.lE,j contributing overflow nearest proxy
j (in order of decreasing ~E,j)

edges containing j

4 A' (B') C' D' E' 00
permutation of l6j, ... ,lNj, say

, '" r101 (28) . r61 (23)· ...
2 D',E' C [1] (60) ,. [5] (50)
1 E' D [2] (100)
0 none E [4] (0) ,. [3] (0)

Then

r E,[lO] = 4 . 28 = 112,

rE,[l] = 2 . 60 = 120,

rE,[2] = 1 . 100 = 100 and

rE,[4] = O· 0 = 0,

so [1] is a candidate to be put in stack at node E. However, there may be a proxy io with even
bigger maximal rio ,j .

• Suppose i o = D has biggest maximal rio,j, viz. for j = [5](130) (with J.lD,[5] = 1, whence
rD,[5] = 130). Putting [5] in the proxy at D has the following effect on the lists in node E
(below i o = D), assuming - say - that A' and D' become overflow free:
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1 all [j] 1 00 "the outside world"

IIA
1

/

A':::-':::'I
.:::- B.:::,

.:::,
.:::-

• ~B

[1],[2],[5] c/ ~.
~~

1[2],[3]1 D •

7~
• •

/~
• E 1[3],[4]1

/:~
D F •

Figure 2: An infrastructure with original overflow edges A', B', C', D', E', F', current overflow
edges A',C',D',E',F', proxies installed in C,D,E,F, currently containing the depictured files
[j].

!lE,j
contributing overflow nearest proxy

j (in order of decreasing ).E,j)
edges containing j

2 (A'), (B'), C', (D'), E' 00 [10] (28) ; [6] (23) ; ...
1 (D'),E' C rl1 (60)
1 E' D [2] (100) ; [5] (50)

0 none E [41 (0) ; [31 (0)

• Suppose i o = F has biggest maximal rio,j, viz. for j = [10] (25) (with !IF,[lO] = 5, whence
rF,[lO] = 125). Putting [10] in the proxy at F has the following effect on the lists in node E
(above io = F), assuming - say - that A' and D' become overflow free:
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/lE,j
contributing overflow nearest proxy

j (in order of decreasing ).E,j)
edges containing j

2 (A'), (B'), C', (D'), E' 00 l6j (23) i ... i l10j (3) i ...

1 (D'),E' C [1] (60) i [5] (50)
1 E' D [2] (l00)
0 none E [4] (0) i [3] (0)

4 Stochastic Analysis

So far we analyzed the caching problem using deterministic methods. We tackled the question
where to cache specific files. In practice, however, no local caching strategy would cache specific
files. Instead, one often uses the so-called Least Recently Used (LRU) strategy, which operates as
follows:

• whenever a request arrives for a file that is not in cache, this file is cached,

• whenever the total size of the files in cache exceeds the cache capacity, the least recently
used files are dropped.

In the following subsections we present a stochastic analysis of the caching problem that takes into
account the LRU strategy. By this analysis we will estimate the expected loads on the edges of
the network that result from a given assignment of cache to the nodes. Thus, using these results
we may get a better view on the quality of the solutions achieved by the methods presented in the
previous section.

4.1 Problem Formulation

As in the deterministic analysis, we consider the web-caching problem on a infrastructure T =
(V, E) with node (vertex) set V and edge set E. We assume there is a fixed number N of files in
the network that can be requested by users, and associated with each node of the tree is a fixed
number of files that can be stored simultaneously in its cache. Note that, for convenience, we
neglect the fact that different files can have different sizes.

We are given the following parameters:

• Ai,j, the frequency of arrivals of external requests for file j at node i;

• Ai, total frequency of external request arrivals at node i (thus 2:f==1 Ai,j = Ai);

• Pi,j = S:;-, the probability that a request arriving at node i is for file j;

• M i , the number of files that can be simultaneously stored at node i.

The aim is to determine the expected load Xe on edge e, for all e E E when the LRU strategy is
used. This is done by calculations that start at the leaves of the tree and successively working
our way up to the root of the tree. For each node i, we first compute the total arrival rate ),i,j of
requests for file j at i, which also includes the requests received from all descendants of i. From
a Markov chain analysis we then obtain the total rate of requests leaving the node (which equals
the expected load of the edge incident on it in the direction of the root). In the next subsections
we shall illustrate the Markov chain analysis.
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4.2 Markov chain analysis for a single node

In this subsection we analyze the cache at a single node. From now on, we suppress the index i.
Thus requests for files arrive with rate>' and the probability that some request is for file j is Pi,
independent of all other requests. After a new request of a file, which is not in the cache, arrives
at a node, the file is placed in the cache and, simultaneously, the least recently used file is removed
from the cache. The state of the cache can be described by the files contained in the cache and
the order in which they have recently been used; thus the total number of different states is equal
to (~)M! = N(N -1) ... (N - M +1). Clearly, this process is a discrete-time Markov chain. The

stationary probability that file j is present in cache is denoted by p)M) .

A closed form expression for the limiting distribution of the Markov chain can be obtained by using
the fact that the LRU strategy for caching is closely related to the "move-to-the-front rule" , which
has extensively been studied in the context of selecting records from a computer file and taking
out books from a library shelf. For example, in [5], Hendricks considers the following problem.
A library contains N different books B 1 , ... , BN arranged on a single shelf, and regardless of the
arrangement of the books the probability of selecting Bi is Pi, where Pi (1 ~ j ~ N) are positive
numbers such that 'E~1 Pi = 1. Only one book is demanded each time and the book is returned
as the next book is borrowed. Upon return, a book is placed at the end of the shelf nearest to the
librarian's desk. What is the stationary distribution of the order of books on the shelf?

Let 7 = (iI, ... , jN) be a permutation of {1, ... , N}. The Markov chain has N! states, corre
sponding to the N! different permutations of the books. The state B(7) corresponds to the books
being arranged in the order, from left to right, Bit"'" BiN on the shelf. Let u be the equilibrium
probability of state B(7). Hendricks proved that

N N

U = II (Pin/ LPiJ.
n=l r=n

The shelf corresponds to the cache in our case, while books correspond to files. Hendricks'result
can be applied if we only take into consideration which books are in the first M positions and how
they are ordered. Let 1T = (i!, ... , j M) be an ordered M -tuple, whose entries are distinct members
of the set {l, ... , N}, and let v be the equilibrium probability of the corresponding state of our
Markov chain. Then

N N

V = L II (Pin / LPiJ,
(J' n=l r=n

where the summation is over all permutations (j = (jM +1, ... , j N) of the set {l, ... ,N} \ {i! , ... , j M }.

Unfortunately, the above closed-form expression is not likely to be useful in practice, since cal
culating its value involves a summation of (N - M)! terms. Typically N - M = n(N) (that is,
(N - M)/N is bounded below by a positive constant as N,M -t 00), and thus (N - M)! grows
exponentially in Nand M. This implies that evaluating the formula quickly becomes computa
tionally infeasible. Therefore, we propose the following approximation for p)M) :

(1)

where z solves the equation
N

M=N- L(1-PiY' (2)
i=l

Equation (2), which determines z, follows from summing equations (1) over all j and using the
fact that 'Ei p)M) = M, as in equilibrium the cache should be full. Furthermore, the number z
represents the expected number of steps required to pick M distinct files and hence 1 - (1 - Pi)Z
can be interpreted as the probability that file j has been selected during the z steps required to
form the current contents of the cache.
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4.3 Expected loads on the edges of the tree

Finally, we show how to calculate the expected loads on all the edges of the tree. For each node i
and each file j, let Pi,j = 5.i,jj5.i be the probability that a given request at node i (either external
or from one of the descendants of node i) is for file j. Clearly, if node i is a leaf of the tree then
PU = Pi,j for j = 1, ... , N. For each leaf i, we calculate p~J) = 1 - (1 - Pi,j)Zi, where Zi solves

M i = N - L:f=l (1 - Pi,jYo. The rate of requests leaving leaf i equals Ai = 5.i L:~l Pi,j (1 - p~J)),
and hence the rate of request arrivals for a node i at height 1 from the bottom is Ai + L:r A~,

where the sum is over all nodes r that are descendants of node i. We proceed recursively in the
manner described above to higher levels of the tree, until we reach the root. The rate of requests
leaving a node equals the expected load on the edge leaving the node towards the root.

5 Conclusion

In this paper we have considered the problem of placing proxies in a network to get a better
performance of the net. We have divided this problem into two subproblems: identify nodes
where proxies will be placed and determine the size of the proxies. To make the problems easier to
handle, first we have simplified the problems by neglecting the stochastic structure of the process
resulting from the caching strategies used in practice. Based on the assumption that fixed files
are placed in the proxies, we have developed algorithms to determine locations for and sizes of the
proxies.

Since the estimated quality of the resulting proxy placement is calculated using the deterministic
model, it may be not very realistic. To overcome this, in a second step we have presented a stochas
tic analysis for the commonly used LRU caching strategy to achieve a more realistic estimate of
the quality of the solutions. This analysis may be combined with the deterministic algorithms in
an iterative procedure: First, on the base of given bounds on the loads of the edges, calculate a
solution which in the deterministic model achieves these bounds on the loads. Afterwards, analyze
the solution using the stochastic method. Based on the outcome of this analysis, change the used
bounds on the loads and iterate the procedure.
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Displacement of a viscoplastic fluid in an inclined slot

B.W. van de Fliert and J .B. van den Berg

Abstract

The steady displacement of one viscoplastic fluid by another is studied in an inclined channel. The
aim is a prediction of the finger width from simple balance laws. It is argued that no accurate
prediction can be acquired from the far field velocity profiles only, but that instead a calculation
of the two-dimensional behaviour near the free interface is needed. It is suggested that the static
residual thickness can be determined from a minimization procedure for the dissipation in the system.

Keywords

Viscoplastic, Bingham fluids, Inclined channel, Drilling of oil wells

1 Introduction

The primary cementing operation for the drilling of oil wells consists of the following stages: first drill a
new part of the well, trip-out the drill pipe, trip-in the steel casing, pump spacer or lead and tail slurry
to displace the drilling mud upwards in an annulus and start again. For the study of the last stage,
the miscible displacements of viscoplastic fluids for the purpose of well cementing, a simplified model is
discussed of a two-dimensional channel with two Bingham fluids.

Known models for such a displacement of two fluids are based on lubrication type approximations
and eccentric annular Hele-Shaw cells, see the references in [2]. During the Study Group attempts have
been made (although unsuccessfully) to balance the effect of gravity, say the load of the displacer fluid c,
to the lubrication pressure in the thin residual layers, comparable to a lift, using lubrication arguments.
In the literature several lubrication scalings have been studied, which indicate that a valid approximation
can be made of the velocity field, but not of the yield surfaces. We will not present a discussion of the
usefulness of the lubrication models but only refer to the citations in [1],[2].

It seems important to investigate what happens on the gap scale, since numerical and analytical
studies indicate that while the front of the displacer fluid moves steadily down the slot, a uniform layer
of residual is left behind at the walls. The formation of these static residual layers is observed when the
yield stress of the displaced fluid is not exceeded at the walls of the channel. The aim of this study is to
predict the thickness of the static residual layers, preferably from a simple criterion and in an inclined
channel. In the vertical, symmetric case an accurate criterion for the layer thickness seems to be given by
a recirculation criterion. The first aim is therefore to understand the predictive value of the recirculation
criterion and to generalize the idea to the non-symmetric case. It is shown in this report why preventing
recirculation in the moving frame of reference gives a lower bound for the layer thickness. However, in
the case of buoyancy, direct numerical simulations indicate that the recirculation criterion is not accurate
and further investigations are required for the flow behaviour near the tip of the interface between the
two fluids.

We start in section 2 with a reprise of the rheological properties of the Bingham fluids, the intro
duction of the dimensionless numbers, and the steady velocity profiles in a channel. In sections 3 and 4
we discuss the recirculation criterion for a vertical and an inclined channel. When a steady numerical
calculation in a moving frame of reference is to be done, instead of solving the dynamic system, the
difficulty arises of the non-uniqueness of the steady interface between the two fluids (the displacement
front). The selection of the finger width and the residual layer thicknesses is likely to be found from a
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Figure 1: Bingham stress-strain plot and effective viscosity (J.L + If).

minimization criterion for the dissipation of energy. In section 5 we discuss the numerical approach using
a regularization of both the interface and the rheological properties.

2 Viscoplastic fluids

We will adopt the following notation for the viscoplastic Bingham fluids in a two-dimensional channel.
Suppose fluid m (mud) is being displaced and fluid c (cement slurry) is the displacer. Assuming

that both fluids are perfectly Bingham, but with different rheological parameters, the constitutive laws
with yield stress Ty and viscosity J.L (with different values for fluids m and c, in spatial domains Om and
Oc respectively) are given by:

i'(U) = 0 ~ T(U)::5 Ty

Tij(U) = (J.L +~) i'ij(U) ~ T(U) > Ty

where we have used the notation

(1)

( )

1/2

. OUi AUj . 1.2
lij = ax. + ax.' I(U) = 2L lij(U) , T(U) =

J t . .
t,J

To avoid viscous fingering the viscosity J.Lc of the displacer c is taken to be smaller than J.Lm of fluid
m; the static layers will typically occur when the yield stress Tc,Y of fluid c is smaller than that of m.

The equations of motion are made dimensionless relative to the mean displacement velocity Uo, the
density of the displaced fluid Pm, and the slot half-width D, which gives as dimensionless numbers: the
density ratio

Pc 1
r=-~ ,

Pm

the buoyancy parameter

b = (Pc - Pm) gD > 0
Pmug -,

and the plastic yield stresses and viscosities

fy il
Ty=--2'J.L= .

PmUo PmUOD

(These should be read with Tm,Y and Tc,Y, respectively J.Lm and J.Lc.)
Typically there will be an interface between the two fluids, as indicated in figure 2, that moves

steadily along the channel with some speed S. We change to a moving frame of reference in which the
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Figure 2: Steady interface between displacer c and displaced fluid m; symmetric and non-symmetric
front.

shape of the interface is fixed. We choose coordinates (x,y) with corresponding velocities (u,v), with x
in axial direction, the y-axis fixed by the tip of the displacement front, and with (3 E [-f, fJ denoting
the angle between the x-axis and the vertical, gravitational, direction. The channel thus gives a domain
n = (-L, L) x (-1,1), where the dimensionless length L is large (but finite), with n divided into fluid
domains ne and nm separated by an interface r. At one end of the channel (x = L) there is only the fluid
m, and at the other end (x = - L) there will be two static layers of fluid m at the walls of the channel,
say with thickness hu and hI, so that fluid c basically flows though a channel of width (2 - hu - hI).

Conservation of volume gives the propagation speed of the front and therefore the proper speed for
a moving frame of reference 8,

8 = 2
2 - (hu + hI)

The ratio of the (dimensionless) yield stress and the viscosity times the squared mean velocity is called
the Bingham number of the fluid, so for fluid m, Bm = Tm,y, and for fluid c, Be = T

c
,sy2 •

~m pc
In the moving frame of reference, the continuity and momentum equations read

with b = b(cos (3, sin (3), and in nm :

Boundary conditions are given by

V,u=o,

ru,Vu=-Vp+V'T-b,

u· Vu = - Vp + V . T.

u(x, :U) = -8, vex, ±1) = 0,

(3)

(4)

(5)

and at the interface r the conditions are given by continuity of the velocities and continuity of the normal
stresses.

2.1 Far field velocity profiles

The steady profile downstream, where only fluid m is found, is a plane Poiseuille flow of a Bingham fluid;
in a moving frame of reference with propagation speed 8 this is given by

{
Y':+2 - 8,

u(L,y) = uL(y) = _3_ (1- (IYI-Ym~2) _ 8
Ym +2 (l-Ym ) ,
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where Ym = {(~"')' Bm = T;;.Y and ~(B) is the only root of the parametric cubic equation

(7)

satisfying ~(B) > 1.
Upstream there is, besides the static layers of fluid m at the walls, a plane Poiseuille flow for fluid c,

{

Ye';2Yi - S,
_ _ _ 3 (Ivl-Ye)2

u( L, y) - u-dy) - Ye+2Yi (1 - (Yi-Ye)2) - S,
-S,

Iyl E [0, Ye )

Iyl E lYe, Ii)
Iyl E [Ii, 1]

(8)

(9)

where Ye = {(~e)' with ~ as defined in (7) for Be = ;:'82 ' The position of the interface, at Ii = 1 - h,
is assumed to be symmetric in (8); without this assumption, we can simply shift the velocity profile
u-dy) over a distance Ye = hl-;hu , to obtain two different interface positions at y = Yu (= 1 - hu ) and
at y = Yz (= 1 - hi)' We remark that due to the scaling, the far field velocity profiles are independent of
the buoyancy b (even though the stress and the front speed S are not). This implies that the position
of the finger of displacer fluid c (in the y-direction) is in a way independent of the buoyancy, or in other
words, the thickness of the residual layers of fluid m are to be determined solely by the dynamics around
the tip of the finger.

For the existence of the static residual layers, it is necessary that the shear stress at the wall of the
channel does not exceed the yield stress of fluid m. For example for the symmetric case, this translates
in a maximal value of the thickness, hmax , determined by the condition

Te y~(Be)
Tu'all = 'Yi + b(l - Yi) :S Tm,Y·

This means that hmax is defined by 1 - S~ax with Smax the velocity at which equality is attained in
(9), with both Be and Ii dependent on S. We see from this that the condition Te,Y > Tm,Y is indeed a
necessary condition to find a hmax > O.

3 Recirculation criterion

In this section we discuss the symmetric case, in a vertical channel.
Apart from the maximal layer thickness hmax , as determined by (9), another limit for the static layer

thickness can be found by looking at the velocities at the centerline at y = O. Since the mean velocity
upstream at x = -L is given by the speed S, or actually by 0 in the moving frame, the maximum
speed at y = 0 has to exceed this, so u-dO) > 0, and the velocity has to drop down to zero when we
are moving along the centerline towards the tip of the finger. Since the displacer fluid is pushing the
fluid m out of the channel, it can be expected that the maximum velocity will decrease further, so that
U-L(O) > 0 :::: udO). Here pushing is seen as a compressive stress, with Ux :S 0, while an increase in
velocity, U x :::: 0 would imply that the fluid m is pulling the displacer c out of the channel. The inequality
o:::: udO) predicts that there will be no recirculation downstream (in the moving frame) and translates
into a critical value of the layer thickness. This value for h at which 0 = udO) is denoted by hcire and
it gives a lower bound for the speed S; from (6),

3 1
S:::: 1/~(Bm)+2 (= I-heire = Scire)'

It is observed in numerical calculations of the displacement in a vertical channel, that hcire is in fact a
rather good predictor for the value of the actual thickness h, i.e. equality is nearly attained. How can
this be understood? Consider the situation when there is only a small compressive stress in fluid m,
which means that at the centerline y = 0 the total stress ITI is certainly smaller than Tm,Y. Along the
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Figure 3: Shear stress in the two Bingham fluids, upstream at x = - L.

centerline, where also the shear stress vanishes, this results in a rigid movement and the velocity has
to be equal to the velocity at the interface. It can thus be expected that when the yield stress of m is
sufficiently large, the recirculation criterion is very accurate. However, if the yield stress 'Tm,Y is close
to that of fluid c, it should be expected that the speed S is larger than the critical recirculation speed.
Indeed, since the interface causes a fully two-dimensional flow, there have to be compressive stresses 'Txx

and 'Tyy in fluid c, that exceed the yield stress 'Te,Y (since"y ¥- 0 but 'Txy = 0 along y = 0) and since the
normal stresses are continuous over the interface, they will exceed the yield stress of m and the velocity
decreases further along the centerline. Similarly, if the viscosity of m is relatively large, the stresses
near the tip will be big enough to "melt" the fluid m at the centerline, and the speed deviates from the
recirculation speed. These effects are not all that clear in the data in [2] where comparisons of hand
h cire are shown using variations in the rheological parameters (figures 15 and 16 in [2]). The argument
does give an idea, however, why the layer thickness decreases (with a decrease in S) with increasing yield
stress or decreasing viscosity of fluid m, as is observed in the numerical computations.

We remark that the value of hcire is fully determined by the far field conditions, which are inde
pendent of the buoyancy b. When looking at the data of the layer thickness for different values of the
buoyancy b, see figure 4 below for {3 = 0, we observe that the actual layer thickness is larger than pre
dicted by the recirculation criterion (as can be expected from the argument above), but furthermore that
it varies with b.

We expect that for larger values of b the recirculation criterion becomes more accurate (see also
figure 4 for (3 = 0). In figure 3 a plot of the shear stress is shown in the far field with residual layers.
The slope of the stress in the center part is given by the modified pressure Po = Po - b = 'Tc,ySe(Bc),

where Po denotes the pressure gradient in the channel that is applied to achieve a throughput of 2 (after
scaling). This means that in the static layers of fluid m, the slope of the shear stress is given by Po + b.
The maximal layer thickness hmax is determined by the shear stress at the wall, as given in (9). From
the figure we can conclude that when b is increased substantially, 'Twall will increase and h will need to
decrease, since a static layer can only exist if h does not exceed hmax ; but there is a lower bound for
h given by h circ . It is therefore expected that for large b, the front speed S will approach Scire' This
is related to the idea that if the material that is pushed away is very light (b large), then it is simply
pushed away without high stresses, which means that the yield stress is not exceeded at the centerline
in the light fluid, therefore, by the argument given above, S = Scire'

4 Inclined channel

When we consider the case of an inclined channel at angle {3, with buoyancy parameter b, the same
argument as before can be given for a lower bound of the front speed S. Suppose that the tip of
the finger (where the speed vanishes exactly) lies within the y-interval [-Ym , Ym ], where the fluid m
downstream behaves like a solid, then S ;::: Scire as before. Note that at any point on the interface away
from the tip, the velocity u will be smaller, so that when the tip does not lie within the solid-interval,
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the estimate will be less sharp.
It should be noted again that the recirculation criterion contains neither buoyancy or inclination

angle and indeed, the criterion does not give an accurate correspondence with numerical results in an
inclined channel. We use the numerical data provided in [2]. Some simple data fitting indicates that the
plots may be linear in sinfi and cosfi, but they are not linear in the buoyancy parameter b. The data
also seem to indicate that both the total finger width 2 - (hi + hu ) and the position of the centerline of
fluid c, (hi - hu )/2, are monotonic in the buoyancy b and the inclination angle fi.
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Figure 4: Thickness of the residual layer (hi - heire ) for inclination angle fi; the lower two figures show
the total layer thickness and the centerline position Ye'

Since the layer thicknesses, upper and lower, depend on the buoyancy and inclination angle, while
the volume conservation (2) and recirculation criterion do not, additional information should be gained
from the momentum equation. Unfortunately, the momentum equation cannot be integrated over the
far field profiles only, since most of the viscous dissipation occurs near the front of the interface. The
incompressibility of the two-dimensional material allows one to visualize the flow using the contourlines
of the Stokes streamfunction, defined by u = 'l/Jy, v = -'l/Jx' The fact that there is no recirculation in the
moving frame, implies that the contourlines of the streamfunction do not have large gradients, which can
be interpreted as a minimization of viscous dissipation.

If the inner product is taken of velocity u and (4) and (5), and integrated over n, ignoring inertia
effect for simplicity, we observe

1 -pu . n+ rT: V'u + r bv sin fi = O.
J80 Jo JOe

(10)

Here we have used that over the interface, the pressure, the normal stress and the velocities are continuous,
so that contributions from the two fluids balance:

i -pu·n= [(T.n).u=o,
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while at the outer boundaries the no-slip condition gives

r (T.n).U=O,
JaO

and, finally, using that the interface r is a streamline, which can been defined as the contour for 'lj; = 0,
we find that

1 /
0

y=Yo(x)
Dc bucos{3 = -L b'lj;cos{3]y=_Yo(x) dx = O.

Again using the no-slip condition at the channel walls, the first integral in (10) reduces to contributions
from the far field, at x = - L and x = L, where the pressure and velocity are known explicitly, given by
the Poiseuille flow in (6) and (8). Writing for the pressure gradient along the channel Po, we find that
near x = -L,

p(x,y) = -pox - bsin fJ(y -1 + hu ),

while towards x = L simply

p(x,y) = -pox.

This means that the first integral in (10) is given by 4poL + 2bsinfJ(1 - h,--:/,,). The third integral can
also be calculated using the expression for the pressure, using that

1 jYo /Yi h h
bvsin{3=- b'lj;sinfJ]:~~iY) dy= pyusinfJdy=2bsin{3 l~ u.

Dc -Yo -Y;

We thus conclude that the viscous dissipation is given by

fa T : \7u = -2 (2poL +bsin{3(l - hu )), (11)

where the last term can be written using S in (2). Observe that this last term does not depend on 2L,
the length of the channel under consideration, therefore this dissipation takes place in a localised region
near the tip of the finger. This dissipation can not be determined without explicit knowledge of the shape
of the free interface and the corresponding flow near this interface and therefore it cannot be expected
to supply a simple integral criterion for the flow characteristics. Both the interface and the stresses near
this interface need to be calculated in a dynamical simulation or other criteria have to be found from a
numerical calculation of the steady case.

Dynamical calculations have been done by Schlumberger previously [2], based on the dynamic prob
lem with fully two-dimensional displacement computations in a volume-of-fluid-method. Most of the
computations were done with rheological parameters: (b, Te,Y, Tm,Y, JLe, JLm) = (0,0.2,0.5,0.01,0.05)' and
(0,0.2,1.0,0.005,0.01), for which hcire = 0.13 and 0.04 respectively. The data shown in figure 4 below,
however, are from calculations in an inclined channel with hcire = 0.23. Steady calculations have not
been done, but we would like to make some remarks about the difficulties with such computations.

5 Numerical approach

It is shown in [1] that there does not exist a unique solution for the steady interface, in the sense that
given an interface, sufficiently smooth, a solution of the velocities or streamfunction can be found in
the two fluid domains Oe and Om. This implies that the selection of the interface is a dynamic effect
or that it is selected by a minimization principle, for instance by minimization of viscous dissipation.
The recirculation criterion and the contourplot of the streamfunction seem to indicate that the viscous

61



dissipation is a good selection criterion, but numerical calculations should substantiate or gainsay such
a claim.

The numerical approach is to do a regularized problem, without a sharp interface and by smoothing
out the rheological properties. The interface regularization can be done by modelling the displacement
as the advection of a passive scalar, say a concentration Cj this is achieved by replacing the kinematic
condition at the interface y = li(x, t) by the advection

ac ac ac
-+u-+v-=Oat ax ay

with C = 1 in f2c and C = 0 in f2m . This gives a diffuse region of intermediate concentration instead of
a sharp interface. The intermediate concentration values are only observed in a thin region determining
the smoothened interface; for any meshpoint in this region the concentration-dependent rheology can be
used, for example p(C) = C Pc + (1 - C)Pm.

The effect of the smooth interface is that the displacement is considered as a flow of only one
fluid, with different rheological properties at different positions. Another way to dismiss the interface
by considering the fluids to be effectively one fluid, is to fix the rheological parameters as a function of
position determined by the zero contourline of the previous iterate for the streamfunction 'l/J.

The effective viscosity of this fluid is regularized by using

with E: a fixed, small parameter, and all the other parameters depending on the concentration C or the
position.

In a streamfunction formulation, the steady problem is now reduced to a fourth order problem
in 'l/J, with only boundary conditions to be provided at the boundary of the specified domain f2 (so
without interface). The conditions at the channels walls are the no-slip conditions, u = -8, v = 0, and
at the in- and outlet the conditions are dictated by the far field velocity profiles. The only unknowns
in these conditions are the layer thicknesses hu and hi, which will be the parameters over which the
dissipation is minimized, for example in a steepest descent approach. In the streamfunction formulation,
the thicknesses are determined by the distance of the zero contourline from the wall; in the case where
the interface is regularised with a concentration C, the position of the interface should be found from
interpolation. We do not expect these steady calculations to be more cost efficient than the dynamic
problem, but it may provide insight in the selection of the front and the corresponding layers.
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Route information from a central route planner

G. Hek, G. Lunter, J.A.M. Schreuder, J. White

Abstract

We present a discussion of a problem posed by researchers of the company Ericsson,
namely, to estimate the fraction of the road users in a road network that must participate
in a central route planning scheme such that travel time predictions improve significantly. A
road user who participates is expected to inform the central route planner of his intentions
to travel from an origin to a destination and is expected to travel along the route advised by
the planner.

The aim of this work is to derive a measure of travel time performance depending on the
number of road users who are participating in the central route planner. The approach is
mainly of a statistical nature.

Keywords

Central route planner, Traffic flow estimation, Traffic flow control, Nash equilibrium.

1 Introduction

Ericsson is interested in developing a "central route planner". The function of a central route
planner (CRP) is to advise road drivers on journey routes. Specifically, before travelling from one
location to another, a driver uses the telephone to query the central route planner, which tells the
driver the fastest route to take, an estimated journey time and possibly other information such as
reliability estimates or worst-case scenarios. Ericsson must decide how the central route planner
will calculate the routes and times it distributes, and which of the various available sources of data
providing information on traffic flow they should use in making these calculations.

In particular, Ericsson would use historical data on traffic densities (possibly correlated with
variables such as the day of the week, season, and weather forecast). However, Ericsson has also
considered using the number of user queries themselves, for a given particular route, in addition
to this historical data. The traffic forecasts made by the central route planner may be improved
by doing this. Ericsson would like a measure of the "improvement" and wants to know how this
"improvement" would depend on the percentage of drivers using their service. Their main question
to us was: "How many user queries does Ericsson need to significantly improve upon the historical
data predictions?"

At the moment Ericsson knows very little about this type of problem, and wants some advice on
various issues. Perhaps not surprisingly, given the economic importance of efficient road networks
and the current traffic jam problems, behaviour of traffic on road networks has been studied
greatly. In section 2 we give a sketchy overview.

Ericsson's problem has many different aspects, some of which are discussed in section 4. Be
cause of this scope, solving Ericsson's problem in full generality proved impossible. To get any
where we had to make strong simplifications and restrictions, and ignore several important aspects
of the problem. The simplifications we chose to make are discussed at the start of section 5, and
the rest of that section is devoted to a statistical model of the relation between CRP users and
travel time.

One part of this model is a relation between number of drivers on the road, and average travel
time. In section 6 we use a simplified version of a traffic model we found in the literature to obtain
a reasonable-looking approximating formula.
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Figure 1: Smulders' function, relating density and equilibrium speed of traffic flow.

Section 7 gives concluding remarks. In our opinion, our analysis and the many different aspects
of the problem that cannot be influenced indicate that a large number of users is necessary to
significantly improve upon historical data predictions. We doubt whether such large numbers of
drivers will cooperate in a central route planner system, and we think that Ericsson's idea will
probably not be feasible.

2 Literature

The following is a selection of literature we used for this report. More references can be found in
e.g. [Smu96] and [RB94].

In [Pay71] a traffic flow model is developed, inspired by fluid dynamics. The starting point
is a set of partial differential equations. These equations are discretised, and terms are added to
model the tendency of drivers to look ahead, and to adapt their speed to other traffic.

In [Smu96] this model is further developed. The notion of "equilibrium speed" is introduced,
and a relation between traffic intensity (cars/km) and equilibrium speed is proposed. This speed,
as a function of intensity, is continuous and monotonically decreasing, with a sudden steep drop
at a critical density, marking the onset of traffic jams; see figure 1. This work also deals with
dynamically influencing traffic flows. The analysis concerns a single highway segment. Influencing
traffic flows is also studied in [dR94]. Methods for dynamic routing or dynamic traffic assignment,
as opposed to static traffic assignment throtlgh signposts, are discussed.

A system theory approach to route planning, using both deterministic and stochastic models,
can be found in [RB94]. The emphasis is more on the network, and less on modelling the traffic
flow on single road segments, for which rather crude models are used.

Currently in the Netherlands, enough real-time information on traffic densities is available
to make short-time density predictions feasible. A research group is using a model described in
[vS99a] of traffic on the Amsterdam ring, based on [Smu96] and ideas from dynamic game theory,
to predict densities a few hours in advance [vS99b]. These predictions may be used to drive an
electronic messaging system.

In [MieOO] the idea of combining a toll-system (rekeningrijden) and advance booking was
brought up. It contains elements of Ericsson's idea, and was investigated by the engineering
consultants Niema, who concluded that the idea could be a "worthwhile contribution" to solving
the traffic jam problem. Currently the idea is being discussed with several parties involved; see
also [NieOO].
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3 Some definitions

We define here a few terms that we shall use throughout. A user is a road user who has telephoned
Ericsson's central route planner, and is following the advice provided. A network is a directed
graph of road segments (in practice, each edge usually has a complementing one going in the other
direction). We use the word road to denote a single edge in the network, that is, a segment without
crossings, on- or off-ramps. For each edge or abstract road we define the following quantities, some
of which are time-dependent:

• Length, L; corresponds to length of road.

• Number, N; corresponds to number of cars on road.

• Density, D = N/L; corresponds to number of cars per kilometre on a given road. For each
road, we assume homogeneity.

• Intensity, I, also called 'traffic flow'; corresponds to number of cars driving past a certain
point per hour.

• (Average) speed, S; average number of kilometres cars travel per hour on a given road.

• Capacity; maximum intensity, reached for some optimal density and speed.

• Travel time, T = L/S.

• Equilibrium speed; speed of traffic in stationary state, at a certain density.

Detailed models differentiate between equilibrium speed and the actual current (average) speed.
In the models we use we shall not make this distinction.

By network flow parameters, we mean capacity, density, intensity and average speed for each
road in the network. Capacity clearly depends on the type of road, Le. number of lanes, highway
or not, speed limits, etc. It also depends on road conditions, by which we mean all variables that
influence the capacity of a road such as weather conditions, daylight, construction work, accidents
on the road (or on the road going in the other direction, which may create a kijkfile (spectator
jam). Finally, routing information is the information a user obtains when he l calls the central
route planner. This information includes the estimated time his planned journey will take, the
time at which he has to leave, and the reliability of the estimate.

4 Aspects of the problem

In this section we identify and comment on several aspects of the traffic estimation and routing
problem. Many of these aspects have not found a way into the proposed model; however, we
believe they are all relevant, and important to keep in mind when a decision about follow-up
research on the CRP is to be made.

4.1 Two main approaches to the traffic problem

Vaguely put, the goal of traffic routing is to make more efficient use of available network capacity.
Two main approaches may be identified (see also [RB94]), which we dub the top-down and bottom
up approach.

• Top-down: Guides traffic so that the total capacity of the network is maximized at a global
optimum;

• Bottom-up: Provides users with accurate information and predictions, enabling them to
choose the most efficient (fastest) route, Le. every user is in a local optimum.

1Whilst not making strained efforts for political correctness, we are aware of the existence of female drivers.
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The first is the approach taken by the government, when they try to influence traffic, for instance
by imposing speed limits. The second approach is taken by individual drivers, when they choose
departure time and route in order to encounter fewer jams.

Note that the two approaches use different notions of optimality. Government is interested
in average throughput, an individual user is interested primarily in his own travel time. And
indeed, these differing notions give rise to different optimal configurations. For example, within
some bandwidth, imposing a speed limit results in a higher road capacity (the number of cars
per minute flowing through), although individual cars take longer to arrive. Other even more
counterintuitive situations may occur; see section 4.3.

4.2 Historical data and users information

We assume Ericsson has access to historical data on the network flow parameters. It is unclear
to us whether this assumption is justified. We believe that a systematic, detailed and extensive
database of past network usage is vital for predicting the traffic flow, and running a CRP service.
Rijkswaterstaat routinely compares the traffic flow and speed of the flow with values of the recent
past. Each traffic control center has a module for this.

The problem of predicting traffic flow using historical data alone is not trivial. A reasonable
idea seems to identify independent, explaining variables, and use these to look up relevant past
traffic situations. The independent variables would include at least the day of the week, the time
of the day, the season and weather (forecasts). The database would provide an estimate of traffic
intensity, as well as an estimate of road conditions, together with the resulting traffic densities.

Ericsson's extra source of information are the user queries. The information on users consists
of the information about their current travel plans, and probably also of a database containing
the travel histories of all users. This information may be used to improve the traffic intensity
estimate. Using the database or a traffic model, this can subsequently be related to an improved
traffic density estimate.

As the extra information contained in the user queries would almost certainly be related to
network usage (intensity), rather than road conditions, it is important to compare how traffic flow
varies with varying network usage, as compared to the variation due to varying road conditions.
See section 4.5 for more remarks.

To determine the effect that using the extra information contained in user queries will have on
the precision of estimated journey times, it is vital to look at the relationship between the number
of drivers on a road, and the number of user queries (pertaining to this road). There may not in
fact be a useful relationship between these quantities, for the following reasons.

Some proportion of the drivers may never call, for instance because they are bound to fixed
departure times, or simply because of unfamiliarity with the system. People taking the same route
regularly may not bother to call (often), especially if the proposed route and departure times do
not vary much. An assumption on the relationship, for instance that a fixed percentage>. of the
drivers call Ericsson, will therefore probably not hold in general, but might however hold for the
group of occasional drivers.

The CRP can provide best routing information after all user queries are collected. This would
mean that users must call twice to obtain the requested information, which is not practical.
Moreover, they must plan their journey well in advance, which may not be possible or desirable
for everyone. Alternatively, the routing information may be continuously updated, with the system
always giving the latest predictions. This has the disadvantage of rewarding late callers, reducing
the effectiveness of the system.

Users may also give unreliable information, particularly if this information must be given well
in advance, or ignore the CRP's advice, causing further problems. User input will hardly influence
the information they get from the CRP, so that there is little incentive for the user to be very
precise.
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Figure 2: Braess' paradox. The numbers indicate the travel times for the corresponding edge; see
text. Adding an edge, in this case a third bridge across the canal, leads to increased travel times
for all drivers. Such paradoxical results have been observed in practice.

4.3 Nash equilibrium, Braess' paradox and the Prisoner's dilemma

One idea that came up during the discussions, is whether Ericsson, by advising their users properly,
could "manage" traffic so that a more efficient use of the network would result, and hence better
journey times for many of Ericsson's users. However, paradoxical situation may occur, as for
instance noted by Frank Kelly [KeI91]:

[I]f drivers are provided with extra information about random delays ahead, the out
come may well be a new equilibrium in which delays are increased for everyone.

In this section we shall make some remarks about a similar paradox, which states that adding
edges to a traffic network may similarly increase delays.

It is usually assumed that drivers choose routes so as to optimize their own situation. As
suming full information, this leads to a traffic situation where every driver uses a locally optimal
route, meaning that choosing a different route will not result in a decreased journey time for this
particular driver. This is called a Nash equilibrium. More than one Nash equilibrium may exist.

Given that Nash equilibria are locally optimal, it is perhaps surprising that the globally op
timal, or most efficient, traffic situation may not be a Nash equilibrium. For this statement to
be meaningful, we need a definition of "efficiency". Here we choose as efficiency measure, any
(weighted) average of the journey times experienced by all drivers in a given traffic situation.
More precisely, the statement is as follows. For certain networks, traffic situations exist where,
compared to the most efficient Nash equilibrium, every driver has decreased journey time. These
traffic situations are more efficient according to our efficiency measure.

The fact that a Nash equilibrium need not be optimally efficient, is closely related to Braess'
paradox [Bra68]. Braess found that adding an edge to a network may lead to a change in a Nash
equilibrium, with increased delays for everyone, even though drivers have more routes to choose
from. This phenomenon has actually been observed in practice [Tim90].

An example network where Braess' paradox occurs is given in figure 2; see also [Wail. A
network around two mountains and across a canal offers two alternative routes. Suppose that the
delays on the various parts of the network are: 10 minutes to go around a mountain, 2 minutes to
drive along the canal, and n/l0 minutes to cross the canal, where n is the number of cars using
the bridge. This term models the congestion, due for instance to the narrowness of the bridge.
Suppose 100 cars want to cross the canal. In this case the unique Nash equilibrium is reached
when cars distribute themselves equally among the two available routes. The associated delay is
10 + 2 + ~~ = 17 minutes for each route.

Suppose now that a third bridge is constructed, as indicated in the right panel in figure 2. Two
new routes are available, one going around both mountains, the other avoiding going around either.
The first will not be used, but the second route is fast, with initially ~g +2+0+2+~g = 14 minutes
delay, so that the previous traffic situation is no longer a Nash equilibrium. The new unique Nash
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equilibrium is reached when 20 cars take the new route, with the remaining 80 divided equally
among the two old routes. The delay in this situation is 18 minutes for all routes, longer than
before.

The previous traffic situation, with 17 minutes delay, is still possible in the new network
configuration. However, it is not a Nash equilibrium and will not spontaneously occur in practice:
since the shorter route is faster, with only 14 minutes delay, taking this route is beneficial for the
individual driver, even though it is detrimental to the "community".2 This situation is analogous
to the classical Prisoner's dilemma.

One way to induce drivers to move towards the non-Nash optimally efficient situation is to
artificially increase the "cost" of the short route, for instance by imposing a monetary fine (essen
tially the content of the NIEMA proposal, see [MieOO, NieOO]). Drivers will weigh the benefit of a
decreased delay against the monetary crst associated to the quicker route. A new equilibrium will
set in, which is a Nash equilibrium associated to the weighted graph, with weights that include
both the delay along the edge, and the monetary cost involved. With fines chosen appropriately,
such a Nash equilibrium can correspond to an optimally efficient traffic situation.

We conclude that the two approaches, top-down or global, and bottom-up or local optimizing
(see also section 4.1), result in different optimal solutions. Efforts for globally optimizing network
usage are best done at the government level. Ericsson, on the other hand, is interested in the
local problem of predicting travel time and the best possible route, in order to provide a service to
users. For this reason, we abandoned the idea of global traffic management, and instead focused
on predicting traffic densities, in order to find the fastest route for individual users.

4.4 Finding the shortest route

Once road speeds are estimated, finding the fastest route is relatively easy. It can be basically done
with Dijkstra's shortest path algorithm (mind the datahandling!) for directed weighted graphs,
adapted to take into account that the weights of the edges (the travel time along this edge) vary
with time. Provided that the weights do not vary too quickly (as otherwise waiting before taking
an edge may get you to your destination quicker than leaving immediately - Dijkstra's algorithm
does not handle this correctly), this can be done easily. Such an algoritm has polynomial time
complexity. For an application of Dijkstra's algorithm in a real-life situation see [Sch98].

4.5 The explaining variables of traffic jams

To provide reliable information, we want to predict how quickly a user can travel on the road
network. This depends on the user (whether he is driving a truck or a car, whether he will drive
fast or slow if he has an option), and on traffic conditions (the maximum attainable speed on each
leg of his journey). Traffic conditions depend on several things, such as the type of road, the road
conditions, the number of drivers on the road, the type of vehicles (cars or trucks), and previous
traffic conditions (a jam takes time to dissolve; above criticality, a jam reinforces itself).

Let us focus on two main variabks, demand and road conditions. Since the central route
planner bases its estimate on an improved estimate of traffic density, and since Ericsson's additional
source of information only carries further information on the first variable, demand, it is important
to know something about the relative importance of these two variables for traffic density estimates.

A very simple first approach to answer this question empirically could be as follows. Instead
of looking at the average speed, which varies over the roads of the network and may be difficult
to measure, we look at the length of a traffic jam. This may be regarded as a stochastic variable.
The lengths of traffic jams are already being measured and broadcast on the radio. Correlating
these with variables related to demand and road conditions then gives information on how these
variables explain the lengths of traffic jams. Real-time measurements of intensity are already done
at some points in the Dutch road network (see [vS99aJ).

2Choosing routes according to a globally efficient traffic situation is, in Hofstadter's language, following a "su
perrational" strategy (see [Hof85, Part VII]). His experiments indicated that rational people do not follow such
strategies.
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A potential problem in this approach is that the relationship between traffic jam lengths and
demand is probably highly nonlinear: below a certain threshold, jams are very unlikely to occur.
Because of this nonlinearity, ordinary linear correlation might not be the best way to measure the
dependence between these variables.

5 A statistical approach

Here we present a model to answer Ericsson's question quantitatively, in a simplified setting.

5.1 Simplifying assumptions

All network flow paraL1eters are important for e.g. simulations. l,From the users' perspective, the
average speed (or travel time) are mainly of interest. In order to predict the total travel time for
a single user, Ericsson needs to be able to predict the travel time on each leg of the network, at
every instant of time.

Once these estimates are known, finding the fastest route is relatively trivial. Therefore we shall
focus on the precision of the journey time estimate, which depends on the "reliability" of network
flow parameter estimation. Many of the variables that influence this are inherently stochastic in
nature (such as the occurrence of accidents), so a statistical approach seems to be natural.

In order to simplify further, we will not consider the whole network or discuss the correlations
in time mentioned, but focus on the problem of predicting the travel time on a single given road.

As final major simplification, we assume that the network flow parameters (such as intensity)
are independent of time. In practice, this means that we shall consider a short time interval, where
conditions can be regarded as being constant (but see section 6).

5.2 The model

In this model, we consider a single road. Let N denote the number of cars on this road and T the
time taken to travel along the road. As mentioned previously, we assume there is a deterministic
relation between the density and the speed, so that T is some function of N:

T =g(N) (1)

say. It is reasonable to assume 9 is monotonically increasing and hence injective (see also section
6). Some of these N drivers call Ericsson; say U users. The problem is now to estimate N given
U.

First we need to model the distribution of N itself. All we know of N is that it is a discrete
variable. We assume N has a Poisson distribution with parameter J-l, say.

Furthermore, we assume that the probability of a driver being a user is A. In other words, the
conditional distribution of U given N = n is a binomial distribution with n trials and parameter A.
The actual value of Amay be deduced from historical (users) data. Then U is Poisson distributed
with parameter J-lA.

We have historical data for a particular road, Le. with frequencies II, ... ,fk there are nl, ... ,nk
cars on the road. The travel times are then tl, ... , tk where ti = g(ni)'

In practice many ni-values can occur, while the historical data may be limited. It is therefore
probably a good idea to use intervals [ni, ni+l) of some appropriate length, instead of points. See
also section 5.3.

Suppose we observe U = u say, and we know

P(N = .IU = )= P(U =ulN =ni)P(N =ni)
nt u P(U =u)

by Bayes Theorem. Now P(U = ulN = ni) is given by the above assumption, P(N = ni) ::::
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iii l:= Ii by our assumption on the historical data, and

P(U = u) = :L P(U = ulN = nj)P(N = nj).
nj~u

As ni varies, this gives us the posterior distribution of N, given U = u. Hence, using that 9 is
injective (see also figure 5),

P(T = tilU = u) = P(g(N) = g(ni)IU = u) = P(N = nilU = u) (2)

gives the posterior distribution of T given U = u. We finally estimate T from a given u by choosing
the value ti which maximizes (2).

Let us now use our knowledge of the distributions of Nand U. We have

and a little algebra yields the posterior distribution of N:

e-/L(1-A) (f.t(l - A))n;-u

P(N = nil U = u) = ( )1 'ni - u .

a Poisson distribution with parameter f.t(1 - A), translated by u. It reaches its maximum at
N = u + f.t(1- A), which is also its mean. Its variance is f.t(l- A). Now, T = g(N), so that

var(TIU = u) ~ var(NIU = u) (g'(E(NIU = U)))2 = f.t(1- A) (g'(u + f.t(1- A)))2 (3)

(Note that the quality of this approximation depends on the smoothness of g. In our case 9 is
nondifferentiable, see section 6, and (3) will be an underestimate just below critical densities.) An
estimate of the variance of T without user information is f.tg' (f.t)2. With user information, this
changes to (3). The difference can serve as a measure of the improvement of our estimate.

5.3 An alternative approach: Continuous distributions

A major drawback of the discrete approach is that we need to choose appropriate lengths for the
intervals [ni,nHt). A convenient way to avoid this is to model N by a continuous distribution,
say N(f.t, a). The facts that f.t is large and that many different values N can occur validate this
choice. Since negative values of N make no sense, we assume that a « f.t, so that the probability
of such values occurring is negligible. We assume again that the probability of a driver being a
user is A, in other words, that U is binomially distributed with parameter Aand N, given N E N.
By the law of large numbers

B(N, A) '" N(NA, JNA(l- A)).

The rest of the analysis follows the previous section, and we shall not give the details.

6 The dependence of travel time on road usage

In the previous section, we used an unspecified function 9 to describe the dependence of the travel
time T on the number of users N of a road segment; see (1). In this section we use a simple model
of traffic dynamics to arrive at a candidate for g.

Many different models of traffic flow can be found in the literature. They may be characterized,
crudely, as microscopic (individual cars, see references in [Cre79, Smu96]), mesoscopic (densities
and average speeds over segments a few hundred meters in length, again see [Cre79, Smu96]) and
macroscopic (on the level of networks, see [RB94]).

We focus on the mesoscopic level. The existing models are too detailed for us, and we make a
few extra simplifications.
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6.1 Traffic model

The model we describe here is a simplified version of the models used in [Cre79, Smu96, vS99a].
The main simplification is that we consider a single road segment, on which we assume that
homogeneous conditions prevail.

In section 2 we mentioned the relation between density and equilibrium speed proposed in
[Smu96]. We shall assume that traffic flow is always in equilibrium, so that the relation between
densities (supplemented by variables describing the road condition) and speed (hence intensity) is
deterministic.

Input of the model is a function A(t) describing the influx of cars on the road segment per
time unit, in cars per hour. The output is a function D(t) describing the instantaneous density,
in cars per kilometre. The density increases due to the influx of cars, and decreases due to the
outflux, which is equal to the intensity (in cars/hour). The intensity is a function of the density,
namely Smulders' function (see figure 1) multiplied by the density. Denoting the length of the
road segment by L, this leads to the following model:

dD
Ldt = A(t) - D(t) . S(D(t)) (4)

if D :S Dcrit

if D > Dcrit

Here S is Smulders' function. In principle, this function depends on various parameters, like
road conditions, type of traffic etcetera. For simplicity we shall ignore this and use the following
formula:

{

vfree (1 -~)
S(D) = jam

VfreeDcrit (1 - Dj~m)
(See figure 1, and [Smu96, p. 30] for a motivation.) The various parameters are

Vfree = 110 km/h, Djam = 110 cars/km, Dcrit = 27 cars/km

Because we assume that conditions on the road segment are homogeneous, the length of the
segment is an important parameter of the model (4). We used the value L = 30 km, which led to
reasonable results.

6.2 Road usage

The influx of cars at a certain instant, per unit of time, is given by A(t). As a model for road
usage we take

fa 2
A(t) := N V;e-Qt

, (5)

a bell curve, where N is the total number of cars passing the road, and a is related to the width
of the bell curve. Both parameters influence the development of a jam.

6.3 Analysis

We are interested in the throughput of the road segment. One statistic related to this is the
average time it takes to travel through the segment. The time spent is the time of exit minus time
of entry; the average time spent on the segment for all cars is therefore

J~oo t (D(t) . S(D(t)) - A(t)) dt

J~oo A(t)dt
T =

=

J~oo t (outflux(t) - influx(t)) dt

J~oo influx(t)dt

1 joo dD(t) L joo
N

-Lt-d-dt = - D(t)dt,
-00 t N -00
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Time

Figure 3: The average travel time, and average speed, on a road described by traffic model (4)
under influx (5), for varying parameter values Nand 0:.

where we integrated by parts, with vanishing boundary terms. This is a first candidate for the
function g(N).

A different but related statistic is the average speed. It may be calculated by noting that an
intensity of cars D(t) . S(D(t)) experience a speed S(D(t)); the average speed therefore is

V = ~ i: D(t) (S(D(t)))2 dt

For parameter values N E [2000,4500] and 0: E [i", 4], both statistics have been plotted in figure 3.
In both plots a 'ridge' can be seen, along which T and V seem to have discontinuous derivatives.
The corresponding curve in the 0: - N plane is related to the onset of jams.

6.3.1 Critical curve

We now try to obtain an estimate of this curve of critical parameter values. The pair (0:, N) is
critical when the density reaches, but not increases beyond, the critical density Dcrit ' at some
time tcrit. At this moment ~~ = O. Plugging this into (4) we get that terit satisfies

(6)

where the critical intensity [erit is defined by [crit := DeritS(Derit) = 27S(27) = 2241 cars/h.
Equation (6) has two solutions, one negative and one positive. Since D lags A and reaches its
maximum after A does, only the positive solution is relevant.

The remaining condition is that D(terit) = Derit. To solve this equation we need to solve the
differential equation (4). To simplify the latter, first note that 0 S; D S; Dcrit globally. In this
range S(D) depends linearly on D, and varies by approximately 25%. We approximate S(D) by
a constant Savg. This constant is chosen somewhere between 110 and 83 km/h, but with a bias
towards the lower value since S(D) affects the differential equation more when D is larger. Then
(4) becomes linear,

dD(t)
L~ + SavgD(t) = A(t),

and can be solved by variation of constants, D(t) = (1/L) J~oo eS"vg(u-t)/L A(u)du. The important
parameter here is Savg/L, which in our case is approximately 3. This justifies the use of the
following estimate which is more useful for our purpose, and which is valid for large parameter
values Savg/L:

1 ( L) L2
( 5L)D(t) = --A t - -- + --A" t - -- + ...

Savg Savg 2S~vg 3Savg
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Figure 4: Curve of critical values in the N - a plane: jams start to occur upon crossing this curve
from the left. Dots are obtained by numerically solving (4); the curve is the approximation (8),(9).

Using only the first term, we get the following condition for terit:

A(terit - S~g) = SavgDerit

Expanding to first order, and using (6), we can rewrite this as A'(terit) = (I/L)Savg(Ierit 
DeritSavg). "From (5) we find that A'(t)/A(t) = -2at, and using this the condition becomes

1 (DeritSaVg )2aterit = LSavg I. - 1
ent

Given a, we can solve (8) for terit, and then

(9)

Fitting the resulting curve to the curve obtained by numerical integration, we find good agreement
at Savg = 95 km/h. The critical curve is plotted in figure 4.

6.3.2 Average time with jams

We now analyze what happens when we cross the critical curve. We assume that the time during
which the density exceeds the critical value is small, compared to the total time interval considered.
Let N and a be on the critical curve, and let terit denote the instant at which critical density is
reached, and Ierit := DeritS(Derit) = D(terit)S(D(terit» the critical intensity. We increase A(t)
by a factor 10, that is, we set

A(t) := (1 + €)N ~e-O<t2

For small 10, the time spent in the jam-regime D 2: Derit will be small. This justifies approximating
I and A by linear models,

I(D(t» =
A(t)

Ierit - 'Y(D(t) - Derit )

(1 + €)Ierit(1- {3(t - terit»,
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where we used that A(terit) = Ierit when f = O. Here, = 11 as D '\. Derit, and (3 =
- ~1jIerit at t = terit· For f > 0 the critical density will be reached for tl < terit. Using
D(t) ~ (DeritlA(O))A(t - terit) (equation (7)), valid when D ~ Derit> we find the approximation

(
A" (0) 2) ( (( )2)D(t) ~ (1 + f)Derit 1 + 2A(0) (t - terit) = 1 + f)Derit 1 - a t - terit

for the case f > 0 and D ~ Derit. Solving D(t) = Derit we find

tl = terit - Ja(1~ f)

For convenience we now choose translated variables t' and D', so that t' = 0 corresponds to tl,
and D' = 0 to Derit. Setting up the differential equation for the jammed regime in these variables,
we get

£ ~~' = (1 + f) Ierit (1 - (3 (t' - Ja(1 f+ f)) ) - Ierit + ,D' = a - bt' + ,D'

where a = Ierit(f + (1 + f)(3Vfja(1 + f)) and b = Ierit(1 + f)(3. This equation can be solved by
variation of constants again, yielding

D'(t') = (!!:"t' - .!!.-t,2) et''Y/L
£ 2£

The solution is valid for D' ~ 0, that is, between t~ = 0 and

, 2~ 2f
t 2 = Va(1 + f) + (1 + f)(3

(10)

(11)

We are interested in the value JD(t)dt. Without jams this would be NjSavg, see (7). With
jams the value becomes larger, due to two effects. First of all, from the second term in (11) it is
seen that the time interval where D ~ Derit is longer than it would be without jams. Secondly,
the density in this interval is larger than it would be without jams. Integrating (10) over the
appropriate interval, and truncating at degree f2, we the following formula:

{

o
L 00 £

T = N j D(t)dt = S + £Derit 2f 16(3Ierit
-00 avg N (1 + f)(3 + 3N

if N < Nerit

if N? Nerit

(12)

where N = (1 + f) Nerit. It turns out that for reasonable parameter values, the last term, measuring
the large-density effect, is the least important one. As a final improvement, we replace the constant
Savg by a number that is 110 for N = 0, and linearly decreases to Savg when N reaches its critical
value. The resulting curve, and the numerically obtained statistic T, are plotted in figure 5.

We conclude that the expression (12) may serve as a good approximation of g(N) below and
around critical densities.

7 Conelusions

Ericsson's problem has many different aspects, which makes it impossible to give a precise answer
to their question. Instead we have tried to provide an overview of these aspects, which helped us
to subsequently formulate and analyze a model problem.

We selected relevant literature and described some of the recent research in the area. 'fraffic
routing problems and traffic density predictions, as well as traffic flow models, have been studied
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Figure 5: Average time to travel through the segment, for fixed a = 4, as a function of N. The
smooth curve has been determined numerically, the other curve corresponds to (12).

greatly. It turned out that even advance booking had been investigated, an idea which is closely
related to Ericsson's ideas. We indicated a few problems that may arise when a CRP is imple
mented. Our main concerns are, that too few drivers may cooperate for traffic density estimates
to improve significantly, that users may give unreliable information or ignore the CRP's advice,
and that road conditions (which cannot be predicted well in advance) may influence the traffic
densities more than the demand.

To get a sense for the relation between user cooperation and reliability of travel time estimates
we modelled a single road segment, under strong assumptions. Here we used the variance of travel
time estimates as a measure of reliability. We also analyzed a simplified traffic model to find a
relation T = g(N) between road usage N and average travel time T. The fraction A of the drivers
that use the CRP appears to influence the travel time predictions in two ways. If the number
of cars on a road is not near a certain critical number, the variance of the travel time depends
more or less linearly on the fraction A (in this case the derivative g'(N) is roughly constant when
N changes due to CRP advices). Far from critical situations, the effect of users information will
therefore only be noticeable when many drivers become users. If the number of cars on a road is
near the critical number, g'(N) changes drastically with small variations of N. This may cause
a higher order dependence of the variance on A, and means that user information becomes more
useful. It is however hard to predict in advance whether the situation on a road will be near
criticality.

Moreover, a change in N, caused by the CRP's advice, may also let g'(N) increase. This can
result in a less reliable estimate than the estimate without users information. Partly this is due to
our notion of reliability; however, paradoxical situations may occur, related to Braess' observation.
It would be interesting to study this, and identify when reduced reliability, or increased travel
time, can occur as a result of providing users with better information. Another topic that seems
interesting and relevant to study is the dependence of jams on road conditions versus road usage.
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